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translate lat 

Syntax Description 

To translate a connection request to another protocol connection type when receiving a local-area 
transport (LAT) request, use the translate lat command in global configuration mode. To remove or 
change the translation request, use the no form o f this command. 

translate Iat incoming-service-name [incoming-options] pro toco/ outgoing-address 
[ outgoing-options] [global-options] 

no translate lat incoming-service-name [incoming-options] pro toco! outgoing-address 
[ outgoing-options] [global-options] 

incoming-service-name 

incoming-options 

A LAT service name. When used on the incoming portion o f the 
command, incoming-service-name is the name o f the service that users 
specify when trying to make a translated connection. This name can 
mate h the name o f the final destination resource, but is not required to. 
This argument is useful when making remote translated connections. 

(Optional) An incoming connection request option. For LAT, the only 
option currently supported is: 

unadvertised-Prevents service advertisements from being 
broadcast to the network. This keyword can be useful, for example, 
when you define translations for many printers, and you do not want 
these services advertised to other LAT terminal servers. (VMS 
systems will be able to connect to the service even though it is not 
advertised.) 

protocol outgoing-address A protocol name followed by an address or host name. Protocol 
translation choices are: ppp, slip, tcp, and x25. 

~ .. 
Note The host name is resolved to an address during configuration, 

unless you are translating to TCP and use the host-name 
keyword, which allows the host name to be resolved at 
connection time instead of configuration time. See Table 38 
for more information about the host-name keyword. 

Additional keywords that can be entered with the protocol are as 
follows : 

autocommand-Specifies an EXEC command for an outgoing 
connection. The command executes upon connection to a host. You 
can issue any EXEC command and any switch or host name as an 
argument to the autocommand command. lfthe string following 
autocommand has one o r more spaces as part o f the string, you 
must place quotation marks (" ") around the string . 

Cisco lOS Tenninal Services Command Reference • 
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Defaults 

Command Modes 

Command History 

Usage Guidelines 

outgoing-options 

global-options 

Terminal Services Comniands- I 

lfyou want to enable AppleTalk Remote Access (ARA) on aq 
outgoing connection, specify the autocommand arap keywords-. 
These keywords are necessary for ARA because ARA does not use 
addressing, and this option permits you to invoke the ARA string. 

• virtual-template-Associates a virtual template with a virtual 
access interface. See the translate lat (virtual access interfaces) 
command description for more information. 

(Optional) Outgoing connection request options. Choices depend upon 
the protocol or command entered. See Table 36, Table 3 7, Table 38, and 
Tabl e 39 for more information. 

(Optional) One or more ofthe following translation options can be used 
by any connection type: 

access-class number-Allows the incoming call to be used by 
source hosts that match the access list parameters. The argument 
number is an integer previously assigned to an access list. Standard 
access list numbers are in the range from 1 to 99; expanded standard 
access lists numbers are in the range 1300 to 1999. 

• 1oca1-Ailows Telnet protocol negotiations to not be translated. 

• login-Requires that the user log in before the outgoing connection 
is made. This type o f login is specified on the virtual terminal lines 
with the login command. 

max-users number-Limits the number o f simultaneous users o f 
the translation to number (an integer you specify) . 

quiet-Suppresses printing o f user-information messages. 

No default translation parameters 

Global configuration 

Release 

10.0 

12.1 

Modification 

This command was introduced. 

The no-reset permanent virtual circuits (PVC) subkeyword was added 
to support outgoing PVCs. 

You define protocol translation connections by supplying a protocol keyword and the address, host 
name, or service name. A LAT protocol translation command can be as simple as the following 
example : 

Router(config)# translate lat LAT-1 X.25 1236672 J 
However, the Cisco lOS software provides a broad range of options that support protocol translations \; 
in many networking environments. Table 3ó, Tabl c 37, Table 38, and Tab le 39 list the translate lat \ 
translation options by protocol. 

• Cisco lOS Terminal Services Command Reference 
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~ .. 
Note 

translate lat.. • 

:<65( 
You can also use the Cisco lOS command-line interface to help you understand how these keywords are A 
entered. In global configuration mode, begin entering the translate command and add a question mark 
at each portion ofthe command to display the options available. Some examples follow: 

Router(config)# translate lat ? 

WORD LAT service name 

Router(config)# translate 1at LSVC ? 

autocommand 
lat 
ppp 
slip 
tcp 
unadvertised 

virtual-template 
x25 

Associate a command with a translation on this connections 
DEC LAT protocol 
Virtual async PPP 
Virtual async SLIP 
TCP/IP Telnet 
Prevent service advertisements from being broadcast to the 
network 
Associate a virtual template with virtual access interface 
X. 25 

Router(config)# trans1ate 1at LSVC tcp ? 

Hostname or A.B.C.D IP address 

Router(config)# translate lat LSVC tcp 1.1.1.1 ? 

Allow access list parameters to be used by source· hosts 
Negotiate Telnet binary mede on the connection 
Store the host name rather than its IP address 

access-class 
binary 
host-name 
local 
1ogin 

A1low Telnet protocol negotiations not to be translated 
Require that the user log in before the outgoing connection 
is made 

max-users 
multibyte-IAC 
port 
quiet 
source-interface 
stream 

Limit the number of simultaneous users of the translation 
Always treat multiple IACs as telnet command 
Port Number 
Suppress printing of user-information messages 
Specify source interface 
Treat telnet escape characters as data 

I f you plan to translate to X.25 on a permanent virtual circuit (PVC), se e the description for the 
translate x25 command for important configuration notes. 

Table36 LAT-to-PPP Outgoing 'úanslation Options 

Outgoing PPP Translation 

ppp {ip-address / ip-pool [scope-name name]} 

Translates from LAT to virtual asynchronous PPP. Supply an IP address as a standard, four-part dotted 
decimal IP address. 

The ip-pool keyword obtains an IP address from a Dynamic Host Configuration Protocol (DHCP) 
proxy client or a local pool. I f the optional scope-name keyword is not specified, the address is 
obtained from a DHCP proxy client. I f the scope-name keyword is specified, the IP address is 
obtained from the specified local pool. The scope-name keyword can specify a range ofiP addresses . 

Cisco lOS Terminal Services Command Reference • li;Stil 
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Tãble 36 LAT-to-PPP Outgoing Tianslation Options (continued) 

Outgoing PPP Connection Request Options 
Add any o f the following keywords to configure PPP connection requests: 

• authentication {pap I chap }-Sets Challenge Handshake Authentication Protocol (CHAP) or 
Password Authentication Protocol (PAP) authentication for PPP on virtual asynchronous 
interfaces. lf you specify both keywords, order is significant; the system will try to use the first 
authentication type, then the second. 

• header-compression-Implements header compression on IP packets only. 

• ipx loopback number-Specifies the loopback interface to be created and permits clients running 
IPX-PPP to connect through virtual terminallines on the router. A loopback interface must have 
been created and configured with a Novell IPX network number before IPX-PPP can work on the 
virtual terminal tine. The virtual terminal line is assigned to the loopback interface. 

• keepalive number-of-seconds-Specifies the interval at which keepalive packets are sent on 
Serial Line Internet Protocol (SLIP) and PPP virtual asynchronous interfaces. By default, 
keepalive packets are enabled and sent every I O seconds. To shut off keepalive packets, use a 
value o f O. The active keepalive interval is I through 32,767 seconds. When you do not change 
from the default o f I O, the keepalive interval does not appear in more system:running-config or 
show translate command output. 

• mtu bytes-Sets the interface maximum transmission unit (MTU) of packets that the virtual 
asynchronous interface supports. The default MTU is 1500 bytes on a virtual asynchronous 
interface. The acceptable range is from 64 to I ,000,000 bytes. 

• routing-Permits routing updates between connections. This keyword is required i f the 
destination device is not on a subnet connected to one o f the interfaces on the router . 

• use-tacacs-Uses TACACS to verify PPP authentications for CHAP or PAP on virtual 
asynchronous interfaces. 

Tãble 37 LAT-to-Sl/P Outgoing Tianslation Options 

Outgoing SLIP Translation 

slip {ip-address/ ip-pool [scope-name name]} 

Translates from LAT to virtual asynchronous SLIP. Supply an IP address as a standard, four-part 
dotted decimal IP address. 

The ip-pool keyword obtains an IP address from a DHCP proxy client o r a local pool. If the optional 
scope-name keyword is not specified, the address is obtained from a DHCP proxy client. I f the 
scope-name keyword is specified, the IP address is obtained from the specified local pool. The 
scope-name keyword can specify a range o f IP addresses. 

~ .. 
Note The slip argument applies only to outgoing connections; SLIP is not supported on 

incoming protocol translation connections . 

• Cisco lOS Terminal Services Command Reference 
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Table 37 lAT-to-Sl/P Outgoing Tianslation Options (continued) 

Outgoing SLIP Connection Request Options 
Add any ofthe following keywords to configure SLIP connection requests : 

• header-compression [passive]-Implements header compression on IP packets only. The 
passive keyword permits compression on outgoing packets only i f incoming TCP packets on the 
same virtual asynchronous interface are compressed. The default (without the passive keyword) 
permits compression on ali traffic . 

• ipx loopback number- Specifies the loopback interface to be created and permits clients running 
IPX-PPP to connect through virtual terminal !ines on the router. A loopback interface must have 
been created and configured with a Novell IPX network number before IPX-PPP can work on the 
virtual terminal line. The virtual terminalline is assigned to the loopback interface. 

• keepalive number-of-seconds-Specifies the interval at which keepalive packets are sent on SLIP 
and PPP virtual asynchronous interfaces. By default, keepalive packets are enabled and sent every 
1 O seconds. To shut off keepalive packets, use a va1ue o f O. The active keepa1ive interval is 1 
through 32,767 seconds. When you do not change from the defau1t of 10, the keepalive interval 
does not appear in more system:running-config or show translate command output. 

• mtu bytes-Sets the interface MTU o f packets that the virtual asynchronous interface supports. 
The default MTU is 1500 bytes on a virtual asynchronous interface. The acceptable range is from 
64 to 1,000,000 bytes. 

• routing-Permits routing updates between connections. This keyword is required i f the 
destination device is not on a subnet connected to one o f the interfaces on the router . 

Table 38 LAT-to-TCP Outgoing Options 

Outgoing TCP Translation 

tcp ip-address 

Translates LAT to TCP/IP Te1net. Supply an IP address as a standard, four-part dotted decimal IP 
address, the name o f an IP host that can be resolved by the DNS, or explicit specification in an ip host 
command (refer to the description for the host-name keyword in the "Outgoing TCP Connection 
Request Options" section). 

Outgoing TCP Connection Request Options 
Any o f the following optional keywords can be used to configure TCP connection requests : 

• binary-Negotiates Telnet binary mode on the connection. 

• host-name--Stores the host name rather than its IP address, thereby allowing the host name to 
be resolved at connection time instead of configuration time. There is also a rotor keyword 
suboption that you can use to modify the behavior ofthe host-name keyword by allowing one of 
the IP addresses defined by the ip host configuration command to be chosen randomly. If one 
address fails, another one will be tried, and so on until ali address choices are exhausted. You can 
use the roto r keyword, therefore, to provi de basic load sharing o f the IP destinations . 

• multibyte-IAC-Always treat multiple Interpretas Command (IAC) escape character codes as a 
Telnet command. 

• port number-For outgoing connections, enter the number ofthe port to match. The default is 
port 23 (Telnet) . 

Cisco lOS Tenninal Services Command Reference • 
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Tilbl• 38 LAT-to· TCP Outgoing Options (continued) 

• source-lnterface-Specifies the source address used for Telnet connections initiated by the 
router. 

• stream-Performs stream processing, which enables a raw TCP stream with no Telnet control 
sequcnces. A stream connection does not process or generate any Telnet options, and also 
prevents Telnet processing ofthe data stream. This keyword might be useful for connections to 
pons runnmg the UNIX-to-UNIX Copy Program (UUCP) or other non-Telnet protocols, or to 
pons connected to printers. For ports connected to printers using Telnet, the stream keyword 
prevents some o f the problems associated with using Telnet for printers, such as unusual events 
happenmg to carriage retums or line feeds and echoing of data back to VMS systems. 

Tii~JW 3!J LAT-to-X.25 Outgoing lranslation Options 

Outgoing X.ZS Translation 

x25 x. I~ 1-uddress 

Translates LAT to the X.25 protocol. Supply an X.l21 address that conforms to the specifications 
prov1ded m the CCITT 1984 Red Book, or the name o f an X.25 host that can be resolved by the DNS, 
or cxphcit specification in an x25 host command. 

The addrcss number generally consists of a portion that is administered by the public data network 
(PDN) anda ponion that is locally assigned. You must be sure that the numbers that you assign agree 
with the addresses assigned to you by the X.25 service provider. The X.l21 addresses generally will 
be subaddresses o f the X. l21 address for the X.25 network interface . 

Outgoing X.2S Connection Request Options 
Any o f the following optional keywords can be used to configure X.25 connection requests: 

• cud c-u-data-Sends the specified X.25 Call User Data (CUD) text as part of an outgoing call 
request after the protocol identification bytes. 

no-reverse-Specifies that outgoing calls not request the X.25 reverse charge facility, when the 
interface default is that ali outgoing calls are reverse charged. 

pro file profile-Sets the X.3 packet assembler/disassembler (PAD) parameters as defined in the 
profile created by the x29 profile command. 

pvc number [interface serial number I packetsize in-size out-size I windowsize in-size out-size I 
no-reset]-Specifies that the outgoing connection is actually a PVC. The number argument 
specifies the virtual circuit channel number ofthe connection, which must be less than the virtual 
circuits assigned to the switched virtual circuit (SVC).Only one session is allowed per PVC. Use 
the following optional keywords to further define the connection: 

- interface serial number-Specifies a PVC interface on which to set up the PVC connection. 

- packetsize in-size out-size-Specifies the input packet size (in-size) and output packet size 
(out-size) for the PVC. Valid packet size values are: 16, 32, 64, 128,256,512, 1024, 2048, 

\ and 4096. 

- windowsize in-size out-size-Specifies the packet count for input windows (in-size) and 
output windows (out-size) for the outgoing translation. Values of in-size and out-size range 
from I to 127 and must not be greater than the value set for the x25 modulo command. You 
must specify the same value for in-size and out-size. 

- no-reset-Causes the Cisco router to send a no Reset packet request at startup of a TCP or 
LAT to permanent virtual circuit (PVC) translation session. 

• Cisco lOS Terminal Services Command Reference 
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Table :J!J LAT-to-X25 Outgoing Translation Options (continued) 

reverse-Provides reverse charging for X.25 on a per-call rather than a per-interface basis. 
Requests reverse charges on a specified X.l21 address, even i f the serial interface is not 
configured to request reverse charge calls. 

use-map-Applies x25 map pad command entry options (such as CUD and idle) and facilities 
(such as packet in, packet out, win in, and win out) to the outgoing protocol translation cal!. When 
the use-map keyword is specified on the translate command, the Destination address and 
optional PAD Protocol Identification (PID), CUD, and facilities are checked against a configured 
list ofx25 map pad entries. I f a match is found, the map entry PID, CUD, and facilities are applied 
to the outgoing protocol translation cal!. The X.25 map facilities applied to the outgoing 
translation can be displayed with the show translation command throughout the duration ofthe 
translation session. 

The following example illustrates incoming LAT to outgoing TCP translations. The unadvertised 
keyword prevents broadcast of service advertisements to other servers in the network. Outgoing 
translated packets are sent to IP host Hostl, TCP port 4005 . 

translate lat pt-printer1 unadvertised tcp Host1 port 4005 

The following example translates LAT on an incoming line to SLIP on an outgoing line. lt uses header 
compression only i f incoming TCP packets on the same interface are compressed. 

translate lat Service1 slip 10.0.0.4 header-compression 

The following example first shows how to disable keepalive packets on a PPP line using the 
translate lat command, then shows translated session output from the show translate EXEC command 
indicating keepalive packets have been turned off. 

translate lat Service2 ppp 172.21.2 . 2 keepalive O 

Router# show translate 

Translate From : LAT Service2 
To: PPP 172.21 . 2.2 keepalive O 
0/0 users active, O peak, O total, O failures 

Command Description 

show translate Displays configured translation sessions. 

tt·anslat.: tcp Translates a TCP connection request automatically to another outgoing protocol 
connection. 

translate x25 

x29 access-list 

x29 profile 

Translates an X.25 connection request automatically to another outgoing protocol 
connection. 

Limits access to the access server from certain X.25 hosts. 

Creates a PAD profile script for use by the translate command. 

Cisco lOS Terminal Services Command Reference • 
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translate lat (virtual access interfaces) 
When receiving a Iocal-area transport (LAT) connection request to a service name, to set up the Cisco 
router to automatically translate the request to another outgoing protocol connection type, use the 
translate lat command in global configuration mode. To remove or change the translation request, use 
the no form o f this command. 

The command syntax that follows shows how to apply a virtual interface template in place o f outgoing 
translate options. If you are using virtual templates for protocol translation, ali outgoing options are 
defined in the virtual interface template. Tabl e 40 lists ali outgoing options and their corresponding 
interface configuration commands. 

translate lat incoming-service-name [incoming-options] virtual-template number 
[globa/-options] 

no translate lat incoming-service-name [incoming-options] virtual-template number 
[global-options] 

C S D .. yntax escr1pt1on incoming-service-name A LAT service name. When used on the incoming portion o f the 
translate lat command, service-name is the name of the service that 
users specify when trying to make a translated connection. This name 
can match the name o f the final destination resource, but this match is 
not required. Such matches can be useful when making remo te translated 
connections . 

• 

o 

• 

incoming-options 

virtual-template number 

g/obal-options 

(Optional) An incoming connection request option. For LAT, the only 
keyword currently supported is: 

unadvertised-Prevents service advertisements from being 
broadcast to the network. This keyword can be useful, for example, 
when you define translations for many printers, and you do not want 
these services advertised to other LAT terminal servers. (VMS 
systems will be able to connect to the service even though it is not 
advertised.) 

Applies the virtual interface template specified by the number argument 
in place of outgoing options. 

(Optional) Translation options that can be used by any connection type 
and can be one or more o f the following: 

access-class number-Allows the incoming call to be used by 
source hosts that match the access list parameters. The argument 
number is an integer previously assigned to an access list. Standard 
access list numbers are in the range from l to 99; expanded standard 
access lists numbers are in the range 1300 to 1999. 

max-users number-Limits the number of simultaneous users o f 
the translation to number (an integer you specify). 

• local-AIIows Telnet protocol negotiations to not be translated. 

• login-Requires that the user log in before the outgoing connection 
is made. This type o f login is specified on the virtual terminal lines 
with the login command. 

quiet-Suppresses printing o f user-information messages . 

• Cisco lOS Terminal Services Command Reference 
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Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

lranslale lal (virtual access inlerlaces) • 

No default translation parameters 

Global configuration 

Release Modification 

10.0 This command was introduced. 

804<1 
.A· 

You define the protocol translation connections by choosing a protocol keyword and supplying the 
appropriate address, host name, or service name. The protocol connection information is followed by 
optional features for that connection, as appropriate. For example, the binary keyword is only 
appropriate with TCP/IP connections. The global options, in general, apply to ali the connection types, 
but there are exceptions. 

Rather than specifying outgoing translation options in the translate command, configure these options 
as interface configuration commands under the virtual interface template, then apply the virtual 
interface template to the translate command. Table 40 maps outgoing translate command options to 
interface commands you can configure in the virtual interface template. 

Táble 40 Mapping Outgoing translate lat Options to lnterfllce Comm11nds 

translate lat Command 
Options Corresponding Interface Configuration Command 

ip-pool peer default ip address {ip-address I dhcp I pool [poolname]} 

header-compression ip tcp header compression [on I off I passive] 

routing ip routing or ipx routing 

mtu mtu 

keepalive keepalive 

authentication{chaplpap} ppp authentication { chap I pap} 

ppp use-tacacs ppp use-tacacs 

ipx loopback ipx ppp-client loopback number 

The following example configures PPP tunneling from a PC across a LAT network. The remote PC is 
given the IP address 10.12.118.12 when it dials in. The unadvertised keyword prevents broadcast of 
service advertisements to other servers. 

interface Virtual-Template1 
ip unnumbered EthernetO 
peer default ip address 10.12.118 . 12 
ppp authentication c hap 

trans late lat pt-pr inte r1 unadvertised v irtual - template 1 

Cisco lOS Terminal Services Convnand Reference • 
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Related Commands Command Description 

show translate Displays configured translation sessions. 

translate tcp Translates a TCP connection request automatically to another outgoing protocol 
connection. 

translate x25 Translates an X.25 connection request automatically to another outgoing protocol 
connection. 

x29 access-list Limits access to the access server from certain X.25 hosts. 

x29 profile Creates a PAD profile script for use by the translate command. 

Cisco lOS Terminal Services Command Reference 
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translate tcp 

Syntax Description 

To translate a connection request to another protocol connection type when receiving a TCP connection 
request to a particular destination address or host name, use the translate tcp command in global 
configuration mode. To remove or change the translation request, use the no form o f this command. 

translate tcp incoming-address [incoming-options] protocol outgoing-address [outgoing-options] 
[global-options] 

no translate tcp incoming-address [incoming-options] protocol outgoing-address 
[ outgoing-options] [global-options] 

incoming-address Standard IP address in standard, four-part dotted decimal notation. The IP 
address cannot be in use by other routers, and it should be on a connected subnet. 

incoming-options (Optional) An incoming connection request option. Choices are as follows: 

binary-Negotiates Telnet binary mode on the Telnet connection. (This was 
the default in previous versions ofthe protocol translation software and is set 
automatically when you enter a translate command in the previous format.) 

• port number-The number o f the port to match for incoming connections. 
The default is port 23 (Telnet). For outgoing connections, enter the number 
o f the port to use. The default is port 23. 

• printer-Supports local-area transport (LAT) and X.25 printing over a TCP 
network among multiple sites. This keyword causes the protocol translation 
software to delay the completion of an incoming Telnet connection until 
after the outgoing protocol connection (to LAT or X.25) has been 
successfully established. An unsuccessful outgoing connection attempt 
results in the TCP connection to the router being refused, rather than being 
accepted and then closed, which is the default behavior. Note that using this 
keyword will force the global quiet keyword to be applied to the translation. 

stream-Performs stream processing, which enables a raw TCP stream with 
no Telnet control sequences. A stream connection does not process or 
generate any Telnet options, and also prevents Telnet processing ofthe data 
stream. This keyword might be useful for connections to ports running the 
UNIX-to-UNIX Copy Program (UUCP) or other non-Telnet protocols, or to 
ports connected to printers. For ports connected to printers using Telnet, the 
stream keyword prevents some ofthe problems associated with using Telnet 
for printers, such as unusual events happening to carriage returns or line 
feeds and echoing o f data back to VMS systems . 
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Command History 

Usage Guidelines 

Note 

lnmslale lep • 
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Release Modification 

10.0 This command was introduced. 

12.1 The no-reset permanent virtual circuits (PVCs) subkeyword was added to 
support outgoing PVCs. 

You define protocol translation connections by supplying a protocol keyword and the address, host 
namc. or service namc. A TCP protocol translation command can be as simple as the following 
cxamplc: 

Route r( config)# translate tcp 10.1.1.1 X.25 1236672 

Howcvcr. the Cisco lOS software provides a broad range of options that support protocol translations 
an many nctworking environments. Table 41, Table 42, Table 43, and Table 44 list the translate tcp 
translauon options by protocol. 

You can also use the Cisco lOS command-line interface to help you understand how these keywords are 
entcrcd . In global configuration mode, begin entering the translate command and add a question mark 
at each ponion o f the command to display the options available. Some examples follow : 

Routerlconfig)# translate tcp? 

Hostname or A. B.C.D IP address 

Router(config)# translate tcp 1.1.1.1 ? 

autocommand 
binary 
lat 
port 
ppp 
printer 
slip 
stream 
tcp 
virtual-template 
x25 

Associate a command with a translation on this connections 
Negotiate Telnet binary mode on the connection 
DEC LAT protocol 
Port Nurnber 
Virtual async PPP 
Enable non-interactive (implies global quiet) 
Virtual async SLIP 
Enable stream processing 
TCP/IP Telnet 
Associate a virtual template with virtual access interface 
X. 25 

Router(config)# translate tcp 1.1.1.1 lat LAT-1 ? 

access-class 
local 
login 

Allow access list parameters to be used by source hosts 
Allow Telnet protocol negotiations not to be translated 
Require that the user log in before the outgoing connection is 
ma de 

max-users Limit the nurnber of simultaneous users of the translation 
node LAT node name 
por t LAT port name 
quiet Suppress printing of user-information messages 
unadvertised Prevent service advertisements from being broadcast to the 

network 

!f you plan to translate to X.25 on a permanent virtual circuit (PVC), see the description for the 
translate x25 command for imponant configuration notes. 

\f) 
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Tãb!e 41 TCP.to-I.AT Outgoing Options 

Outgoing LAT Translation 

lat service-name 

Translates TCP to the LAT protocol.The software must learn the service name through LAT service 
advertisements before it can use the service. 

Outgoing LAT Connection Request Options 
Any ofthe following optional keywords can be used to configure LAT connection requests: 

• node name-Connects to the specified node that offers a LAT service. By default, the connection 
is made to the highest-rated node that offers the service. 

• port name-Destination LAT port name in the format o f the remote system. This parameter is 
usually ignored in most time-sharing systems, but is used by terminal servers that offer 
reverse-LAT services. 

• unadvertised-Prevents LAT service advertisements from being broadcast to the network. 

Tãble 42 TCP.to-PPP Outgoing Options 

Outgoing PPP Translation 

ppp {ip-address / ip-pool [scope-name name]} 

Translates from TCP to virtual asynchronous PPP. Supply an IP address as a standard, four-part dotted 
decimal IP address . 

The ip-pool keyword obtains an IP address from a Dynamic Host Configuration Protocol (DHCP) 
proxy client ora local pool. Ifthe scope-name keyword is not specified, the address is obtained from 
a DHCP proxy client. If the scope-name keyword is specified, the IP address is obtained from the 
specified local pool. The scope-name keyword can specify a range o f IP addresses . 

Outgoing PPP Connection Request Options 
Any o f the following optional keywords can be used to configure PPP connection requests : 

• authentication {pap I chap }-Sets Challenge Handshake Authentication Protocol (CHAP) or 
Password Authentication Protocol (PAP) authentication for PPP on virtual asynchronous 
interfaces. I f you specify both keywords, order is significant; the system will try to use the first 
authentication type, then the second. 

• header-compression [passive]-Implements header compression on IP packets only. The 
passive keyword permits compression on outgoing packets only i f incoming TCP packets on the 
same virtual asynchronous interface are compressed. The default (without the passive keyword) 
permits compression on ali traffic . 

• ipx loopback number-Specities the loopback interface to be created and permits clients running 
IPX-PPP to connect through virtual terminal lines on the router. A loopback interface must have 
been created and configured with a Novell IPX network number before IPX-PPP can work on the 
virtual terminal line. The virtual terminal line is assigned to the loopback interface. 

• keepalive number-of-seconds- Specities the interval at which keepalive packets are sent on 
Serial Line Internet Protocol (SLIP) and PPP virtual asynchronous interfaces. By default, 
keepalive packets are enabled and sent every I O seconds. To shut off keepalive packets , use a 
value o f O. The active keepalive interval is I through 32,767 seconds. When you do not change 
from the default of 10, the keepalive interval does not appear in more system:running-config or 
show translate command output. 
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lãble 42 TCP-to-PPP Outgoing Options (continued) 

• mtu bytes-Sets the interface maximum transmission unit (MTU) o f packets that the virtl.Jal 
asynchronous interface supports. The default MTU is 1500 bytes on a virtual asynchronous 
interface. The acceptable rangeis from 64 to 1,000,000 bytes. 

• routing-Permits routing updates between connections. This keyword is required i f the 
destination device is not on a subnet connected to one o f the interfaces on the router. 

• use-tacacs-Uses TACACS to verify PPP authentications for CHAP or PAP on virtual 
asynchronous interfaces. 

Table 43 TCP-to-Sl/P Outgoing Options 

Outgoing SLIP Translation 

slip {ip-address I ip-pool [scope-name name]} 

Translates from TCP to virtual asynchronous SLIP. Supply an IP address as a standard, four-part dotted 
decimal IP address. 

The ip-pool keyword obtains an IP address from a DHCP proxy client or a local pool. I f the optional 
scope-name keyword is not specified, the address is obtained from a DHCP proxy client. I f the 
scope-name keyword is specified, the IP address is obtained from the specified local pool. The 
scope-name keyword can specify a range o f IP addresses. 

' Note The slip keyword applies only to outgoing connections; SLIP is not supported on incoming 
protocol translation connections. 

Outgoing SLIP Connection Request Options 
Any o f the following optional keywords can be used to configure SLIP connection requests : 

• header-compression [passive]-Implements header compression on IP packets only. The 
passive keyword permits compression on outgoing packets only i f incoming TCP packets on the 
same virtual asynchronous interface are compressed. The default (without the passive keyword) 
permits compression on ali traffic. 

• ipx loopback number-Specifies the loopback interface to be created and permits clients running 
IPX-PPP over X.25 to connect through virtual terminal !ines on the router. A loopback interface 
must have been created and configured with a Novel! IPX network number before lPX-PPP can 
work on the virtual terminal line. The virtual terminal line is assigned to the loopback interface. 

• keepalive number-of-seconds-Specifies the interval at which keepalive packets are sent on SLIP 
and PPP virtual asynchronous interfaces. By default, keepalive packets are enabled and sent every 
I O seconds. To shut off keepalive packets, use a value o f O. The active keepalive interval is I 
through 32 ,767 seconds. When you do not change from the default of 10, the keepalive interval 
does not appear in more system:running-config or show translate command output. 

• mtu bytes-Sets the interface MTU of packets that the virtual asynchronous interface supports . 
The default MTU is 1500 bytes on a virtual asynchronous interface . The acceptable range is from 
64 to I ,000,000 bytes . 

• routing-Permits routing updates between connections. This keyword is required i f the 
destination devi c e is not on a subnet connected to one o f the interfaces on the router. 
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Tãble-14 TCP.to-X.25 Outgoing Options 

Outgoing X.25 Translation 

x25 x.l21-address 

Terminal Services Commands I 

Translates TCP to the X.25 protocol. Supply an X.l21 address that conforrns to the specifications 
provided in the CCITT 1984 Red Book, o r the name o f an X.25 host that can be resolved by the DNS, 
or explicit specification in an x25 host command. 

The address number generally consists of a portion that is administered by the public data network 
(PDN) and a portion that is locally assigned. You must be sure that the numbers that you assign agree 
with the addresses assigned to you by the X.25 service provider. The X.l21 addresses generally will 
be subaddresses o f the X.l21 address for the X.25 network interface. 

Outgoing X.25 Connection Request Options 
Any ofthe following optional keywords can be used to configure X.25 connection requests: 

• cud c-u-data-Sends the specified X.25 Call User Data (CUD) text as part of an outgoing call 
request after the protocol identification bytes. 

• no-reverse--Specifies that outgoing calls not request the X.25 reverse charge facility, when the 
interface default is that ali outgoing calls are reverse charged. 

• profile profile-Sets the X.3 packet assembler/disassembler (PAD) parameters as defined in the 
profile created by the x29 profile command. 

• pvc number [interface serial number I packetsize in-size out-size I windowsize in-size out-size I 
no-reset]-Specifies that the outgoing connection is actually a PVC. The number argument 
specifies the virtual circuit channel number ofthe incoming connection, which must be less than 
the virtual circuits assigned to the switched virtual circuit (SVC).Only one session is allowed per 
PVC. Use the following optional keywords to further define the connection: 

- interface serial number-Specifies a PVC interface on which to set up the PVC connection. 

- packetsize in-size out-size-Specifies the input packet size (in-size) and output packet size 
(out-size) for the PVC. Valid packet size values are: 16, 32, 64, 128, 256, 512, 1024,2048, 
and 4096. 

- windowsize in-size out-size-Specifies the packet count for input windows (in-size) and 
output windows (out-size) for the outgoing translation. Values of in-size and out-size range 
from I to 127 and must not be greater than the value set for the x25 modulo command. You 
must specify the same value for in-size and out-size. 

- no-reset-Causes the Cisco router to send a no Reset packet request at startup o f a TCP o r 
LAT to PVC translation session. 

• reverse- Provides reverse charging for X.25 on a per-call rather than a per-interface basis . 
Requests reverse charges on a specified X.l21 address, even i f the serial interface is not 
configured to request reverse charge calls . 

• use-map-Applies x25 map pad command entry options (such as CUD and idle) and facilities 
(such as packet in, packet out, win in, and win out) to the outgoing protocol translation cal!. When 
the use-map keyword is specified on the translate command, the Destination address and 
optional PAD Protoco! Identification (PID), CUD, and facilities are checked against a configured 
listo f x25 map pad command entries. I f a match is found, the map entry PID, CUD, and facilities 
are applied to the outgoing protocol translation cal!. The X.25 map facilities applied to the 
outgoing translation can be displayed with the show translation command throughout the 
duration o f the translation session . 
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The following example illustrates the use o f the TCP incoming pro toco! printer keyword for an 
incoming TCP connection: 

translate tcp 172 . 19.32.250 printer x25 5678 

,t:] . 

The following example permits clients running IPX-PPP to connect through the device virtual terminal 
!ines to a server running PPP: 

interface loopbackO 
no ip address 
ipx network 544 
ipx sap-interval 2000 

translate tcp 172.21.14.67 port 1234 ppp 10.0 . 0.2 ipx loopbackO 

Command 

show translate 

translate lat 

translate x25 

x29 access-Iist 

x29 profile 

Description 

Displays configured translation sessions. 

Translates a LAT connection request automatically to another outgoing protocol 
connection. 

Translates an X.25 connection request automatically to another outgoing protocol 
connection. 

Limits access to the access server from certain X.25 hosts. 

Creates a PAD profile script for use by the translate command. 
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• translate tcp (virtual access interfaces) 

translate tcp (virtual access interfaces) 

Syntax Description 

When receiving a TCP connection request to a particular destination address or host name, to set up the 
Cisco router to automatically translate the request to another outgoing protocol connection type, use the 
translate tcp command in global configuration mode. To remove or change the translation request, use 
the no form o f this command. 

The command syntax that follows shows how to apply a virtual interface template in place o f outgoing 
translate options. Ifyou are using virtual templates for protocol translation, ali outgoing options are 
defined in the virtual interface template. 

translate tcp incoming-address [incoming-options] virtual-template number [globa/-options] 

no translate tcp incoming-address [incoming-options] virtual-template number [g/obal-options] 

incoming-address TCP/IP Telnet anda standard IP address or host name. The ip-address argument 
is a standard, four-part dotted decimal IP address or the name of an IP host that 
can be resolved by the Domain Name System (DNS) or explicit specification in 
an ip host command. 

incoming-options 

virtual-template 
number 

(Optional) Incoming connection request options. These arguments can have the 
following values: 

• binary-Negotiates Telnet binary mode on the Telnet connection. (This was 
the default in previous versions o f the Cisco lOS software and is set 
automatically when you enter a translate command in the old format.) 

• port number-For incoming connections, enter the number ofthe port to 
match. The default is port 23 (Telnet). For outgoing connections, enter the 
number ofthe port to use . The default is port 23 . 

• printer-Supports LAT and X.25 printing over a TCP network among 
multiple sites. This keyword causes the protocol translation software to delay 
the completion o f an incoming Telnet connection until after the outgoing 
protocol connection (to LAT or X.25) has been successfully established. An 
unsuccessful outgoing connection attempt results in the TCP connection to 
the router being refused, rather than being accepted and then closed, which 
is the default behavior. Note that using this keyword will force the global 
quiet keyword to be applied to the translation. 

• stream-Performs stream processing, which enables a raw TCP stream with 
no Telnet control sequences. A stream connection does not process or 
generate any Telnet options, and also prevents Telnet processing o f the data 
stream. This keyword might be useful for connections to ports running the 
UNIX-to-UNIX Copy Program (UUCP) or other non-Telnet protocol s, or to 
ports connected to printers. For ports connected to printers using Telnet, the 
stream keyword prevents some ofthe problems associated with using Telnet 
for printers, such as unusual events happening to carriage returns or line feeds 
and echoing of data back to VMS systems. 

Applies the virtual interface template specified by the number argument in place 
o f outgoing options. 
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(Optional) One or more ofthe following translation options can be used by any 
connection type: 

• access-class number-Allows the incoming call to be used by source hosts 
that match the access Iist parameters. The argument number is an integer 
previously assigned to an access list. Standard access list numbers are in the 
range from I to 99; expanded standard access Iists numbers are in the range 
1300 to 1999. 

Jocal-Allows Telnet protocol negotiations to not be translated . 

• login-Requires that the user log in before the outgoing connection is made. 
This type of login is specified on the virtual terminal !ines with the login 
command. 

max-users number-Maximum number o f simultaneous users o f the 
translation. 

q uiet-Suppresses printing o f user-information messages. 

• swap-Valid for TCP-to-X.25 translations only, and allows X.3 parameters 
to be set on the router by the host originating the X.25 call, or by an X.29 
profile. This configuration enables incoming and outgoing X.25 connections 
to be swapped so that the device is treated like a PAD when it accepts a cal!. 
By default, the router functions like a PAD for calls that it initiates, and like 
an X.25 host for calls it accepts. The swap keyword allows connections from 
an X.25 host that wants to connect to the router, and then treats it like a PAD . 

No default translation parameters 

G loba! configuration 

Release Modification 

10.0 This command was introduced. 

You define the protocol translation connections by choosing a protocol keyword and supplying the 
appropriate address, host name, or service name. The protocol connection information is followed by 
optional features for that connection, as appropriate. For example, the binary keyword is only 
appropriate with TCP/IP connections. The global options, in general, apply to ali the connection types, 
but there are exceptions. 

The following example illustrates the use ofthe TCP incoming printer keyword for an incoming TCP 
connection : 

inte rf ace Virt ual-Templa t e 1 
ip unnumbered EthernetO 
peer default ip address 10 . 12.108 . 1 
ppp authentication chap 

tran s la t e tcp 172 .19.3 2.2 50 printer Virt ual-Template 1 
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Related Commands Command 

show translate 

translate tcp 

translate x25 

x29 access-Iist 

x29 profile 

Terminal Services Convnands I 

Descriplion 

Displays configured translation sessions. 

Translates a TCP connection request automatically to another outgoing 
protocol connection. 

Translates an X.25 connection request automatically to another outgoing 
protocol connection. 

Limits access to the access server from certain X.25 hosts. 

Creates a PAD profile script for use by the translate command. 
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translate x25 

Syntax Description 

To translate a connection request to another protocol connection type when receiving an X.25 
connection request to a particular destination address or host name, use the translate x25 command in 
global configuration mode. To remove or change the translation request, use the no form o f this 
command. 

translate x25 incoming-address [incoming-options [pvc number [pvc-options]]] protoco/ 
outgoing-address [ outgoing-options] [global-options] 

no translate x25 incoming-address [incoming-options [pvc number [pvc-options]]] pro toco/ 
outgoing-address [ outgoing-options] [g/obal-options] 

incoming-address 

incoming-options 

An X.25 and X.l21 address that conform to specifications provided in the 
CCITT 1984 Red Book. 

This address generally consists o f a portion that is administered by the PDN 
anda portion that is locally assigned. You must be sure that the numbers that 
you assign agree with the addresses assigned to you by the X.25 service 
provi der. The X. 121 addresses generally will be subaddresses o f the X.121 
address for the X.25 network interface. Typically, the interface address will be 
a 12-digit number. Any additional digits are interpreted as a subaddress. The 
PDN still routes these calls to the interface, and the Cisco lOS software is 
responsible for interpreting the extra digits . 

Do not use the same address on the interface and for translation. 

(Optional) An incoming connection request option. Choices are as follows: 

• accept-reverse--Accepts reverse charged calls on an X.121 address even 
ifthe serial interface is not configured to accept reverse charged calls. 

• cud c-u-data-Specifies the Call User Data (CUD) field to match in the 
X.25 Incoming Call packet. I f not configured, the CUD in the Incoming 
Call packet must be blank. 

• idle minutes-Specifies the number o f minutes the virtual circuit is idle. 
This keyword enables the protocol translation function to clear a switched 
virtual circuit after a set period o f inactivity, where minutes is the number 
ofminutes in the period. Calls either originated or terminated are cleared. 
The maximum value of minutes is 255. The default value of minutes is 
zero. 

• printer-Supports local-area transport (LAT) and TCP printing over an 
X.25 network among multiple sites. Provides an "interlock mechanism" 
between the acceptance o f an incoming X.25 connection and the opening 
o f an outgoing LAT o r TCP connection. This keyword causes the 
Cisco lOS software to delay the call confirmation of an incoming X.25 
call request until after the outgoing protocol connection (to TCP or LAT) 
has been successfully established. An unsuccessful outgoing connection 
attempt to the router results in the incoming X.25 connection being 
refused, rather than being accepted and then closed, which is the default 
behavior. Note that using this keyword will force the global quiet 
keyword to be applied to the translation. 

Cl•oo lOS To~IMIS .... oK t .... ~ . 



• translate x25 

• 

c 

• 

o 

• 

protocol 
outgoing-address 

T enninal Services Commands I 

profile profile-Sets the X.3 packet assembler/disassembler (PAD) 
parameters as defined in the profile created by the x29 profile command. 

pvc number [interface serial number I packetsize in-size out-size I 
windowsize in-size out-size ]-Specifies that the outgoing connection is 
actually a PVC. The number argument specifies the virtual circuit channel 
number o f the connection, which must be less than the virtual circuits 
assigned to the switched virtual circuit (SVC).Only one session is allowed 
per PVC. Use the following optional keywords to further define the 
connection: 

- interface serial number-Specifies a PVC interface on which to set 
up the PVC connection. 

- packetsize in-size out-size-Specifies the input packet size (in-size) 
and output packet size (out-size) for the PVC. Valid packet size values 
are as follows: 16, 32, 64, 128, 256, 512, 1024, 2048, and 4096. 

- windowsize in-size out-size-Specifies the packet count for input 
windows (in-size) and output windows (out-size) for the outgoing 
translation. Values of in-size and out-size range from 1 to 127 and 
must not be greater than the value set for the x25 modulo command. 
You must specify the same va1ue for in-size and out-size. 

A protoco1 name followed by an address or host name. Protocol translation 
choices are lat, ppp, slip, and tcp. 

~ .. 
Note The host name is translated to an address during configuration, 

unless you are translating to TCP and use the host-name keyword, 
which allows the host name to be resolved at connection time 
instead of configuration time. See Table 48 for more information 
about the host-name keyword. 

Additional keywords that can be entered with the protocol are as follows: 

autocommand-Specifies an EXEC command for an outgoing 
connection. The command executes upon connection to a host. You can 
issue any EXEC command and any switch or host name as an argument to 
the autocommand keyword. I f the string following autocommand has 
one or more spaces as part o f the string, you must place quotation marks 
(" ") around the string. I f you want to enable AppleTalk Remo te Access 
(ARA) on an outgoing connection, specify the autocommand arap 
keywords. These keywords are necessary for ARA because ARA does not 
use addressing, and this option permits you to invoke the ARA string. 

virtual-template---Associates a virtual template with a virtual access 
interface . See the tt·anslate x25 (virtual access interfaces) command 
description for more information . 
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(Optional) Outgoing connection request option. Choices depend upon the 
pro toco! o r command entered. See Table 45, Table 46, Table 4 7, and Table 48 
for a list o f outgoing pro toco! translation options. 

(Optional) One or more ofthe following translation options can be used by any 
connection type: 

access-class number-Allows the incoming call to be used by source 
hosts that match the access list parameters. The argument number is an 
integer previously assigned to an access list. Standard access list numbers 
are in the range from I to 99; expanded standard access lists numbers are 
in the range 1300 to 1999. 

local-Allows Telnet protocol negotiations to not be translated. 

login-Requires that the user log in before the outgoing connection is 
made. This type o f login is specified on the virtual terminal !ines with the 
login command. 

max-users number-Limits the number o f simultaneous users o f the 
translation to number (an integer you specify). 

quiet-Suppresses printing o f user-inforrnation messages. 

swap-Valid for X.25-to-TCP translations only, and allows X.3 
parameters to be set on the router by the host originating the X.25 call, or 
by an X.29 profile. This configuration enables incoming and outgoing 
X.25 connections to be swapped so that the device is treated like a PAD 
when it accepts a cal!. By default, the router functions like a PAD for calls 
that it initiates, and like an X.25 host for calls it accepts. The swap 
keyword allows connections from an X.25 host that wants to connect to 
the router, and then treats it like a PAD. 

No default translation parameters. 

Global configuration 

Release Modification 

10.0 This command was introduced. 

You define protocol translation connections by supplying a protocol keyword and the address, host 
name, or service name. An X.25 protocol translation command can be as simple as the following 
example: 

Router(config ) # translate X.25 1236672 tcp 1.1.1.1 

However, the Cisco lOS software provides a broad range of options that support protocol translations 
in many networking environments. Tab lc 45 , Tabl e 46, Tabl e 47 , and Tablc 48 lists the translate x25 
translation options by protocol. 
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You can also use the Cisco lOS command-line interface to help you understand how these keywords are 
entered. In global configuration mode, begin entering the translate command and add a question mark 
at each portion o f the command to display the options available. Some examples follow: 

Router(config)# translate x25 ? 

WORD X.l21 Address pattern 

Router(config)# translate x25 66666 ? 

accept-reverse 
autocornrnand 
cud 
idle 
lat 
ppp 
printer 
pro file 
pvc 
slip 
tcp 

Accept reverse charge on a per-call basis 
Associate a cornrnand with a translation on this connections 
Specify the Call User Data (CUD) 
Specify VC idle tirner 
DEC LAT protocol 
Virtual async PPP 
Enable non-interactive (implies global quiet) 
Use a defined X.3 profile 
An incoming connection is actually a PVC 
Virtual async SLIP 
TCP/IP Telnet 

virtual-template Associate a virtual template with virtual access interface 
x25 X.25 

Router(config)# translate x25 66666 tcp 1.1.1 . 1 ? 

access-class 
binary 
host-name 
local 
login 

max-users 
multibyte-IAC 
port 
quiet 

Allow access list parameters to be used by source hosts 
Negotiate Telnet binary mede on the connection 
Store the host name rather than its IP address 
Allow Telnet protocol negotiations not to be translated 
Require that the user log in before the outgoing connection 
is made 
Limit the number of simultaneous users of the translation 
Always treat multiple IACs as telnet command 
Port Number 
Suppress printing of user-information messages 

source-interface Specify source interface 
stream Treat telnet escape characters as data 
swap Allow X. 3 parameters to be set on the protocol translator 

by the host originating the X. 25 call 

Table45 X.25-to-LAT Outgoing Options 

Outgoing LAT Translation 

lat service-name 

Translates X.25 to the LAT protocol.The software must leam the service name through LAT service 
advertisements before it can use the service. 

Outgoing LAT Connection Request Options 
Any o f the following optional keywords can be used to configure LAT connection requests : 

node name-Connects to the specified node that offers a LAT service. By default, the connection 
is made to the highest-rated node that offers the service. 

port name-Destination LAT port na me in the format o f the remote system. This parameter is 
usually ignored in most time-sharing systems, but is used by terminal servers that offer 
reverse-LAT services. 

unadvertised-Prevents LAT service advertisements from being broadcast to the network . 
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'úbltl 46 X.25-to-PPP Outgoing Options 

Outgoing PPP Translation 

ppp I ip-address / ip-pool [scope-name name]} 

Translates from X.25 to virtual asynchronous PPP. Supply an IP address as a standard, four-part dotted 
decamal IP address . 

The lp-pool keyword obtains an IP address from a Dynamic Host Configuration Protocol (DHCP) 
proxy chent ora local pool. lfthe optional scope-name keyword is not specified, the address is 
obtained from a DHCP proxy client. Ifthe scope-name keyword is specified, the IP address is 
obtamed from the specified local pooL The scope-name keyword can specify a range ofiP addresses. 

Outgoing PPP Connection Request Options 
Any o f thc following optional keywords can be used to configure PPP connection requests: 

• aurhentication { pap I chap }-Sets Challenge Handshake Authentication Protocol (CHAP) or 
Password Authentication Protocol (PAP) authentication for PPP on virtual asynchronous 
mtcrfaces . Ifyou specify both options, order is significant; the system will try to use the first 
authcntication type, then the second. 

• header-compression-Configures header compression on IP packets only. 

• lp1 Joopback number-Specifies the loopback interface to be created and permits clients running 
JPX-PPP over X.25 to connect through virtual terminallines on the router. A loopback interface 
must have been created and configured with a Novell IPX network number before IPX-PPP can 
work on the virtualterminalline. The virtual terminal line is assigned to the loopback interface. 

keepalive number-of-seconds-Specifies the interval at which keepalive packets are sent on 
Serial Line Internet Protocol (SLIP) and PPP virtual asynchronous interfaces. By default, 
keepalive packets are enabled and sent every 10 seconds. To shut offkeepalive packets, use a 
value of O. The active keepalive interval is 1 through 32,767 seconds. When you do not change 
from the default o f 1 O, the keepalive interval does not appear in more system:running-config or 
show translate command output. 

• mtu bytes- Sets the interface MTU o f packets that the virtual asynchronous interface supports. 
The default MTU is 1500 bytes on a virtual asynchronous interface. The acceptable range is from 
64 to I ,000,000 bytes. 

• routing-Permits routing updates between connections. This option is required ifthe destination 
device is not on a subnet connected to one o f the interfaces on the router. 

use-tacacs-Uses TACACS to verify PPP authentications for CHAP or PAP on virtual 
asynchronous interfaces. 

\\ " 
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Tãble 47 X.25-to-SLIP Outgoing Options 

Outgoing SLIP Translation 

slip {ip-address f ip-pool [scope-name name]} 

Translates from X.25 to virtual asynchronous SLIP. Supply an IP address as a standard, four-part 
dotted decimal IP address . 

The ip-pool keyword obtains an IP address from a DHCP proxy client ora local pool. Ifthe optional 
scope-name keyword is not specified, the address is obtained from a DHCP proxy client. I f the 
scope-name keyword is specified, the IP address is obtained from the specified local pool. The 
scope-name keyword can specify a range o f IP addresses. 

~ .. 
Note The slip argument applies only to outgoing connections; SLIP is not supported on 

incoming protocol translation connections. 

Outgoing SLIP Connection Request Options 
Any o f the following optional keywords can be used to configure SLIP connection requests: 

• header-compression [passive]-Implements header compression on IP packets only. The 
passive keyword permits compression on outgoing packets only if incoming TCP packets on the 
same virtual asynchronous interface are compressed. The default (without the passive keyword) 
permits compression on ali traffic. 

• ipx loopback number-Specifies the loopback interface to be created and permits clients running 
IPX-PPP over X.25 to connect through virtual terminallines on the router. A loopback interface 
must have been created and configured with a Novell IPX network number before IPX-PPP can 
work on the virtual terminalline. The virtual terminalline is assigned to the loopback interface. 

• keepalive number-of-seconds-Specifies the interval at which keepalive packets are sent on SLIP 
and PPP virtual asynchronous interfaces. By default, keepalive packets are enabled and sent every 
I O seconds. To shut off keepalive packets, use a value of O. The active keepalive interval is l 
through 32,767 seconds. When you do not change from the default o f 1 O, the keepalive interval 
does not appear in more system:running-config or show translate command output. 

• mtu bytes-Sets the interface MTU o f packets that the virtual asynchronous interface supports. 
The default MTU is 1500 bytes on a virtual asynchronous interface. The acceptable range is from 
64 to I ,000,000 bytes. 

• routing-Permits routing updates between connections. This keyword is required i f the 
destination device is not on a subnet connected to one o f the interfaces on the router. 

Tãble 48 X.25-to- TCP Outgoing Options 

Outgoing TCP Translation 

tcp ip-address 

Translates X.25 to TCP/IP Telnet. Supply an IP address as a standard, four-part dotted decimal IP 
address, or the name of an IP host that can be resolved by the DNS, or explicit specification in an ip 
host command (refer to the description for the host-name keyword in the "Outgoing TCP Connection 
Request Options" section) . 
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Table 48 X.25-to-TCP Outgoing Options (continued) 

Outgoing TCP Conneclion Request Options 
Any o f the following optional keywords can be used to configure TCP connection requests: 

• binary-Negotiates Telnet binary mode on the connection. 

• host-name-Stores the host name rather than its IP address, thereby allowing the host name to 
be resolved at connection time instead o f configuration time. There is also a rotor keyword 
suboption that you can use to modify the behavior ofthe host-name keyword by allowing one of 
the IP addresses defined by the ip host configuration command to be chosen randomly. I fone 
address fails, another one will be tried, and so on until ali address choices are exhausted. You can 
use the roto r keyword, therefore, to provi de basic load sharing o f the IP destinations. 

• multibyte-IAC-Always treat multiple Interpretas Command (IAC) escape character codes as a 
Telnet command. 

• port number-For incoming connections, enter the number of the port to match. The default is 
port 23 (Telnet). 

• source-interface-Specifies the source address used for Telnet connections initiated by the 
router. 

• stream-Perforrns stream processing, which enables a raw TCP stream with no Telnet control 
sequences. A stream connection does not process or generate any Telnet options, and also 
prevents Telnet processing ofthe data stream. This option might be useful for connections to ports 
running UNIX-to-UNIX Copy Program (UUCP) or other non-Telnet protocols, or to ports 
connected to printers. For ports connected to printers using Telnet, the stream keyword prevents 
some ofthe problems associated with using Telnet for printers, such as unusual events happening 
to carriage retums or line feeds and echoing o f data back to VMS systems . 

Protocol T ranslation and X.25 PVCs Functional Description 

This section describes how the protocol translator works with X.25 PVCs. lt will help you understand 
the overall behavior o f incoming and outgoing X.25 PVCs associated with a translate command, 
enabling you to correctly configure protocol translator PVCs for your application. 

Configuring X.25 PVCs 

When the translate x25 command is configured with a PVC, an attempt is made to create the PVC. The 
following conditions can cause this attempt to fail: 

• The PVCs assignment ofthe X.25 interface does not include the PVC number in the translate x25 
command. 

• The PVC number in the translate x25 command is already in use . 

• An X.25 destination in a translate x25 command is routed to X.25 o ver TCP/IP (XOT), Connection 
Mode Network Service (CMNS), or Annex G, which do not support translated PVCs. 

PVC numbers must be unique across an X.25 connection; however, PVC 1 on Serial 110 is different (and 
therefore unique) from PVC 1 on Serial 211. 

If, once the translate x25 command is accepted, the X.25 interface on which the PVC is created goes 
down, the PVC enters an inactive state, the TCP or LAT connection is terrninated, but the existing PAD 
context remains inactive. 

An incoming TCP or LAT connection associated with a down outgoing PVC (displaying a "P/Inactive 
message") will be rejected by the protocol translator . 
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0 

Step 1 

Step 2 

Step 3 

I f any X.25 traffic is received while the corresponding TCP or LAT connection is terminated, and i f a 
Data packet is received in state D 1, a Reset with a diagnostic message will be displayed, similar to the 
following: 

20:17 : 11.809: Serial2: X.25 O D1 Reset (5) 8 lei 4 
20:17:11.809: Cause 29, Diag 113 (Network out of order (PVC)/Remote network problem) 

The number of outgoing and incoming protocol translation PVCs is limited only by the number of 
virtual terminallines supported on the Cisco router. Remember that each protocol translation session 
uses a virtual terminalline, which lowers the number o f virtual terminal lines available for Telnet 
sessions. 

By default, the Cisco router sends a Reset packet with the cause "PVC Network Operational" and 
diagnostic "Maintenance action" messages at the start o f a TCP or LAT to PVC translation session, to 
announce that the connection is established and that the PVC is able to handle data traffic. To suppress 
the PVC Reset packet at TCP or LAT session startup, configure the no-reset outgoing PVC keyword as 
shown in the following example: 

translate tcp 192.168.22.102 port 5 x25 333 pvc 5 no-reset profile tcl 

Changing or Removing a translate Command PVC Configuration 

Removing a translate command with an outgoing PVC specified is allowed only when there no active 
connection is associated with the outgoing PVC. An attempt to remove an active translation results in 
the following message: 

Translate: Can't delete/add entry - Connection(s) are currently active 

For example, i f PVC 5 is assigned to a translate command as shown in the following example: 

translate tcp 10.0.155.61 port 5 x25 5 pvc 5 interface Serial2/0 

And you want PVC 5 to be assigned under an X.25 interface instead ofthe translate command, as 
shown in the following example: 

interface serial2/0 
x25 pvc 5 int s4/0 pvc 25 

Perform the following steps to configure this reassignment: 

Check whether a PVC is associated with a serial connection using the show x25 EXEC command, as 
follows: 

Router# show x25 vc 5 

PVC 5, State:D1, Interface:Serial2/0 
Started . . . 

Line : 230 vty 4 Location : Host : nmos3ml 
connected to PAD <--> X25 

I f the PVC is associated with a TCP connection, terminate the connection by disconnecting the TCP 
session or by using the clear line EXEC command as shown in the following example: 

Router# c1ear 1ine vty 4 

Enter configuration mode, delete the translate command, and reassign PVC 5 to an interface: 

Router(config)# no trans1ate tcp 10.0.155.61 port 5 x25 5 pvc 5 interface Seria12/0 
Router(config)# interface seria12/0 
Router(config-if)# x25 pvc 5 int s4/0 pvc 25 
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Examples 

lfyou want to modify the translate command and change the PVC number from 5 to 12, follow steps 
I and 2, and modify the translate command with PVC 12, as follows : 

Router(config)# translate tcp 10.0.155.61 port 12 x25 12 pvc 12 interface Seria12/0 

Understanding the X.25 Address and the PVC Interface Option on a translate Convnand 

The protocol translator locates the X.l21 destination address in the X.25 route table to determine the 
interface on which to establish the PVC. A more up-to-date, simpler approach uses the translate 
command with the interface keyword, which ignores the status ofthe interface by avoiding referencing 
the X.25 route table. 

For example, instead o f configuring an x25 route command for each translated PVC, and entering a 
long X.121 address on the translate command, as shown this example: 

x25 route A32785223344502 interface Serial1/5 
translate tcp 10 . 0 . 155 . 61 port 2502 x25 32785223344502 pvc 1 

You can simply enter one translate command that links the IP port number with the X.l21 address and 
specifies the interface on which to establish the PVC, as follows: 

translate tcp 10.0.155 . 61 port 2502 x25 2502 pvc 1 interface Serial 1/5 

This is the recommended approach and should be adopted in place o f translate commands that cause 
the destination address to be looked up in the route table . 

The following example shows how to use the translate global configuration command to translate from 
an X.25 PAD to a LAT device on Network A. It is applied to Router-A. The configuration example 
includes an access list that limits remote LAT access through Router-A to connections from PAD-C. 
This example typifies the use o f access lists in the Cisco lOS software. The first two !ines define the 
scope o f access-list I. The first line specifies that access list 1 will permit ali calls from X.l21 address 
44444. The caret symbol (") specifies that the first number 4 is the beginning ofthe address number.The 
second I in e o f the definition explicitly denies calls from any other number. (Refer to the appendix 
"Regular Expressions" in the Cisco !OS Ternunal Services Configuration Cuide, Release 12.2, for 
details concerning the use o f special characters in defining X.l21 addresses.) 

! Define X25 access list to only allow pad-c. 
x29 access-list 1 permit A44444 
x29 access - list 1 deny 

! Set up translation . 
translate x25 1111101 lat LAT - A access-class l 

The following example shows a simple X.25-to-TCP translate x25 command. Packets coming in X.25 
address 652365123 arrive via PVC I andare translated to TCP packets and sent out IP address 
172.16.1.1. 

translate x25 652365123 pvc 1 tcp 172 . 16.1 . 1 

The following example shows a more complex configuration that calls an X.29 profile and swaps the 
default PAD operation o f the router to that o f an X.25 host. The name o f the pro file is fullpackets . 

x29 profile fullpacke t s 2: 0 3 : 0 4:100 7:21 
translate x25 217536124 prof i le fullpackets tcp Host1 port 4006 swap 
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The following example shows the use ofthe X.25 incoming protocol printer keyword for an incoming 
X.25 connection: 

translate x25 55555 printer tcp 172.16.1 . 1 

The following examples causes the protocol translator to try connecting to IP address 172.16.1.1 and i f 
that failed, to try IP address 172.16.2.1, and so on through ali IP addresses listed in the ip host 
command: 

ip host my-hosts 172.16.1 . 1 172.16.2.1 172.16.3.1 
trans1ate x25 55555 tcp my-hosts host-name 

The following example uses the rotor keyword to cause the protocol translator to randomly choose one 
ofthe IP address listed in the ip host command and ifit fails to connect, to try another IP address, until 
ali are exhausted: 

ip host my-hosts 172.16.1.1 172.16 . 2.1 172.16 . 3.1 
trans1ate x25 55555 tcp my-hosts host1 rotor 

The following example translates X.25 packets to PPP. It enables routing updates between the two 
connections: 

translate x25 12345678 ppp 10 . 0.0 . 2 routing 

The following example permits clients running ARA to connect through the virtual terminallines ofthe 
device to an AppleTalk network: 

app1eta1k routing 
trans1ate x25 12345678 autocommand arap 

arap enab1e 
arap dedicated 
arap timelimit 45 
arap warningtime 5 
arap noguest 
arap require-manua1-password 
arap net-access-list 614 

The following example specifies IP pooling from a DHCP server named D-Server 1. It then specifies 
that incoming TCP traffic be translated to SLIP. The DHCP server will dynamically assign IP addresses 
on the outgoing sessions. 

ip address-pool dhcp-proxy-client 
ip dhcp - server D-Server1 
translate x25 5467835 ppp ip-poo1 scope-name D-Server1 

The following example specifies a local IP pool named Pool2 with IP addresses ranging from 
172.18.10.1 O to 172.18.10.11 O. It then specifies that incoming X.25 traffic be translated to PPP. The 
local IP pool Poo12 will be used to dynamically assign IP addresses on the outgoing sessions. 

ip-pool Pool2 172 . 18 . 10.10 172.18.10.110 
trans1ate x25 1234567 ppp ip-pool scope-name Pool2 

The following example shows how to set the idle timer. X.25 calls are cleared i f they are idle for the 
configured time. 

translate x25 1234 idle 2 lat Service3 
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Related Commands 

translate x25 • 

!JbP-:2 
/t-

Command Description 

~hu" translate Displays configured translation sessions. 

tr11n~lah· lar 

tramlllh' ll' P 

s29 ucess-list 

s29 profile 

Translates a LAT connection request automatically to another outgoing protocol 
connection. 

Translates a TCP connection request automatically to another outgoing protocol 
connection. 

Limits access to the access server from certain X.25 hosts. 

Creates a PAD profile script for use by the translate command. 

• li;SHW 
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translate x25 (virtual access interfaces) 
When receiving an X.25 connection request to a particular destination address, to set up the Cisco router 
to automatically translate the request to another outgoing protocol connection type, use the translate 
x25 command in global configuration mode. To remove or change the translation request, use the no 
forrn o f this command. 

The command syntax that follows shows how to apply a virtual interface template in place o f outgoing 
translate x25 options. I f you are using virtual templates for protocol translation, ali outgoing options 
are defined in the virtual interface template. Table 49lists ali outgoing options and their corresponding 
interface configuration commands. 

translate x25 incoming-address [incoming-options [pvc number [pvc-options]]] protoco/ 
outgoing-address [ outgoing-options] virtual-template number [g/oba/-options] 

no translate x25 incoming-address [incoming-options [pvc number [pvc-options]]] protoco/ 
outgoing-address [ outgoing-options] virtual-template number [global-options] 

C..,...---_ 
Syntax Description 

• 

o 

• 

incoming-address 

incoming-options 

An X.25 and X.l21 address that conforrn to specifications provided in the 
CCITT 1984 Red Book. 

This address generally consists o f a portion that is administered by the PDN 
anda portion that is locally assigned. You must be sure that the numbers that 
you assign agree with the addresses assigned to you by the X.25 service 
provider. The X.l21 addresses generally will be subaddresses o f the X.l21 
address for the X.25 network interface. Typically, the interface address will 
be a 12-digit number. Any additional digits are interpreted as a subaddress. 
The PDN still routes these calls to the interface, and the Cisco lOS software 
is responsible for interpreting the extra digits. 

Do not use the same address on the interface and for translation. 

(Optional) Incoming connection request keywords and arguments, as 
follows: 

• accept-reverse-Accepts reverse charged calls on an X.l21 address 
even i f the serial interface is not configured to accept reverse charged 
calls. This is an incoming option only. 

• cud c-u-data-Specifies the Call User Data (CUD) field to match in the 
X.25 Incoming Call packet. If not configured, the CUD in the Incoming 
Cal! packet must be blank. 

• printer-Supports LAT and TCP printing over an X.25 network among 
multiple sites. Provides an "interlock mechanism" between the 
acceptance o f an incoming X.25 connection and the opening o f an 
outgoing LAT or TCP connection. The printer keyword causes the 
protocol translation software to delay the call confirrnation o f an 
incoming X.25 call request until the outgoing protocol connection (to 
TCP or LAT) has been successfully established. An unsuccessful 
outgoing connection attempt to the router results in the incoming X.25 
connection being refused, rather than being confirmed and then cleared, 
which is the default behavior. Note that using this keyword will force the 
global quiet keyword to be applied to the translation . 
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global-options 
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• profile profi/e-Sets the X.3 PAD parameters as defined in the pro file 
created by the x29 profile command. 

• pvc number [interface serial number I packetsize in-size out-size I 
windowsize in-size out-size ]-Specifies that the outgoing connection is 
actually a PVC. The number argument specifies the virtual circuit 
channel number o f the connection, which must be less than the virtual 
circuits assigned to the switched virtual circuit (SVC).Only one session 
is allowed per PVC. Use the following optional keywords and arguments 
to further define the connection: 

- interface serial number-Specifies a PVC interface on which to set 
up the PVC connection. 

- packetsize in-size out-size-Specifies the input packet size (in-size) 
and output packet size (out-size) for the PVC. Valid packet size 
values are as follows: 16, 32, 64, 128, 256, 512, 1024, 2048, and 
4096. 

- windowsize in-size out-size-Specifies the packet count for input 
windows (in-size) and output windows (out-size) for the outgoing 
translation. Values of in-size and out-size range from 1 to 127 and 
must not be greater than the value set for the x25 modulo command. 
You must specify the same value for in-size and out-size. 

Applies the virtual interface template specified by the number argument in 
place of outgoing options. 

(Optional) Translation options that can be used by any connection type and 
can be one or more ofthe following: 

• access-class number-Allows the incoming call to be used by source 
hosts that match the access list parameters. The argument number is an 
integer previously assigned to an access list. Standard access list 
numbers are in the range from 1 to 99; expanded standard access lists 
numbers are in the range 1300 to 1999. 

• locai-Allows Telnet protocol negotiations to not be translated. 

• 1ogin-Requires that the user log in before the outgoing connection is 
made. This type o f login is specified on the virtual terminal !ines with 
the login command. 

• max-users number-Limits the number o f simultaneous users o f the 
translation to number (an integer you specify). 

• quiet-Suppresses printing o f user-information messages. 

• swap-Valid for X.25-to-TCP translations only, and allows X.3 
parameters to be set on the router by the host originating the X.25 call, 
or by an X.29 profile. This keyword allows incoming and outgoing X.25 
connections to be swapped so that the device is treated like a PAD when 
it accepts a cal!. By default, the router functions like a PAD for calls that 
it initiates, and like an X.25 host for calls it accepts. The swap keyword 
allows connections from an X.25 host that wants to connect to the router, 
and then treats it like a PAD. 



• 

c 

• 

o 

• 

T enninal Senices Commancls 9 
~~~~~~~~--------------------------~~~~~hl translate x25 (vinual access interfaces) v 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

No default translation parameters. 

Global configuration 

Release Modification 

10.0 This command was introduced. 

You define the protocol translation connections by choosing a protocol keyword and supplying the 
appropriate address or service name. The protocol connection information is followed by optional 
features for that connection, as appropriate. The global options, in general, apply to ali the connection 
types, but there are exceptions. The swap keyword, for example, is for X.25- to-TCP translations only. 
See the example for more explanations on how to enter this command. 

Rather than specifying outgoing translation options in the translate command, configure these options 
as interface configuration commands under the virtual interface template, then apply the virtual 
interface template to the translate command. Table 49 maps outgoing translate command options to 
interface commands you can configure in the virtual interface template. 

lãble 49 Mapping Outgoing translate x25 Options to Interface Commands 

translate x25 Command 
Options Corresponding Interface Configuration Command 

ip-pool peer default ip address { ip-address I dhcp I pool [poolname]} 

header-compression ip tcp header compression [ on I off I passive] 

routing ip routing or ipx routing 

mtu mtu 

keepalive keepalive 

authentication { chap I pap} ppp authentication { chap I pap} 

ppp use-tacacs ppp use-tacacs 

ipx loopback ipx ppp-client Ioopback number 

The following example shows a virtual template with PPP encapsulation specified by default (not 
explicit). lt also specifies CHAP authentication and an X.29 access list. 

x29 access-list 1 permit A5555 

interface Virtual-Template1 
ip unnumbered EthernetO 
peer default ip address 172 . 16.2.129 
ppp authentication chap 

translate x25 5555667 virtual-template 1 access-class 1 
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Related Commands 

translate x25 (vinual access interfaces) • A 

Command Description 

interface virtual-template Creates a virtual template interface that can be configured and applied 
dynamically in creating virtual access interfaces. 

show translate Displays configured translation sessions. 

translate lat Translates a LAT connection request automatically to another outgoing 
protocol connection type. 

tra nslate tcp Translates a TCP connection request automatically to another outgoing 
protocol connection type. 

x29 access-list Limits access to the access server from certain X.25 hosts. 

x29 profile Creates a PAD profile script for use by the translate command. 
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transport input 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

To define which protocols to use to connect to a specific line o f the router, use the transport input 
command in line configuration mode. To change or remove the pro toco!. use the no form o f this 
command. 

transport input { allllat I mop I nasi I none I pad I rlogin I telnet I v120} 

no transport input {allllat I mop I nasi I none I pad I rlogin I telnet I v120} 

ali 

lat 

mop 

nas i 

none 

pad 

rlogin 

telnet 

v120 

Selects ali protocols. 

Selects the Digital LAT protocol and specifies both incoming reverse LAT and 
host-initiated connections. 

Selects Maintenance Operation Protocol (MOP). 

Select NetWare Access Servers Interface (NASI) as the input transport protocol. 

Prevents any protocol selection on the line. This makes the port unusable by 
incoming connections. 

Selects X.3 packet assembler/disassembler (PAD) incoming connections. 

Selects the UNIX rlogin protocol. 

Specifies ali types of incoming TCP/IP connections. 

Selects the V.l20 protocol for incoming asynchronous connections over ISDN . 

No protocols aliowed on the line (none). 

Line configuration 

Release 

10.0 

11.1 

Modification 

This command was introduced. 

The none keyword was added and became the default. Before Cisco lOS 
Release 11 .1, the default keyword was ali. 

Cisco routers do not accept incoming network connections to asynchronous ports (TTY !ines) by 
default. You must specify an incoming transport protocol or specify the transport input ali command 
before the line will accept incoming connections. For example, ifyou are using your router as a terminal 
server to make console-port connections to routers or other devices, you wili not be able to use Telnet 
to connect to these devices. You will receive the message "Connection Refused ." This behavior is new 
as of Cisco lOS software Release 11 .1. Previous to Release 11.1, the default was the transport input 
ali command, and the ali keyword restored pre-Cisco lOS software Release li. O defaults. I f you are 
upgrading to Cisco lOS software Release 11 .1 (I) o r I ater releases from earlier Cisco lOS software 
Releases, you must configure the transport input {pro toco! I ali} command, or you will be Jocked out 
o f your router. 
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Examples 

Related Commands 

transport input • 

You can specify one protocol, multiple protocols, ali protocols, orno protocols. To specify multiple 
protocols, enter the keyword for each protocol, separated by a space. 

This command can be use fui in distributing resources among different types o f users, or in making 
cenain that only spccific hosts can access a panicular port. When using two-step protocol translation, 
thc transport input command is useful in controlling exactly which protocols can be translated to other 
protocols. 

Access llsts for each individual protocol can be defined in addition to the allowances created by the 
transport input command. Any settings made with the transport input command override settings 
madc wuh the transport preferred command. 

Thc following example sets the incoming protocol to Telnet for virtual terminal I ines O to 32: 

llne vty O 32 

transport input telnet 

Command 

1r11nspurl outpul 

franspnrf 
prl.'ferred 

Description 

Determines the protocols that can be used for outgoing connections from a line. 

Specifies the transpon protocol that the Cisco lOS software uses ifthe user does 
not specify one when initiating a connection. 
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transport output 

Syntax Description 

Defaults 

To determine the protocols that can be used for outgoing connections from a tine, use the transport 
output command in line configuration mode. To change or remove the pro toco!. use the no formo f this 
command. 

transport output {ali llat I mop I na si I none I pad I rlogin I telnet I v120} 

no transport output {allllat I mop I nasi I none I pad I rlogin I telnet I v120} 

ali 

lat 

mop 

nas i 

none 

pad 

rlogin 

telnet 

v120 

Telnet 

Selects ali protocols. 

Selects the Digital LAT pro toco!, which is the protocol used most often to connect 
routers to Digital hosts. 

Selects Maintenance Operation Protocol (MOP). 

Selects NetWare Access Server Interface (NASI) as the output transport protocol. 

Prevents any protocol selection on the line. The system normally assumes that any 
unrecognized command is a host name. I f the protocol is set to none, the system 
no longer makes that assumption. No connection will be attempted ifthe 
command is not recognized. 

Selects X.3 packet assembler/disassembler (PAD), used most often to connect 
routers to X.25 hosts. 

Selects the UNIX rlogin protocol for TCP connections. The rlogin setting is a 
special case o f Telnet. I f an rlogin attempt to a particular host has failed, the 
failure will be tracked, and subsequent connection attempts will use Telnet 
instead. 

Selects the TCP/IP Telnet protocol. It allows a user at one si te to establish a TCP 
connection to a login server at another site. 

Selects the V.l20 protocol for outgoing asynchronous connections over ISDN. 

Q Command Modes Line configuration 

Command History Release Modification 

10.0 This command was introduced. 

11.1 The following keywords were added: 

• ali 

• Iat 

• pad 

• rlogin 

• v120 
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transport output • ,A 

Usage Guidelines 

Examples 

Related Commands 

You can specify one protocol, multiple protocols, ali protocols, or no protocols. To specify multiple 
protocols, enter the keyword for each protocol, separated by a space. 

Any settings made with the transport output command override settings made with the 
transport preferred command. 

The following example prevents any protocol selection: 

transport output none 

Command 

transport input 

transport preferred 

Description 

Defines which protocols to use to connect to a specific tine ofthe router. 

Specifies the transport pro toco! that the Cisco lOS software uses i f the 
user does not specify one when initiating a connection. 

nA() 
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transport preferred 

Synrax Description 

Defaults 

To specify the transport protocol that the Cisco lOS software uses ifthe user does not specify one when 
initiating a connection, use the transport preferred command in line configuration mode. To change 
or remove the protocol. use the no form o f this command. 

transport preferred { allllat I mop I na si I none I pad I rlogin I telnet I v120} 

no transport preferred {allllat I mop I nasi I none I pad I rlogin I telnet I v120} 

ali 

lat 

mop 

nas i 

none 

pad 

rlogin 

telnet 

v120 

Telnet 

Selects all recognized protocols. 

Selects the Digital LAT protocol, which is the protocol used most often to 
connect routers to Digital hosts . 

Selects Maintenance Operation Protocol (MOP). 

Selects NetWare Access Server Interface (NASI) protocol. 

Prevents any protocol selection on the line. The system normally assumes that 
any unrecognized command is a host name. I f the protocol is set to none, the 
system no longer makes that assumption. No connection is attempted ifthe 
command is not recognized. 

Selects X.3 packet assembler/disassembler (PAD), used most often to connect 
routers to X.25 hosts. 

Selects the UNIX rlogin protocol for TCP connections. The rlogin setting is a 
special case ofTelnet. If an rlogin attempt to a particular host has failed, the 
failure will be tracked, and subsequent connection attempts will use Telnet 
instead. 

Selects the TCP/IP Telnet protocol. It allows a user at one si te to establish a TCP 
connection to a login server at another site. 

Selects the asynchronous protocols over ISDN. 

o Command Modes Line configuration 

Command History Release Modification 

10.0 This command was introduced. 

11.1 The following keywords were added: 

• lat 

• pad 

• rlogin 

• Cisco lOS Tenninal Services Command Reference 
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Usage Guidelines 
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Related Commands 

transport preferred • 

80J.J 
A· 

Specify the transport preferred none command to prevent errant connection attempts. 

Any settings made with the transport input or transport output commands override settings made 
with the transport preferred command. 

The following example sets the preferred protocol to Telnet on physical terminal tine I: 

line tty 1 
transport preferred telnet 

Command 

terminal transport 
preferred 

transport input 

transport output 

Description 

Specifies the preferred protocol to use for the current session when a 
command does not specify one. 

Defines which protocols to use to connect to a specific !in e o f the router. 

Determines the protocols that can be used for outgoing connections from a 
tine. 
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ttycap 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

~. 

Terminal SetYices Commands 

To define characteristics o f a terminal emulation file, use the ttycap command in global configuration 
mode. To delete any named ttycap entry from the configuration file, the no form o f this command. 

ttycap ttycap-name termcap-entry 

no ttycap ttycap-name 

ttycap-name 

termcap-entry 

Name of a file . It can be up to 32 characters long and must be unique. 

Commands that define the ttycap. Consists o f two parts. (See the "Usage 
Guidelines" section for details .) 

VTI 00 terminal emulation 

Global configuration 

Release Modification 

10.3 This command was introduced. 

Use the show ttycap EXEC command to test for the availability of a ttycap. 

Note Do not type a ttycap entry filename "default" or the Cisco lOS software will adopt the newly defined 
entry as the default. 

The termcap-entry argument consists o f two parts: a na me portion and a capabilities portion. 

The na me portion is a series o f names that can be used to refer to a specific terminal type. Generally, 
these names should represent commonly recognized terminal names (such as VTl 00 and VT200). 
Multiple names can be used. Each name is separated by a vertical bar symbol (i). The series is 
terminated by a colon symbol (:). 

The following example illustrates a name specification for a VTIOO termcap: 

dOjvtlOOjvtlOO-amjvtlOOamjdec vtlOO: 

The capabilities portion o f the termcap entry consists o f a sequence o f termcap capabilities. These 
capabilities can include Boolean flags, string sequences, or numeric sequences. Each individual 
capability is terminated using a colon symbol (: ). A Boolean jlag can be set to true by including the 
two-character capability name in the termcap entry. The absence o f any supported flag results in the flag 
being set to false . 

The following is an example of a backspace Boolean flag: 

bs: 

Cisco lOS Terminal Services Command Reference 

043 

gG 
I. • 



• 

c 

• 

o 

• 

Terminal Services Commands 
~EJJO 

ttycap • A . 

A string sequence is a two-character capability name followed by an equal sign (=) and the character 
sequence. 

The following examplc ill ustrates the capability for homing the cursor: 

ho • \ E[H : 

The sequcncc \E represents the ESC character. 

C ontrol characters can be represented in string sequences by entering a two-character sequence starting 
wuh a caret symbol (" ). followed by the character to be used as a control character. 

Thc: followmg example illustrates the definition ofa control character. 

bc· · h . 

In th1 s cxample, the backspace is entered into the termcap entry as the string sequence as the characters 
.. " h." 

A numa1c sequence is a two-character capability name followed by a number symbol (#) and the 
numbcr. 

Thc followmg example represents the number of columns on a screen. 

c o iB O: 

Use the backslash symbol ( \ )to extend the definition to multiple !ines. The end o f the ttycap termcap 
entry 1s specified by a colon terminating a line followed by an end-of-line character and no backslash. 

For the definitions of supported Boolean-flag ttycap capabilities, see Table 50. For the definitions of 
supponed string-sequence ttycap capabilities, see Table 51. For the definitions of supported 
numbcr-sequence ttycap capabilities, see Tablc 52. For the definitions of supported color-sequence 
ttycap capabilities, see Table 53. 

T4ble 50 Oefinitions of ttycap Capabilities: Boolean Flags 

Boolean Flag Description 

am Automatic margin 

bs Terminal can backspace with bs 

ms Safe to move in standout modes 

nc No currently working carriage retum 

xn NEWLINE ignored after 80 columns (Concept) 

XS Standout not erased by overwriting (Hewlett-Packard) 

lãble 51 Oefinitions of ttycap Capabilities: String Sequences 

String 
Sequence Description 

AL Add line below with cursor sequence 

bc Backspace i f not " h 

bt Backtab sequence 

c e Clear to end of line 

cl Clear screen, cursor to upper left 

em Move cursor to row number and column number -
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• Tãble 51 Oefinitions of ttyr:ap Capabilities: String SfH1uences (continued) 

String 
Sequence Description 

c r Carriage retum sequence 

cs Change scrolling region 

DL Delete the line the cursor is on 

e i End insert mode 

h o Home, move cursor to upper left 

IC Character insert 

im Begin insert mode 

is Initialization string (typically tab stop initialization) 

11 Move cursor to lower left comer 

md Tum on bold (extra bright) character attribute 

G me Tum off ali character attributes 

nd Nondestructive space 

nl Newline sequence 

pc Pad character i f not NULL 

r c Restore cursor position 

• rs Resets terminal to known starting state 

se Save cursor position 

se End standout mode (highlight) 

so Start standout mode (highlight) 

ta Tab 

te End programs that use cursor motion 

ti Initialization for programs that use cursor motion 

uc Underline character at cursor 

ue End underline mode 

o up Move cursor up 

us Begin underline mode 

vb Visual bell 

VS Visual cursor 

v e Normal cursor 

Cisco lOS Terminal Services Command Reference 
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Examples 

Related Commands 

ttycap • 

Table 52 Definitions of ttycap Capabilities: Number Sequences 

Number 
Sequence Description 

li Lines on the screen 

co Columns on the screen 

sg Standout glitch, number o f spaces printed when entering o r leaving standout display 
mo de 

ug Underline glitch, number o f spaces printed when entering or leaving underline mode 

Table 53 Delínitions of ttycap Capabilities: Color Sequences 

Color 
Sequence Description 

xO Black 

xl Blue 

x2 Red or orange 

x3 Pink or purple 

x4 Green, which is the default color 

x5 Turquoise 

x6 Yellow 

x7 Gray or white 

The ttycap database uses these color sequences to translate IBM directives into screen drawing 
commands. These color sequences control only foreground terminal colors. They do not control 
background color, which is configured to black by default. 

The following is an example o f a ttycap file . Refer to the chapter "Configuring Dial-In Terminal 
Services" in the Cisco lOS Terminal Services Configuration Guide and the tn3270.examples file in the 
Cisco ftp@cisco.com directory for more examples. 

ttycap ttycapl \ 
dOJvtlOOj v tlOO-amJvtlOOamJdec v tlOO:do= AJ : co#BO:li#24 :\ 
cl=SO A [ [ ; HA [ [2J : bs: am : cm=S A [ [h'lid ; %dH: nd= 2 A [[C : up= 2A [[A :\ 
ce=3 A[[K:so=2 A[[7m : s e =2A [[m:us=2 A[[4m :ue =2 A[[m : md= 2A [[lm :\ 
me=2 A((m :hO=A((H:Xn : SC=A (7 : rC= A(8:CS= A((\i\d;\dr: 

Command Description 

keymap-l ype Specifies the keyboard map for a terminal connected to the tine . 

terminal-type Specifies the type o f terminal connected to a tine . 

p, 
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c Command Modes 
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To set the terminal transmit speed (how fast the terminal sends information to the modem), use the 
txspeed command in line configuration mode. To return to the default setting, use the no form ofthis 
command. 

txspeed bps 

no txspeed 

bps Baud rate, in bits per second (bps). 

9600 bps 

Line configuration 

Release Modification 

10.0 This command was introduced. 

Set the speed to match the baud rate o f whatever device you h ave connected to the port. Some baud rates 
available on devices connected to the port might not be supported on the router. The Cisco lOS software 
will indica te i f the speed you select is not supported. 

The following example sets the transmit speed for line 5 to 2400 bps: 

line 5 
txspeed 2400 

Command 

rotary-group 

source template 

terminal txspeed 

Description 

Sets the terminal receive speed (how fast the terminal receives information from 
the modem). 

Sets the flow control start character. 

Sets the terminal transmit speed (how fast the terminal can send inforrnation) on 
the current line and session . 

(J,· 
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where 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

where • 

To list the open sessions, use the where command in EXEC mode. 

where 

This command has no arguments or keywords. 

EXEC 

Release Modification 

10.0 This command was introduced in a release prior to Cisco lOS Release I 0.0. 

The where command displays ali open sessions associated with the current terminal line. 

The Ctrl"x, where, and resume commands are available with ali supported connection protocols. 

The following is sample output from the where command: 

Router# where 

Conn Host 
1 MATHOM 

* 2 CHAFF 

Address 
192 . 168.7.21 
172.18.12.19 

Byte 
o 

o 

Idle Conn Name 
O MATHOM 

O CHAFF 

The asterisk (*) indicates the current terminal session. 

Table 54 describes the significant fields shown in the display. 

Táble 54 where Field Descliptions 

Field Description 

Conn Name or address o f the remo te host to which the connection is made. 

Host Remote host to which the router is connected through a Telnet session. 

Address IP address o f the remo te host. 

Byte Number of unread bytes for the user to see on the connection. 

I di e Interval, in minutes, since data was last sent on the line. 

Conn Name Assigned na me o f the connection. 

Command Description 

show sessions Displays information about open LAT, Telnet, or rlogin connections. 

rminal Services Command Reference 
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x25 subaddress 

Syntax Description 

To append either a physical port number or a value specified for a line as a subaddress to the X.121 
calling address, use the x25 subaddress command in line configuration mode. To disable 
subaddressing, the no form o f this command. 

line 

x25 subaddress {line I number} 

no x25 subaddress {line I number} 

Physical port number for the indicated line to be appended to the X.121 address 
as the subaddress. 

number Numeric variable assigned to a specific line. 

c Defaults No default behavior or values . 

• 

o 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

Line configuration 

Release Modification 

11 .2 F This command was introduced. 

Use the x25 subaddress line command to create a unique X.121 calling address by adding either a 
physical port number or a numeric value for a line as a subaddress to the X.121 calling address. 

The following example shows how to configure subaddressing on virtual terminal !ines 1 O through 20 
by appending the line number as a subaddress to the X.121 calling address: 

line v ty 10 20 
x25 subaddress line 

The following example shows how to configure subaddressing on the first five TTY !ines by appending 
the value 09 as a subaddress to the X. l21 calling address o f an X.28 connection originating on these 
!ines: 

line 1 5 
x25 subaddress 9 
autocommand x28 

Command 

line 

Description 

Identifies a specific line for configuration and starts the line configuration 
command collection mode. 

\
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Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

To enter X.28 mode and access an X.25 network or set X.3 packet assembler/disassembler (PAD) 
parameters, use the x28 command in EXEC mode. To exit X.28 mode, use the no form ofthis command. 

128 [escape character-string] [noescape] [nuicud] [profile fi/e-name] [reverse] [ verbose] 

no x28 [escape character-string] [noescape] [nuicud] [profilefile-name] [reverse] [verbose] 

escape 
charactt' r-string 

noescape 

nuicud 

proflle file-name 

reverse 

verbose 

(Optional) Specifies a character string to use to exit X.28 mode and retum to 
EXEC mode. The character string can be any string of alphanumeric 
characters. The Ctrl key can be used in conjunction with the character string. 

(Optional) Specifies that no escape character string is defined (user cannot 
retum to EXEC mode). On the console line, the noescape option is ignored, 
and the default escape sequence is used (exit command). 

(Optional) Specifies the network user identification (NUI) data to not be 
placed in the NUI facility ofthe call request. Instead the datais placed in the 
C ali U ser Data ( CUD) are a o f the c ali request packet. 

(Optional) Specifies using a user-configured profile of X.3 parameters. A 
profile is created with the x29 profile EXEC command. 

(Optional) Specifies reverse charges for outgoing calls made from the local 
router to the destination device. 

(Optional) Displays optional service signals such as the called DTE address, 
facility block, and CUD. 

Disabled. X.28 mode uses standard X.28 command syntax. 

EXEC 

Release Modification 

11.2 F This command was introduced. 

I f both the escape and noescape options are not set, the default escape sequence is used (exit 
command). 

X.28 mode is identified with an asterisk (*) router prompt. After you enter this mode, the standard X.28 
user interface (with the exception of the escape sequence) is available. From this interface, you can 
configure a PAD device using X.3 parameters, or you can access an X.25 network. 

In X.28 mode, you can set PAD command signals using standard or extended command syntax. For 
example, you can enter the clr command or clear command to clear a virtual cal I. A command specified 
with standard command syntax is merely an abbreviated version ofthe extended syntax version. 

Tahlc 55 lists the commands available in both standard and extended command syntax . 
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lãble 55 Available PAD Command Signals 

Standard Extended 
Syntax Syntax Description 

break Simulate an asynchronous break. 

c ali Place a virtual call to a remote device. 

clr ele ar Clear a virtual cal!. 

command-signa/1 Specifies a call request without using a standard X.28 
command, which is entered with the following syntax: 

lracilities-x121-addressDcall-user-data. 

help Display help information. (See Tabl e 57.) 

iclr idear Request the remote device to clear the cal!. 

int interrupt Send an Interrupt Packet. 

par? parameter Display the current values of local parameters. (See 
par read Tablc 56.) 

pro f pro file file-name Load a standard or a named profile. 

reset Reset the cal!. 

rpar? rread Display the current values o f remo te parameters. 

rset? rsetread Set and then read the values o f remote parameters. 

set Change the values of local parameters. (See Table 56.) 

set? setread Change and then read the values o f parameters. 

stat status Request the status o f a connection. 

selection pad Set up a virtual cal!. 

I . This is an example of issuing a call request command: the R,G23,P2-234234Duserl command. 

Table 56lists the different types ofparameters you can set using the setparameter-number:new-value 
PAD command signal from X.28 mode. Refer to the "X .3 PAD Parameters" appendix in the Cisco !OS 
Terminal Services Configuration Cuide, Release 12.2 for more complete information about these 
parameters. See Tabl c 35 in this publication for a list of ASCII characters. 

lãble 56 Supported X.3 PAD Parameters 

Parameter 
Number ITU-T Parameter Na me 

I PAD recall using a 
character 

2 Echo 

3 Selectioq o f data 
forwarding character 

• Cisco lOS Terminal Services Command Reference 

ITU-T X.3 and Cisco Values 

Minimum value: O; maximum value: 126; X.28 PAD user 
emulation mode default : I . 

~~ 
Note Not supported by PAD EXEC user interface. 

Minimum value: O; maximum value : 1; PAD EXEC mode 
and X.28 PAD user emulation mode defaults : 1. 

Minimum value: O; maximum value: 255; PAD EXEC mode 
default: 2 (CR); X.28 PAD user emulation mode 
default: 126 (-) . 

- - -
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• lãble 56 Supported X.3 PAD Parameters (continued) 

Para meter 
Number ITU-T Parameter Name ITU-T X.3 and Cisco Values 

4 Selection o f idle timer Minimum value: O; maximum value: 255; PAD EXEC mode 
delay default: I; X.28 PAD user emulation mode default: O. 

5 Ancillary device contrai Minimum value: O; maximum value: 2; PAD EXEC mode 
default: O; X.28 PAD user emulation mode default: I. 

6 Control o f PAD service Minimum value: O; maximum value: 255; PAD EXEC mode 
signals default: O; X.28 PAD user emulation mode default: 2. 

'· Note Not supported by PAD EXEC user interface. 

7 Action upon receipt o f a Minimum value: O; maximum vaiue: 3I; PAD EXEC mode 
BREAK signal default: 4; X.28 PAD user emulation mode default: 2. 

c 8 Discard output Minimum value : O; maximum value: I; PAD EXEC mode 
and X.28 PAD user emulation mode default: O. 

9 Padding after Retum Minimum value: O; maximum value: 255; PAD EXEC mode 
and X.28 PAD user emulation mode default: O. 

IO Line folding Not supported. 

II DTE speed (binary speed o f Minimum value: O; maximum value: I8; PAD EXEC mode 
start-stop mode DTE) and X.28 PAD user emulation mode default: I4. 

• I2 Flow contrai ofthe PAD by Minimum value: O; maximum value: 1; PAD EXEC mode 
the start-stop DTE default: O; X.28 PAD user emulation mode default: 1. 

I3 Line feed insertion (after a Minimum value: O; maximum value: 7; PAD EXEC mode 
Retum) and X.28 PAD user emulation mode default: O. 

I4 Line feed padding Minimum value: O; maximum value: 255; PAD EXEC mode 
and X.28 PAD user emulation mode default: O. 

I5 Editing Minimum value: O; maximum value: I; PAD EXEC mo de 
and X.28 PAD user emulation mode default: O. 

16 Character delete Minimum vaiue : O; maximum value: 127; PAD EXEC mode 
and X.28 PAD user emulation mode default: I27 (DEL). 

o I7 Line delete Minimum value : O; maximum value: I27; PAD EXEC mode 
default: 2I (Ctri-U); X.28 PAD user emulation mode default: 
24 (Ctri-X). 

18 Line display Minimum value : O; maximum value: I27; PAD EXEC mode 
and X.28 PAD user emulation mode default: 18 (Ctrl-R). 

19 Editing PAD service signals Minimum value: O; maximum value: I26; PAD EXEC mode 
default: O; X.28 PAD user emulation mode default: 2. 

'· Note Not supported by PAD EXEC user interface. 
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Table 56 Supported X.3 PAD Parameters (continued) 

Parameter 
Number ITU-T Parameter Name ITU-T X.3 and Cisco Values 

20 Echo mask Minimum value: O; maximum value: 255; PAD EXEC mode 
and X.28 PAD user emulation mode default: O. 

~. 
Note Not supported by PAD EXEC user interface. 

21 Parity treatment Minimum value: O; maximum value: 4; PAD EXEC mode 
and X.28 PAD user emulation mode default: O. 

' Note For additional values that can be selected for 
parameter 21 and to select parity treatment to 
conform to the French Transpac public switched 
data network and its technical specification and 
utilization of networks standards (STUR), refer 
to the appendix "X.3 PAD Parameters" in the 
Cisco !OS Terminal Services Configuration 
Cuide, Release 12.2. 

22 Page wait Not supported .. 

Abbreviated X.121 addresses are not supported. Such addresses start with a period, are 
alphanumeric, andare mapped to a full X.121 address by the PAD. 

Table 57 lists the options for the X.28 help command. 

Tãble 57 X.28 help Options 

Command Description 

help Describes the help PAD command. 

help command Displays the list o f available PAD command signals. 

help parameter Displays the Jist o f available X.3 PAD parameters. 

help parameter number Displays the specified X.3 PAD parameter and its current value. 

help list Lists the available help subjects. 

help profiles Lists available profiles. 

help profile name Displays the specified parameter name and current value. 

help any-PAD-command Describes the specified PAD command signal. 

You can issue call requests from X.28 mode without using standard X.28 commands by using the 
following command syntax : 

facilities-xl21-addressDcafl-user-data 
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where: 

facilities Applies X.25 facilities to the outgoing call. The hyphen is mandatory. 

x121-address Specifies the address of the remote X.25 device . 

D Facility request code that specifies CUD for the outgoing cal!. 

call-user-data Specifies the data that accompanies the call request packet sent to the remote X.25 
devi c e. 

The following rules apply to ali call requests parsed in X.28 mode: 

• When an X.l2 I address specified using standard command syntax is followed by an optional CUD 
field, the call is placed to the X.l2 I address. 

• When standard command syntax is used, one or more facility request codes can be entered, 
followed by the code value. Additional facility request codes and values also can be entered. 
Separate each entry with a comma, followed by a dash. An X.I21 address and optional CUD can 
follow this entry. 

• If an X.28 command is not entered, a call request is assumed. 

• Ensure that the call request begins with a facility code Ietter, and that it contains a hyphen (-) 
followed by a string o f digits ( the X. I 2 I address ). The c ali request can be terminated by an asterisk 
(*), a "P," or a "D," followed by some data. 

• When using extended command syntax is used, the call command uses the facility codes and X. I 21 
address as its operand. 

• If facility codes are entered without an X. I 21 address, remember the codes for the next cal!. When 
a call is completed, forget the facility codes until they are once again set. 

Table SR shows examples ofparsed call requests. 

Table 58 Example X.28 Cal/ Requests 

Command Description 

123456789 Calls this X.l2 I address. 

123456789*userdata Calls this X.l21 address, with specified data. 

123456789Puserdata Calls this X.l2 I address, with specified data. 

123456789Duserdata Calls this X. I 2 I address, with specified data. 

Nabcd-123456789 Calls this X.l2 I address, with NUI set to abcd. 

N abcd,R-123456789 Calls I 23456789 with NUI o f abcd, and with reverse charging. 

The following example uses the ? command to display the optionai X.28 keywords: 

Router# x28 ? 

debug Turn on Debug Messages for X28 Mode 
escape Set the string to escape from X28 PAD mode 
noescape Never exit x28 mode (use with caution) 
nuicud All calls with NUI , are normal charge with the NUI placed in Call 

User Data 

~~ 
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Related Commands 

profile Use a defined X.3 Profile 
reverse All calls default to reverse charge 
verbose Turn on Verbose Messages for X28 Mede 
<C r> 

gsg~ 
Terminal Services Commancls I f) . 

After you are in X.28 mode, use the call PAD signal command to place a virtual call: 

Router# x28 

* call 123456 

The following example enters X.28 mode with the x28 EXEC command and configures a PAD with the · 
set X.3 parameter command. The set command sets the idle time delay to 40 seconds. 

Router# x28 

* set 4:40 

Command Description 

pad Logs in to a PAD. 
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Defaults 

Command Modes 

Command History 

Usage Guidelines 
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To sct X.3 packet assembler/disassembler (PAD) parameters, use the x3 command in EXEC mode. 

13 parameter:value 

parameter:value Sets the PAD parameters. (See Table 56 in the x28 command description.) 

For outgoang connections, the X.3 parameters default to the following: 

2.1 . 3 : 2 . 4:1,7:4, 16 : 127,17:21,18:19 

Ali othcr parameters default to zero, but can be changed using the /set switch keyword with either the 
rnume command or the x3 command. 

For ancomang PAD connections, the software sends an X.29 SET PARAMETER packet to set only the 
followang parameters: 

2:0, 4 : 1. 7:21, 15:0 

For a complete description of the X.3 PAD parameters, see the appendix titled "X.3 PAD Parameters" 
in thc Cisco lOS Terminal Services Con.figuration Guide. 

EXEC 

Release Modification 

11.2 This command was introduced. 

You can have severa! PAD connections open at the same time and switch between them. You can also 
exit a connection and retum to the user EXEC prompt at any point. 

To open a new connection, first suspend the current connection by pressing the escape sequence 
(Ctrl-Shift-6 then x [Ctrl"x] by default) to retum to the system command prompt, then open the new 
connection with the pad command. 

You can have severa! concurrent sessions open and switch between them. The number ofPAD sessions 
that can be open is defined by the session-Iimit command. 

To switch between sessions you must escape one session and resume a previously opened session. Use 
the Ctrl"x sequence to escape out of a connection, use the where EXEC command to check the 
connection number, and then use the resume command with the connection number to resume the 
suspended connection. These commands are available with ali supported connection protocols . 

You can issue any o f the following commands to termina te a terminal session: 

exit 

quit 

Iogout 

~ 
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To display information about packet transmission and X.3 PAD parameter settings, use the show x25 
pad command. 

The following example shows how to change a local X.3 PAD parameter from a remo te X.25 host using 
X.29 messages, which is a secure way to enable a remate host to gain control of local PAD. The local 
device is named Router-A. The remote host is named Router-B. The parameters listed in the Paramsln 
field are incoming parameters, which are sent by the remote PAD. The parameters listed in the 
ParamsOut field are parameters sent by the local PAD. 

Router-A# pad 123456 
Trying 123456 ... Open 

Router-B> x3 2:0 
Router-B> 
Router-A# show x25 pad 

ttyO, connection 1 to host 123456 

Total input: 12, control 3, bytes 35. Queued: O of 7 (O bytes). 
Total output : 10, control 3, bytes 64 . 
Flags: 1, State: 3, Last error : 1 
Paramsln: 1:0 , 2:0, 3:0, 4:0, 5:0, 6:0, 7:0, 

8 : 0, 9:0, 10:0 , 11:0, 12 : 0, 13 : 0, 14 : 0, 15:0, 
16 : 0, 17 : 0, 18:0 , 19:0, 20:0, 21:0, 22:0, 

ParamsOut: 1:1, 2:0, 3:2, 4:1, 5:1, 6:0, 7:21, 
8 : 0, 9:1, 10:0, 11:14, 12:1, 13:0, 14:0, 15:0, 
16:127, 17:21, 18:18, 19:0, 20:0, 21:0, 22:0 , 

Router-A# 

Command Description 

resume (X.3 PAD) Sets X.3 parameters for PAD connections. 

~) 
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Tenninal Services Commands 

xremote 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Step 1 

Step 2 

Step3 

Step 4 

Step 5 

Step 6 

~ .. 
Note 

To prepare the router for manual startup and initiate an XRemote connection, use the xremote 
command in EXEC mode. This command begins the instructions that prompt you through the 
connection. 

xremote 

This command has no arguments or keywords. 

Disabled 

EXEC 

Release Modification 

11.1 This command was introduced. 

Ifyou do not use a host computer that supports XDMCP or LAT, you must use manual session startup . 
Manual session startup involves the following steps: 

Enable XRemote manually on the router port. 

Connect to the host computer by using a telnet, lat, or rlogin command, then log in as usual. 

Set the location o f the X display. 

Start client applications. 

Retum to the EXEC prompt. 

Enter the xremote command to enable XRemote manually again on the server port. 

. ·---- -·-~··-- -~-~---------

In manual operation, the server and X terminal remain in XRemote mode until ali clients disconnect 
or the access server receives a reset request from the X terminal. A session might terminate during 
startup beca use you invoked transient X clients that set some parameters (such as xset o r xmodmap) 
and then disconnected. One session must always be open or the connection resets. 

Refer to the Cisco lOS Terminal Services Conjiguration Guide for more information about how to 
establish XRemote sessions between servers. 
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Examples 

Step 1 

Step2 

Step3 

Step4 

Step 5 

The following example starts a manual XRemote session: 

dialup> xremote 
XRemote enabled; your display is dialup : 2006 
Start your clients and type XRemote again 

The router replies with a message informing you ofyour X display location. Use this information to teU 
the XRemote host the location ofyour X display server. Ifno clients are found, you see the following 
message: 

No X clients waiting - check that your display is darkstar:2006 

The following example shows a connection from an X display terminal through a router to a host 
running client programs: 

dialup> xremote 

XRemote enabled; your display is dialup:2006 
Start your clients and type XRemote again 

dialup> te1net eureka 
Trying EUREKA.NOWHERE . COM (722.18.1 . 55) . . . Open 

SunOS UNIX (eureka) 

login: dea1 
Password: 

Last login: Fri Apr 1 17:17 : 46 from dialup.nowhere . com 
SunOS Release (SERVER+FDDI+DBE.patched) #14 : Fri Apr 8 10:37:29 PDT 1994 

eureka% aetenv DISPLAY dia1up:2006 
eureka% xterm fc 

[1] 15439 

eureka% 1ogout 

[Connection to EUREKA closed by foreign host] 

dialup> xremote 
Entering XRemote 

The following procedure shows how an XRemote connection is established for a configuration like the 
one shown in Figure 2. This example assumes that the administrator has set the display environment 
variable for the user to identify the X display terminal. 

From the PCX, MacX, or UNIX machine in F1 gure 2, the user connects to port 9003 on access server 
1. I f your administrator has configured a rotary number 7, the user connects to port I 0007. For more 
information about rotary groups, refer to the Cisco /OS Dia! Technologies Con.figuration Guide. 

Access server 1 connects the user to a modem. 

The modem calls access server 2. 

The user enters xremote at the access server 2 prompt. 

The user connects to the host from access server 2 using the telnet command. 
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Step& 

Step 7 

xremote • 

4 . 

The user starts the X client program that will run on the host and display on the X display server (PCX, 
MacX, or UNIX host). 

The user escapes from the host back to the AccessServer2, or logs out i f clients were run in the 
background, and enters the xremote command at the AccessServer2 prompt. 

You can use the master indexes or search online to find documentation ofrelated commands. 

Figure2 

NCD 

Access 
server 1 

Modem 

Modem 

Access 
server 2 

XRemote Session Between Servers 

Sun Ma eX PCX 

The following example shows how to make an XRemote connection between servers. The number 9016 
in the first line o f the display indicates a connection to individual !in e 16. If the administrator had 
configured a rotary connection, the user would enter I 0000 plus the number o f the rotary instead o f 
9016. 

Router% telnet golden-road 9016 

Trying 192 . 168 . 7.84 . .. 
Connected to golden-road . cisco.com . 
Escape character is 'A) ' . 

User Access Verification 

Password: 
Password OK \JJ 
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Related Commands 

Terminal Services Commands ! t_33 
g'::J p. • 

--- Outbound XRemote service 
Enter X server name or IP address: innerspace 
Enter disp1ay number [O) : 

Connecting to ttyl6 .. . p1ease star t up XRemote on the remate system 

atdt 13125554141 
DIALING 
RING 
CONNECT 14400 

User Access Verification 
Username: dea1 
Password: 

We1come to the cisco dia1-up access server . 

dia1up> xremote 
XRemote enab1ed; your disp1ay is dia1up : 2006 
Start your c1ients and type XRemote again 

dia1up> te1net sparks 
Trying SPARKS.NOWHERE . COM (172 . 18.1.55) .. . Open 

SunOS UNIX (sparks) 

1ogin: dea1 
Password : 
Last 1ogin: Fri Apr 1 17:17:46 from dia1up . nowhere.com 
SunOS Re1ease (SERVER+FDDI+DBE.patched) #14: Fri Apr 8 10 : 37 : 29 PDT 1994 

sparks% setenv DISPLAY dia1up:2006 
sparks% xterm &: 
[1) 15439 

sparks% 1ogout 

[Connection to SPARKS closed by foreign host) 

dia1up> xremote 
Entering XRemote 

Command 

xremote lat 

xremote xdm 

Description 

Initiates a DECwindow session over a LAT connection. 

Activates automatic session startup for an XRemote connection. 
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Terminal Services Convnands 

xremote tal • 
g~<3.; 

xremote lat 

Syntax Description 

Command Modes 

Command Histor} 

Usage Guidelines 

Examples 

~ .. 
Note 

Related Commands 

To imtiatc a DECwindow session over a local-area transport (LAT) connection, use the xremote Iat 
command in EXEC mode. 

xremote lat service 

ser\'lct• Name ofthe desired LAT service. 

EXEC 

Release Modification 

11.2 This command was introduced. 

I f your host compu ter supports DECwindows login sessions, you can use automatic session startup to 
make an XRemote session connection. Once the system administrator at the remote host configures 
suppon for DECwindows over LAT, use the xremote lat EXEC command to initiate the connection. 
After you issue this command, the following events occur: 

The XRemote font server down-line loads several initial fonts for the DECwindows login display. 

• The terminal displays the DIGITAL logo and DECwindows login box. 

Log in to the host. Upon completion o f login, more fonts are loaded, and the remo te session begins. 

Beca use o f heavy font usage, DECwindows applications can take longer than expected to start when 
XRemote is used. Once the application starts, performance and access times should be as expected. 

To exit XRemote sessions, you must quit ali active X connections, usually with a command supported 
by your X client system. Usually when you quit the last connection (when ali client processes are 
stopped), XRemote closes and you return to the EXEC prompt. However, your X client system 
determines how the session closes. 

The following example begins connection with a LAT service named service l: 

x r emot e lat servicel 

Command Description 

xrrmote Prepares the router for manual startup and initiates an XRemote connection. 

xrcmnte xdm Activates automatic session startup for an XRemote connection. 
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• xremote tftp buffersize 

• xremote tftp buffersize 

Syntax Description 

Defaults 

C command Modes 

Command History 

• Usage Guidelines 

O xamples 

• 

To change the buffer size used for loading font files, use the xremote tftp buffersize command in global 
configuration mode. To restore the buffer size to the default value, use the no form o f this command. 

xremote tftp buffersize buffersize 

no xremote tftp buffersize 

buffersize Buffer size in bytes. This is a decimal number in the range from 4096 to 70000 bytes. 
The default is 70000. 

70000 bytes 

Global configuration 

Release Modification 

10.0 This command was introduced. 

When the X terminal requests that a font file be loaded, the Cisco lOS software must first load the font 
file in to an internai buffer before passing it to the X terminal. The default value of 70000 bytes is 
adequate for most font files, but the size can be increased as necessary for nonstandard font files. 

The buffer size can be set as low as 4096 bytes and as large as the available memory on the router will 
allow. Ifyou are using local-area transport (LAT) font access, you should not lower the buffer size 
below the default, beca use the font directory for ali o f the LAT fonts ( created internally) requires 
70000 bytes . 

This command applies to both TFTP and LAT font access. 

The following example sets the buffer size to 20000 bytes: 

xremote tftp buffersize 20000 

~ .. 
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xremote tftp host 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

·. Examples 

To add a specific Trivial File Transfer Protocol (TFTP) font server as a source o f fonts for the terminal, 
use the xremote tftp host command in global configuration mode. To remove a font server from the 
list, use the no forrn o f this command. 

xremote tftp host host-name 

no xremote tftp host host-name 

host-name IP address or name of the host containing fonts. 

No TFTP font server is specified. 

Global configuration 

Release Modification 

10.0 This command was introduced. 

Each time a new host name is entered, the list in the Cisco lOS software is updated. Font servers are 
queried in the arder o f their definition when the X terminal requests a font. 

The following example sets the host named IBM-I as an XRemote TFTP font server: 

xremote tftp host IBM-1 

The following example sets the host with IP address I 0.0.0. 7 as an XRemote TFTP font server: 

xremote tftp host 10.0 . 0.7 

í 
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xremote tftp retries 

Syntax Description 

Defaults 

c --------
Command Modes 

Command History 

• Usage Guidelines 

Examples 

o 

• 

To specify the number ofretries the font loader will attempt before declaring an error condition, use the 
xremote tftp retries command in global configuration mode. To restore the default retries number, use 
the no form o f this command. 

xremote tftp retries retries 

no xremote tftp retries 

retries 

3 retries 

(Optional) Number ofretries. Acceptable values are decimal numbers in the range 
from I to 15. 

Global configuration 

Release Modification 

10.0 This command was introduced. 

Under certain conditions, you might need to increase the number of retries, particularly if the font 
servers are known to be heavily loaded. 

The following example sets the number of font loader retries to 5: 

xremote tftp retries 5 
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Terminal Services Commands 
xremote xdm • /: 

xremotexdm 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

To activate automatic session startup for an XRemote connection, use the xremote xdm command in 
EXEC mode. 

xremote xdm [host-name] 

host-name (Optional) Host computer name or IP address. 

EXEC 

Release Modification 

11.2 This command was introduced. 

Ifyour host computer supports a server running X Display Manager Control Protocol (XDMCP) (such 
as the xdm program included in X11R4 or !ater), you can use automatic session startup to make an 
XRemote session connection using the xremote xdm EXEC command. 

This command sends an XDMCP session startup request to the host compu ter. I f you do not specify a 
host name or IP address, a broadcast message is sent to ali hosts. The first host to respond by starting 
up a session is used. 

The XRemote (the host) server and X terminal stay in XRemote mode until either the display manager 
terminates the session or the XRemote server receives a reset request from the X terminal. 

To exit XRemote sessions, you must quit ali active X connections, usualiy with a command supported 
by your X client system. Usualiy when you quit the last connection (ali client processes are stopped), 
XRemote closes and you retum to the EXEC prompt. However, your remo te X client system determines 
how the session closes. 

To terminate a session, disconnect from the device on the network using the command specific to that 
device. Then exit from the EXEC by using the exit command. 

The foliowing example starts a session with a remote host named hostl : 

xremote xdm hostl 

Command Description 

xremote Prepares the router for manual startup and initiates an XRemote connection. 

xremote lat Initiates a DECwindow session over a LAT connection. 

Cisco lOS Terminal Services Command Reference • 

ii;!J[I 



l•r-lx~re~mruo~teeXtxd~m;---------------------------------------------------------------------~T~~~m~i~n~ai~S~~~i~ce~s~C~o~m~m~a~n~d~sJJ~~ ~ ~ 

• 

c 

• 

o 

• • li;!}l·l 
Cisco lOS Terminal Services Command Relerence 

--



c 

o 



• 

o 

• 

Cisco VPN 3000 Concentrator Series 

Product Overview 
The Cisco VPN 3000 Concentrator Series is a best-of-breed, remote-access VPN solution for enterprise-class deployment. 
A standards-based, easy-to-use VPN client and scalable VPN tunnel termination devices are included as well as a 
management system that enables corporations to easily install, configure and monitor their remote access VPNs. 
Incorporating the most-advanced, high-availability capabilities with a unique purpose-built, remote-access architecture, the 
Cisco VPN 3000 Concentrator allows corporations to build high-performance, scalable, and robust VPN infrastructures to 
support their mission-critical, remote-access applications. Unique to the industry, it is the only scalable platform to offer 
components that are field-swappable and can be upgraded by the customer. These components, called Scalable Encryption 
Processing (SEP) modules, enable users to easily add capacity and throughput. The Cisco VPN 3000 Concentrator supports 
the widest range ofVPN client software implementations, including the Cisco VPN Client, VPN 3002 Hardware Client, the 
Microsoft Windows 2000 L2TP/IPsec Client and the Microsoft PPTP for Windows 95, Windows 98, Windows NT, and 
Windows 2000. 

The Cisco VPN 3000 Concentrator is available in five different models to support any business: 

Cisco VPN 3005 Concentrator 
The 3005 is a VPN platform designed for small- to medium-sized organizations with bandwidth requirements up to full­
duplex TI/E I (4Mbps maximum performance) and up to 100 simultaneous sessions. Encryption processing is performed in 
software. The 3005 does not have built-in upgrade capability. 

Cisco VPN 3015 Concentrator 
The 3015 is a VPN platform designed for small- to medium-sized organizations with bandwidth requirements up to full-x 
TI/E! (4Mbps maximum performance) and up to 100 simultaneous sessions. Like the 3005, encryption processing is 
performed in software, but the 3015 is also field-upgradeable to models 3030, 3060, and 3080. 

Cisco VPN 3030 Concentrator 
The 3030 is a VPN platform designed for medium- to Iarge-sized organizations with bandwidth requirements from full TI/ 
E I through fractional T3 (50 Mbps maximum performance) and up to 1500 simultaneous sessions. Specialized SEP modules 
perform hardware-based acceleration. The 3030 is field-upgradeable to the 3060. Redundant and non-redundant 
configurations are available. 

Cisco VPN 3060 Concentrator 
The 3060 is a VPN platform designed for large organizations demanding the highest levei ofperformance and reliability, 
with high-bandwidth requirements from fractional T3 through full T3/E3 or greater (100 Mbps maximum performance) and 
up to 5000 simultaneous sessions. Specialized SEP modules perform hardware-based acceleration. Redundant and non­
redundant configurations are available. 

Cisco VPN 3080 Concentrator 
The 3080 is optimized to support large enterprise organizations that demand the highest levei ofperformance combined with 
support for up to I 0,000 simultaneous remate access sessions. Specialized SEP modules perform hardware-based 
acceleration. The VPN 3080 is available in a fully redundant configuration only. 

Cisco VPN Client 
Simple to deploy and operate, the Cisco VPN Client is used to establish secure, end-to-end encrypted tunnels to compliant* 
Cisco Remate Access VPN devices. This thin design, IPSec-compliant implementation is available via CCO download for 
use with any compliant* Cisco Remote Access VPN product and is included free o f charge with the Cisco VPN 3000 
Concentrator. The client can be pre-configured for mass deployments and initiallogins require very little user intervention . 

Visit Cisco Connection Online at www.cisco.com 
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• - Full support of current and emerging security standards allows for integration of externai authentication systems and 
interoperability with third-party products. 

- Firewall capabilities through stateless packet filtering and address translation to assure the required security of a 
corporate LAN. 

- · User and group levei management offers maximum flexibility. 

• High Availability 

- Redundant subsystems and multi-chassis fail-over capabilities ensure maximum system uptime. 

- Extensive instrumentation and monitoring capabilities provide network managers with real-time system status and 
early-waming alerts. 

• Robust Management 

- The Cisco VPN 3000 Concentrators can be managed using any standard Web browser (HTTP or HTTPS), as well as 
by Telnet, Secure Telnet, SSH, and via a console port. 

-Configuration and monitoring capability is provided for both the enterprise and the service provider. 

- Access leveis are configurable by user and groups, allowing easy configuration and maintenance o f security policies. 

r:. s "f" t" ---- pec1 1ca 1ons 

Hardware 

Table 19-7: Technical Speclfications for Cisco VPN 3000 Series 

Description 

Processo r 

Ports 

Memory 

Encryption 

Embedded LAN Interfaces 

Specification 

Motoroia PowerPC Processor 

Console port-Asynchronous serial (DB-9) 

Redundant system images (Flash) 

Variable memory options (see chart) 

3005,3015: Software encryption 

3030, 3060, 3080: Hardware encryption 

3005: Two auto-sensing, fuii-duplex 10/IOOBaseTX Fast Ethemet (public/untrusted, private/trusted) 

3015- 3080: Three auto-sensing, fuii-duplex I O/ I OOBaseTX Fast Ethernet (public/untrusted, private/trusted 
andDMZ) o Instrumentation 3005 Front panel: Unit status indicator 

3005 Rear panel : Status light-emitting diodes (LED) for Ethernet ports 

• 

3015-3080 Front panel : Status LEDs for system, expansion modules, power supplies, Ethernet modules, fan 

3015-3080 Rear panel: Status LEDs for Ethernet modules, expansion modules, power supplies 

30 15-3080:Activity monitor displays number o f sessions, aggregate throughput, or CPU utilization; push­
button selectable 

Table 19-8: Power Requirements for Cisco VPN 3000 Series 

Description 3005 3015-3080 

Nominal 15 watts (51.22BTU/hr) 35 watts (119.50BTU!hr) 

Maximum 25 watts (85.36BTU!hr) 50 watts (170.72BTU!hr) 

lnput Voltage 100-240VAC 100-240VAC 

Frequency 50/60Hz 50/60Hz 

Power Facto r Correction Universal Universal 

Visit Cisco Connection Online at www.cisco.com 
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Description 

Management 

Security 

Configuration 

Monitoring 

Authentication and 
Accounting Servers 

Internet-Based Packet 
Filtering 

Policy Management 

Ordering lnformation 

Product Part Numbers 

Speclflcation 

Embedded management interface is accessible via console port, Telnet, SSH, and Secure HTTP 

Administrator access is configurable for tive leveis o f authorization. Authentication can be performed externally 
via TACACS+ 

Role-based management policy separates functions for service provider and end-user management 

Event logging and notification via e-mail (SMTP) 

Automatic FTP backup of event logs 

SNMP MIB-11 support 

Configurable SNMP traps 

Syslog output 

System status 

Session data 

General statistics 

Support for redundant externai authentication servers: 

- RADIUS (Remete Authentication Dial-In User Service) 

- Microsoft NT Domain authentication 

- RSA Security Dynamics (Secur!D Ready) 

Internai Authentication serve r for up to I 00 users 

TACACS+ Administrative user authentication 

X.509v3 Digital Certificates 

RADIUS accounting 

Source and destination IP address 

Port and protocol type 

Fragment protection 

FTP session filtering 

By individual user or group 

- Filter profiles 

- Idle and maximum session timeouts 

- Time and day access centrei 

- Tunneling protocol and security authorization profiles 

-IP Pool 

Authentication Servers 

Ali part descriptions and part nurnbers for Cisco products can be accessed using the online Cisco Pricing Tool at 

http://www.cisco.com/cgi-binlorder/pricing_root.pl 

Visit Cisco Connection On/ine at www.cisco.com 5 

J 



c 

o 

6 Cisco Product Catalog, October, 2002 



Table 19-9: Physlcal and Envlronmental Characteristics for Cisco VPN 3000 Series 

Description 3005 3015 3030 3060 3080 

Dimensions 1.75 X 17.5 X 11.5 in. 3.5 X 17.5 X 14.5 in. Same as 3015 Same as 3015 Same as 3015 
(HxWxD) (4.45 x 44.45 x 29.21 em) (8.89 x 44.45 x 36.83 em) 

Weight 8.5 1bs (3.9 kg) 27 1bs ( 12.3 kg) 28 1bs (12.7 kg) 33 1bs (15 kg) 33lbs(15kg) 

Operating 32 to 131 'F (0 to 55'C) Same as 3005 Same as 3005 Same as 3005 Same as 3005 
Temperature 

Storage Temperature -4 to 176' F ( -20 to 80'C) Same as 3005 Same as 3005 Same as 3005 Same as 3005 

Humidity 0-to-95% non-condensing Same as 3005 Same as 3005 Same as 3005 Same as 3005 

Table 19-10: Regulatory Approvais for Cisco VPN 3000 Series 

Description 

· Regu1atory Compliance 

Safety 

Specification 

CE Marking 

UL 1950, CSA 

EMC FCC Part 15 (CFR 47) C1ass A, EN 55022 Class A, EN 50082-1, AS/NZS 3548 C1ass A, VCCI C1ass A 

C Software 

Table 19-11: Software Requirements for Cisco VPN 3000 Series 

Descriptlon 

Compatibility 

o 

C1ient Software 
Compatibi li ty 

Tunne1ing Protoco1s 

Encryption/ 
Authentication 

Key Management 

Routing Protocols 

Third-Party 
Compatibi li ty 

High Availability 

Speciflcation 

Cisco VPN Ciient ([Psec) for Windows 95, 98, ME, NT 4.0 and Windows 2000, including centra1ized sp1it­
tunne1ing control and data compression 

Cisco VPN 3002 Hardware Client 

Microsoft PPTP/MPPE/MPPC 

Microsoft L2TP/!Psec for Windows 2000 

MovianVPN (Certicom) Handhe1d VPN Client with ECC 

!Psec, PPTP, L2TP, L2TPI!Psec, NAT Transparent IPsec 

!Psec Encapsulating Security Pay1oad (ESP) using DES/3DES (561168-bit) with MD5 or SHA, MPPE using 
40/128-bit RC4 

Internet Key Exchange (IKE) 

RIP. RiP2. OSPF. Static. Automatic endpoint discovery, Network Address Trans1ation (NAT), Classiess 
Interdomain Routing (CIDR) 

Certicom, iPass Ready, Funk Steel Belted RADIUS certified, NTS Tunne!Builder VPN Client (Mac and 
Windows), Microsoft Internet Explorer, Netscape Communicator, Entrust, GTE Cybertrust, Baltimore, RSA 
Keon, Verisign 

VRRP protocol for multi-chassis redundancy and fail-over 

Destination pooling for client-based fail-over and connection re-establishment 

Redundant SEP modules ( optional), power supplies, and fàns (30 15 - 3060) 

Redundant SEP modules, power supplies, and fans (3080) 

\ 
~ 
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VPN access policies and configurations are downloaded from the central gateway and pushed to the client when a connection 
is established. allowing simpie depioyment and management. The Cisco VPN client provides support for Windows 95, 98, 
ME, NT 4 .0. and 2000. 

The Cisco VPN Client is compatible with the following Cisco product versions (compliant Cisco Remote Access products): 

• Cisco VPN 3000 Concentrator Releasc 3.0 

• IOS-based platforms (furure availability) 

• Cisco \'PN 5000 Concentrator Release 6.2 and greater (future availability) 

• PIX Fn·ewalls Reiease 6.0 and greater (future availability) 

Key Features and Benefits 

Cisco VPN 3000 Concentrator Series Features 

Table 19-6: Feature Summ•ry for the Cisco VPN 3000 Serles c Feature Cisco 3005 Cisco 3015 Cisco 3030 Cisco 3060 

Simuitaneous Users 100 100 1500 5000 

Cisco 3080 

10000 

Encryption Throughput 4 Mbps 4 Mbps 50 Mbps 100 Mbps 100 Mbps 

Encryption Method Softw~m Software Hardware Hardware Hardware 

Encryption (SEP) Module o o 2 4 

Redundant SEP N!A N/A Option Option Yes 

Available Expansion Slots o 4 3 2 NIA 

Upgrade Capability No Yes Yes N/A . NIA 

System Memory 32MB (tixed) 64MB 128MB 256MB · 256MB 

TI WAN Module Fixed option Option Option Option Option 

Hardware lU. Fixed 2U, Scaiabie 2U, Scalable 2U, Scaiable 2U 

Dual Power Supply Single Option Option Option Yes 

Client License Unlimited Unlimited Unlimited Unlimited Unlimited 

The Cisco VPN 3000 Concentrator Series supports the entire range o f enterprise applications. 

O Product Highlights 
• High-Performance, Distributed-Processing Architecture 

-Cisco SEP modules provide hardware-based encryption, ensuring consistent performance throughout the rated 

capacity (3030 - 3080) . 

- Large-scaie tunneling support provided for IPsec, PPTP and L2TP/IPSec connections. 

• Scaiability (30 15-3080) 

-Modular design (four expansion slots) provides investment protection, redundancy anda simpie upgrade path. 

- System architecture is designed to suppiy consistent, high-avaiiability performance. 

-Ali di g ital design provides the highest reiiability and 24-hour continuous operation. 

- Robust instrumentation package provides run-time monitoring and alerts. 

-Microsoft compatibility offers large-scale ciient deployment and seamless integration with reiated systems. 

• Sccuri ty 
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Release Notes for Cisco 
VPN 3000 Series Concentrator, 
Release 4.0 

CCO Date: April 7, 2003 

Part Number 78-15416-01 

'~tf.~ --
r 

lntroduction 

~ .. 
Note 

CISCO SYSTEMS 

You can find the most current documentation for released Cisco VPN 3000 
products at http: //www.cisco.com or http ://cco.cisco.com. These electronic 
documents might contain updates and changes made after the hard-copy 
documents were printed. 

These release notes are for Cisco VPN 3000 Series Concentrator Release 4.0 
software. These release notes describe new features , limitations and restrictions, 
interoperability notes, and related documentation. They also list issues you should 
be aware o f and the procedures you should follow before loading this release. The 

Corpor•t• He•dqu•rters: 
Cisco Systems, Inc., 170 West T•sm•n Drive, S•n Jose, CA 95134-1706 USA 

Copyright © 2003 Cisco Systems, Inc. Ali rights reserved . 
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Upgrading to Release 4.0 • 

Platform Files 

& 
Caution 

Release 4.0 contains two binary files, one for each of two platforms: 

o Files beginning with vpn3 o o 0- support the VPN Concentrator 3015 through 
3080 platforms. 

o Files beginning with vpn3 O O 5- support the VPN Concentrator 3005 
platform only. 

Be sure you install the correct file for the platform you are upgrading. 

Upgrading to Release 4.0 

78-15416-01 

~. 
Note 

This section contains information about upgrading from earlier releases to 
Release 4.0 . 

When upgrading VPN 3000 Concentrator releases, you must clear the cache in 
your browser to ensure that all new screens display correctly when you are 
managing the VPN Concentrator. 

You must also log in and click "Save Needed" to add new Release 4.0 
parameters to the configuration file. These new Release 4.0 parameters are 
added to the running configuration immediately, but they are not added to the 
saved configuration until you click the "Save Needed" or "Save" icon in the 
VPN Concentrator Manager. 

Upgrading to a new version o f the VPN 3000 Concentrator software does not 
automatically overwrite the existing configuration file. Configuration options for 
new features (for example, IKE proposals) are not automatically saved to the 
configuration file on an upgrade. The HTML Manager displays "Save Needed" 
(rather than "Save") to indicate that the configuration needs to be saved. If the 
configuration is not saved, then on the next reboot, the new configuration options 
are added again. I f you need to send the configuration file to the TAC, save the 
running configuration to the configuration file first. 

~ 
Release Notes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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Upgrading to Release 4.0 • 

3. Enter a narne for the backup file (in 8.3 forrnat; for exarnple, narne it 
CON367BK. TST) 

You have now backed up the existing configuration to the flash. 

Backing Up the Existing Configuration to an Externai Server 

~~ 

You should also back up the configuration to a server. You can do this in rnany 
ways, one of which is to download the file using your Web Browser frorn the 
HTML interface (VPN Manager). 

You can now upgrade the software with assurance that you can return to your 
previous firrnware using your previous configuration. 

Note After upgrading, be sure to clear the cache on your browser. Release 4.0 adds 
features and enhances HTML page layouts. Clearing your browser cache 
ensures that everything displays correctly and uses the new features and 
layout . 

Downgrading from Release 4.0 

78-15416-01 

Step 1 

Step2 

Step3 

Step4 

Step 5 

If you need to return to a release prior to Release 4.0, do the following: 

Reload the firmware for the desired release. (Do not reboot yet.) 

Renarne the existing configuration (for exarnple, renarne it as CON367BK.TST). 

Delete "CONFIG". 

Copy the previously saved backup file (for exarnple, CON36BKP.TST) to 
CONFIG. Do not click Save (otherwise, your original CONFIG file will be 
overwritten with the running configuration). 

Perform a software reset. 

Your prior firmware and irnage are restored. 

\.J 
Release Notes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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New Features in Release 4.0 • 

To determine the amount o f memory currently installed in your VPN 
Concentrator, use the Monitoring I Status screen. For information about installing 
memory upgrades and about updating the VPN Concentrator Manager and the 
VPN Concentrator Bootcode, see Upgrading Memory to 512MB in the VPN 3000 
Series Concentrator, included with your memory upgrade kit. 

RADIUS User Filters 

With Release 4.0, administrators can define remote access user filters in Cisco 
Secure ACS as download PIX ACLs or as a Cisco vendor-specific RADIUS 
attribute AV-PAIR (26/9/1), rather than having to define them on each VPN 
Concentrator. This feature provides limited support for to download inbound 
access controllists or filters and apply them to a user or group, rather than 
defining the filters on the VPN Concentrator. 

A network administrator can configure the filters on a RADIUS server, rather than 
on the VPN Concentrator. To provide information about the filter and filter roles, 
the VPN Concentrator's management system includes a new screen in the 
monitoring and administration sessions. 

Backup LAN-to-LAN 

78-15416-01 

~. 

The Backup LAN-to-LAN feature lets you establish redundancy for your 
LAN-to-LAN connection. Unlike VRRP, which provides a failover for the VPN 
Concentrator, Backup LAN-to-LAN provides a failover for the connection itself. 
Although VRRP and Backup LAN-to-LAN are both ways of establishing 
continuity of service should a VPN Concentrator fail, Backup LAN-to-LAN 
provides certain advantages that VRRP does not. 

• You can configure Backup LAN-to-LAN and load balancing on the same 
device, but you cannot configure VRRP and load balancing on the same VPN 
Concentrator. 

• Redundant Backup LAN-to-LAN peers do not have to be located at the same 
site. VRRP backup peers cannot be geographically dispersed, 

Note This feature does not work in conjunction with VRRP. Ifyou set up a Backup 
LAN-to-LAN configuration, disable VRRP. 

Release Notes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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New Features in Release 4.0 • 
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SNMP Enhancements 

With Release 4.0, you can configure a list ofparticular event identifiers to track, 
as well as tracking events by class and severity. For more information, see VPN 
3000 Series Concentrator Reference Volume I: Configuration, Chapter 1 O, 
"Events." 

Disable LAN-to-LAN T unnels 

With Release 4.0, an administrator can disable a LAN-to-LAN VPN connection 
without deleting its configuration. This feature can be useful for troubleshooting 
a connection . 

Configurable giaddr for Group-Based DHCP 

This feature lets an administrator define a network address on a group basis to be 
used in DHCP proxy address assignments. To use this feature, DHCP proxy must 
be enabled on the VPN 3000 Series Concentrator. The administrator enters a 
network address without a subnet mask under group and user configuration. This 
address indicates to the DHCP server the scope (that is, the range of available IP 
addresses on the DHCP server) within which to assign the address. 

Memory Conservation Enhancements 

Release 4.0 includes modifications to memory structures and allocation 
algorithms to limit unnecessary memory use. 

Memory Statistics Display Enhancements 

78-15416-01 

The VPN 3000 Concentrator and the VPN 3002 Hardware Client now monitor and 
display memory usage in terms ofblock size and free and used blocks. The 
display also includes a new page with detailed statistics. 

tlea~ Nole• fo• c;,.o VPN 3000 Se,;e, Concentrato•, Rele.,. 4.0 
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Disable Group Lock When Using SOl or NT Doma in 
Authentication 

85i0 
A· 

Usage Notes • 

This feature is supported only when using Internai or RADIUS authentication. To 
ensure that you are using this feature properly please refer to the following URL: 
http:/ /www.cisco.com/warp/ customer/4 71/altigagroup.html 

Password Expiry Does Not Change User Profile for LAN 

You must enable Start Before Logon on the VPN Client and possibly may need to 
make sure that DNS and WINS servers are properly configured (CSCdv73252). 

Browser lnteroperability lssues 

The following sections describe known behaviors and issues with the indicated 
Web browsers . 

VPN 3000 Concentrator Fully Supports Only Netscape and Internet Explorer 

Currently, the VPN 3000 Concentrator fully supports only Netscape and 
Internet Explorer. Using other browsers might cause unacceptable behavior; 
for example, i f you attempt to use an unsupported Web Browser to manage 
the VPN 3000 Concentrator, clicking any o f the links might return you to the 
login screen. (CSCdx87630). 

O Internet Explorer 4.x Browser lssues 

• 78-15416-01 

The fullowing are known issues with Internet Explorer 4.X and the VPN 
Concentrator Manager (the HTML management interface). To avoid these 
problems, use the latest version o f Internet Explorer. 

• If you encounter a script error when you try to save your configuration file 
using Internet Explorer 4.0, reinstall Internet Explorer 4.0, or upgrade to a 
la ter version o f Internet Explorer. Reinstalling Internet Explorer fixes the 
problem . 

Release Notes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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2. The User should be authenticated (using the authentication method of the 
tunnel group. 

3. The User's Group (as defined by the group delimiter option) should be 
authenticated. 

This all works properly, but in the Administration J Administer Sessions screen, 
the Tunnel Group displays instead ofthe User's Group (CSCdy00360). 

Long lnitial ization for SNMP T raps in Releases 3.0, 3.5, and 3.5.1 
In Releases 3.0, 3.5, and 3.5.1 ofthe VPN 3000/3002 products, the SNMP task 
takes 3-5 minutes to complete initialization after a device reboot. Traps being 
processed during this interval are queued and sent to the SNMP Management 
station after SNMP task initialization completes. 

However, the cold start trap, normally sent as a result of a device rebooting, is 
never sent. 

In Release 2.5.X, the cold start trap is properly sent to the SNMP Manager after 
a device reboots (CSCdt01583). 

Windows NT Authentication Servers Can't Follow Other Server 
·.Types in the a Prioritized Authentication Server List 

78-15416-01 

If an Windows NT server follows a non-NT server in the prioritized authentication 
server list, and the non-NT server becomes unavailable for some reason, the VPN 
3000 Concentrator detects this and falls back to the Windows NT server. If the 
tunnel being established is PPTP or L2TP, the authentication attempt to the 
Windows NT server also fails. 

Therefore, when configuring PPTP or L2TP connections, do not place Windows 
NT authentication servers behind other types of servers in the applicable 
authentication server list (CSCdy07226) . 

Release Notes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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Usage Notes • 
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I f the configured rekey interval is very short, users might find repeated 
authorization requests inconvenient. In this case, disable reauthentication. To 
check your VPN Concentrator's configured rekey interval, see the Lifetime 
Measurement, Data Lifetime, and Time Lifetime fields on the Configuration I 
System I Tunneling Protocols I IPSec I IKE Proposals I Add or Modify screen. 

Note At 85% o f the rekey interval, the software client prompts the user to 
reauthenticate. lfthe user does not respond within approximately 90 seconds, 
the VPN Concentrator drops the connection. 

VPN 3000 Concentrator Ignores RADIUS Packets Longer Than 
4096 Bytes 

Some RADIUS Servers exceed the Maximum RADIUS packet size of 4096 bytes. 
The VPN 3000 Series Concentrator ignores RADIUS packets that exceed this 
length (CSCdz90027) . 

Downgrading to Release 3.6 with a Release 4.0 Configuration 
Deletes lnformation from LAN-to-LAN Groups 

78-15416-01 

A VPN Concentrator with more than 125 users and groups combined fails to 
terminate tunnels i f the SEPs are not active. This is because a VPN Concentrator 
with no active SEPs is considered to be a mode13015, and model3015 supports 
only 125 users and groups combined. 

This condition could unexpectedly arise if a VPN Concentrator with a SEP-E, 
running Release 4.0, is downgraded to Release 3.6. This would result in the 
problem, because the Release 3.6 does not support the SEP-E module. The 
SEP-Es are detected as unknown cards ifpresent when running Release 3.6 code. 

I f you encounter a situation, for whatever reason, where you are trying to load a 
configuration with more users than are supported by the model, the following 
event appears on the console after a reboot: 

************************************************************* 

003 14:03:16.260 SEV=3 CONFIG/32 RPT=l 

Release Notes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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Open Caveats for VPN 3000 Series Concentrator • 

• CSCdt08303 

8'5'04 
.tl · 

When configuring a LAN-to-LAN connection with lOS or PIX, it is 
important to match the keepalive configuration (both "ON" or both "OFF"). 
lfthe keepalive configuration is OFF for the VPN 3000 Concentrator and ON 
for the lOS device, the tunnel will be established with data. 

lOS tears down the tunnel because the VPN 3000 Concentrator does not · 
respond to lOS style keepalives ifkeepalives are configured to be OFF for the 
VPN 3000 Concentrator. 

• CSCdw36613 

In some cases, the Zone Labs Integrity Agent may not properly update on the 
Windows NT version 4.0 operating system while the VPN Client is 
connected, policy is changed and re-deployed, and the connection is up. 
Specifically, i f you "Block Internet Servers" under the Firewall Security 
Rules in the Policy and then Deploy that new policy, a PC running Windows 
NT version 4.0 receives the updated policy, but it might not put the "Block 
Internet Servers" setting o f that policy into effect. 

Workaround: 

Reboot the operating system. 

• CSCdx47596 

Due to a Microsoft bug, Windows XP PCs are not capable o f receiving a large 
number ofClassless Static Routes (CSR). The VPN 3000 Concentrator limits 
the number of CSRs that are inserted into a DHCP INFORM message 
response when configured to do so. 

The VPN 3000 Concentrator limits the number o f routes to 28-42, depending 
on the class. 

• CSCdx89348 

The Concentrator may display the following events during a VPN Client 
connection. These events were found to be due to the client being behind a 
Linksys Cable/DSL router that was incorrectly modifying the Client's 
packets, causing them to fail authentication when received by the VPN 
Concentrator. The problem is more prominent if LZS compression is used. 

Events: 

131500 06/20/2002 17:08:34.300 SEV=4 IPSEC/4 RPT=4632 

IPSec ESP Tunnel lnb : Packet authentication failed, username: gray, SPI: 

Release Notes for Cisco VPN 3000 Series 
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• CSCdz87108 

Open Caveats for VPN 3000 Series Concentrator • 

856-2 
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The LDAP Authorization failure reasons depend on how the LDAP server 
implements these errar codes. RFC 1777-LDAP states that the LDAP server 
might not return an errar code, therefore in those situations the VPN 3000 
failure reason is "Invalid response received from server". 

For the case in which the LDAP server does return a specific errar diagnostic 
(for example, noSuchAttribute) the VPN 3000 failure reason displays the 
appropriate string. 

• CSCea20236 

Before you use the VPN Concentrator to authenticate a user to a Linux or 
Unix server running a Kerberos server, follow these steps: 

a. Check the keys available for the user you want to authenticate. Run: 

kadmin.local -q "getprinc username" 

b. Make sure that "DES cbc mode with RSA-MD5, Version 5" is one ofthe 
available keys. lf you do not see "DES cbc mode with RSA-MD5, 
Version 5", edit the kdc.conf file and add or move des-cbc-md5 selections 
to the beginning o f the supported_enctypes = line. For example: 

[realms] 

MYCOMPANY.COM = { 

master_key _type = des-cbc-crc 

supported_enctypes = des-cbc-md5 :normal des-cbc-md5 :norealm 
des-cbc-md5 :onlyrealm 

Save the file. Then, restart the krb5kdc, kadmin, and krb524 services. 

c. To create the "DES cbc mode with RSA-MD5" keys, change the users 
password: 

kadmin.local -q "cpw -pw newpassword username" 

Now you should be able to authenticate that user to your Linux/Unix 
Kerberos 5 server. 

• CSCea29828 

HTTP Software Updates sometimes fail with "Software Update Errar". 
Retrying the operation does not update the image. 

Workarounds: 
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Caveat Resolved in Release 4.0 • 
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Caveat Resolved in Release 4.0 

78-15416-01 

Rclease 4.0 resolves the following issues: 

• CSCdy09630 

The description o f the IPSec Backup Servers feature in the VPN 3000 
Concentrator Series Reference documentation indicates that it applies only to 
the VPN3002 Hardware Client. The feature now applies to the Software 
Client as well. For information about this feature and how to configure it, on 
the VPN Concentrator, see VPN Client Administrator Guide, Chapter 1. For 
information about how to configure Backup Servers in the VPN Client, see 
I'PN C/ient User Guide. 

• CSCdy 12056 

I f a LAN-to-LAN tunnel between a VPN 3000 Concentrator and an lOS 
device is misconfigured and repeatedly fails to establish, then the VPN 3000 
Concentrator could enter a state where a reboot is required. 

One way to encounter this problem is to try to setup lOS to handle both 
LAN-to-LAN tunnels and Remote Access tunnels on the same interface, 
without breaking the lOS interface into V-LANs. This is a misconfiguration 
and is not supported by lOS, but it can lead to problems with the VPN 3000 
Concentrator. 

This configuration is not supported because lOS does not allow the same 
crypto map to be used to terminate both LAN-to-LAN tunnels and Remate 
Access tunnels. In addition, lOS only allows one crypto map to be applied per 
interface. 

Consequently, ifboth types oftunnels must be terminated on a single physical 
interface, that interface must be broken out into V-LANs. Dividing the 
physical interface in this way enables a different crypto map to be applied to 
each virtual interface. This in tum enables both types o f tunnels to be 
terminated on the same physical interface while maintaining a valid 
configuration. 

• CSCdy26296 

When viewing bandwidth management statistics via the CLI, with Bandwidth 
Management enabled and multiple users connected, all user sessions scroll 
through on the screen without the user being prompted to press space to 

continue or Q to quit. ~ 
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• CSCdz62206 

Caveat Resolved in Release 4.0 • 

3'5-b<] 
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If you use Active Directory/Kerberos authentication on the VPN 3000 
Concentrator and would like to authenticate to a Windows 2000 or .NET 
Active Directory server, you must change ali the users' Account options to 
"Use DES encryption types for this account". This is required because the 
Release 4.0 VPN 3000 Concentrator uses DES encryption, but Windows 
Active Directory uses RC4. 

• CSCdz71450 

When using Active Directory/Kerberos for authentication, ifthe user types in 
the usemame or password incorrectly, the VPN 3000 Concentrator simply 
ends the connection after the first failure. The user should be prompted three 
times before failing as it does when using Internai, Radius, or NT Domain 
authentication methods. 

• CSCdz77794 

On the Monitoring I Statistics I Authentication and Monitoring I Statistics I 
Accounting screens, if you click Reset, then all group-based statistics show 
up with the Group column=Base Group. In arder to show group-based 
statistics again, click Restare. 

• CSCdz78109 

SEP-E to SEP-E failover and SEP-E to software failover are not supported in 
Beta releases. 

New connections are not accepted after SEP-E failover with severa} calls 
previously connected and passing data. 

• CSCdz79541 

Duplicate ofCSCdz85139. 

• CSCdz83301 

I f a simple password is configured under the OSPF tab, in any o f the interface 
configuration pages, the deleted entry will re-appear even after deleting the 
password, selecting none for OSPF authentication and clicking apply. 

• CSCdz84481 

When a user fails authentication due to a restriction placed on the account at 
the Active Directory server, the VPN 3000 Concentrator Events do not 
display the reason for the failure. Some restrictions on the account could be 
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Caveat Resolved in Release 4.0 • 
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CAPI-RSA PKCSl payload to be decrypted is not in PKCSl fonnat , bad 
block type=[Ox7][0xb8]. 

Ifyou receive this event, you will be unable to use HTTPS to manage the VPN 
Concentrator. To workaround this prob1em, de1ete the SSL certificate (from 
the Administration I Certificate Management screen), then generate a new 
SSL certificate. 

• CSCea13002 

The functionality that allows the administrator to create a network list, from 
within a LAN-to-LAN configuration page, has changed. 

In previous releases, the user could create a network list from within the 
LAN-to-LAN configuration page. The new method for creating a network list 
uses a link on the LAN-to-LAN index page to the network list configuration 
page. 

This change was resolves a problem with Reverse Route Injection when the 
network lists are added from within the LAN-to-LAN page. With the previous 
method, the routes, corresponding to the network lists that were added via the 
LAN-to-LAN page, were not present in the routing table . 

• CSCea16255 

When Strip Realm is disabled, accounting requests should be sent as user 
name=user. But instead, accounting requests are incorrectly sent with user 
name=user@realm (Duplicate of CSCea44988). 

• CSCea20412 

Using Authentication=RADIUS with Expiry, the VPN Concentrator 
establishes the tunnel but skips either RADIUS or LDAP authorization. 

• CSCea24328 

When using Kerberos/ Active Directory authentication, i f a user types a 
username with the "@" symbo1 and Realm using alllowercase for the rea1m 
(that is, usernam@mycompany.com instead of 
username@MYCOMPANY.COM), the following errar occurs on the VPN 
Concentrator, and the Kerberos server status changes to "Not-in-service". 

78 02/ 19/2003 16:59:49.250 SEV=7 AUTHDBG/76 RPT=8 
Unable to correlate received message with authentication session 

83 02119/2003 16:59:53.150 SEV=4 AUTH/15 RPT=76 
Server name = 100.136.50.2, type = KERBEROS, 
group = KerberosGroup, status = Not-in-service 
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lnbound Firewall Rules Must Not Limit T raffic to UDP Source Port 4500 

~ .. 

In VPN 3000 Series Concentrator Reference Volume 1: Conjiguration, Chapter 7, 
"Tunneling Protocols," make the following change to the note on page 7-35, under 
Tunneling Protocols I Configuration I System I Tunneling Protocol I IPsec I NAT 
Transparency area, regarding IPsec over NAT-T: 

Note The source port o f the client may vary from UDP 4500 especially when 
traversing a PAT device, so any inbound firewall rules must not specifically 
limit traffic to a source port of 4500. 

O VPN 3000 Concentrator Documentation Updates 

o 

• 

In addition to these Release Notes, the following documents are new or have been 
updated for Release 4.0: 

• VPN 3000 Series Concentrator Reference Volume 1: Configuration 

• VPN 3000 Series Concentrator Reference Volume /1: Administration and 
Management 

• VPN 3000 Series Concentrator Getting Started 

• Online Help 

Related Documentation 

78-15416-01 

VPN Client User Guide for Windows 

VPN Client Administrator Guide 

VPN 3002 Hardware Client Getting Started 

VPN 3002 Hardware Client Reference 

VPN 3002 Hardware Client Quick Start Card 
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Intemational Cisco websites can be accessed from this URL: 

h 11 p : ww w .c i sco. com ' pu h I i c cnunt ri cs_l a nguagcs. s h 1m! 

Documentation CD-ROM 

Cisco documentation and additional literature are available in a Cisco 
Documentation CD-ROM package, which may have shipped with your product. 
The Documentation CD-ROM is updated regularly and may be more current than 
printed documentation. The CD-ROM package is available as a single unit or 
through an annual or quarterly subscription. 

Registered Cisco.com users can order a single Documentation CD-ROM (product 
number DOC-CONDOCCD=) through the Cisco Ordering tool: 

h11 p :: 1www.c iscó .com /cn / U S/pa rt ncrl ordcri ng/ordcri ng_pl<lcc_ orclcr_ordc r i ng_l 

no 1_1 a un c h. h 1m I 

All users can order monthly or quarterly subscriptions through the online 
Subscription Store: 

h 11 p :/lwww. c iscn.cnm/ go/su hscri p1 i on 

Ordering Documentation 

78-15416-01 

You can find instructions for ordering documentation at this URL: 

h11 p : I /www. c I scn . co Jll I llll i \ 'Crccl ' CC / t dI elo c !cs_i nrc k /pcl i . h llll 

You can order Cisco documentation in these ways: 

• Registered Cisco.com users (Cisco direct customers) can order Cisco product 
documentation from the Networking Products MarketPlace: 

h11 p :. 'l \\ \\ ". c isco. coml cn -' L.J S:par1 nc r/nrdcring; i ncl cx .sht ml 

• Nonregistered Cisco.com users can order documentation through a local 
account representative by calling Cisco Systems Corporate Headquarters 
(Califomia, U.S.A.) at 408 526-7208 or, elsewhere in North America, by 
calling 800 553-NETS (6387) . 
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• Register for online skill assessment, training, and certification programs 

To obtain customized information and service, you can self-register on Cisco.com 
at this URL: 

http :., tonls .cisco .cnm iR PF · rcgistcr trcgistcr.dn 

Technical Assistance Center 

The Cisco TAC is available to all customers who need technical assistance with a 
Cisco product, technology, or solution. Two types of support are available: the 
Cisco TAC website and the Cisco TAC Escalation Center. The type o f support that 
you choose depends on the priority o f the problem and the conditions stated in 
service contracts, when applicable. 

We categorize Cisco TAC inquiries according to urgency: 

• Priority level4 (P4)-You need information or assistance concerning Cisco 
product capabilities, product installation, or basic product configuration. 
There is little or no impact to your business operations . 

• Priority levei 3 (P3)-0perational performance of the network is impaired, 
but most business operations remain functional. You and Cisco are willing to 
commit resources during normal business hours to restore service to 
satisfactory leveis. 

• Priority levei 2 (P2)-0peration of an existing network is severely degraded, 
or significant aspects o f your business operations are negatively impacted by 
inadequate performance o f Cisco products. You and Cisco will commit 
full-time resources during normal business hours to resolve the situation. 

• Priority levei 1 (P 1 )-An existing network is "down," o r there is a criticai 
impact to your business operations. You and Cisco will commit all necessary 
resources around the clock to resolve the situation. 

Cisco TAC Website 

78-15416-01 

The Cisco TAC website provides online documents and tools to help troubleshoot 
and resolve technical issues with Cisco products and technologies. To access the 
Cisco TAC website, go to this URL: 

http \\ \\' \\. C ISCO COill di lC 
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Obtaining Additional Publications and lnforma'-t-io-n---.·· 
f\· 

• Cisco Press publishes a wide range ofnetworking publications. Cisco 
suggests these titles for new and experienced users: Internetworking Terms 
and Acronyms Dictionary, Internetworking Technology Handbook, 
lnternetworking Troubleshooting Guide, and the Internetworking Design 
Guide. For current Cisco Press titles and other information, go to Cisco Press 
online at this URL: 

• Packet magazine is the Cisco quarterly publication that provides the latest 
networking trends, technology breakthroughs, and Cisco products and 
solutions to help industry professionals get the most from their networking 
investment. Included are networking deployment and troubleshooting tips, 
configuration examples, customer case studies, tutoriais and training, 
certification information, and links to numerous in-depth online resources. 
You can access Packet magazine at this URL: 

• iQ Magazine is the Cisco bimonthly publication that delivers the latest 
information about Internet business strategies for executives. You can access 
iQ Magazine at this URL: 

h 11 p: , · www.c i scn. com / gol i q maga1:i nc 

Internet Protocol Journal is a quarterly journal published by Cisco Systems 
for engineering professionals involved in designing, developing, and 
operating public and private internets and intranets. You can access the 
Internet Protocol Journal at this URL: 

h 11 p: · \\' \\' \\ '.C i sco. co m /cn .' U S1a hnul /a c I 2~ .'a c I 4 7 / " bou t_c i sco _t h c_ i nl crnct_ 
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Training-Cisco offers world-class networking training. Current offerings in 
network training are listed at this URL: 

h11p : ",,.,,.cJscn.cnm cn l :s lcarn ing lc31 ' lcarning_ rcc(1 1lllllCJHicci_ l r;Jining 
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This document is to be used in conjunction with the documents listed in the "Related Documentation" section. 
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All customers, partners, and resellers who have a valid Cisco service contract 
have complete access to the technical support resources on the Cisco TAC 
website. Some services on the Cisco TAC website require a Cisco.com login ID 
and password. lf you have a valid service contract but do not have a login ID or 
password, go to this URL to register: 

http :! t too I s. c i se o. cutn t l{ I' , ... / rçgi stcr/ rçg i stcr.do 

If you are a Cisco.com registered user, and you cannot resolve your technical 
issues by using the Cisco TAC website, you can open a case online at this URL: 

http :/t \\· W\\'.c isco .L'UIIllac cascupcn 

I f you have Internet access, we recommend that you open P3 and P4 cases online 
so that you can fully describe the situation and attach any necessary files. 

Cisco TAC Escalation Center 

The Cisco TAC Escalation Center addresses priority levei 1 or priority levei 2 
issues. These classifications are assigned when severe network degradation 
significantly impacts business operations. When you contact the TAC Escalation 
Center with a Pl or P2 problem, a Cisco TAC engineer automatically opens a case. 

To obtain a directory oftoll-free Cisco TAC telephone numbers for your country, 
go to this URL: 

http :// w w w. c iscu .cum/ warp/ publ ic/ó l-:7 / Di rectory / Di rTA C. shtml 

Before calling, please check with your network operations center to determine the 
Cisco support services to which your company is entitled: for example, 
SMARTnet, SMARTnet Onsite, or Network Supported Accounts (NSA). When 
you call the center, please have available your service agreement number and your 
product serial number. 

Obtaining Additional Publications and lnformation 
Information about Cisco products, technologies, and network solutions is 
available from various online and printed sources. 

• The Cisco Product Catalog describes the networking products offered by 
Cisco Systems, as well as ordering and customer support services. Access the 
Cisco Product Catalog at this URL: 
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Documentation Feedback 

You can submit comments electronically on Cisco.com. On the Cisco 
Documentation home page, click Feedback at the top o f the page. 

You can e-mail your comments to bug-doc@cisco.com. 

You can submit comments by using the response card (ifpresent) behind the front 
cover o f your document or by writing to the following address: 

Cisco Systems ~- ;-~· _~ ~- f-><;;···-
-~~- -~···· 

Attn: Customer Documenr Orôering 
170 West Tasman Drive 
San Jose, CA 95134-9883 

We appreciate your comments. 

Obtaining T echnical Assistance . 

Cisco.com 

Cisco provides Cisco.com, which includes the Cisco Technical Assistance Center 
(TAC) website, as a starting point for all technical assistance. Customers and 
partners can obtain online documentation, troubleshooting tips, and sample 
configurations from the Cisco TAC website. Cisco.com registered users have 
complete access to the technical support resources on the Cisco TAC website, 
including TAC tools and utilities. 

Cisco.com offers a suite of interactive, networked services that let you access 
Cisco information, networking solutions, services, programs, and resources at any 
time, from anywhere in the world. 

Cisco.com provides a broad range o f features and services to help you with these 
tasks: 

Streamline business processes and improve productivity 

Resolve technical issues with online support 

Download and test software packages 

• Order Cisco learning materiais and merchandise 
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Service and Support 

'· Note 

For service and support for a product purchased from a reseller, contact the 
reseller, who offers a wide variety of Cisco service and support programs 
described in "Service and Support" in Cisco Information Packet shipped with 
your product. 

I f you purchased your product from a reseller, you can access CCO as a guest. 
CCO is Cisco Systems' primary real-time support channel. Your reseller offers 
programs that include direct access to eco services. 

For service and support for a product purchased directly from Cisco, use CCO. 

Software Configuration lips on the Cisco TAC Home Page 

The Cisco TAC home page includes technical tips and configuration information 
for the VPN 3000 Concentrator and client. Find this information at: 

http://www.cisco.com/warp/public/707/#vpn3000. 

Obtaining Documentation 
Cisco provides severa! ways to obtain documentation, technical assistance, and 
other technical resources. These sections explain how to obtain technical 
information from Cisco Systems. 

O c-•sco.com 

You can access the most current Cisco documentation on the World Wide Web at 
this URL: 

htlp :/ WW 'v\ .L'iSCU.Clllll Lllli Véi'Cd .' hlllllé hulllc . hllll 

You can access the Cisco website at this URL: 

http : · \\ \\'\\ . Ci SL'li. C\llll 
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~<:? (;>' -When using Kerberos/ Active directory for authenticating, users should enter 

only their username, username@REALM.COM with Realm all in 
UPPERCASE letters, or use the Strip Realm setting for the Group on the 
Concentrator. 

• CSCea25668 

Statically assigned filters take precedence over dynamically assigned filters. 
It should be the other way around. 

Documentation Updates 
The Cisco VPN 3000 Series Concentrator documentation set has been revised for 
this release and is available online through C i scP Cunncct iun Onl i nc (CCO). This 
scction contains any changes and corrections to the documentation that occurred 
after the documentation was published. 

Documentation Changes 

The following document requires modifications, reflecting product changes, as 
noted in the following sections: 

• VPN 3000 Series Concentrator Reference Volume 1: Configuration 

Changes to VPN 3000 Series Concentrator Reference Volume 1: Configuration 

Please note the following changes to the Configuration manual. 

Syslog Servers Now Supported on Both Windows and UNIX Operating Systems 

The VPN 3000 Concentrator now supports syslog servers on both Windows and 
UNIX (Linux and Solaris) operating system platforms. In VPN 3000 Series 
Concentrator Reference Volume 1: Configuration, Chapter 1 O, "Events," and in 
the corresponding online Help, the text and the screen captures refer to UNIX 
syslog servers. This restriction on the type o f syslog server operating environment 
no longer exists. 
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Account Expired, Account Disabled, Account Locked-Out, Not within Logon 
Hours and Password Change required. For most ofthese restrictions you will 
see the following Events: 

124 01/20/2003 11:12:55.590 SEV=10 AUTHDECODE/43 RPT=4 

Kerberos : Error type: Client's creds have been revoked 

130 01/20/2003 11:12:55.590 SEV=4 AUTH/9 RPT=9 70.139.1.5 

Authentication failed: Reason = Invalid response received from server handle 
= 196,server= l98.133.219.25,user=myuser 

• CSCdz85139 

When you add an LDAP Authorization server, the events refer to the server 
with "type=TACACS+." 

• CSCdz87048 

The VPN 3000 Concentrator may leak memory when a VPN Client connects 
and downloads and ACL User Filter from the RADIUS Server. The amount 
o f memory leaked is closely associated with the size o f the actual filter. 

• CSCdz87381 

I f you externally authenticate Groups and Users to a RADIUS Server, the 
User filters assigned by the RADIUS Server get corrupted. lt is recommended 
that you authenticate the Groups locally on the Concentrator and the Users 
externally on a RADIUS Server when utilizing the RADIUS User Filter 
feature. 

• CSCea02122 

RADIUS based user filters are not cleared from the Concentrator when PPTP 
or L2TP connections are terminated. 

• CSCea03407 

Using Netscape version 4.7, under Admin I Admin Sessions, the RADIUS 
User ACL filters get displayed in a narrow 1 inch wide column with no scroll 
capabilities. The filters are displayed correctly under Monitoring I Dynamic 
filters . 

• CSCeal2148 

Ifyour VPN Concentrator has a SEP-E installed, you might see the following 
event message when you boot: 

• Release Notes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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A• CSCdy28464 

Documentation for the Bandwidth Management feature in Release 3.6.1 
refers to a configuration option in which bandwidth aggregation is 
automatically applied to a LAN-to-LAN connection when a bandwidth 
reservation policy is applied to a LAN-to-LAN connection. This feature is not 
available in Release 3.6.1 . 

To ensure that bandwidth is always available for a LAN-to-LAN connection 
via the HTML interface, navigate to Configuration I User Management I 
Groups. Highlight the LAN-to-LAN group, and select the Assign Bandwidth 
Policies button. Select the public interface, and next to the Bandwidth 
Aggregation parameter, enter the amount o f bandwidth to reserve from the 
total available bandwidth for this connection. 

Ifbandwidth aggregation is not set for a LAN-to-LAN connection, a situation 
might occur where there is not enough bandwidth available for the tunnel to 
be established. 

CSCdz48220 

The VPN 3000 Concentrator continually requests the node secret from the 
RSA server. The RSA server considers these requests as failed login attempts 
by the RSA server; therefore, the user's account is disabled. 

This problem occurs under the following conditions: 

- The VPN 3000 Concentrator does not have the node secret stored locally. 

- The VPN Client provides an incorrect passcode. 

CSCdz48332 

Ifyou add and delete filters through the GUI interface (Configuration ISystem 
IPolicy Management I Traffic Management I Filters), there is a very small 
memory leak for each filter created and deleted. 

CSCdz48402 

The VPN 3000 Concentrator does not consistently send Delete with Reason 
messages to all the connected clients when you do Reboot *NOW* . The VPN 
Clients believe they are still connected, but they will eventually disconnect 
dueto the Client's Dead-Peer-Detection mechanism. 

CSCdz53656 

Authorization server statistics are not available in this release. 
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Do one o f the following: 

- Perform the Software Update using the CLI/telnet interface. 

- Reboot the VPN 3000. Performing an HTTP Software Update will now 
succeed. 

• CSCea460 18 

When a backup SEP-E fails over to Software, the Activity LED and Status 
LED stay green, even though the SEP-E is no longer operational. 

• CSCea52820 

The text from the Help page for the Monitoring I System Status I Memory 
Details page in HTML incorrectly refers to "Memory Detail Report". The 
page is labelled and called: "Detailed Memory Report''. 

• CSCea52936 

The Help for the SEP-E in the Monitoring I System Status I SEP in-line SEP 
page is incomplete. In other sections, we make reference to the SEP-E. We 
should add: 

"AES (SEP-E only)" to the Encryption and Decryption bullet. 

This screen displays status and statistics for a VPN Concentrator SEP 
(Scalable Encryption Processing) ora SEP-E (Enhanced SEP) module, which 
performs hardware-based cryptographic functions: 

- Random-number generation. 

- Hash transforms (MD5 and SHA-1) for authentication. 

- Encryption and decryption (DES and Triple-DES). 

The screen shows cumulative data since the system was last booted or reset. 

• CSCea69156 

LDAP Authorization to a Microsoft Active Directory LDAP server using 
authenticated Bind requests is not supported in this release. Only anonymous 
Binds are currently supported. 
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4e0 1 db67, Seq Num: 0000850f. Dump o f failed hash follows. 

Linksys has been notified about the problem. 

Workaround: 

Although no workaround currently exists, disabling LZS compression on the 
Concentrator helps reduce the number o f events. To disable LZS compression 
on the Concentrator set the "IPComp" setting on the IPSec tab o f the group 
configuration to "none". 

• CSCdy26161 

The Microsoft L2TP/IPSec client for Windows 98, Windows ME, and 
Windows NT does not connect to the VPN 3000 Concentrator using digital 
certificates. 

Workaround: 

Use Preshared keys. 

• CSCdy27564 

The Assigned IP address for a PIX-501 in Network Extension Mode appears 
on the VPN 3000 Concentrator as 0.0.0.0 until the first IPSec/Phase 2 rekey 
takes place. After the Phase 2 rekey completes, the Assigned IP address is 
correctly set to the PIX-501 's private interface network address. 

• CSCdz24882 

Using Microsoft Internet Explorer version 5.0, you cannot create a detailed 
memory report from the Monitoring I System Status I Memory Status I 
Detailed Memory Report button. The file memory.txt is not created. The 
report does work if the file already exists. You can create the file initially i f 
you run a detailed report from the CLI interface. Internet Explorer version 5.5 
and Netscape work fine. 

• CSCdz83332 

When switching between tabs under the interfaces section o f the 
html-management page, the action may eventually fail. 

If this happens simply go back to the interface summary page and drill back 
down into the desired interface. Everything will resume working again~ 

Release Notes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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SERVE Too Many Entries Errar. Delete an entry before adding a new one. 

************************************************************* 

(CSCea51435) 

VPN Client Supports Elevated Privileges Using the MSIInstaller. 

Windows Installer 2.0 must be installed on a Windows NT or Windows 2000 PC 
prior to configuring ·the PC for a Restricted User with Elevated Privileges When 
using elevated privileges, the VPN Client program files are created under the 
specific user, not "ALL" users. (CSCea37900). 

Open Caveats for VPN 3000 Series Concentrator 

~ .. 

Caveats describe unexpected behavior or defects in Cisco software releases. The 
following list is sorted by identifier number. 

Note Ifyou have an account with CCO, you can use Bug Navigator II to find caveats 
of any severity for any release. To reach Bug Navigator II on CCO, select 
Software & Support: Online Technical Support: Software Bug Toolkit or 
navigate to 
h t t r :1 / w w "' .c i scn.co m/c g i -b i n/S u pport / l3 ugtoo 1/1 a une h_bugtoo I. p I. 

The following problems exist with the VPN 3000 Series Concentrator, 
Release 4.0. 

• CSCds44095 

L2TP over IPSec connections fail if going through a NAT device. During the 
connection establishment, the VPN Client and the VPN 3000 Concentrator 
exchange IP addresses. When the client sends what it believes to be the VPN 
3000 Concentrator's address (really the NATed address), the VPN 3000 
Concentrator releases the connection. 

This is because the address assigned to the interface does not match the 
address coming in from the client. The same issue exists on the client side. 
This will not be resolved until the Windows 2000 MS client supports UDP 
encapsulation. 

• Release Notes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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Accessing Online Glossary Requires Connection to Cisco.com 

The Glossary button at the top of all Help screens tries to contact univercd at 
www.cisco.com (the Cisco documentation si te). This connection requires 
connectivity to Cisco's main web si te. If your PC does not have a corporate 
Internet connection or your firewall blocks access, the following error appears . 
when you attempt to access the Glossary: 

"The page cannot be displayed." 

To access the Glossary, you must be connected to www.cisco.com (CSCdy14238). 

SNMP Traps VRRP Notifications and cipSecMIBNotifications 
Are Not Supported 

The VPN 3000 Concentrator does not support the VRRPNotifications and 
cipSecMIBNoti:fications SNMP traps. You can configure VRRP for these SNMP 
traps without getting an error message, but the traps themselves are not supported, 
sono action occurs. The same is true of Cisco IPSec-flow MIB notifications 
(CSCdx44580). 

RSA Allows aCAto lssue Only One Certificate with any DN 

The rekey option to renew an SSL certificate from the RSA CA results in a 
rejection o f the request. 

The resubmit/renew feature does work with RSA as long as the certificate being 
rekeyed or renewed is first deleted from the CA database. RSA does not allow a 
CAto issue more than 1 certificate with any particular DN (CSCdv27743). 

Reauthentication on Rekey lnterval 

Ifyou have enabled the Reauthentication on Rekey feature, the VPN Concentrator 
prompts users to enter an ID and password during Phase 1 IKE negotiations and 
also prompts for user authentication whenever a rekey occurs. Reauthentication 
provides additional security. 
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• I f you plan to upgrade the firmware on multiple VPN Concentrators at the 
same time from the same PC, use the version o f Internet Explorer on the 
Cisco VPN 3000 software distribution media or newer. Using an earlier 
version could cause a failure in one or more o f the upgrades. 

• When connecting to the VPN Concentrator using SSL with Internet Explorer 
4.0 (v4 .72.2106.8), you might receive a message box saying, "This page 
contains both secure and non-secure items. Do you want to download the 
non-secure items?" Select Yes. There really are no non-secure items on the 
page and the problem is with Internet Explorer 4.0. I f you upgrade to Internet 
Explorer 4 .0 Service Pack 1 or Service Pack 2, you should not see this error 
message agam. 

After adding a new SSL certificate, you might have to restart the browser to 
use the new certificate. 

VPN Client Used with Zone labs lntegrity Agent Uses Port 5054 

VPN Clients, when used with the Zone Labs lntegrity Agent, are put into a 
"restricted state" upon connection to the Integrity Server if a port other than 5054 
is used. The restricted state simply means the VPN Client is able to communicate 
only with the Integrity Server; all other traffic is blocked (CSCdw50994). 

Workaround: 

Do one o f the following: 

• Configure the VPN Concentrator and the Integrity Server to use port 5054 
when communicating with each other. 

• Edit the WEB.XML file in the lntegrity directory and search for 5054 (the 
port that lntegrity uses/looks for). Change it to 5000, save, and restart the 
Integrity Server. 

Administer Sessions Screen Shows Data for Wrong Group 

When an L2TP/IPSec connection is established, authentication should behave as 
follows: 

1. The Tunnel Group is authenticated (using the OU field in the Certi~~te or 
using the Base Group) . ~ 
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Enhanced Sygate Firewall AYT Support 

Release 4.0 includes support for Sygate Personal Firewall, Sygate Personal 
Firewall Pro, and Sygate Security Agent. 

Enhanced PING Command Features 

Admin users who have only read access can now do PING commands, using either 
the Monitor tab on the GUI or the command-line interface. The PING command 
also appears, as before, on the Admin tab, accessible to users who have full access 
privileges. The PING command now shows the reply time in milliseconds and not 
just "device is available." 

Adjustable DPD Timeout 

For dead-peer detection (DPD), this feature lets an administrator configure the 
interval that the Concentrator waits before beginning Keepalive monitoring. This 
feature applies only to Easy VPN Clients that are using IKE Keepalives. 

Usage Notes 
This section lists interoperability considerations and other issues to consider 
before installing and using Release 4.0 of the VPN 3000 Series Concentrator 
software. 

O Online Documentation 

The online documentation might not be accessible when using Internet Explorer 
with Adobe Acrobat, Version 3.0.1 . To resolve this issue, upgrade to Acrobat 4.0 
or higher. The latest version of Adobe Acrobat is available at the Adobe web site: 
http://www.adobe.com. 
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• New Features in Release 4.0 

Native Kerberos Authentication 

Release 4.0 supports authentication to Kerberos/Active directory, which is the 
default authentication mechanism in Windows 2000 and Windows XP. Kerberos 
is an authentication protocol for use on untrusted networks. The protocol 
comprises two stages o f authentication--the first level is to a key distribution 
center (KDC), and the second level is between each client and server. 

To configure this feature, an administrator must add a Kerberos authentication 
server on a group basis or add the server to the global authentication servers list 
and configure such parameters as server IP address, server port, number o f retries, 
and so on. The IPSec group tab includes Kerberos as an authentication type, and 
statistical displays also include Kerberos authentication statistics. 

See the Open Caveats section for information about configuration issues with 
Active Directory (CSCdz62206) and Linux/UNIX (CSCea20236). 

LDAP/RADIUS Authorization 

This feature separates user authorization (permissions) from user authentication. 
It lets certificate users receive permissions by means o f LDAP or RADIUS 
without secondary authentication via XAUTH. It also lets non-certificate users 
using any type o f autherttication scheme (Kerberos, NT Domain, SDI, Radius, and 
Internai) to retrieve these permissions/attributes. 

The feature provides a way to configure RADIUS and LDAP authorization servers 
and event information. The network administrator configures authorization 
servers on a global system or group basis. 

O Alerts (Delete with Reason Notifications) 

The VPN 3000 Concentrator and the VPN 3002 Hardware Client can send alerts 
with reasons for disconnects and reboots they initiate to either the VPN Client or 
Concentrator to which they connect. When a disconnect occurs, the VPN Client 
displays the disconnect notice and the reason (if avàilable) in the Event log. 

The VPN Client can also send alerts regarding disconnects that it initiates, but it 
does not send a reason. 
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New ·features in Release 4.0 
This section describes the new features in Release 4.0 o f the VPN 3000 Series 
Concentrator. For detailed instructions about how to configure and use these 
features, see VPN 3000 Series Concentrator Reference Volume I: Configuration 
and VPN 3000 Series Concentrator Reference Volume li: Administration and 
Management. 

Hardware Acceleration for Advanced Encryption Standard (AES) 

,,. 

VPN 3000 Concentrator models 3015 and higher now offer an enhanced, scalable 
encryption processar (SEP-E), that provides hardware support for AES (software 
support was added in Release 3.6). This feature has no configuration implications. 
For installation information about the new SEP-E modules, see Instal/ing SEP or 
SEP-E Modules in the VPN 3000 Series Concentrator. 

Note The VPN 3000 Concentrator uses either SEP or SEP-E modules, not both. Do 
not install both on the same device. Ifyou install a SEP-E module on a VPN 
Concentrator that already contains a SEP module, the VPN Concentrator 
disables the SEP module and uses only the SEP-E module. 

512MB On-Board Memory 

You can now upgrade your VPN 3060 or 3080 Concentrator memory to 512MB. ,,. 
Note To take advantage o f this additional memory, you must also update the VPN 

Concentrator Manager to Version 4.0 and update the VPN Concentrator 
Bootcode to Version 4.0. 

I f your VPN 3000 Concentrator is running low on memory resources, upgrading 
to 512MB will help. Symptoms that indicate low memory include the following: 

• VPN Concentrator cannot support the necessary number of tunnels. 

• VPN Concentrator cannot accept additional connections. 

• VPN Concentrator crashes. 
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Before Vou Begin 

Before you upgrade to this release, back up your existing configuration to the flash 
and to an externa! server. This ensures that you can retum to the previous 
configuration and software if you need to. 

Be aware o f the following considerations before you upgrade. These are known 
product behaviors, and your knowing about them at the beginning o f the process · 
should expedi te your product upgrade experience. Where appropriate, the number 
ofthe caveat documenting the issue appears at the end ofthe item. See Op~n 
Ca v ~ats l"u r V I'N 3000 Scrics Cuncl'ntratur. pagl' I ó for a description ofusing this 
number to locate a particular caveat. 

Release 4.0 ofthe VPN 3000 Concentrator software contains several features that 
interact with corresponding new features in the Release 3.6.x versions ofthe VPN 
Client and VPN 3002 Hardware Client software. To get the full benefit ofthis 
release you should upgrade your client software as well as your concentrator 
software. The VPN 3000 Concentrator software, Release 4.0, does operate with 
VPN Client and VPN 3002 Hardware Client versions 3.0 and higher, but you 
should upgrade these, too, to take full advantage o f the new features. 

• To use the VPN Client, Release 3 .O or higher, you must upgrade the VPN 
Concentrator to Release 3.0 or higher. The VPN Client, Release 3.0 or higher, 
does not operate with the VPN 3000 Concentrator version 2.5 or earlier 
versions. 

• Do not update the VPN 3000 Concentrator when the system is under heavy 
use, as the update might fail (CSCdr61206). 

• lf you are upgrading from Release 3. O to Release 3 .1 o r higher and you are 
using the "Group Lookup" feature , you must manually set Group Lookup 
after the upgrade. To enable this feature, go to Configuration I System I 
General! Authentication and select the Enable check box (CSCdu63961). 

Use the following backup procedure to ensure that you have a ready backup 
configuration. 

Backing Up the Existing Configuration to the Flash 

1. Go to Administration I File Management i Files. 

2. Select the configuration file and click Copy. 

Release Notes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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Contents 

section, "Usage Notes," describes interoperability considerations and other issues 
you should be aware o f when installing and using the VPN 3000 Series 
Concentrator. Read these release notes carefully prior to installing this release. 

These release notes describe the following topics: 

S yst~m Requircmcnts . p<l!:!L' 2 

Upgrading lo Rckasc -1.0 . p<lgc 3 

Nçw Features in Rckasc -1 .0 . pag.: (l 

Usage Notes . page I{) 

Open Cawats J"or V J>N 30lHJ Serics l'oncentrator. pagc 16 

Cawat Resolved in RL·kasc -l .lJ . pagc 21 

Ducumentation Updates . pagc :26 

Obtaining Documei: Lation. pagc 21' 

Obtaining Technical Assistance. page 30 

System Requirements 
This section describes the system requirements for Release 4.0. 

O Hardware Supported 

Cisco VPN 3000 Series Concentrator software Release 4.0 supports the following 
hardware platforms: 

Cisco VPN 3000 Series Concentrators, Models 3005 through 3080 

• Altiga Networks VPN Concentrators, Models CIO through C60 

Release Notes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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Customizing the VPN Client Software 

This chapter explains how to replace the Cisco Systems brand with your own organization 's brand. When 
you install and launch the VPN Client software, you see your own organization name, program name, 
and application names on menus, windows, dialogs, and icons. 

For the Windows platform, it also explains how to set up the software so that your users can install it 
automatically without being prompted. This feature is called silent instai!. 

To customize the VPN Client software, you create your own distribution image combining the following 
elements, which this chapter describes. 

For ali platforms, you can customize the following: 

• Cisco Systems image that you receive on the Cisco Systems software distribution CD. 

• Your own portable network graphics (PNG) (Table 5-2) and icon files to replace the Cisco Systems 
brand. 

• A vpnclient.ini file for configuring the VPN Client software globally (see Chapter 2, 
"Prcconfiguring thc VPN Clicnt for Rcmote Uscrs"). 

• Individual profile (.pcf) files for each connection entry (see Chapter 2, "Preconfiguring the VPN 
Clicnt for Rcmotc Uscrs"). 

For the Windows platform, you can also customize the following: 

• An oem.ini file that you create. Cisco supplies a sample oem.ini file that you can use as a template 
and customize. 

• setup.bmp-a bitmap file that displays on the first lnstaliShield® window when you install the VPN 
Client. (lnstaiiShield only) 

These elements should ali be in the same directory andfo/der. Because some ofthefi/es may be toa large 
to distribute the oem software on diskettes, we recommend that you make a CD ROM distribution image. 

VPNCii 
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Chapter 5 Customizing lhe VPN Client Software 

Customizing lhe VPN Client GUI for Windows 

Customizing the VPN Client GUI for Windows 
This section describes how to customize the VPN Client GUI for the Windows platform. To customize 
the GUl for the Mac OS X platform, see Customi zi ng thc VPN Clicnt GUI for Mac OS X, page 5-18. 

Customizing the VPN Client occurs when the VPN Client and installation program see a text file called 
oem .ini on your distribution image. The oem.ini fileis pattemed after Microsoft standard initialization 
files. You create the oem.ini file and supply your own text, PNG files , and icon files . When present, the 
oem.ini, PNG, and icon files are read when you first start the VPN Client. Since the VPN Client 
software reads these files when it first starts, the changes to them take effect only after you restart the 
VPN Client application . 

This chapter contains the following sections: 

• Arcas A ffcctcd by Customizing thc VPN Client 

• Crcating thc ocm.ini File 

lnstalling thc VPN Clicnt Without Uscr lntcraction 

• Customizing thc VPN Clicnt Using an MSI Transform 

Areas Affected by Customizing the VPN Client 

Customizing replaces the following screen text, bitmaps, and icons. 

• Brand names on dialog boxes 

• Product names on dialog boxes 

• Organization logo on ali dialog boxes 

• Graphic at the left end o f the title bar 

• lcons on the system tray (at the bottom right of the screen) and the desktop (shortcut) 

lnstallation Bitmap 

The lnstallShield uses a bitmap when installing the VPN Client software : the setup bitmap (setup.bmp ). 

Figure 5-1 shows the setup bitmap that displays as the first screen during installation via lnstallShield. 

VPN Client Administrator Guide 
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Customizing lhe VPN Client GUI for Windows 

Figure 5-1 Setup Bitmap 

VPN CLIENT 

Program Menu Titles and T ext 

After installation, your organization or company, product, and application names i!ppear in the Cisco 
Systems VPN Client applications menu. (See Figure 5-2,) 

78-15404-02 

Figure 5-2 Applications menu 

@l Accessorles fãi Pr ogr ams ~ 
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~ - Search 

He!p 

i) Help 
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VPN Client 

Figure 5-3 shows a lock image (title_bar.png), window title (AppNameText in the oem.ini file), and 
organization logo (logo.png file) . The oem.ini file can replace the window title, the image at the left end 
o f the title bar, and the organization o r company logo in the VPN Client software. lt can replace the 
open lock and closed lock icons in the system tray (see Figure 5-4 and Figure 5-5). 

Figure 5-:J Three 7Ypes of Branding Changes 

~-=---:-, --=--cp ~~--cr~ ~on Entries ~tatus C~tflcates ~09 Qptlons tielp ~l~ 
ê ti 111 ~ ~ CISCO Snms 

,. YPN Client - Yersron 4.0 (int_70) ; · -,..- ' 

Connecl New Impor! Modify Delete --

CeJtjicates I LOQ I 

Ooct.menlation 
O ocumenlalion·duplicale 
Engineering 
E ngineering_ Cert 
E ngineering_pre_ shared 

Hosl 
TestServer 

1 O. 10.99.30 
10.10.99.30 
10.10.32.32 
10.10.32.30 
10.10.32.33 

lrlln$pOII 
IPSec 

IPSec/TCP 
IPSec/TCP 
IPSec/UDP 
IPSec/UDP 
IPSec/UDP 

~========~~============================~===================-~!~ I st~us · not connected. ,4 ~ 

1 Title bar lock image (title_bar.png) 3 Organization logo (logo.png) 

2 Window title (oem.ini file) 

Figure 5-4 Closed lock lcon on System Tray (connected.ico) 

Figure 5-5 Open lock /con on the System Tray (unconnected.ico) 
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Cuslomizing lhe VPN Clienl GUI for Windows • 
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--.:. ~~--T-hê-InstallShield version o f VPN Client includes a bitmap on the distribution CD that is not in the ....,._ . 
·· -· oem.ini file: setup. bmp. You can substitute your own image for this .bmp file, as longas you keep the 

current filename (setup.bmp) and make sure that the fileis in the same directory and folder as the oem.ini 
file. This file displays a logo on the window when you start the lnstallShield installation program. The 
size o f the Cisco Systems setup bitmap is 330x330 pixels and it uses 256 colors . 

Creating the oem.ini file 

Note 

Your distribution CD must contain the oem.ini file for customizing. The oem.ini file contains the 
locations and names o f bitmaps, icons, window titles, and screen text needed for customizing, ali o f 
which need to be in the same directory. When you install or start the VPN Client, the software checks to 
see i f there is an oem.ini file . I f so, the software scans it for bitmaps, icons, and text. I f the oem.ini file 
lacks an element (for example, text for the product name), then the software uses whatever you have 
specified in the default section ofthe file. Ifno oem.ini file exists, the software defaults to Cisco Systems 
bitmaps, icons, and text. 

Use Notepad or another ASCII text editor to create the oem.ini file and enter brand text and the names 
o f your bitmap and icon files. Se e Tablc 5-l. 

You can edit the oem.ini file that Cisco Systems supplies. 

The format o f the oem.ini file is the same as a standard Windows in i file : 

Use a semicolon (;) to begin a comment. 

Set values by entering keyword=value. 

I f you don 't specify a value for a keyword, the application uses the default. 

Keywords are not case-sensitive, but using upper and lowercase makes them more readable. 

Sample oem.ini File 

78·15404-02 

This is a sample oem.ini file that you can use to overwrite Cisco Systems 
brand name on windows, bitmaps, and icons with your organization's brand 
name. 

This file has five sections: [Main], [Brand], [Default], [Dialer ] , and [SetMTU] 
Each section has keywords designating parts of the interface that the file replaces. 

The [Main ] section determines whether ke rberos uses TCP or UDP (the default) . 

[Ma in] 
DisableKerberosOverTCP = l 

The [Brand ] section controls window titles during installation and in the 
destination folder for t he produc t and applications. 

[Brand] 

CompanyText 

ProductText 

Wonderland University 

Wonderland Client 

The [Default] section establishes the default bitmap and icon to use if 

VPN Clienl 
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~====~~======~---------------------=~~====~~~~~~~ · Customizing lhe VPN Client GUI for Windows 

ass1gnments are left blank. This section also sets up silent installation. 
S1lent mede insta llat ion proceeds without user intervention. 

IDefa_:~ ~ 

S1lentMode = 1 
lns •aJJPath = C: \ Program Fi les\Wonderland University\Wonderland Client 
::JefGrour 
Reboot . : 

Wonder l a nd Client 

The {::l1a l er] sec~1on controls the text and icons for the dialer software . 
AppName Text appears on the application selection menu. DialerBitMap 
appears on connection windows. AllowSBLLaunches controls whether a remate user can 
. a.m cr. an app lication before connecting and logging on to a Windows NT platform . 

I::Ja l .. r ; 

~a1nlcon lS_instal l .ico 
App~ameT .. x~ = Wonderland Dialer 
A ::owS BL~aunches = O 

Tn .. {Se t MTU] section controls the text a nd icon for the 

~-

c s .. t ~TU applications. AppNameText appears on the application 
se,ec~lon menu and th e tit le screen. Mainicon appears on the window title. 
bar 

• 

o 

rs .. t lliTtl i 
AppNam .. r .. xt = MTU Setter Application 
Ma1nicon = Mt uicon.ico 
Au~os .. tMtu = 1 
SetMtuValue = 1300 
MTUAdJuStmentOverride 144 

oem.ini File Keywords and Values 

lahk ~- I describes each part ofthe oem.ini file. 

Tãble 5·1 oem.ini File Parameters 

Keyword Description 

[Ma in] Optional field that identifies a section o f the 
OEM.ini file to address special circumstances. 

DisableKerberosOverTCP= lnstallShield on ly 

When installing the VPN Client on Windows, 
the installation program sets a registry value 
that forces windows to use Kerberos over TCP 
instead of UDP, the default. Some NAT 
devices , such as Linksys, do not support 
out-of-order IP fragments, which breaks 
Kerberos . With TCP, fragmentation is not 
required. 

[Brand] Required fie ld that identifies the branding text 
that appears on window titles and descriptions 
throughout the client application. 

CompanyText= ldent ifies the na me o f your organization. !f not 
present, the default is "Cisco Systems." 

VPN Client Admini strator Guide 

V alue 

Keep exactly as shown. 

After the keyword and equal sign, enter either 
I orO. 

O = keep the defau lt, which is to force 
Kerberos to use TCP. 

I = preveni Kerberos from using TCP. 

Keep exactly as shown, as the branding 
section o f the fi le. 

After the keyword and equa l sign, enter the 
organization's name. The name can contain 
spaces and is not case sensitive. 
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• Tãble 5-1 oem.ini File Parameters (continued) 

Keyword Description V alue 

ProductText = ldentifies the name o f the application. lf not After the keyword and equal sign, enter the 
present, the default is "VPN Client." product name. The name can contain spaces 

and is not case sensitive. 

[Default] Required field that identifies the section that Enter exactly as shown, as the default section 
contains names of default bitmap and icon to o f the file. 
use i f values are blank. 

SilentMode= lnstaliShield only After the keyword and equal sign, enter either 

Specifies whether to activate silent installation. O or I. I activates silent installation: 

O = prompt the user during installation. 

1 = do not prompt the user during installation. 

Ins t allPath= InstallShield only After the keyword and equal sign, enter the 

c ldentifies the directory into which to install the name o f the directory in the suggested forrnat: 

client software. root : \programs\company\product 

DefGroup= lnstallShield only After the keyword and equal sign, enter the 

Identifies the name o f the foi der to contain the name o f the destination folder in the 

client software. suggested forrnat: 

foldername 

Reboot= InstallShield only After the keyword and equal sign, enter O, 1, 

• Specifies whether to restart the system after the or 2: 

silent installation. !f SilentMode is on {I) and O = display the reboot dialog. 
Reboot is 1, the system automatically reboots 1 (and SilentMode = 1) = automatically reboot 
after installation finishes. the system when installation finishes. 

2 ( and SilentMode = 1) = do not reboot after 
installation finishes . 

[Dialer] Required field that identifies the section that Enter exactly as shown, as the Dialer section 
contains the name ofthe Dialer application, the o f the file. 
bitmap to use on the connections window, and 
the connection icons. 

o AppNameText= Identifies the na me o f the dia ler application. After the keyword and equal sign, enter the 
name of the dia ler application . The name can 
contain spaces and is not case sensitive. 

Main l con= This is used only by InstallShield for shortcuts After the keyword and equal sign, enter the 
to the vpngui .exe. name o f the icon file. 

AllowSBLLaunches InstaliShield only After the keyword and equal sign, enter I to 

Specifies whether a VPN Client user is allowed 
enable orO to disable this feature. The default 

to launch a third party application before 
is O (to disable) . (See Note after table .) 

logging on to a Windows NT platforrn . 

[Set Mtu] Required field that identifies the section that Enter exactly as shown ; identifies the Set 
contains the na me o f the Set MTU application, MTU section o f the file . 
the na me o f the Set MTU icon, and other 
settings . 

• VPN Client 
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lãble 5-1 oem.ini File Parameters (continued) 

Keyword Description V alue 

AppNameText= Identifies the name ofthe Set MTU application. After the keyword and equal sign, enter the 
name you want to give to this application. The 
name can contain spaces and is not case 
sensitive. 

Mainicon= Identifies the icon for the Set MTU title bar, After the keyword and equal sign, enter the 
About window, and applications menu. There name o f the icon (.i co) file for this icon. 
are two sizes used: dimensions are 32x32 and 
16x 16 pixels; 256 colors. 

AutoSetMtu= InstallShield only After the keyword and equal sign, enter a 

Identifies whether to automatically set the value O or 1: 

MTU for ali adaptors during installation using O= do not set MTU; do not launch. 
SetMTUValue. I = set MTU and silently launch during 

installation. This is the default 

SetMTUValue= InstallShield only After the keyword and equal sign, enter a 

1dentifies the value to be used for ali adapters value between 64 and 1500, inclusive. The 

bound to TCP/IP 
default = 1300. 

MTUAdjustOverride= InstallShield only; Windows NT-based only. After the keyword and equal sign, set to a 

Identifies the DNE MtuAdjustment parameter. value between O and 1300, inclusive. To use 

This value identifies the amount the NIC's the SetMTU application to set the MTU for 

MTU is reduced. the TCP/IP protocol, set this parameter to O. 

Note When AllowSBLLaunches is O, "Allow launching o f third party applications before logon" under 
Windows Logon Properties is unavailable. There might be cases when you need to launch an application 
before starting your connection, for example, to authenticate your access credentials. In this case you 
can use the following procedure: 
In the VPN Dialer program, choose Options > Windows Logon Properties. 
Uncheck Disconnect VPN connection when logging off. 
Log out. 
Log in with cached credentials . 
Make your VPN Dialer connection . 
Log out. 
Log in again while already connected. 

Tab lc 5-2 lists the GUI image {portable network graphic) files that the VPN Client uses. lfyou want to 
replace any ofthem with your own image files , you must name your image fil es exactly as shown in the 
list; otherwise , the VPN Client GUI does not recognize them . 

VPN Client Administrator Guide 
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• lãble S-2 Portable Network Graphic Files 

PNG File Description 

splash_screen.png Splash screen that appears for 2 to 5 seconds when the GUI starts. 
This screen contains a logo, product name and version, and 
copyright information. 

title_bar.png Image at the left end o f the title bar 

connected.png Image next to connection entry when connection is active 

logo.png Organization logo for simple and advanced mode main dialogs 

password_logo.png Organization logo for password dialog (XAuth), group name and 
password) 

profile_logo.png Organization logo for new/modify profile dialog 

status_down_arrow.png Down arrow on the status bar o f advanced mode, used to change 
the status bar display 

c cancel.png Cancel button on advanced mode connection entries toolbar 

connect_pressed. png Connect button pressed on advanced mode connection entries 
toolbar 

disconnect.png Disconnect button on advanced mode connection entries toolbar 

disconnect_pressed.png Disconnect button pressed on advanced mode connection entries 
toolbar 

• new_profile.png New button on advanced mode connection entries toolbar 

new _profile_pressed. png New button pressed on advanced mode connection entries toolbar 

import_profile .png Import button on advanced mode connection entries toolbar 

import_profile_pressed.png Import button pressed on advanced mode connection entries 
toolbar 

modify_profile .png Modify button on advanced mode connection entries toolbar 

modify_profile_pressed.png Modify button pressed on advanced mode connection entries 
toolbar 

delete_profile.png Delete button on advanced mode connection entries toolbar 

delere_profile_pressed.png Delete button pressed on advanced mode view certificates toolbar 

o import_certificate.png Imporr button on advanced mode view certificates toolbar 

import_certificate_pressed.png Import button pressed on advanced mode view certificates toolbar 

exporr_certificate.png Export button on advanced mode view certificates toolbar 

export_certificate_pressed.png Export button pressed on advanced mode view certificates toolbar 

delete_certi fica te. png Delete button on advanced mode view certificates toolbar 

delete_certificate_pressed.png Delete button pressed on advanced mode view certificates toolbar 

enroll_certificare.png Enroll button on advanced mode view certificates toolbar 

enro ll_certi ficate_pressed . png Enroll button pressed on advanced mode view certificares toolbar 

verify _certi ficate.png Yerify button on advanced mode view certificares toolbar 

ver i fy _certi ficare_pressed. png Yerify button pressed on advanced mode view certificares roolbar 

show _certificate.png Show button on advanced mode view certificates roolbar 
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Tãble 5-2 Portab/e Network Graphic Files (continued) 

PNG File Description 

show _certi ficate_pressed. png Show button pressed on advanced mode view certificates toolbar 

enable_log.png Enable button on advanced mode connection entries toolbar 

enable_log_pressed.png Enable button pressed on advanced mode view log toolbar 

disable_log.png Disable button on advanced mode view log toolbar 

disable_log_pressed.png Disable button pressed on advanced mode view log toolbar 

clear_log.png Clear button on advanced mode view log toolbar 

clear_log_pressed.png Clear button pressed on advanced mode view log toolbar 

options_log.png Options button on advanced mode view log toolbar 

options_log_pressed.png Options button pressed on advanced mode view log toolbar 

show_log.png Show button on advanced mode view log toolbar 

show _log_pressed. png Show button pressed on advanced mode view log toolbar 

arrow_up.png Up Arrow button in Backup Servers tab o f the new/modify profile 
dialog 

arrow_down.png Down Arrow button in Backup Servers tab o f the new/modify 
profile dialog 

You can also replace the following icon files (as long as your icon files have these same names) : 

• connected.ico-the tray icon when connected (also in resource file for vpngui .exe icon) 

• unconnected.ico-the tray icon when not connected 

• disconnecting.ico-the tray icon when disconnecting 

Customizing the VPN Client Using an MSI Transform 

~ 

This section describes how to customize VPN Client installation using a transform for the MSI. To 
customize the applications, you need both a transforrn and an oem.ini file . 

Caution Do not modify the MSI file . To customize MSI , use a transform. Failure to follow recommended 
procedure will limit the levei of support you can expect from Cisco. 

Creating the Transform 

To create the transform, you edit the vpnclient_en.msi file. You can create the transform with any 
commercially available MSI installation package, such as Wise or InstallShield. The procedure in this 
section uses the Microsoft ORCA editor available from the Microsoft Windows lnstaller SDK. The 
version used here is from Microsoft Platform SDK November 2001. So before you begin, make sure 
that ORCA is installed on your system. lfyou need information on transforms and ORCA, refer to the 
ORCA documentation . 

Here is the procedure : 

VPN Client Adminislrator Guide 
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Step 1 

Step 2 

Step 3 

fi· 

Start ORCA. 

Select File> Open and enter vpnclient_en.msi. 

Select Transform > Apply Transform and select oem.mst, the transform template . 

To customize oem.mst, you modify some o f the information you se e in the tables. The parts to modify 
have green change bars on the left side ofthe row. Figure 5-6 shows a partia! oem.mst file. 

Figure 5-6 Editing the Tãbles in a úansform File 

· vpncltent_en.mst (transformed by oem4 mo.; tJ Orca ~1~1@ 
Fie Edt labias: Transform Took ~ ......, 

D ~ ~-· 
""" T•blc• 
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""" ,......_ 
""""""" Feat11e 
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Icon 
InFile 
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Tables : 96 
~~~~~~--~o 
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Tablc 5-3 outlines the changes to make in the tables in the oem.mst file. The columns in the table are 
defined as follows : 

Table Name-the name of the table to edit 

Changes Needed-a list of the changes to make to the table 

Instai! Requirement-the entries that modify the installation software 

Client Requirement-the entries that modify the way the YPN Client operates at runtime 
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• Tãble 5-3 Oem.mst 16bms 

I Modifies Modifies VPN 

I Insta li Client Runtime 
Table Name Changes Needed Parameters Parameters 

Binary , top 16- Add your own 500x63 Yes for both No for both 
1 batmap for the MSI lnstall 
I 
stdc ll>- Add you own 50 I x3 14 

lbttmap for thc MSI lnstall 

Component CsCoh lc_OcmFiles-needcd to No Yes 
I anstall ocm.ani fi le for custam 
I \'PN Cltcnts 

,CsCoFilc_ocmpngFilcs-necded 
, to an stall acons. bitmaps, and png 
files 
-c Directory INSTALLDIR-Changc to your Yes for ali No for ali 

1 own darcctory 

IINSTALLDIR2-Change to your 
lown darcctory 

lcasco_Systcms_ VPN_C iient-
JChange to your own foldcr name 

Feature !complete I No Yes 
Components JCsCoFile_OcmFiles-needed to 

anstall oem.ini fi le for custam 
VPN Clicnts 

CsCoFile_oempngFiles- needed 
to install icons, bitmaps, and png 
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Q. What is Cisco® Secure Access Control 

Server (ACS) Solution Engine? 

A. Cisco Secure ACS Solution Engine is a 

highly scalable. one-rack-unit (RU) . 

dedicated platform that serves as a 

high-performance access control server 

supporting centralized Remate 

Authentication Diai-In User Service 

(RADIUS) or Terminal Access Controller 

Access Contrai System (TACACS+) . Cisco 

Secure ACS Solution Engine contrais the 

authentication, authorization, and 

accounting (AAA) for users accessing 

corporate resources through the network. 

Q. What does Cisco Secure ACS Solution 

Engine do? 

A. Cisco Secure ACS Solution Engine 

enables you to contrai who can access the 

network, to authorize what types of 

network services are available for users or 

groups of users, and to keep an accounting 

record of ali user actions in the network. 

The Solution Engine supports access 

control and accounting for dial-up access 

servers. firewalls and VPNs. voice-over-IP 

(Vo!P) solutions. content networking. 

storage networks. and switched and 

wireless LANs (WLANs) . In addition. the 

AAA framework can be used to manage the 

administra tive roles and groups via 

TACACS+ and to contrai how network 

administrators are able to change. access. 

and configure the network internally . 

Q. Why did Cisco add an Solution Engine 

to the existing Windows server software 

packaging for Cisco Secure ACS? 

A. The decision to create a dedicated 

solution engine version o f Cisco Secure ACS 

was made based on severa! factors: 

• Security-The need to create a turnkey 

security-hardened service focused on 

running the Cisco Secure ACS service 

exclusively. The solution engine can 

remove ali extraneous services, block ali 

unused ports, and otherwise prevent ali 

other access to the Cisco Secure ACS 

server system-dramatically increasing 

the security posture of Cisco Secure 

ACS. 

• Manageability-Cisco Secure ACS 

Solution Engine is a dedicated, exclusive 

service for AAA with no ability to install 

or run other services or applications. 

This greatly facilitates the support and 

day-to-day management of the Cisco 

Secure ACS system. 

• Reliability- By targeting only the 

operating system services required by 

Cisco Secure ACS. the solution engine 

offers greater operational reliability and 

security for the Cisco Secure ACS 

system. 

• Total cost of ownership-Customers 

choosing Cisco Secure ACS can 

optimize their total cost of ownership. 

Cisco end-to-end support now includes 
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full support, maintenance, and serviceability of the Cisco Secure ACS system-not just the Cisco Secure ACS 

software running on various hardware configurations and supported by various third-party vendors. 

• Plug and play-Cisco Secure ACS Solution Engine is shipped already installed with Cisco Secure ACS application 

software, greatly reducing the time it takes to set up and deploy Cisco Secure ACS in your network. 

• Migration from Cisco Secure ACS UNIX-Cisco Secure ACS Solution Engine was built and targeted as a suitable 

migration platform for Cisco Secure ACS for Unix customers not willing to install or manage Cisco Secure ACS 

on a Windows server. 

Q. What are the differences between the Cisco Secure ACS software server and Cisco Secure ACS Solution Engine? 

A. Cisco Secure ACS Solution Engine provides the same features and functions of the Cisco Secure ACS Windows 

version-in a dedicated, security-hardened, application-specific option. The appliance includes features specific to the 

operation and management of Cisco Secure ACS, and specific software features needed to be customized or removed 

due to the different underlying system architectures: 

Authentication 

• Authentication against a Windows domain requires a Cisco Secure ACS remote agent running on a domain 

controller or member server. The Cisco Secure ACS remate agent is necessary to establish a Windows member or 

domain controller trust relationship. 

• Authentication against an Open Database Connectivity (ODBC) source is not supported. Lightweight Directory 

Access Protocol (LDAP) authentication can be used instead. 

• Authentication against One-Time Password (OTP) directories is performed using the generic RADIUS-based OTP 

interface on the appliance. Any OTP vendor that provides an RFC-compliant RADIUS interface can interface 

with Cisco Secure ACS. 

User Database Synchronization 

• User database synchronization with an ODBC source is not supported. lnstead, the administrator can configure 

Cisco Secure ACS to synchronize its user database with a comma-separated values (CSV) file on a remote File 

Transfer Protocol (FTP) server. 

ODBC Logging 

• ODBC logging is not supported. Administrators can use local or remote CSV logging. 

Backup/ Restore and Appliance Diagnostics 

• Backup/restore and gathered appliance diagnostics are performed through a remote FTP server and configured 

using the current Cisco Secure ACS HTML graphical user interface (GUI) . 

Q. What additional features are available on Cisco Secure ACS Solution Engine but not available on the Windows 

version? 

A. To ensure the highly secure posture o f Cisco Secure ACS Solution Engine, functions specific to operating and 

managing the appliance have been added: 

• Security-hardened underlying operating system. 

• Port-based packet filtering. allowing connections only to the ports necessary for Cisco Secure ACS operation. 

• Serial console interface for initial configuration, subsequent management o f IP connections, Web interface, and 

application o f upgrades and remo te reboots. The serial console interface supports both serialline and Telnet 

connections . 
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• Backup/restore of Cisco Secure ACS data via FTP protocol. 

• Recovery procedures. 

• NTP (Network Time Protocol) support for maintaining network time consistency with other appliances or 

network devices. 

Q. Are there any additions to the existing Cisco Secure ACS GUI to support Cisco Secure ACS Solution Engine? 

A. Yes. New HTML pages specific to Cisco Secure ACS Solution Engine have been added to the Cisco Secure ACS 

GUI. These pages cover specific features around the operation and management of the solution engine and include: 

• Solution Engine configuration page 

• Solution Engine remate agent configuration page 

• Solution Engine upgrade page 

• Solution Engine status page 

• Solution Engine diagnostics Iog view 

Q. What ports and protocols access Cisco Secure ACS Solution Engine? 

A. Cisco Secure ACS Solution Engine implements a packet filtering service to block the traffic on ali but necessary 

TCP/User Datagram Protocol (UDP) ports. Only the ports listed in Table 1 are open for input traffic: 

Table 1 Cisco Secure ACS Solution Engine Ports Usage 

Service Name UDP TCP 

DHCP 68 

RADIUS authentication and authorization (original draft RFC) 1645 

RADIUS accounting (original draft RFC) 1646 

RADIUS authentication and authorization (revised RFC) 1812 

RADIUS accounting (revised draft RFC) 1813 

TACACS+ AAA 49 

Replication and RDBMS synchronization 2000 

Cisco Secure ACS remete logging 2001 

Cisco Secure ACS distributed logging (appliance only) 2003 

Hypertext Transfer Protocol (HTTP) administrative access (at login) 2002 

Administrative access (after login) port range Configurable 
(default 
1024-65535) 1 

1. ACS assigns uni que port number from the range to each administration session 

yv 
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Q. What is the hardware platform specification for Cisco Secure ACS Solution Engine? 

A. Cisco Secure ACS Solution Engine is a security-hardened Cisco Secure ACS server in a dedicated 1-RU box with 

the following configuration: 

• Intel ISP 1100 motherboard with a 2.66-GHz Pentium 4 processar 

• 1GB ofRAM 

• Two built-in 10/100 Ethernet controllers 

• 40-GB IDE hard drive 

• One floppy drive 

• One CD-ROM drive 

Q. How does Cisco Secure ACS Solution Engine authenticate to Windows domains? 

A. In general, to authenticate Windows NT 4.0 or Active Directory domain users, you must establish a Windows 

member or domain controller trust relationship. Since Cisco Secure ACS Solution Engine does not run the necessary 

Windows server services to establish this trust, an externai Cisco Secure ACS remate agent is provided with the 

appliance solution, allowing the trust relationship to be established. The Cisco Secure ACS remate agent can be 

installed on member servers, domain controllers, or backup domain controllers. NOTE: The best practice isto install 

the remate agent on a full Domain Controller (DC), as this would allow it to perform its authentication functions 

with the least extra configuration requirements . 

Q. What is the main purpose of the Cisco Secure ACS remate agent? 

A_ The Cisco Secure ACS remate agent has dual roles-it enables authentication against Windows domains, and it 

allows remate logging capabilities of user accounting records. 

Q. What operating systems can the Cisco Secure ACS remate agent be installed on? 

A_ The Cisco Secure ACS remate agent can be installed on a Windows 2000 server (Windows Domain Controller 

or Member Server supported) . A Solaris version of Cisco Secure ACS will be provided in the future for Sun Solaris 

installations. Please refer to the Cisco Secure ACS remate agent installation guide for the exact operating system 

versions and service packs supported. 

Q. Can a Cisco Secure ACS remate agent and Cisco Secure ACS Windows coexist on the same server? 

A. No. The Cisco Secure ACS remate agent cannot be installed on a server that already has Cisco Secure ACS 

Windows installed. 

Q. Can a solution engine be configured to use several remate agents? 

A. Yes. A solution engine can be configured to use one or more agents. There is no restriction that the same agent 

be used for Windows services and logging services . For Windows services, an appliance can point to a primary and 

backup agent, in the event that the primary agent is unavailable. 

Q. Can a Cisco Secure ACS remate agent be shared with multiple solution engines? 

A. Yes. The Cisco Secure ACS remate agent can be shared with multiple solution engines. There is no hard limit to 

the number of Cisco Secure ACS solution engines that can share a single remate agent, but Cisco will support 

configurations with up to tive solution engines sharing a single Cisco Secure ACS remo te agent. I f user accounting 

records from multiple Cisco Secure ACS solution engines need to be consolidated and centralized, it is desired that 

•li th<>O 'olution engin5 'h•re • 'ingl:;:::~,:::::,ACS remote •grot. \liJ 
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Q. Can I perform locallogging on Cisco Secure ACS Solution Engine instead of using the remo te logging capability 

of the Cisco Secure ACS remate agent? 

A. Y~. lluwever. local logging on Cisco Secure ACS Solution Engine is constrained in size, forcing log files to be 

recycled after !>l'ven days. The Cisco Secure ACS remate agent provides full, unconstrained logging capability to a 

remate ~rver. 

Q. Are tht-re any differences in the type ofWindows databases supported by the Cisco Secure ACS remate agent and 

lhe OIW~ ~uppont'd by Cisco Secure ACS Windows? 

A. Nu Ttw Ci~co Secure ACS remate agent supports the same Windows databases supported by Cisco Secure ACS 

Windmu 

Q. What 802 .1 X authentication types does the Cisco Secure ACS remate agent support? 

A. Ttw C1sco Secure ACS remate agent supports the same 802.1X authentication types available on Cisco Secure 

ACS for Window~ . This includes Extensible Authentication Protocol (EAP)-MDS, EAP-TLS, EAP Cisco Wireless, 

LEAP. PEAP-EAP-GTC, and PEAP-EAP-MSCHAPv2. 

Q. Can a Cisco Secure ACS remate agent be provisioned for Cisco Secure ACS for Windows? 

A. No. In its initial release, the Cisco Secure ACS remate agent only operates with Cisco Secure ACS Solution 

Engine. No communication is possible between a Cisco Secure ACS remate agent anda Cisco Secure ACS service on 

Windows. However, this limitation does not preveni Cisco Secure ACS Windows and Cisco Secure ACS Solution 

Engine from operating in the same network environment. 

Q. What happens to the standard HTML reports on the solution engine? Do they stay the same? 

A. In general. these reports stay the same. The solution engine reports will be constrained in size with no support 

for muhiple rolled over files . The Cisco Secure ACS remate agent will provide full, unconstrained report capability 

on a remate FTP server. 

Q. What happens with third-party software tools, such as backup services from Legato? 

A. Cisco Secure ACS Solution Engine is a standalone, dedicated box for running Cisco Secure ACS. There are no 

interfaces or abilities to add third-party software of any kind to the box. Cisco will investiga te third-party 

extensibility. but at present, nothing can be installed on the Cisco Secure ACS Solution Engine other than Cisco 

Secure ACS images and patches downloaded via ITP. For Cisco Secure ACS backup, Cisco will create an export file 

that is automatically exported to an externai ITP server. Backup tools can be installed and used to backup the 

externai server. 

Q. Can I run Cisco Secure ACS in "mixed mode" (for example, run instances ofthe Cisco Secure ACS Windows and 

additional instances o f Cisco Secure ACS Solution Engine)? 

A. Yes. Cisco will support environments using both Cisco Secure ACS Windows and Cisco Secure ACS Solution 

Engine. 

Q. How is Cisco Secure ACS replication affected with the introduction of Cisco Secure ACS Solution Engine? 

A. Cisco Secure ACS replication functions will remain unchanged with the introduction of Cisco Secure ACS 

Solution Engine. Replication between Cisco Secure ACS Solution Engine and Cisco Secure ACS Windows, as well as 

replica tion among Cisco Secure ACS solution engines, will be supported with no impact on any of the solution 

engines or Windows configurations. 
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Q. Are there any restrictions on whether Cisco Secure ACS Windows or Cisco Secure ACS Solution Engine can be a 

master database in a replicated configuration? 

A. No. Cisco Secure ACS Windows or Cisco Secure ACS Solution Engine can be the master databases replicating to 

Cisco Secure ACS Windows slaves, Cisco Secure ACS Solution Engine slaves, or both Windows and solution engine 

slaves at the same time. 

Q . Are there any changes to single logon and password aging capabilities in Cisco Secure ACS Solution Engine? 

A. No. With the appropriate Windows or domain controller trust relationships established with the Cisco Secure 

ACS remate agent, single logon and password aging capabilities remain unchanged from Cisco Secure ACS Windows 

version. 

Q. How scalable is a Cisco Secure ACS Solution Engine? 

A. The Cisco Secure ACS Solution Engine follows , as a minimum, the same scalability performance as a 

Windows-based Cisco Secure ACS server. Cisco Secure ACS guidelines and performance analysis shows that each 

Cisco Secure ACS server can support anywhere from 20,000 to 80,000 users per server, and can scale to support in 

excess of 10,000 devices, depending on configuration, platform, and usage scenarios. The real challenge in scaling a 

user access control framework is on the back end. Linked to a high-performance back-end database such as Oracle 

or Sybase, Cisco has deployed Cisco Secure ACS for Windows 2000 and NT in clustered deployments into customers 

with hundreds of thousands of user records . 

Q. What Cisco Secure ACS Solution Engine features enhance Cisco Secure ACS reliability and remate management? 

A. The operating system is configured to automatically reboot on system crash. The serial console service is 

configured to automatically restart if it fails . Cisco Secure ACS software implements the monitor that will restart 

Cisco Secure ACS services if they fail. The solution engine also provides a remate administra to r command line 

interface (CLI). The CLI supports both serialline and Telnet connections, and the Cisco Secure ACS service can be 

reimaged, reloaded, upgraded, and rebooted remotely from the CLI interface. 

Q. What support is there for LDAP? 

A. Support for LDAP on the appliance is identical to present support from the Cisco Secure ACS Software version. 

Cisco Secure ACS supports user authentication against records kept in a directory server through LDAP. Cisco Secure 

ACS supports the most popular directory servers, including Novell and Netscape LDAP Servers, through a generic 

LDAP interface. 

Q. Will Cisco Secure ACS Solution Engine allow "single login" for Windows networking? 

A. Yes. Cisco Secure ACS can be set up so that a user will only need to enter a user name and password once. This 

is considered a "single login." The Cisco Secure ACS remate agent is required to be installed on a Windows network 

server with the necessary trust relationships to the domain defined. 

Q. Does Cisco Secure ACS support OTP and token systems? 

A. Yes. Cisco Secure ACS can be configured to communicate with token solutions from ActiveCard, Cryptocard. 

PassGo Technologies , RSA Data Security. Secure Computing, and Vasco. Cisco Secure ACS Solution Engine includes 

a generic RADIUS interface for expanding OTP coverage to new vendors. Any OTP vendar that provides an 

RFC-compliant RADIUS interface should work with Cisco Secure ACS Solution Engine. 
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Q. What's new in Cisco Secure ACS Version 3.2 for access contrai functions and features? 

A. Cisco Secure ACS Version 3.2 is a minor update to Cisco Secure ACS Version 3.1. It adds the following main 

features: 

• Cisco Secure ACS Soiution Engine support 

• EAP-MSCHAPv2 support within the Protected EAP (PEAP) framework (used for both wireiess and wired 

environments) 

• Machine-based authentication (through EAP-TLS and EAP-MSCHAPv2) 

• PEAP authentication against the internai Cisco Secure ACS database 

• EAP-TLS authentication against ODBC databases 

• EAP-TLS session resume support 

• Accounting support for Cisco Aironet® clients 

• LDAP muitithreading 

• Downioadabie access controilists (ACLs) for VPN soiutions 

Piease refer to the Cisco Secure ACS Version 3.2 data sheet for more information about the features and functions 

introduced in this reiease. 

Q. How is Cisco Secure ACS Soiution Engine Version 3.2 licensed? 

A. Cisco Secure ACS Soiution Engine is iicensed per server, with unlimited ports, users, and network access servers . 

The following soiution engine packages will be availabie for ordering. For exact part numbers, refer to the Cisco 

Secure ACS Version 3.2 product bulletin at: htlp ://www.cisco.com/go/acs 

• Cisco Secure ACS Soiution Engine Version 3.2 

• Cisco Secure ACS Soiution Engine upgrade package-Used for upgrading from software versions of Cisco Secure 

ACS 3.x or Cisco Secure ACS for UNIX to Cisco Secure ACS Soiution Engine Version 3.2 

Note: The Cisco Secure ACS Soiution Engine upgrade package can be ordered when customers have depioyed 

Cisco Secure ACS for Windows or Cisco Secure ACS for UNIX in their networks and want to upgrade to the soiution 

engine version. Please refer to the Cisco Secure ACS Solution Engine user guide and release notes for supported 

upgrade paths. Current Cisco Secure ACS software maintenance entitlements do not provide a free upgrade to the 

Cisco Secure ACS Solution Engine. 

Q. Can I upgrade to Cisco Secure ACS Version 3.2 from oi der software versions of Cisco Secure ACS? 

A. Yes. A detailed upgrade procedure will be available to guide you through the required steps to complete an 

upgrade to Cisco Secure ACS Solution Engine. Please refer to the Cisco Secure ACS Solution Engine user guide for 

more information about the supported upgrade procedure. 

Q. Can I purchase or license a backup soiution engine? 

A . No. An additional Cisco Secure ACS Solution Engine must be purchased as a separate Cisco Secure ACS server 

license to be used for recovery and backup purposes. Cisco Secure ACS servers can be run as recovery or failover 

servers. Because Cisco Secure ACS is a central contrai service in your network, Cisco highly recommends that 

customers configure a backup server for failover and recovery. 
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Q. Does Cisco Secure ACS Solution Engine operating system need to be updated when upgrading the Cisco Secure 

ACS firmware? 

A. No. Future Cisco Secure ACS image upgrades are applied to Cisco Secure ACS Solution Engine without updating 

or modifying the underlying Cisco Secure ACS Solution Engine operating system. 

Q. Do I need to patch the solution engine with newer operating system releases or patches? 

A. No. Ali operating system software updates and patches are handled by Cisco Sec!ir~GS.Solution Engine . ._, : 

upgrades performed by Cisco. Any operating system patch that requires changes to Cisce Secure ·ACS Solution 

Engine will be provided in a new upgrade/patch. 

Q. Can Cisco Secure ACS Solution Engine software be upgraded remotely from a CD-ROM? 

A. Yes. Cisco Secure ACS Solution Engine supports remo te upgrades from CD-ROM without any FTP server posting 

requirements. 

Q. Can Cisco Secure ACS Solution Engine support software image rollback during patch update verification? 

A. Yes. Cisco Secure ACS Solution Engine can roll back to previously installed software when a software patch has 

been applied. This capability is used for debugging and verification purposes. 

Q. What is the status of Cisco Secure ACS for UNIX? 

A. Cisco Secure ACS for UNIX is expected to be discontinued, at which point an end-of-life, end-of-sale (EOL/EOS) 

announcement will be made. Cisco will support ali existing customers and provide smooth migration paths as the 

new platforms become available. The EOL/EOS date has not been determined, but Cisco will provide customer 

support for Cisco Secure ACS for UNIX customers for a period no shorter than 24 months after the EOLIEOS date. 

At present, no new features or releases are planned for Cisco Secure ACS for UNIX and only criticai, Priority 1 bugs 

will be addressed. 

Q. Can I use my current Cisco Secure ACS Windows maintenance contract to get support on Cisco Secure 

ACS Solution Engine? 

A. No. Separate hardware and software contracts need to be purchased for maintenance support on Cisco Secure 

ACS Solution Engine. Please refer to refer to the Cisco Secure ACS Version 3.2 product bulletin for more information. 

http :// www.cisco.com/go/acs 

Q. How can I obtain a demo of Cisco Secure ACS Solution Engine? 

A. Please contact your Cisco account manager. who will be able to arrange for a limited time demo o f Cisco Secure 

ACS Solution Engine. 

Q . Where can I find more information on Cisco Secure ACS? 

A. For additional product information. visit: hllp://www.cisco.com/go/acs 

For additional information or questions, please send e-mail to the Cisco Secure ACS product marketing group at 

ACS-MKT@cisco.com. 
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Cisco Secure Access Control Server v3.2 for Windows 

Product Overview 
The C1 ~co Sccurc i\cccss Control Servcr (ACS) provides a comprehensive identity networking solution and secure user 
expericncc for C1sco mtclligent mformation networks. lt is the integration and controllayer among ali enterprise users, 
admimstrator-.. and thc rcsources ofthc nctwork infrastructure. The Cisco Secure ACS is a highly scalable, high performance 
access control scrvcr that opcratcs as a centralized Remote Access Diai-In User Service (RADIUS) server or TACACS+ 
servcr. lt cxtcnd~ acccss security by combining authentication, user or administrator access, and policy control from a 
centrahzc..-d 1dc:ntuy nctworking solution. allowing for greater flexibility and mobility, increased security, and user 
productJvJty ~,:am, . 

Cisco Sccurc i\CS Vcrsion 3.2 allows network administrators to control: 

• Who can lo~ mto thc nctwork from wired or wireless connections 

• What pm 1icgc' cach uscr has in thc network 

• What accountmg mformation is recorded in terms o f security audits or account billing 

• What accc'' and command controls are enabled for each configuration administrator 

C Key Features and Benefits 

Cisco Secure ACS Key New Features 
• Protccted Extcnstblc Authentication Protocol (PEAP) support for Microsoft® Windows and Cisco clients-Provides 

suppon for M1crosoft® PEAP on Windows 98, NT, 2000 and XP by supporting client authentication with MS-CHAPv2, 
and suppon for Cisco PEAP with one-time token authentication and support ofnon-MSCHAP end-user databases such 
as LDAP. NOS. and ODBC. 

• EAP mixcd configurations-AIIows flexible EAP settings to be set concurrently and processed per the 802.1 X protocol 
presented by thc end user. ACS supports PEAP-EAP-GTC (Cisco PEAP), PEAP-EAP-MSCHAPv2 (Microsoft® PEAP), 
EAP-TLS. Ei\P-MD5, and Cisco EAP Wireless (LEAP). 

• EAP-TLS cnhancements- Extends ACS PKI capabilities with the addition ofEAP-TLS authentication against ODBC 
uscr databascs, and EAP-TLS silent session resume support which prevents users from re-authenticating during a 
RADIUS session timeout. 

• Machine authentication support- Supports machine authentication by maintaining communication to a back end 
Windows Active Directory during boot time. ACS supports machine authentication using PEAP with MSCHAPv2 or 
EAP-TLS 802.1 X authentication types. 

o • LDAP Multithreading-Increases performance by processing multiple LDAP authentication requests in parallel rather 

than in sequential order. 

• Accounting Support for Aironet-Supports user-based accounting from the Aironet Wireless Access Points when they 
are configured as RADIUS (Cisco Aironet) AAA clients. 

• Downl oadable access control lists for Virtual Private Network (VPN) users- AIIows administrators to define access 
control lists o f any length, per user or group ofusers. It extends per-user access controllist support to Cisco VPN solutions 
and PIX Firewall solutions. 

Cisco Secure ACS Benefits 
Cisco Secure ACS is a powerful access control server with many high-performance and scalability features for any 
organ izat ion growing its WAN or LAN connectivity: 

• Easc o f use- A Web-based user interface simplifies and distributes configuration for user profiles, group pro files , and 
Cisco Sccure ACS configuration. 

Visit Cisco Connection Online at www.cisco.com 
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• Scalability-Cisco Secure ACS is built to support Jarge networked environments with support for redundant servers, 
remote databases, and user database backup services. 

• Extensibility-LDAP authentication forwarding supports the authentication ofuser profiles stored in directories from 
Jeading directory vendors such as Netscape, Novell, and Microsoft. 

• Management-Windows Active Directory and NT database support consolidates Windows username/password 
management, and utilizes the Windows Performance Monitor for real-time statistics viewing. 

• Administration- Different access leveis for each Cisco Secure administrator-and the ability to group network devices­
enables easier control and maximum flexibility to facilitate enforcement and changes of security policies administration 
over ali the devices in a network . 

• 

• 

Product flexibility-Because Cisco lOS® Software has embedded support for AAA, Cisco Secure ACS can be used 
across virtually any NAS that Cisco sells. (The Cisco lOS version must support RADIUS or TACACS+.) 

Protocol flexibility-Cisco Secure ACS includes simultaneous TACACS+ and RADIUS support for a flexible solution 
with VPN or dia] support at the origin and termination oflnternet Protocol Security (IPSec) and Point-to-Point Tunneling 
Protocol (PPTP) tunnels. 

• lntegration-Tight coupling with Cisco lOS routers and VPN solutions provides features sueh as Multi-chassis Multilink 
Point-to-Point Protocol and Cisco lOS command authorization. 

• Third-party support-Cisco Secure ACS offers token server support for any one-time password (OTP) vendor that 
provides an RFC-compliant RADIUS interface (Rivest, Shamir, Adelman [RSA) SecuriD, Passgo, Secure Computing, 
ActiveCard, Vasco, and CryptoCard). 

• Control-Cisco Secure ACS provides dynamic quotas for time-of-day, network usage, number o f Jogged sessions, and 
day-of-week access restrictions. 

Specifications 

Table 20-8: System Specifications for Cisco Secure ACS 3.2 for Windows 

Description Specification 

Hardware Intel ciass Pentium 550 MHz PC or compatible 
256MB ofRAM 

Software 

250MB offree disk space; more ifyou are running your database on the same device 
Minimum resoiution of256 colors at 800 x 600 

English-language version o f Windows 2000 Server 
Microsoft Internet Explorer 5.5 or 6.0 

Netscape Communicator 6.2 

Q Ordering lnformation 

Product Part Numbers 
Ali part descriptions and part numbers for Cisco products can be accessed using the online Cisco Pricing Tool at 

http://www.cisco.com/cgi-bin/front.x/pricing 

The Cisco Pricing tool requires a username and password. Ifyou are not already registered, go to 

http://www.cisco.com/register and follow the instructions. After you have registered, you may access the pricing tool. 
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Cisco Secure Policy Manager Version 3.1 

Q . What are the new features of CSPM 

3.1? 

A . New features o f CSPM 3.1 include the 

following: 

• Windows 2000 Server 

• Windows 2000 Workstation 

• Improved client/server 

• Network object comment 

• Cisco lOS Software releases 

12.1 (10),12.1 (11) ,12.1 (8)E, 12.1 (9)E, 

12.1 (lO)E,12.2(5),12.2(4)T 

• Database enhancements 

Q. What are the key features and benefits 

of Cisco Secure Policy Manager? 

A. CSPM's main features and benefits are 

as follows: 

• Cisco firewall management-Easily 

defines perimeter security policies for 

Cisco Secure PIX Firewalls and Cisco 

lOS routers running the firewall 

feature set. 

• Cisco VPN router management-Easily 

configures intranet/extranet IPSec VPNs 

based on Cisco PIX Firewalls and 

Cisco 's suíte ofVPN routers running the 

Cisco lOS IPSec software. 

• Security policy management- Uses 

network-wide policies to manage 

Cisco security devices without requiring 

extensive device knowledge and 

dependency on the command-line 

interface (CLI) . 

• Notification and reporting 

system-Provides basic auditing tools 

to monitor, alert, and report Cisco 

security device and policy activity, 

thereby keeping the network 

administrator readily informed of 

network-wide events. CSPM also 

complements and interoperates with 

third-party monitoring. billing, and 

reporting systems. 

• Windows 2000-based system-Provides 

an easy-to-use Windows-based user 

interface 

• Network operations-CSPM 

incorporates many network operational 

features including topology import 

from CiscoWorks, CLI policy mapping, 

command diff, admin password aging, 

and policy query. 

Q. Is CSPM part o f CiscoWorks? 

A. Yes. CSPM 3.1 is available exclusively 

in CiscoWorks VPN/Security Management 

Solution (VMS). 

Q. Does CSPM 3.1 have a similar "look 

and feel" to that o f the Cisco PIX Device 

Manager (PDM)? 

A. Yes. CSPM 3.1 includes a rule table that 

is similar to that of Cisco PDM. Customers 

that are familiar with PDM can migrate 

easily to CSPM, which has a similar 

interface. The following graphic is an 

example of the CSPM 3.1 rule table. 
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Q. Can CSPM 3.1 import security configuration files generated by Cisco PDM? 

A. Yes. CSPM offers a configuration import tool. This import tool will create and end-to-end global topology of the 

Cisco PIX and Cisco lOS security network. The configuration import tool will also populate the rule table with the 

existing security policies configured on the PIX and lOS devices. Because configuration import works on the CLI it 

does not matter how that CLI was created. CSPM imports security policies from any Cisco PIX Firewall or Cisco 

lOS router regardless of how the configuration file was originally created. 

Q . Does CSPM support the Hot Standby Routing Protocol (HSRP) and multihomed servers? 

A. Yes . CSPM introduces an install-on feature in the rule table for multipath networks. 

Q. Will CSPM manage the access lists on a Cisco lOS device even if the firewall feature set (CBAC) is not installed? 

A. Yes. CSPM 3.1 supports native access lists on Cisco lOS Software products. CSPM manages end-to-end security 

policies in any Cisco network. 

Q . Does CSPM allow a comment for each rule? 

A. Yes. CSPM 3.1 supports a comment field for each entry in the rule table. 

Q. Does CSPM support network object groups and service bundles? 

A. Yes. CSPM greatly simplifies security policy configuration by aggregating common networks and service 

protocols into network objecl and service bundles. Network object groups and services bundles can be used and 

reused in source, destination, and service fields in the rule table . 
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Q. Will CSPM manage Cisco lOS Software images on the Cisco Catalyst® product line? 

A. No. CSPM does not support the Cisco Catalyst product line. The Router Management Center in CiscoWorks 

VMS and access controllist (ACL) management in CiscoWorks Routed WAN Management Solution (RWAN) 

support the Cisco Catalyst product line. 

Q. What does CSPM manage on a firewali? 

A. CSPM creates the configuration file for each Cisco firewali within a network. CSPM can also monitor syslogs and 

generate reports for each Cisco firewall. 

Q. What does CSPM manage on a VPN router? 

A. CSPM creates configuration files for hub-and-spoke as weli as meshed site-to-site VPN routers. 

CSPM is an excelient choice for centralized management of remate VPN devices while abstracting the Crypto-map 

and Certifica te Authority complexities of VPNs. 

CSPM can also monitor syslogs and generate reports for VPN routers. 

Q. What is policy-based management, and how does Cisco Secure Policy Manager support it? 

A. A policy is a set of high-level business directives that contrai the deployment of network services. Customers 

typicaliy establish network policies within their organizations on the basis of established business practices. These 

policies involve the contrai of various services such as network availability, performance, and security. The creation, 

maintenance, and auditing of these policies are essential in arder for the organization and its network to opera te 

effectively. 

Policy-based management is the overali process by which organizations administer these policies. In general, 

policy-based management encampasses three basic processes: 

• Policy delinition-Policy includes the creation of network security policies. For example, a network security 

policy might be to "aliow ali members of the Engineering department to browse the Web and download files 

via FTP." 

• Policy enforcement-Policy enforcement means the automatic translation, validation, and distribution o f the 

defined network security policies. Translation is required so that policies that are independent o f the underlying 

network devices and topology may be constructed. Validation is necessary to ensure that defined network security 

policies and the resultant configurations do not conflict with one another or with various devices within the 

network. This process also ensures the distribution o f policies to the appropriate network(s). 

• Policy auditing-Policy auditing involves the logging, monitoring, and reporting on the status of policies within 

the network and criticai network events. Logging provides a basis for accountability for ali device, policy, and 

user actions on the network. Monitoring of these actions is useful to determine when the network is not being 

used in accordance with the established network security policies. The reporting function allows a network 

security administrator to examine actions and events that have occurred on the network. 

Cisco Secure Policy Manager provides a levei o f management abstraction between the administra to r and the network 

devices. This layering provides a translation between high-level policies developed for business purposes and the 

implementation of these policies, in the form of device configurations . within the network. This setup simplifies and 

organizes the task of consistently enforcing security policy throughout large, distributed networks. 
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Q. What devic~ can Cisco Secure Policy Manager administer within a network? 

A. CSPM 3.1 provides policy-based administration ofCisco PIX firewalls as well as Cisco lOS firewalls, VPN routers 

running the fil"f'wall features. More specifically, CSPM 3.1 supports the following devices and software versions: 

Platf- Software Version Supported 

Co~co PIX fo..,wall 4.2.4 

4.2 .5 

4.4.x 

5.1.2 

5.2.1 

5.3.x 

6.0.x 

6.1.x 

Co~co lOS routrr 12.0(5)T. 12.0(5)XE5 

12.0(7)T 

12.1(1), 12.1(1)T.12.1(1)E, 12.1(1)XC 

12.1(2),12.1(2)T,12.1(2)XH 

12.1(3), 12.1(3)T. 12.1(3)XI 

12.1(4),12.1(4)T. 12.1(4)E 

12.1(5), 12.1(5)T 

12.1 (6), 12.1 (6)E, 

12.1(7). 12.1(7)E, 12.1(8), 

12.1(9), 12.2(1),12 .2(2)T, 

12.1(10), 12.1(11),12.1(8)E, 12.1(9)E, 12.1(10)E,12.2(5).12.2(4)T. 12.2(3) 

1. CISCO lOS lOS and Cisco PIX lOS are not supported. 

Q. Does CSPM support Cisco PIX Firewall Version 6.2? 

A. No. Cisco PIX Firewall Version 6.2 is supported by the CiscoWorks Management Center for PIX Firewalls. 

Q . Why is IDS not supported in CSPM? 

A. The award-winning alarm event viewer in CSPM has been incorporated into Cisco's next-generation IDS 

management platform. This next-generation platform, CiscoWorks Management Center for IDS, is available with 

CSPM in CiscoWorks VMS . 
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Q. How does CSPM 3.1 improve the client/server model? 

gsJO 
q 

A. CSPM 3.1 implements the clientlserver model with Microsoft Terminal Services. Leveraging an optimized, 

thin clientlserver solution allows CSPM client users to enjoy greater throughput, reduces latency and more client 

platform options. 

Q. Does CSPM 3.1 offer a lite, or restricted, device license version? 

A. Yes. CSPM 3.1 is a featured component of the CiscoWorks VMS solutions bundle. The VMS bundle contains a 

restricted 20-device option. A Cisco PIX failover bundle appears as a single device to CSPM. 

Q. What network topologies does Cisco Secure Policy Manager effectively manage? 

A. CSPM supports Cisco firewall and VPN router deployments within Internet, intranet, and extranet topologies. 

For VPN environments, the product supports site-to-site (that is, router-to- router) network topologies only. Remote 

access (that is, client-to-router) VPN networks are not supported. 

Q. Does Cisco Secure Policy Manager offer user-based security policy management? 

A. No, CSPM does not currently provide comprehensive management of user policies (for example, user-based 

authentication and authorization) . However, because Cisco firewalls and routers provide authentication, 

authorization, and accounting (AAA) support for its users by linking into a Cisco Secure server, CSPM will allow the 

network administrator to configure these user policies through a simple command interface. 

Q. Does Cisco Secure Policy Manager provide secure remote management support? 

A. Yes, CSPM supports secure remate management of Cisco PIX firewalls and Cisco routers that support firewall 

and VPN capabilities. The CSPM product uses an embedded IPSec solution for secure configuration distribution. 

Q. Does CSPM offer any offiine configuration capabilities? 

A. Yes, CSPM allows a security administrator to configure network security policies without requiring connectivity 

to a "live," complete, and established network. With the powerful, policy translation functionality of the product, 

device configurations can be easily and quickly generated for multiple security devices within the network. This 

process helps IS organizations in staging their networks for new device deployment. CSPM can then be used to 

distribute these configurations to the appropriate devices-or the generated configuration files can be exported and 

distributed to the devices via other methods, such as Trivial File Transfer Protocol (TFTP). 

Cisco Secure Policy Manager also has the powerful ability to export the network topology, policy definitions and 

device configurations to a .cpm file. This .cpm file can be imported to another copy o f CSPM which al!ows easy 

interaction with ,he Cisco Technical Assistance Center (TAC) and other support networks. 

Q. Can Cisco Secure Policy Manager configure authentication services on Cisco firewalls and VPN routers? 

A. Yes, within VPN environments, the product can configure devices to support either preshared keys or support 

certificates provided by a certificate authority (CA) . CSPM supports authentication services such as TACACS+ or 

Remote Access Dia!-In User Service (RADIUS) within its policy interface. 

Q. Can the network data gathered by Cisco Secure Policy Manager be exported to other applications? 

A. Yes, CSPM manages different types of data, and some o f this gathered data can be exported. The ability to export 

the data depends on its data type. The following types of data can be exported: 

• Device file configurations-The router and firewall file configurations created as a result o f applying policies in 

the network can be exported and saved in ASCII text format. 
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• Audit event data-AI! auditing data collected and stored within the Cisco Secure Policy Manager system may be 

exported into an ASCII text file on the local machine. Additionally, the system may be configured to dump (or 

permanently export) alllog audit events into an Open Database Connectivity (ODBC)-compliant database. 

• Policy configurations-The network topology and policy configuration data contained within the entire policy 

management system can be saved and exported. This capability allows customers to save and export their policy 

configurations to other Cisco Secure Policy Manager consoles within their networks, thus reducing configuration 

time and effort. It also enables customers to send their policy system configurations to a Cisco TAC for 

troubleshooting and problem resolution. 

• Topology information-Network topology can be exported in .xml file format. 

Q. Can I use Cisco Secure Policy Manager to configure my existing Cisco routers and Cisco PIX firewalls? 

A. Yes, Cisco Secure Policy Manager enables a network administrator to manage existing Cisco security devices 

throughout the network. The existing Cisco devices within the network must be manually added to the CSPM system 

prior to defining and distributing policies to them. Using built-in CSPM "wizards" simplifies and expedites this 

process. 

Upon defining policies with Cisco Secure Policy Manager, the system provides the network administrator with the 

capability to verify specific device configuration changes needed to enforce the defined policies. This levei of 

verification provides the necessary device configuration details prior to policy distribution and device configuration 

within the network . 

Q. Does Cisco Secure Policy Manager offer any reporting capabilities on the security status of my network? 

A. Yes, Cisco Secure Policy Manager provides Web-based reports in graph and text format on the status of security 

policies and security events within the network. These reports are quite basic and are generally based upon filtered 

syslog messages received from the managed devices. The reports included in the product include the following: 

• Policy posture (that is, "what policies are applied to the devices?") 

• Device status 

• Top FTP sites 

• Top Web sites 

• Top users* 

• User activity summary* 

• Use r activity details * 

• Network service summary 

• Network service details 

• Event summary 

• Event details 

* User reports are based on IP address . 

Additionally, severa i partner applications support Cisco network security devices and provi de enhanced auditing and 

reporting capabilities. These third-party applications include Priva te-I by Open System Solutions (OSS) , 

Telemate.Net by Telemate, and netForensics by NetCom Systems . 
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Q. Are there different administrator leveis within Cisco Secure Policy Manager? 

A. Yes, the product provides three leveis of administration: 

• Fui/ access-This levei provides read and write access to ali policy administration functions within CSPM. This 

levei also allows the user to create other administrator accounts. This levei would be appropriate for the network 

security administrator within a company or department. Only a single network security administrator can have 

full access rights to the system at any one time. 

• Read only-This levei provides read-only access to ali policy administration functions within CSPM. This levei 

would be appropriate for help-desk personnel or a network security administrator with auditing responsibilities. 

• Report viewing- This levei provides read-only access to the Web-based reports created with Cisco Secure Policy 

Manager. This levei is appropriate for help-desk personnel or interested managers within the IS staff. 

Additional administration leveis based on functional roles and domain responsibilities will be added in a future 

product release. 

Q. On what operating systems does Cisco Secure Policy Manager run? 

A. Cisco Secure Policy Manager 3.1 runs on Windows 2000 Server and Workstation. 

Cisco Secure Policy Manager also features a client/server mode~in which the graphical user interface (GUI) resides 

on a separate host than the policy server function - the operating system support is as follows: 

• The policy server component must run on a Windows 2000 Server or Workstation with Service Pack 2 

• The policy administrator component (that is, the GUI) can run on any platform supported by Windows Terminal 

Services 

Q. Does Cisco Secure Policy Manager offer any Web browser-based applications? 

A. Yes, CSPM provides Web browser-based reports that are accessible using the following Internet browsers: 

• Microsoft Internet Explorer 5.5, 6.0 

• Netscape Navigator 4.75, 4.77, 4.78 

Secure access to the reports within CSPM is also provided via Secure Socket Layer (SSL). 

Q. Can I use my existing Microsoft or Netscape Web server to run the reports within Cisco Secure Policy Manager? 

A. No, the Web-based reports within CSPM are currently supported only by the Web server embedded within the 

policy management system. 

Q. Does Cisco Secure Policy Manager use a database? 

A. Yes, CSPM uses a proprietary object-oriented database that has been optirnized and secured for use in the 

policy-based management system. The object schema employed within this data base is consistent with the work 

being done within the Directory-Enabled Networks (DEN) initiative. 

Q. Does Cisco Secure Policy Manager integrate with any directory services? 

A. No, CSPM does not currently integrate with any network directories . The Cisco Secure Access Control Server 

(ACS) does offer a Lightweight Directory Access Protocol (LDAP) proxy, and future product releases will further 

integrate with Cisco ACSs and support network directories in order to provide enhanced policy management. 

Q. Does Cisco Secure Policy Manager integrate with any third-party network management systems (NMS)? 

A. Yes , CSPM allows syslog forwarding to other NMS stations. 
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Q. Does Cisco Secure Policy Manager interoperate with any CA servers? 

A. Yes, CSPM supports CA servers within a VPN network. CA servers can be added to the network topology so that 

Cisco devices can identify and communicate with them to acquire a certifica te for authentication purposes. Certifica te 

information such as owner, signing authority, serial number, and supported time frame can be "discovered" for each 

supported device. 

CSPM interoperates with, and has been tested with, Entrust, Verisign, and Netscape CA servers. 

Q. Does Cisco Secure Policy Manager support any industry standards? 

A. Yes, CSPM supports severa) industry standards, including: 

• IPSec-for secure management communications to Cisco devices (additionally, CSPM can configure IPSec VPN 

tunnels between firewalls and routers throughout a network) 

• SSL-for secure access to the product Web-based reports 

• Microsoft's Cryptography application programming interfaces (APis) for secure communications between policy 

servers and policy administrators 

• Syslog-for event notification and logging 

Cisco is committed to open standards, and future releases of Cisco Secure Policy Manager will support additional 

industry standards, as appropriate . 

Q. What are the system requirements for Cisco Secure Policy Manager 3.1? 

A. The system requirements for CSPM are as follows: 

Recommended Hardware 

• lntel-based Pentium 11 processor, 800 MHz or better 

• 1 GBRAM 

• 4 GB or more free hard drive space available 

• One or more properly configured network adapters 

• Video display-1024 x 768, with 64k color support 

• CD-ROM and 3.5-in. diskette drive 

Required Software 

• Microsoft Windows 2000 Server or Workstation with Service Pack 2 

• Microsoft Internet Explorer 5.5, 6.0 

Q. Can I upgrade to Cisco Secure Policy Manager 3.1 from any Cisco products? 

A. Yes. Customers who purchased Cisco Secure Policy Manager 2.0 UR can upgrade to CiscoWorks VMS with Cisco 

Secure Policy Manager 3.1 and other components including Cisco Resource Manager Essentials (RME), Host IDS, 

and VPN Monitor for a reduced price. 

Q. Where can I get more information on Cisco Secure Policy Manager? 

A. For more information on Cisco Secure Policy Manager, contact your local Cisco sales representative. You can 

also find additional product information at http://www.cisco.com/go/policymanager. Also, you can get more 

information on VMS at: www.cisco.com/go/vms 
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Cisco VPN 3000 Series Concentrator 

lntroduction 

The Cisco® VPN Series 3000 Concentrator allow corporations to take full advantage ofthe 

unprecedented cost savirigs, flexibility, performance, and reliability ofremote access VPN 

connections. Corporations use VPNs to establish secure, end-to-end private network connections 

over a public networking infrastructure. VPNs have become the logical solution for remote-access 

connectivity for two main reasons: 

• Deploying a remote-access VPN enables corporations to reduce communications expenses by 

using the local dialup infrastructures o f Internet service providers. 

• Remote Access VPNs allow mobile workers, telecommuters and day extenders to take advantage 

o f broadband connectivity. 

To fully realize the benefits ofhigh-perfonnance, remote-access VPNs, a corporation must deploy · 

a robust, highly available VPN solution, and dedicated VPN devices are optimal for this purpose. 

The Cisco VPN 3000 Series Concentrator is a best-in-class, remote-access VPN solution for 

enterprise-class deployment. A standards-based, asy-to-use VPN client and scalable VPN tunnel 

termination devices are included, as well as a management system that enables corporations to 

easily install, configure, and monitor their remote access VPNs. lncorporating the most advanced, 

high-availability capabilities with a unique purpose-built, remote-access architecture, the Cisco 

VPN 3000 Concentrator allows corporations to build high-performance, scalable, and robust VPN 

infrastructures to support their mission-critical, remote-access applications. 

Unique to the industry, it is the only scalable platform to offer components that are field-swappable 

and can be upgraded by the customer. These components, called Scalable Encryption Processing 

(SEP/SEP-E) modules, enable users to easily add capacity and throughput. 

The Cisco VPN 3000 Concentrator supports the widest range ofVPN client software 

implementations, including the Cisco VPN Client, the Microsoft Windows 2000/XP L2TP/1Psec 

Client, the Microsoft L2TP/IPSec VPN Client for Windows 98, Windows Millennium (ME), 

Windows NT Workstation 4.0, and Microsoft PPTP. 

Cisco Systems. Inc. 
Ali contents are Copyrigh t © 1992- 2003 Cisco Systems. Inc. Ali rights reserved. 

Page 1 of 9 

Doc. ____ _ 



c 

o 

Five Models 

The Cisco VPN 3000 Concentrator is available in five different models: 

Cisco VPN 3005 Concentrator 

The Cisco VPN 3005 Concentrator is a VPN platform designed for small- to medium-sized organizations with bandwidth 

requirements up to full-duplex TI/E I (4 Mbps maximum performance) and up to 100 simultaneous sessions. Encryption 

processing is performed in software. The Cisco VPN 3005 does not have built-in upgrade capability. 

Cisco VPN 3015 Concentrator 

The Cisco VPN 3015 Concentrator is a VPN platform designed for small- to medium-sized organizations with bandwidth 

requirements up to full-duplex TI /EI (4 Mbps maximum performance) and up to 100 simultaneous sessions. Like the Cisco 

VPN 3005, encryption processing is performed in software, but the Cisco VPN 3015 is also field-upgradable to the Cisco VPN 

3030 and 3060 models. 

Cisco VPN 3030 Concentrator 

The Cisco VPN 3030 Concentrator is a VPN platform designed for medium to large organizations with bandwidth 

requirements from full TI /E I through T3/E3(50 Mbps maximum performance) and up to 1500 simultaneous sessions. 

Specialized SEP modules perform hardware-based acceleration. The Cisco VPN 3030 is field-upgradeable to the Cisco VPN 

3060. Redundant and nonredundant configurations are available. 

Cisco VPN 3060 Concentrator 

The Cisco VPN 3060 is a VPN platform designed for large organizations demanding the highest levei o f performance and 

reliability, with high-bandwidth requirements from fractional T3 through full T3/E3 or greater (I 00 Mbps maximum 

performance) and up to 5000 simultaneous sessions. Specialized SEP modules perform hardware-based acceleration. 

Redundant and nonredundant configurations are available. 

Cisco VPN 3080 Concentrator 

The Cisco VPN 3080 Concentrator is optimized to support large enterprise organizations that demand the highest levei of 

performance combined with support forup to 10,000 simultaneous remate access sessions. Specialized SEP modules perform 

hardware-based acceleration. The VPN 3080 is available in a fully redundant configuration only. 
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Modals Comparison 

Tabla 1 The Cisco VPN 3000 Series Supports the Entire Range of Enterprise Applications 

Cisco VPN CiscoVPN Cisco VPN Cisco VPN CiscoVPN 
3005 3015 3030 3060 3080 

Simultaneous 100 100 1,500 5,000 10,000 
Users1 

Maximum 100 100 500 1000 1000 
LAN·to·LAN 
Sessions 

Encryption 4 Mbps 4 Mbps 50 Mbps 100Mbps 100 Mbps 
Throughput 

Encryption Software Software Hardware Hardware Hardware 
Method 

Available o 4 3 2 2 
Expansion Slots 

Encryption (SEP) o o 1 2 4 
Module 

Redundant SEP - - Option Option Yes 

System Memory 32/64 MB (fixed) 128MB 128/256 MB 256/512 MB 256/512 MB 

Hardware 1U Fixed 2U Scalable 2U Scalable 2U Fixed 2U 
Configuration 

Dual Power Single Option Option Option Yes 
Supply 

Client License Unlimited Unlimited Unlimited Unlimited Unlimited 

1. For planning purposes. a simultaneous user is considered to be a remate access VPN user connected in ali tunneling mode-this includes one IKE Security 
Association and two unidirectionaiiPsec SAs (Security Associations). For environments with rekeying or split tunneling. we recommend using a VPN remate 
access load-balancing environment with spare capacity because these particular sessions will use additional system resources that otherwise would be used to 
support additional users. The Cisco VPN 3000 Series Concentrator supports lhe entire range of enterprise applications. 

Cisco VPN Client 

Simple to deploy and operate, the Cisco VPN Client is used to establish secure, end-to-end encrypted tunnels to the Cisco 

VPN 3000 Concentrator. This thin design, !Psec-compliant implementation is provided with the Cisco VPN 3000 

Concentrator and is Jicensed for an unlimited number ofusers. The client can be pre-configured for mass deployments and 

the initiallogons require very little user intervention. VPN access policies are created and stored centrally in the Cisco VPN 

3000 Concentrator and pushed to the client when a connection is established. 

'f} 
- ----

RQS no 0312005 - CN r 
Cisco Systems. Inc. CPML- . CORREIOS 

Ali contents are Copyright © 1992- 2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices a d Privacy Statement

1
- ~~ g 

Page 3 of 9 · ~~~ '' ·, 
Fls~-No "Ji. 



o 

o 

Features and Benefits 

Product Highlights 

High-Performance, Distributed-Processing Architecture 

o Cisco SEP modules provide hardware-based encryption, ensuring consistent performance throughout the rated capacity 

(Cisco VPN 3030-3080). 

o Large-scale tunneling support provided for !Psec, PPTP and L2TP/1Psec connections. 

Scalability (Cisco VPN 3015-3060) 

o Modular design (four expansion slots) provides investment protection, redundancy anda simple upgrade path. 

o System architecture is designed to supply consistent, high-availability performance. 

o Ali digital design provides the highest reliability and 24-hour continuous operation. 

o Robust instrumentation package provides run-time monitoring and alerts. 

o Microsoft compatibility offers large-scale client deployment and smooth integration with related systems. 

Security 

o Full support o f current and emerging security standards allows for integration o f externai authentication systems and 

interoperability with third-party products. 

o Firewall capabilities through stateless packet filtering and address translation to ensure the required security o f a corporate 

LAN. 

o User and group levei management offers maximum flexibility. 

High Availability 

o Redundant subsystems and multichassis failover capabilities ensure maximum system uptime. 

o Extensive instrumentation and monitoring capabilities provide network managers with real-time system status and 

early-warning alerts. 

Robust Management 

o The Cisco VPN 3000 Concentrator can be managed using any standard Web browser (HTTP or HTTPS), as well as by 

Telnet, SSHv I, and using a console port. Files can be accessed through HTTPS, FTP, and SSH Copy (SCP). 

o Configuration and monitoring capability is provided for both the enterprise and the service provider. 

o Access leveis are configurable by user and groups, allowing easy configuration and maintenance of security policies. For 

larger scale deployments, the VPN 3000 Concentrators are supported in severa! Cisco network management applications. 

Those applications include: 

- JP Solution Center (ISC)-Provisions site-to-site and remote access VPN services 

VPN Monitor-Monitors and reports on remote access and site-to-site VPN tunnel connections 

- Resource Manager Essentials (RME)-Provides operational management features such as software distribution, 

syslog reporting, inventory management 

- CiscoV!ew-Provides real time system status monitoring 
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Technic•l Specific•tions 

Hardware 

Processar 

• Motorola PowerPC Processar 

Memory 

• Redundant system images (Flash) 

• Variable memory options (see chart) 

Encryption 

• Cisco VPN 3005, 3015- Software encryption 

• Cisco VPN 3030-3080-Hardware encryption 

Embedded LAN Interfaces 

• Cisco VPN 3005-Two autosensing, full-duplex 10/ IOOBASE-TX Fast Ethemet (public/untrusted, private/trusted) 

• Cisco VPN 3015-3080-Three autosensing, full-duplex I O/ I OOBASE-TX Fast Ethemet (public/untrusted, private/trusted 

andDMZ) 

lnstrumentation 

• Cisco VPN 3005 Front panel-Unit status indicator 

• Cisco VPN 3005 Rear panel-Status LEDs for Ethemet ports 

• Cisco VPN 3015-3080 Front panel-Status LEDs for system, expansion modules, power supplies, Ethemet modules, fan 

• Cisco VPN 3015-3080 Rear panel- Status LEDs for Ethemet modules, expansion modules, power supplies 

• Cisco VPN 3015- 3080-Activity monitor displays number of sessions, aggregate throughput, or CPU utilization; 

push-button selectable 

Software 

Client Software Compatibility 

• Cisco VPN Client (IPsec) for Windows 98, ME, NT 4.0, 2000, XP, Linux (Intel), Solaris (UltraSparc 32 and 64-bit), and 

Mac OS X 10.2 (Jaguar), including centralized split-tunneling control and data compression 

• Microsoft PPTP/MPPE/MPPC, MSCHAPvl /v2, EAP/ RADIUS pass-through for EAPITLS and EAP/GTC support 

• Microsoft L2TP/1Psec for Windows 2000/XP (including XP DHCP option for route population) 

• Microsoft L2TP/1Psec for Windows 98, Windows Millennium (ME), and Windows NT Workstation 4.0 

• MovianVPN (Certicom) Handheld VPN Client with ECC 

• Netlock (Mac OS 8 & 9) VPN Client 

Tunneling Protocols 

• !Psec, PPTP, L2TP, L2TP/1Psec, NAT Transparent IPsec, Ratified !Psec/UDP (with auto-detection and fragmentation 

avoidance), IPsec/TCP 

• Support for Easy VPN (client and nerwork extension mode) 
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Encryption/Authentication 

• IPsec Encapsulating Security Payload (ESP) using DES/3DES (56/168-bit) or AES (128, 192, 256-bit) with MD5 or SHA, 

MPPE usmg 401128-bit RC4 

Key Management 

• Internet Key Exchange (IKE) 

• Daffie-llellman (OH) Groups I. 2. 5, 7 (ECDH) 

Routing 

• RIP. RIP2. OSPF. RRI (Reverse Route 1njection), static, automatic endpoint discovery, Network Address Translation 

(NAT). Classless lnterdomain Routing (CIDR) 

• IPsec fragmentation policiy control, including support for Path MTU Discovery (PMTUD) 

• Interface MTU control 

Third-Party Compatibility 

• Cerncom. iPass Ready, Funk Steel Belted RADIUS certified, NTS Tunne!Builder VPN Client (Macintosh and Windows), 

Macrosoft Internet Explorer, Netscape Communicator, Entrust, Baltimore, SA Keon 

High Availability 

• VRRP protocol for multi-chassis redundancy and fail-over 

• Remote Access Load Balancing clusters 

• Destination pooling for client-based fail-over and connection re-establishment 

• Redundant SEP modules (optional), power supplies, and fans (Cisco VPN 3015-3080) 

Management 

Configuration 

o Embedded management interface is accessible through console port, Telnet, SSHvl, and Secure HTTP (HTIPS) 

o Administrator access is configurable for tive leveis of authorization. Authentication can be performed extemally through 

TACACS+ 

o Role-based management policy separates functions for service provider and end-user management 

Monitoring 

Event logging and notification through e-mail (SMTP) 

Automatic FTP backup o f event logs 

SNMP MIB-11 support 

o Configurable SNMP traps 

Syslog output 

System status 

Session data (including client assign IP, encryption type connection duration, client OS, version, etc) 

o General statistics 
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Security 

Authentication and Accounting Servers 

o Support for redundant externai authentication servers: 

- RADIUS 

Kerberos/ Active Directory authentication 

Microsoft NT Domain authentication 

- Microsoft NT Domain authentication with Password Expiration (MSCHAPv2) 

RSA Security Dynarnics (SecuriD Ready), including native support for RSA 5 (Load Balancing, Resiliency) 

o User authorization through LDAP or RADIUS 

o Internai Authentication server for up to I 00 users 

o X.509v3 digital certificares (including CRL/LDAP and CRLIHTTP, CRL Caching and Backup CRL Distribution Point 

support) 

o RADIUS accounting 

o TACACS+ Administrative user authentication 

Internet-Based Packet Filtering 

o Source and destination IP address 

o Port and protocol type 

o Fragment protection 

o FTP session filtering 

o Site-to-Site Filters and NAT (for overlapping address space) 

Policy Management 

o By individual user or group 

Filter profiles (defined internally or externally) 

ldle and maximum session timeouts 

- Time and day access control 

- Tunneling protocol and security authorization profiles 

- IPPool 

- Authentication Servers 

Certification 

o FIPS 140-2 Levei 2 (3 .6) in process, FIPS 140-1 Levei 2 (3 .1 ), VPNC 

Ports 

o Console port-Asynchronous serial (DB-9) 

J __ 
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Table 2 Physieal Charaeteristies 

Cisco VPN CiscoVPN Cisco VPN Cisco VPN Cisco VPN 
Concentra to r 3005 3015 3030 3060 3080 

Height 1.75" (4 .45cm) 3.5" (8.89cm) 3.5" (8.89em) 3.5" (8.89em) 3.5" (8.89em) 

Width 17.5" (44.45em) 17.5" (4.45em) 17.5" (4.45em) 17.5" (4.45em) 17.5" (4.45em) 

Depth 11 .5" (29.21em) - - - -
Unit without - 15" (38.1em) 15" (38.1em) 15" (38.1cm) 15" (38.1cm) 
front bezel or 
SEPS/PS 

Unit with front - 16-3/16" 16-3/16" 16-3/16" 16-3/16" 
bezel, no (41.12 em) (41.12 em) (41.12 em) (41.12cm) 
SEPS/PS 

Unit with front - 16.75" (42.55 em) 16.75" (42 .55 em) 16.75" (42.55 em) 16.75" (42.55 em) 
bezel and 
SEPS/PS 

Weight 8.5 lbs(3.9kg) 27 lbs(12.3kg) 28 lbs(12.7kg) 33 lbs(15kg) 33 lbs(15kg) 

Table 3 Power Type and Requirements 

Concentrator Cisco VPN 3005 CiscoVPN 3015-3080 

Nominal 15. watts (51.22BTU/hr) 35 watts (119.50BTU/hr) 

Maximum 25 watts (85.36BTU/hr) 50 watts (170.72BTU/hr) 

lnput Voltage 100-240VAC 100-240VAC 

Frequency 50/60Hz 50/60Hz 

Power Factor Correction Universal Universal 

Environmental 

• Temperature: 32 to 131 F (O to 55 C) operating; -4 to 176 F (-40 to 70 C) nonoperating 

• Humidity: O to 95 percent noncondensing 

Regulatory Compliance 

• CE Marking 

Safety 

• UL 1950, CSA 

EMC 

• FCC Part 15 (CFR 47) C1ass A, EN 55022 C1ass A, EN50082- l, AS/NZS 3548 C1ass A, VCCI Class A 
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CISCO SYSTEMS - ,. ~506 
dvERVIEW 

A-

Cisco VPN 3000 Series 
Concentrator 

A Remate Access VPN Solution 

lntroduction 

The Cisco VPN 3000 Series Concentrator is a 

family o f purpose-built, remote-access Virtual 

Private Network (VPN) platforms and client 

software that incorporates high availability, high 

performance and scalability with the most 

advanced encryption and authentication 

techniques available today. 

With the Cisco VPN 3000 Series Concentrator, 

customers can take advantage of the latest VPN 

technology to vastly reduce their communications 

expenditures. Unique to the industry, it is the only 

scalable platform to offer field-swappable and 
customer-upgradeable components. These 

components, called Scalable Encryption 
Processing (SEP) modules, enable users to easily 

add capacity and throughput. 

Cisco customers can choose from a range of VPN 

3000 Concentrator models, the specific unit that 

most suits their needs and applications. The VPN 

3000 Series Concentrator includes models to 

support a range of enterprise customers, from 

small businesses with 100 or fewer remote-access 

users to large organizations with up to 10,000 

simultaneous remote users. With ali versions of 

the Cisco VPN 3000 Concentrator, the Cisco VPN 

Client is provided at no additional charge and 
includes unlimited distribution licensing. 

The Cisco VPN 3000 Series Concentrator is 

available in both non-redundant and redundant 

configurations, allowing customers to build the 

most robust, reliable and cost-effective networks 

possible. In addition, advanced routing 
capabilities, such as OSPF, RIP, and Network 

Address Translation (NAT) are available. 

Product Highlights 

The Cisco VPN 3000 Series Concentrator upports 

a wide range of Cisco customer applications in 

both small- and large-sized enterprise 

network environments. 

High-Performance, Oistributed-Processing 

Architecture 

• Cisco SEP modules provide hardware-based 

encryption, which ensures consistent 

performance throughout the rated capacity 

(3030-3080) 

• Large-scale tunneling support for IPsec, PPTP 

and L2TP/1Psec connections 

Scalability (3015-3060) 

• Modular design (four expansion slots) provides 

investment protection, redundancy and a simple 

upgrade path (30 15- 3060) 

• System architecture designed to supply 
consistent, high-availability performance 

(30 15-3080) 

• Ali digital design , which provides the highest 
reliability and 24-hour continuous operation 

(30 15-3080) 
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• Robust instrumentation package for run-time 

monitoring and alerts (30 15- 3080) 

• Microsoft® compatibility. which offers large-scale client 

deployment and seamless integration with related 

systems (30 15-3060) 

Security 

• Full support of current and emerging security standards, 

including RADIUS. :'\IT Oumain Authentication. RSA 

SecuriD, and digital renifirates. allows for integration 

of externai authentication systems and interoperability 

with third-party produrt~ 

• Advanced packet-filtering rapabilities. which provide 

the required securily for your corporatc local-area 

network (LAN) 

• User and group-level management for maximum 

flexibility 

High Availability 

• Redundant subsystems and multi-chassis fail-over 

capabilities for maximum system uptime 

• Extensive instrumentation and monitoring capabilities, 

which provide network managers with real-time system 

status and early-waming alerts 

Robust Management 

• The Cisco VPN 3000 Concentrator can be managed 

using any standard Web browser (HTTP or HTTPS), as 
well as by Telnet. Secure Telnet, SSH, and via a console 

port 

• Configuration and monitoring capability for both the 

enterprise and the service provider 

• Access leveis are configured by user and groups, 

allowing easy configuration and maintenance of security 

policies 

Cisco VPN Client (IPsec) 

• Available for Windows 95, 98, ME, NT 4.0, 2000, XP, 

Linux (Intel), Solaris (UltraSparc-32bit) . and MAC OS 

X 10.1. 
• Centrally configurable policy management, such as split 

tunneling/local LAN access policy, is pushed down from 

the Cisco VPN 3000 Concentrator. 

Availability and Ordering lnformation 

Pricing and ordering information can be located at 

http://www.cisco.com/univercd/cc/td/dodpcat/3000.htrn/ 

A wide variety of service plans are available to support the 

Cisco VPN 3000 Series Concentrator. Some o f these 

programs include: 

AnnuaiSupport~ans 

Extended Warranty, Enhanced Warranty, 7x24 

Installation Support, Remate Telephone Support, Rapid 

Exchange, Software Subscription 

lnstallation Services 

Onsite lnstallation Service 

Time and Materiais 

Repair and Return, Remate Telephone Support (7x24 or 

M-F/8 -5), Unit Replacement, Software Update, 

Hardware Configuration 
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CiscoWorks VPN Monitor 1.2 

Enterprises have recognized the dramatic benefits ofvirtual private networks (VPNs) 

using IP Security (IPSec) to reduce costs and secure their networks. Now, as IPSec 
VPNs become business criticai, enterprises need strong management tools to 
monitor the health of IPSec tunnels and central-site VPN devices. 

c lntroduction 

Once a VPN has been deployed, network 

administrators must be able to monitor the 

health of the tunnels and VPN devices to 

ensure optimal VPN services. They need the 

following information: 

Network managers can generate special 

reports on VPN-related problems to 

provide visibility on Internet Key Exchange 

(IKE), encryption, encapsulation, and 

certificate problems._Network managers 

need ongoing reports on current VPN 

activity. outages, VPN failures, signs of 

impending failures, and activity history . • 
Figure 1 

CiscoWorks 
VPN Monitor 
Dashboard 

• Number of operational tunnels 

• Throughput of individual tunnels 

• Status of security negotiations and 

sessions 

• VPN device performance status 

• Performance threshold violations 
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CiscoWorks VPN Monitor is a Web-based 

management tool that allows network 

administrators to collect, store, and view 

information on IPSec VPN connections for 

remote-access or site-to-site VPN 

terminations. CiscoWorks VPN Monitor 

manages VPNs that are configured on Cisco 

VPN 3000 concentrators. and Cisco 1700, 

2600, 3600. 7100, 7200, or 7 400 Series 

routers. Multiple devices can be viewed 

from an easy-to-use dashboard configured 

on a Web browser. After the dashboard is 

configured, CiscoWorks VPN Monitor 

continuously collects data from the devices 

it manages over a rolling seven-day 

window. Operational status. performance, 

and security information can be viewed ata 

glance, providing status information on 

IPSec VPN implementations. 

The dashboard allows network 

adrninistrators to drill down to further 

analyze each device's performance and its 

current IPSec connections. Administrators 
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can use this drill-down capability to view device CPU and memory performance, tunnel throughput, failure events, 

threshold violations, and active tunnels on a device. Data collected from VPN devices can also be viewed in detailed 

graphs that display important parameters related to VPN operation. 

CiscoWorks VPN Monitor supports the commonly deployed VPN tunneling protocols, including the IETF Layer 2 

Tunneling Protocol (L2TP), Point-to-Point Tunneling Protocol (PPTP), and IPSec. 

Features and Benefits 

Flexible Monitoring 

CiscoWorks VPN Monitor's configuration flexibility allows network administrators to set polling and graphing 

intervals to best reflect the network performance of the network and the graphical user interface of CiscoWorks VPN 

Monitor. The types of monitoring range from the percent utilization of a CPU, to the throughput of a VPN 

concentrator or router, to the number of users with established connections. Other variables that can be tracked 

include: 

• System resources-average and maximum memory available and CPU utilization percentage per device 

• Traffic throughput-average and maximum of encrypted traffic 

• Statistics-number of sites that are online, number of sessions established, number of IKE and session failures, 

and number of current security errors 

The dashboard can also provide troubleshooting information. Auto-refreshing Web-based status reports provide 

detailed information on conditions such as the number of session failures or IKE failures by peer. You can set 

warnings and alerts based on user-defined threshold values. 

Multidevice Comparison 

CiscoWorks VPN Monitor provides a convenient way to view important statistics of multiple VPN termination 

devices in a single dashboard. This capability enables administrators to quickly correct for devices with the highest 

CPU or memory usage. The multidevice view gives the administrator an aggregated summary of active VPN tunnels 

and sessions. 

Supported Cisco Devices 

• Cisco VPN 3000 concentrators with the 2.5.2f software image or later 

• Cisco 7100, 7200, or 7400 Series routers with Cisco lOS® Software Release 12.1.(5a)E or !ater 

• Cisco 1700, 2600, and 3600 Series routers with Cisco lOS Software Release 12.2(4)T or later 

System Requirements 

For comprehensive hardware and operating requirements, see the CiscoWorks VMS Overview at 

http://www.cisco.com/go/vms 

Ordering lnformation 

CiscoWorks VPN Monitor is available exclusively as part of the CiscoWorks VPN/Security Management 

Solution (VMS) . 

Detailed ordering information is available in the VMS product bulletin at 

http ://www.cisco.com/warp/public/cc/pd/wr2k/vpmnso/prodlit/. 
---------------~ 
RQS n° 03/2005 - CN 

Cisco System s. Inc. ('P~AÍ- - CO~R1 Ali contents are Copyright © 1992-2002 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Priva y'Siaietneni. f, 1~ 
Page 2 of3 . O i.d 

Fls . No-_____ 

Doc. ____ _ 

r 
j 



• 

c 

• 

Corporate Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
Sanjose, CA 95 134-1706 
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Te!: 408 526-4000 
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Key features 
..... Low-cost switching 

for sma/1- or mid-sized 
networks. 

..... Protocol-independent, 
MAC-Iayer switching. 

.... Models for copper, 
fiber, copper and fiber, 
or copper with a fiber 
uplink. 

..... Fiber ports provi de 
extra distance of over 
amile. 

..... Ha/f-/fu/1-dup/ex on ali 
RJ-45 ports. 

..... Reduce bottlenecks. 

..... lnc/ude universal 
power supply. 

• 1/3/2003 #23276 

EXPRESS ETHERNET SWITCHES 

Segmenting your 10-/1 00-Mbps Ethernet 
LAN doesn't have to be expensive! 

High-speed switching techno­
logy at an affordable cost­

get the best of both worlds with 
BLACK Box· Express Ethernet 
Switches. 

These well-engineered 
machines provide you with 
dedicated high-speed work­
groups, plus they improve 
network performance and keep 
data moving freely and quickly. 

Express Ethernet Switches 
enable you to puta full wire­
speed switch right into a network 
without making a large 
investment Plus they're available 
in a wide variety of port options, 
from a 2-port model for small 
network extension to a 24-port 
switch with optional fiber uplink 
for mid-sized networks. 

And if you want options, these 
switches have them! Each switch 
provides true Layer 2 nonblocking 
switch architecture and a store­
and-forward switching engine. 

With Layer 2 switching, you get 
the speed to handle lots of 
network data. The store-and­
forward engine checks the 
integrity of each data packet and 
ensures accurate throughput 

Ali Express Ethernet Switches 
have an autosensing power 
supply that adapts to worldwide 
voltages, so they integrate quickly 
and easily with your existing 
equipment. A crossover switch 
makes uplinking to other switches 
o r hubs easy. Extensive LEDs 
provide port status. 

Ali RJ-45 ports operate at 
10/100 Mbps in half- o r full-duplex 
mode. The fiber ports are for 
100-Mbps connections in either 
half-or full-duplex mode. 
10-/100-Mbps Copper (LB9108A, 
LB9019A-LB9020A) 

These switches feature 8, 16, 
o r 24 autosensing 10-11 00-Mbps 
RJ-45 ports. They're perfect for 
rapid, inexpensive network ex-

pansion or building workgroups. 
Beca use the autosensing ports 
adjustto the speed and duplexity 
of each port automatically, setup 
is a breeze . 

The 8-port model supports 
1024 MAC address entries and 
is greattor building small work­
groups. lt's housed in a compact. 
sturdy enclosure suitable for 
desktop use or wallmounting. 

For highertratfic loads and 
larger networks, the 16- and 24-
port switches support 2048 MAC 
addresses. A crossover button 
enables you to configure one port :J 
as an uplink. The 16- and 24-port 

10-/100-Mbps Copper, 100-Mbps 
switches include a rackrnount kit. ~ 

Fiber (l89002A-SC-R2, l89002A-
ST-R2, LB!I006A-SC, LB9006A-ST, 
LB9021A-LB9022A, LB!I007A-SC­
R2.LB!I007A-ST-R2) 

Available in sporty 2-port 
mo deis o r in more robust 8-port 
versions, these switches divide 
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a network into 10-/1 00-Mbps 
copper segments and 100-Mbps 
fiber segments. 

Choose from ST" or SC 
connectors on the 1 OOBASE-FX 
side. Each switch h as a push­
button uplink for linking to another 
device. Use these switches at the 
desktop o r in racks. Rackmount 
hardware is included. 

The 2-port switches are ideal 
for adding a 100-Mbps fiber island 
to your existing network or for 
extending a network long distan­
ces over fiber optic cable. To 
handle the heavy traffic load 
associated with this sort of 
network link, the 2-port switches 
support a whopping 8192 MAC 
address entriesl 

The 8-port switches are good 
switches for integrating 100-Mbps 
fiber into your existing 10-1100-
Mbps network. The extra distance 
from fiber means you can extend 
network segments up to 1.2 miles 
(2km). 

The LB9006A-SC, LB9006A-ST, 
LB9021A, and LB9022A models 
provide DIP switches for control­
ling port operation manually . 

For greater versatility, the 
LB9007A-R2 models have a 
console port that enables you 
to contrai ports and set up port­
based VLANs and trunking. The 8-
port switches support 1024 MAC 

'· address entries. 

Both LB9007A-R2 models 
support managment. The 
managamenttype is an ASCII 
console port (cable included) that 
provides access to a text-based 
menu. The menu permits basic 
configuration of port parameters 
(such as changing speed or 
duplex settings), and has a 
proprietary method for assigning 
the ports into VLAN and Port­
Trunking groups. 
100-Mbps Fiber (LB9008A-FO) 

For simplicity, speed, and 
distance, choose this fiber-only 
switch. lt provides eight ports of 
blazing speed and distances of 
up to 1.2 miles (2 km) with ali the 
security of fiber. Best of ali, this 
entry-level switch is super simple 
to set up-just plug-and-play . 

The switch has SC-style fiber 
connectors and supports 1024 
MAC address entries. lt has DIP 
switches and is easy 
to rackmountwith the included 
hardware. 
10-/liXI-Mbps Copper, 11Xl-Mbps 
Fiber, Modular (LB9017A-R2. 
LB!KI24A) and Optional Fiber 
Uplink Modules (LB9011C-SC, 
LB9017C-ST) 

These Express Ethernet 
Switches feature 16 or 24 
autosensing 10-/100-Mbps RJ-45 
ports. They're a smart-priced way 
to quickly expand your 10BASE-T/ 
1 OOBASE-TX network with the 
option of adding a fiber uplink 
later if you need it. 

Although the switches are 
easy to set up, they offer powerful 
features to help you contrai heavy 
network loads. The 2048 MAC 
address table handles a large 
number of end users. 

These modular switches also 
include an RS-232 console port 
for basic management (cable 
included). Through the console 
port, you can access proprietary 
port-based VLAN features that 
enable you to segment or isolate 
traffic at Layer 2. 

Trunking provides extra 
bandwidth of up to 400 Mbps 
between two connected 
switches. Vou can also regulate 
standard backpressure and auto­
negotiation on individual ports. 
The crossover button enables you. 
to configure one portas an uplink. 
These switches occupy only 1 U of 
rack space andare easily 
rackmountable with the included 
hardware. 

Both LB917A-R2 and LB9024A 
support managment. The 
managamenttype is an ASCII 
console port (cable included) that 
provides access to a text-based 
menu. The menu permits basic 
configuration of port parameters 
(such as changing speed or 
duplex settings), and has a 
proprietary method for assigning 
the ports into VLAN and Port-
T runking groups. 

~ ~·eci.fic.ati.ons ______ i(Ã ; .1 

Distance (Maximum): 
HJ-45 ports: 100m (328ft.); 
F1ber ports: 2 km (1.2 mi.) 

Forwarding Rate: 
14,880 pps at 10 Mbps; 
148,800 pps at 100 M bps 

MAC Addresses: LB9108A. 
LB9006A-SC, LB9006A-ST, 
LB9021A-LB9022A, LB9007A­
SC-H2, LB9007A-ST-H2, 
LB9008A-FO: 1024; 

LB9002A-SC-H2, LB9002A-ST -H2: 
8192; 

LB9019A-LB9020A, LB9017A-H2, 
LB9024A: 2048 

Standards: IEEE 802.3 (10BASE-T). 
IEEE 802.3u (100BASE-TX/FX) 

Switching Method: Store-and­
forward 

VLAN Support: LB9007 A-SC-H2 
LB9007A-ST-H2, LB9017A-Hi, 
LB9024A: Proprietary port-based 

lndicators: 
LB9108A: 

Per-unit LEDs: (1) Power; 
Per-port LEDs: 

(1) 100 MbpsfTX, 
(1) 10 Mbps/RX, 
(1) Fuii-Duplex/Collision; 

LB9019A-LB9020A: 
Per-unit LEDs: (1) Power; 
Per-TX port LEDs: 

(1) Link/Activity, (1) 10-/100-
Mbps Speed, (1) Duplex/ 
Collision, (1) 100 Mbps[TX, 
(1) 10 Mbps/RX, (1) Fuii­
Duplex/Collision; 

LB9002A-SC-R2, LB9002A-ST -R2: 
Per-unit LEDs: ( 1) Power; 
Per-port LEDs: 

(1) Link, (1) 100 Mbps, 
(1) TX/RX, (1) Duplex/ 
Collision, (4) Utilization; 

LB9006A-SC, LB9006A-ST, 
LB9021A-LB9022A,LB9007A­
SC-R2, LB9007 A-ST -R2: 

Per-unit LEDs: (1) Power, 
(1) Uplink; 

Per-TX port LEDs: 
(1) 10-/100-Mbps Speed, 
( 1) Link, ( 1) TX, ( 1) Collision, 
(1) RX, (1) Duplex, 
(4) Utilization; 

Per-FX port LEDs: (1) Link, 
( 1) Activity, ( 1) Fuii-Duplex; 

LB9017A-R2, LB9024A: 
Per-unit LEDs: (1) Power, 

(1) Uplink, (1) Module 
Enable; 

Per-TX port LEDs: 
(1) 100 Mbps[TX, 
(1) 10 Mbps/RX, 
(1) Fuii-Duplex/Collision; 

LB9008A-FO: 
Per-unit LEDs: (1) Power, 

(1) Uplink; 
Per-FX port LEDs: (1) Link, 

( 1) Activity, ( 1) Fuii-Duplex 

Temperatura: 
Operating: 32 to 104°F (O to 40.C); 
Storage: -13 to+ 158°F 

l-25 to +7o•c) 

Humidity: 10 to 90% noncondensing 

Power: 100-240 VAC, 5!HiO Hz. 
autosensing, internai 

Size: 
LB9108A, LB9002A-SC-R2 

LB9002A-ST -R2: 1.4'H ~ 1 O'W x 
5.3"0 (3.6 x 25.4 x 13.5 em); 

LB9019A, LB9021A-LB9022A: 
1. 75"H X 1 0.2'W X 8"0 
(4.4 x 25.9 x 20.3 em); 

LB9020A, LB9006A-SC, 
LB9006-ST, LB9007A-SC-R2, 
LB9007A-ST-R2, LB9017A-R2 
LB9024A, LB900BA-FO: , 
1.75"H x 17.3'WxB'D 
(4.4 x 43.9 x 20.3 em) 

Weight: LB910BA: 3.51b. (1.6 kg); 
LB9019A-LB9020A, LB9017A-R2, 

LB9024A: 5.7 lb. (2.6 kg); 
LB9002A-SC-R2, LB9002A-ST -R2: 

2.11b. (1 kg); 
LB9006A-SC, LB9006A-ST 

LB9021A-LB9022A, LBS007A­
SC-R2, LB9007A-ST-R2: 
5.51b. (2.5 kg); 

LB900BA-FO: 6.51b. (2.9 kg) 
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• layer 2 switching 
A switch helps provide a clear path from each workstation to its 

destination on demand, whether that destination is another workstation 
ora serve r. In contrast with bridges and routers (which process data 
packets on an individual, first-come, first-served basis), switches 
maintain multiple, simultaneous data conversions among attached 
LAN segments. 

From an end-user workstation's perspective, a switched circuit 
appears as a dedicated connection-a direct, full-speed LAN link to an 
attached server or other remate LAN nade. Although this technique is 
somewhat different from what a LAN bridge ar router does, switching 
hubs are based on similar technologies. 

Switching hubs that use bridging technologies are called Layer 2 
switches-a reference to Layer 2 ar the Data Link Layer ofthe OSI 
Model. These switches operate using the MAC addresses in Layer 2 
and are transparent to network protocols. Layer 2 switches connect 
different parts o f the same network. as determined by the network 
number contained with the data packet 

lf you're subdividing an existing LAN, obviously you're dealing with 
only one network and one network number, so you can insta li a Layer 2 
switch wherever it will segment network traffic the best, and you don't 
have to reconfigure the LAN. 

lf, on the other hand, you use a Layer 3 switch, which uses network 
addresses, you'd have to reconfigure the segments to ensure that each 
h as a different network number. 

Similarly, if you're connecting existing networks, you have to 
examine the currently configured network numbers before adding a 
switch. I f the network numbers are the same, you need to use a Layer 2 
switch. lfthey're different, you must use a Layer 3 switch. 

When dealing with multiple existing networks, you'll find they usually 
use different network numbers. In this case, it's preferable to use a 
Layer 3 switch (or possibly even a full-featured router) to avoid 
reconfiguring the network. 

Layer 2 switches are generally unmanaged andare recommended 
for smaller, less-complex networks. 

... 
Store-and-forward switches 

Store-and-forward networking switches read each complete data 
packet into an internai buffer, temporarily storing the packet. The 
destination and source addresses are checked againstthe switch's 
internai address list-just like a bridge. Simultaneously, the entire 
packet undergoes an error-checking procedure to vali date its integrity. 
This process requires that the whole packet be read, since the check 
digit is the very last character in the packet. Once verified, the packet is 
forwarded from the buffer to the appropriate destination device. 

.. Black Box offers the best warranty program in the 
industry-Fido Protection~. For more information, 
request FaxBack 22512. 

Ordering lnformation 
ITEM CODE 
Express Ethernet Switches 

10-/100-Mbps eopper 
(8) RJ-45 ............................................................... LB91 OBA 
(16) RJ-45 ............................................................. LB9019A 
(24) RJ-45 ............................................................. LB9020A 

10-/100-Mbps eopper, 100-Mbps Fiber 
(1) RJ-45, (1) se ..................................... L89002A-Se-R2 
(1) RJ-45, (1) ST.. .................................... LB9002A-ST-R2 
(2) RJ-45, (6) se ........................................... LB9006A-Se 
(2) RJ-45, (6) ST.. .......................................... L89006A-ST 
(6) RJ-45, (2) se .................................................. L89021A 
(6) RJ-45, (2) ST ............ ...................................... LB9022A 
(7) RJ-45, (1) se ..................................... LB9007 A-Se-R2 
(7) RJ-45, (1) ST .................................... .. LB9007A-ST-R2 

100-Mbps Fiber 
(8) Se .............................................................. L89008A-FO 

10-/100-Mbps eopper, 100-Mbps Fiber, Modular 
(16) RJ-45, 

(1) Slotfor Optional Fiber Uplink .......... LB9017A-R2 
(24) RJ-45, 

(1) Slot for Optional Fiber Uplink ................. LB9024A 
Choose an uolink module for LB9017A-R2 and LB9024A 
100BASE-FX se Module .................................... LB9017e-se 
100BASE-FX ST Module .................................... L89007e-ST 

NOTE: The LB9006A-LB9007A models, L89008A-FO, 
LB9017A-R2, LB9019A-LB9022A, and LB9024A ship with 
rackears. 

For optimum performance anda 20% savings. arder ... 
eategory 5 Patch eable, 100-MHz, 4-Pair, 

Straight-Pinned, PVe, Beige ....................... ...... EVMSL05 
Duplex Fiber Optic eable, PVe 

ST-ST ...................... .. ................................................... EFN062 
se-se ........................................................................ EFN4025 
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Key features 
.... As many as 16 users 

have keyboard/mouse/ 
video contra/ over as 
many as 1024 PC, Sun, 
RS/6()(){), SG/, HP, ancl/or 
Alpha computers. 

.... With additional 
converters, a/so supports 
Apple computers. 

.... Easily expandab/e with 
plug-in Port Cards and 
flexib/e cabling. 

.... Free lifetime finnware 
upgrades. 

.... Supports video reso/u­
tions up to 1280 x 1024. 

.... High leveis of security, 
including passwords 
and access profi/es. 

.... Controlled through on­
screen display, with 
additional keyboard 
commands anda 
termina/-based serial­
port options menu. 

.... Some models have 
redundant power supplies. 

~ 6/26/2001 #22921 
~~ 

SfRVS\NITCH™ Af~INITY 

I s your serve r roam growing by 
leaps and bounds? Wouldn't it be 

nice to h ave a keyboard/video/ 
mouse-switching system that could 
keep up with ali the hardware, ali 
the users, the constant changes, 
and the realities of your budget? 

Our ServSwitch™ Affinity 
could be the one. lt will support 
most major hardware platforms, 
including IBM• PS/2", PC/AT", and 
RS/60000; Sun"; SGI™; HP" 700 and 
9000 series; and Compaq" Alpha™. 
IBM type computers can use any 
keyboard mode and any of a 
variety of maus e types. Video can 
be any of severa! types at up to 
1280 x 1024 resolution. With 
additional adapters, you can 
attach Apple" Macintosh" C PUs 
too-see "What else you might 
need" on page 4. 

Vou can attach as many as 
16 computers to a single unit o r 
1024 computers to a daisychained 
Affinity system. Either way, you 
can also attach up to 4, 8, ar 

. 16 independent users; more users 
can be connected, but they'll h ave 
to contend for access. 

Here's how it works: Each 
ServSwitch Affinity h as four slots 
for Port Cards. O x 4 Port Cards 
(product code KV1 300Cl h ave four 

Affordable many-to-many 
multiplafform KVM switching. 

CPU (computerl ports and a serial 
port only; 1 x 4 Cards (KV1301 C) 
also have a KVM (user) port . 

The Affinity chassis also h as a 
fifth, top slot used for expansion 
purposes; the 16-User models have 
a matching sixth, bottom slot. 
4-User models ship with a Termi­
nator Card (KV1304C) installed in 
the expansion slot; you can swap 
in a 4-User Expansion Card 
(KV1305C) if you'll be daisychaining 
the Affinity. 8- and 16-User models, 
which are designed to be part of a 
daisychain, come without anything 
installed in the expansion slot(s). 
Vou need to purchase and insta li 
an 8-User Expansion Card 
(KV1306C) for each slot in arder 
for the unit to work. 

The only difference between 
the three 4-User Affinity models 
with single power supplies is 
which Cards they're preinstalled 
with; se e the start of "Ordering 
lnfonnation" on page 5 for a list of 
which Cards come with each model. 

Vou can add capacity to your 
Affinity system at any time by 
installing Port Cards in vacant 
slots o r adding more chassis to a 
daisychain. 

The Port Card 's seria l ports 
are used for terminal-based initial 

system configuration; they are 
also used to upgrade the Affinity's 
firmware (upgrades are free for 
the lifetime of the Affinity! ). 

The ServSwitch Affinity's main 
contrais are its on-screen menus 
(with a full range of configuration 
and operating functions). These 
menus are augmented by a 
number of keyboard commands. 

For added security, the Affinity 
supports password-protected 
access groups. Computers can 
belong to multi pie groups, but 
users can only belong to one. 
Users will only be able to access 
the computers in their group. 

When users do access 
computers, they'll h ave one of 
four assigned access leveis: view 
only (no keyboard/mouse control). 
share (view access until current 
user becomes inactive, then add 
keyboard and mouse), control 
(sole control but others can view), 
ar private (sole contrai, no one 
else can interruptor view). 

For mission-critical applications, 
we offer mo deis of the Affinity 
with dual, redundant power 
supplies. lf one power supply ever 
fails, the other can take on the 
entire load until a replacement 
supply c a be mstalteôi""·.-·---- -
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Specificati o ns 
Resolulion: Up to 1280 x 1024, but Connectors: Humidity Tolerance: A· • will depend on the length of CPU Ali rear-mounted; 5 to 80% noncondensing 

and Use r Cables in your system On Affinity chassis: IEC 320 male Enclosure: Steel 
power inlet(s): Hardware Required: Monnor that Serial (RS-232) Characteristics: 
KV13xDA models: (2); Fuses: KV13xDA models: supports your computers' h1ghest Protocol: Asynchronous; 
Ali other mo deis: (1); Autoresetting switch !uses that video standard; in mult1plat1orm Data format: 8 data bits. 1 stop 

On ali Affinity Port Cards cut in when power surges applications, should be mult1sync b1t, no panty lf1xedl; 
(KV1300C and KV1301C): exceed the maximum ratings oi model that can video Irem e1ther Data rate: 9600 or 57.600 bps 
(4) DB25 female for CPU the chassis composite sync o r separare 

Maximum Distante: connections, Power: horizontaVvertical sync s1gnals 
20 lt. l6.1 m) oi CPU o r Use r (1) RJ-12 ("6-wire RJ-11 ") lnput: 90 to 264 VAC, 47 to 63Hz, Compliance: CE, FCC Pan 15 Cable-poss1bly as much as female for serial 700 mA from AC outlet(s) Subpart J C\ass A. IC Clas~ 100 ft 130.5 m) 11 C a ble is management; through included power classe A coax1al. depend1ng on C PUs, On 1 x 4 Port Cards (KV1301 C): cord(s) and inletls) into 

Standards: monitor. and v1deo reso lution- (1) DB25 female for user internai transformer(s): 
With original Serv cabhng VGA from any Affm1ty Pon Card to connections; KV13xDA models: Dual 

(colo ror monochromeJpage any dev1ce anached to it; On 4-User Expansion Cards transformers with separate 
white) vide o; 100 11.130.5 m) oi Expansion Cable (KV1305C): AC inlets. electrically 

With original Serv cabl1ng between any two Affinity units; (2) DB15 female: (1) for inputto isolated from one another; 
(minimal) or coaxial cablmg 5011. 115.2 m) ot senal cable from Port Cards in slots 1 and 2, Ali other models: Single 
(recommended): SVGA ano the RS -232 port ot any Affinity (1) for inputto Port Cards in transforme r, 
(with KV99MA adapterl Mac Pon Card to a computer's slots 3 and 4; Consumption: Up to 40 VA 
video; serial port (2) DB15 male: (1) for output (40wans) 

With coaxial cabling: XGA I colo• User Contrais: from Port Cards in slots 1 
Size: and 2. (1) for output from c ar monochrome). Sun. For system: Keyboard commands 

Port Cards in slots 3 and 4 KV139A and KV139DA chassis: RS/6000, or SGI v1deo and on-screen menus; 
On 8-User Expansion Cards 7"H (4U) X 16.7'W X 7"D 

Interfaces: On Affinity chassis: Rear-mounted 
(KV1306C): (17.8 x 42.4 x 17.8 em); 

On CPU ports and use r ports ot ON/OFF rocker switch(es); 
(4) HD15 female: Ali other Affinity chassis: 

Port Cards and IN 1 and OUT 1 KV13xDA models: (2); 
(1) for input to Port Cards 5.25"H (3U) X 16.7W X 7"D 

ports of primary Expans1on Ali other mo deis: (1 ); 
setas KVM 1/2 or 9/10; (13.3 x 42.4 x 17.8 em); 

Cards: On ali Expansion Cards (KV1305C 
(1) for input to Port Cards Port Cards and Expansion Cards: 

Proprietary compos1te ot and KV1306C): Board-mounted 
setas KVM 3/4 or 11/12; 0.9"H x 13.9"W x 4.8"D 

IBM PS/2. PC/AT. or Sun BUS/RING jumper; 
(1) for input to Port Cards (2.3 x 35.3 x 12.2 em); 

compatible keyboard. On 8-User Expansion Cards 
set as KVM 5/6 or 13/14; Terminator Card (4·User models • PS/2, RS-232 senal (except (KV1306C): (2) Board-mounted 

(1) for input to Port Cards only): 
on use r ports). or Sun jumper blocks for user-port 

setas KVM 7/8 o r 15/16; 0.4'H X 2.1W X 0.8"D 
compatible mouse: and numbering 

(4) HD15 male: (1 x 5.3 x 2 em) 
Vide o (see Standanls above); lndicators: (1)for output from Port Cards Weight: With the KV99MCON convener. Ali models: ON/OFF switch(es) setas KVM 1/2 or 9/10; KV130A, KV130DA, KV138A, and a\so supports ADB IM a c are dark when ServSwitch (1) for output from Port Cards KV138DA: 10.5\b. (4.8 kg); compatible) keyboard and Affinity is OFF, backlit when setas KVM 3/4 or 11!12; KV132A: 12\b. (5.5 kg ); mouse ports: Affinity is ON; (1) for output from Port Cards KV134A: 14\b. (6.4 kg); IN 1 and OUT 1 also carry KV13xDA models: (3) Front- setas KVM 5/6 o r 13/14; KV139A and KV139DA: 111b. system-control s1gnals. mounted power-supp\y status ( 1) for output from Port Ca rds (5 kg); On Expansion Cards ' other IN LEDs: setas KVM 7/8 or 15/16 KV1300C, KV1301C, and KV1306C: and OUT pons: Propnetary (1) for supply 1 (the upper 

Maximum Altitude: 0.91b. (0.4 kg); vide o composite I se e transforme r), lit while 
10,00011. (3048 m) KV1304C: 0.2\b. (0.1 kg); Standards above); supply is outputting power; KV1305C: 0.41b. (0.2 kg) On serial ports of Port Cards: (1) for supply 2 (the lower Temperature Tolerance: o ElA/TIA RS-232 proprietarily transforme r), lit while 32 to 113.F (O to 45.C) 

pinned on RJ-121 "6-wire supply is outputting power; 
RJ -11 ") connectors. DTE (1) for the Affinity chassis 

(marked "SYSTEM"). lit 
while either supply is 

f 
outputting power unless 
internai diodes have failed 
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I f you need to share access to a 
large number of C PUs, think 

about putting in an Affinity 
daisychain made up of 4-User 
Expansion Chassis (like the fully 
loaded one shown below) or 8- or 
16-User Chassis. They come 
empty (no Cards installed), but 
you can insta li one Expansion 
Card (o r two in the 16-User units) 
and add as many as four O x 4 or 

Power inlet and switch; models 
with dual power supplies will 
h ave another inlet and switch 

above this one 

-

OUT2 IN 2 

1 x 4 Port Cards to them, giving 
you a maximum of four, eight, or 
sixteen use r stations and sixteen 
C PUs attached to each unit. (Keep 
in mind that however many use r 
stations a unit is designed for, 
only that many video paths can be 
open through that unit ata time. 
For example, a 4-User unit only 
h as four video paths, so if there 
are already four users attached to 

o •IE7• •eiiili• 

a 4-User unit, and a user at 
another Affinity unit selects one of 
the 4-User unit's C PUs, one ofthe 
4-User unit's users-and ali other 
users on that slot-will be locked 
out until the new connection 
ends.) 

The 8-User units look very 
similar to the 4-User unit shown 
here, butthey accept only 8-User 
Expansion Cards like the one 

•\E/• •ea:!l• o 

o •eili!1ill!9• •l!liS!IIil!!lil• •l!liS!IIil!!lil• •mliiB• •mliiB• ~ ....!! 

o •l!lii!ii!!i!1• •l!liS!IIil!!lil• ·-· •mliiB• •l!liS!IIil!!lil• ~ o 

~~ o •m~~~B• •l!liS!IIil!!lil• •m~~~B• •l!liS!IIil!!lil• •m~~~B•III o 

••• 
o·-· •l!liS!IIil!!lil• ·-· •l!liS!IIil!!lil• •l!liS!IIil!!lil• ~ _2 

OUT1 IN 1 

®&!!I® ®&!!I® 

OUT1 IN1 OUT2 IN2 OUT3 

®~® ® ·:·:·:·:·: (!) ®~® ® ·:·:·:·:·: ® 

On the 4-User Expansion Cards 
(above, top), IN 1 and OUT 1 

carry signals for the Port Cards in 
slots 1 and 2, while IN 2 and OUT 2 
carry signals for the Port Cards in 
slots 3 and 4. 

On the 8-User Expansion 
Cards (above, bottom). IN 1 and 
OUT 1 carry the signals for either 

KVM 1 and 2 or, if installed in the 
bottom slot of a 16-User unit, KVM 
9 and 1 O; IN 2 and OUT 2 cary the 
signals for either KVM 3 and 4 or 
KVM 11 and 12; and so on. A pair 
of jumper blocks, mentioned 
above, determines which four 
KVM slots the four users on that 
Affinity chassis will use. 

IN3 OUT4 IN4 

®~® ® ·:·:·:·:·: f) ®~® 

8ecause the contrai paths are 
carried on different connectors 
this way, you h ave maximum 
flexibil ity for designing your 
daisychain layout: 

• lf ali of your users are on one 
Chassis, use the regular bus 
topology (below, left). 

Regular Bus Split Bus 

'--

I-

•howo bolow Tho 1 ~U'" ~ ~ ~ 
accept two ofthe 8-User fi 

Expansion Cards. The 8-User 
Cards h ave jumper blocks that 
you can setto control which four 
KVM slots are used by the users 
attached to the Affinity chassis 
that the Card is installed in: KVM 1 
through 4, 5 through 8, 9 through 
12, or 13through 16. 

4-User Expansion Card (KV1305C) 

"---

1 x 4 Port Cards (KV1301 C) with 
(4) 0825 female CPU ports, 
(1) 0825 female use r port, and 
(1) RJ-45 female serial port 

0815 female expansion ports 
o on 4-User Expansion Card 

o 

(KV1305C) 

H015 female expansion ports 
on 8- and 16-User Expansion 

Card (KV1306C) 

• lf you h ave two users on one 
Chassis and two on another, 
use the "split bus" topology 
(below, middle). 

• lf your users are spread 
across several Chassis, use 
the ring topology (below, 
right).* 

Ring 

* lt is always important to keep in mind that only one use rat a time can use the bus that interconnects daisychained Affinity units, 
especially when you implement a ring topology. For example, when your Affinity units are i nterconn ecte~in87iilg';itany-t:ts~0 
Slot 1 selects a CPU attached to an Affinity unit other than his own, no other Slot 1 use r can select any C1l.R.OS n° 03/2005 _ CN 
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• Tne complete pac~a~e 
• The ServSwitch Affinity, including 

any cards and blanking plates that 
are normally preinstalled with your 
model. (Bianking plates will cover 
ali unused slots, as well as the slot 
on 4-User models that the tiny 
Terminator Card is installed in.) 

• A power cord. 

• KV13xDA mode/s only: A second 
power cord. 

• A 6-ft. (1 .8-m) serial cable with 
RJ-12 ("6-wire RJ-11") plugs. 

• An RJ-12 to 089 modular adapter. 

• A manual. 

Wnat else you mi~nt neeo 
• CPU Adapter Cables, Use r Adapte r Cables, and (if you're cascading) Expansion Cables. 

• Keyboards, mie e, and monitors for your users. lf you're mixing platforms, we recommend true 
multiscan, multisync monitors capable of syncing to each CPU's video-output frequencies and 
compatible with ali ofthe C PUs' video cards. Also, if one of the multi pie platforms is IBM, the 
monitors must be able to accept both separate HN sync and composite sync. (Such monitors are 
widely available.) We recommend thatthe monitors be able to display a maximum resolution of 
not less than 1280 x 1024 ata maximum refresh r ate o f not less than 75 Hz. 

• An AC-power surge protector and uninterruptible power supply. 

• Data-line surge protectors for the keyboard and mo use lines. 

• To attach an Apple Ma c': A ServSwitch™ Micro Ma c~ Converter (product code KV99MCON), a 
G3™/G4™ or legacy Macintosh~ style CPU-Extension Cable, and, ifthe Ma c needs to se e 10 bits 
from its monitor, a Ma c Video Adapte r for ServSwitch (KV99MA). 

• /f you purchase a 4-User Expansion Chassis or an B· or 16-User Chassis: Port Cards for your CPU 
and user-station connections. 

• To cascade a ServSwitch Affinity: An Expansion Card. 

• To rackmount a ServSwitch Affinity: A ServSwitch Affinity Rackmount Kit. 

C ' lf you can USB a SGfBWUriVBr, 
you can install tne 
Rac~mount Kits . 

• 

o 

• 

... Ordering lnformation 
ITEM CODE 
ServSwitch Affinity 

4-User Expansion Chassis (Terminator Card installed, no Port Cards installed) 
Single power supply ................................................................................................................................................................ KV130A 
Dual power supply ................................................................................................................................................................ KV130DA 

4-User Standalone Chassis: 
2 Users by 8 C PUs (Terminator Card installed, 1 x 4 Port Cards installed in slots 1 and 2) .................................... KV132A 
4 Users by 16 CPUs (Terminator Card installed, 1 x 4 Port Cards installed in slots 1 through 4) .......................... KV134A 

8-User Chassis (no Cards installed) 
Single power supply ................................................................................................................................................................ KV138A 
Dual power supply ................................................................. .... ........................................................................................... KV138DA 

16-User Chassis (no Cards installed) 
Single power supply ........... ..................................................................................................................................................... KV139A 
Dual power supply ................................................................................................................................................................ KV139DA 

Port Cards 
O x 4 (No Users, Four C PUs) ......................................................................................... .. ...................................... ......... ........... KV1300C 
1 x 4 (One Use r, Four CPUs) ........... .. ...................................... ...... .. ..... ........ .... .......... .......... ...... ......... ..... .................................. KV1301 C 

4-User Terminator Card ................. .................................... .......................... ........... ............... ............................. ........................... KV1304C 
4-User Expansion Card ...... ................... ... ............................. ................. ........................................................................................ KV1305C 
8- and 16-User Expansion Card ... ....................................... ................................................ ........ .......................................... ...... KV1306C 
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-.. Ordering lnformation (continued) A· 

ITEM CODE 

NOTE: For CPU and Use r Cables, specify length by adding any of these suffixes to the product c ode (not ali cables are 
available in alllengths): 
"-0001" for 1 ft. (0.3 m, Use r C a bles only), 
"-0005" for 5 ft. (1.5 m), 
"-0010" for 10ft. (3m), 
"-0020" for 20ft. (6.1 m), 
"-0035" for 35ft. (10.7 m), 
"-0050" for 50ft. (15.2 m), 
"-0075" for 75ft. (22.8 m), o r 
"-0100" for 100ft. (30.5 m) 

You wi/1 need a CPU Cable for each CPU you attach: 
Standard CPU Cables, available in standard lengths up to 20ft. (6.1 m)-Mac styles require keyboard/mouse conversion 

IBM PS/2 style .............................................................................................................................................................................. EHN051 
IBM PC/AT style ............................................................................................................................................................................ EHN048 
Mac style with legacy DB15 vídeo connectors .................................................................................................................... EHN215 
Ma c style with HD15 VGA vídeo connectors for G3™, G4™, and similar models ....................................................... EHN550 

Coaxial CPU Cables-IBM and Sun styles available in ali standard lengths, SGI and RS/6000 styles available in 
standard lengths up to 20ft. (6.1 m), Ma c styles require keyboard/mouse conversion 
Universal IBM style ..................................................................................................................................................................... EHN282 
Sun style with traditionai13W3 vídeo connectors ......... : .................................................... ................................................ EHN206 
Sun style with VGA (HD15) vídeo connectors ....................................................................................................................... EHN515 
SGI style ......................................................................................................................................................................................... EHN500 
RS/6000 style ............................................................................................................................................................... .................. EHN520 
Ma c style with traditional DB 15 vide o connectors ............................................................................................................. EHN208 
Ma c style with HD15 VGA vídeo connectors for G3, G4, and similar models ............................................................... EHN560 

ServSwitch™ Micro Ma c® Converter to convert PS/2 kbd/mouse to ADB™ kbd/mouse signals ............ .......... KV99MCON 
For o/der Ma c models that must se e monitor ID: Ma c® Vide o Adapte r for ServSwitch™ .......................................... KV99MA 

You wi/1 need a User Cable for each monitor!keyboard!mouse use r station vou attach: 
Regular (non-coaxial) Use r Cables, available in standard lengths up to 20ft. (6.1 m) 

IBM PS/2* style ........................................... ................................................................................................................................. EHN054 
Sun style with VGA (HD15) vídeo connector for multisync monitor ................................................................................ EHN059 

Coaxial User Cables 
IBM PS/2* style, available in ali standard lengths except 1ft. (0.3 m) .......................... ...... ........................... ................. EHN283 
Sun style with 13W3 vide o connector for Sun monitor, available in ali standard lengths ......................................... EHN201 
Sun style with VGA (HD15) vídeo connectorfor multisync monitor, available in ali standard lengths ................. . EHN225 
SGI style, 1ft. (0.3 m) only ... ........................................ ....................... .. ............................................................................. EHN501-0001 
RS/6000 style, 1 ft. (0.3 m) only ........................................................................................................................................ EH N521-0001 

*We no longer offer IBM PC/AT type User Cables for the ServSwitch Affinity, beca use its current firmware does not support serial 
mie e, although it will still translate signals from PS/2 type mie e into serial protocol for PC/AT C PUs . 
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Ordering lnformation (continued) 
ITEM CODE 
You miqht also need: 
Expansion Cables for 4-User Units 

10ft. (3m) .................................................................................................................................................................................... KV140010 
20ft. (6.1 m) ................................................................................................................................................................................. KV140020 
35ft (10.7 m) .................................... ........ ................................................................................................................................... KV140035 
50ft (15.2 m) ............................................................................................................................................................................... KV140050 
100ft. (30.5 m) ............................................................................................................................................................................. KV140100 

Expansion Cables for 8- and 16-User Units 
10ft. (3m) .................... ............ .................................................................................................................................................... KV180010 
20ft (6.1 m) ................................................................................................................................................................................. KV180020 
35ft (10.7 m) ........................... .................................................................................................................................................... KV180035 
50ft (15.2 m) ............................................................................................................................................................................... KV180050 
100ft. (30.5 m) .......................................................................................................................... ................................................... KV180100 

Replacement 6-wire straight-through-pinned flat-satin cable for serial management (specify length) ......... EL06MS-MM 

Rackmount Kits 
To mount 4- o r 8-User units in 19" Racks .............................................................................................................................. RMK19A 
To mount 4- ar 8-User units in 23" Racks ....... ; ...................................................................................................................... RMK23A 
To mount 4- o r 8-User units in 24" Racks .............................................................................................................................. RMK24A 
To mount 16-User units in 19" Racks ................................................................................................................................ RMK19A 139 
To mount 16-User units in 23" Racks ................................................................................................................................ RMK23A 139 
To mount 16-User units in 24" Racks ........ .... ............................................................... ..................................................... RMK24A139 

Surge protector for IBM PS/2 style keyboard and mouse lines (6-pin mini-DIN M/F) ............................................. SP519A-R2 
Surge protector for IBM PC/AT style keyboard lines (5-pin OIN M/F) .......................................................................... SP518A-R2 

Cal/ 8/ack Box Te c h Support for help determining your best options for AC-power backup and protection. 

.. Black Box offers the best warranty program in the 
industry-Fido Protection· . For more information, 
request FaxBack 22512. 

BLACK BOX, the • logo, and Fido Protection are registered trademarks, and ServSwitch and ServSwitch Affinity are trademarks, of 
Black Box Corporation. 

AI/ other trademarks mentioned in th1s documentare acknow/edged to be the property o f the trademark owners. 
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QuickSpecs 

MODELS 
Compaq USB & PS/2 Keyboard 
118003-009 

Compaq USB & PS/2 Mouse 
103180-822 

ÜVERVIEW 

g \.l b 1 
A· 

Compaq USB & PS/2 Keyboard and Mouse 

The Compaq USB & PS/2 Easy Access Keyboard prov1des ali lhe functionality of a USB, PS/2, and windows keys compatible keyboard, and also offers 
eight 'easy access bunons • The keyboard connects to a standard USB port and also comes equipped with a USB to PS/2 adapter that converts from a 
USB Series connect1on to a PS/2 connection . 

Easy Access Keyboards taohtate frequent use of the Internet by providing easy, immediate access to Web-based information at the touch of a button. 
Users who repeatedly access Internet or intranet web sites will appreciate lhe expanded functionality and ease of use of these keyboards. Through lhe 
client-based Easy Access Keyboard software utillty. they can customize lhe eight pre-programmed buttons to gain instant access to Internet addresses, 
applications, or files 

The Compaq USB & PS/2 Mouse IS a two-button mouse with scroll wheel lha! provides lhe speed and accuracy of aplicai tracking in a simple, elegant 
design. 11 plugs into e1ttoer a USB or PS/2 port through an adapter and records motion precisely on a variety of surfaces using lhe lates! aplicai sensing 
technology. The Compaq USB Mouse has no ball or moving parts, which improves its durability, makes it require less cleaning, and eliminates sticking. 
The mouse's comlortable. contoured shape fits either hand. 

Key Beneflts 

Keyboard 

• Saves time and effort by dtrectmg users instantly to targeted Internet destinations 

• Allows custorruzed prograrrum1ng of buttons to launch user-specified applications 

• Features pre-programmed buttons for easy access to useful business web sites 

• Connects to USB or PS/2 ports 

Mo use 

• lmproves prec1s10n by usmg optical tracking 

• Provides more durability and easier maintenance by eliminating moving parts 

• Fits either hand 

• Allows scroll wheel to function as a third button 

• Connects to USB or PS/2 ports 

COMPATIBILITY 

The Compaq USB & PS/2 Keyboard and Mouse are compatible across ali HP notebooks. o SERVICE AND SUPPORT 

The Compaq USB & PS/2 Keyboard and Mouse have a one-year limited warranty or lhe remainder of lhe warranty of lhe HP product in which it is 
installed. Technical support is available seven days a week, 24 hours a day by phone, as well as in online support forums. Certain restrictions and 
exclusions apply 

DA-11584 1\onh Amenca- Vers1on 1 - February 1. 2003 
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QuickSpecs 

SPECIFICA TIONS 
Compaq USB & PS/2 Keyboard 
118003-009 

Physical characteristics 

Electrical 

Mechanical 

Environmental 

Operating system support 

Approvals 

Ergonomic compliance 

Kit contents 

Keys 

Dimensions (L x W x H) 

Colo r 

Weight 

Operating voltage 

Power consumption 

System interface 

ESD 

EMI·RFI 

Microsoft PC 99 - 2001 

Languages 

Keycaps 

Switch actuation 

Switch life 

Switch type 

Key-leveling mechanisms 

Cable length 

Microsoft PC 99 • 2001 

Acoustics 

Operating temperature 

g480 
Compaq USB & PS/2 Keyboard and Mouse ;1· _ 

104, 105, 106, 107, 1091ayout (depending upon country) plus eight 
programmable keys for Internet, shortcuts, or multimedia 

18.0 X 6.3 X 1.3 in (45.8 X 16.1 X 3.3 em) 

Compaq carbon 

2 lb (0.9 kg) minimum 

+SVDC +/-5% 

50-mA maximum (with three LEDs ON) 

USB & PS/2 combo 

CE level4, 15-kV air discharge 

Conforms to FCC rules for a Class B computing device 

Functionally compliant 

30+ available 

Low-profile design 

55iJ nominal peak force with tactile feedback 

20 million keystrokes (using H asco® modified tester) 

Contamination-resistant membrane 

For ali double-wide and greater-length keys 

6fl(1.8m) 

Mechanically compliant 

43-dBA maximum sound pressure levei 

50° to 122° F (10° to 50° C) 

Non-operating temperature -22° to 140° F (-30° to 60° C) 

Operating humidity 10% to 90% (non-condensing ai ambient) 

Non·operating humidity 20% to 80% (non-condensing ai ambient) 

Operating shock 40 g, six surfaces 

Non·operating shock 80 g, six surfaces 

Operating vibration 2iJ peak acceleration 

Non·operating vibration 4i! peak acceleration 

Drop (ou! of box) 26 in (66 em) on carpet, six-drop sequence 

Drop (in box) 42 in (107 em) on concrete, 16-drop sequence 

Microsoft Windows 2000, and XP 

CE-Mark, UL, CSA, FCC Class B, CJS.P.R, ACE Class B, ICES-003 class B, VDEfTUV, VCCI, BSMI , MIC 

ANSI/HFS 100, ISO 9241-4, and GS Mark 

Keyboard, keyboard software med1a, mstallat1on gUide, warranty card, safety and comfort QUide, USB/PS2 " \ 

Adopl" ~ 

RQS no 03/2005 - CN 
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QuickSpecs 
g4.35 

Compaq USB & PS/2 Keyboard and Mouse A-

SPECIFICATIONS (continued) 

Compaq USB & PS/2 Optical Wheel Mouse 
103180-822 

Physical characteristics Dimensions (L x W x H) 

Weight 

Electrical Supply voltage (USB mode) 

Supply voltage (PS/2 mode) 

Power consumption 

System interface 

ESD 

Mechanical Cable length 

Environmental Operating temperature 

Non-operating temperature 

Operating humidity 

4.6 X 2.5 X 1.5 in (116.4 X 62.5 X 38 mm) 

0.281b (130 g) 

5.0V 

5.0V 

95-mA maximum 

USB & PS/2 combo 

IEC 801-21evel4, no damage up to15-kV 

6ft (1850 mm) 

-4° to 140° F (-20° to 60° C) 

10% to 90% (non-condensing at ambient) 

Drop 32 in (80 em) on asphalt tile over concrete, five-drop sequence 

Operating system support Microsoft Windows 98, 2000, NT 4.0, ME and XP 

Approvals CE-Mark, UL, FCC Class B, TUV GS EN 60950, VCCI, BCIQ, C-Tick, RRL, 4.BNT-~ 

Kit contents Mouse, USB/PS2 adapter, documentation 

HP recommends Microsoft® Windows® XP Professional for Mobile Computing 

© 2003 Hewlett-Packard Company 

Microsoft and Windows are registered trademarks ar trademarks of Microsoft Corporation in the U.S. and/or other countries. Ali other product names 
mentioned herein may be trademarks of their respective companies. 

Hewlett-Packard shall not be liable for technical ar editorial errors or omissions contained herein. The information in this document is provided 'as is' without 
warranty of any kind and is subject to change without notice. The warranties for Hewlett-Packard products are set forth in lhe express limited warranty 
statements accompanying such products. Nothing herein should be construed as constituting an additional warranty. The information in this publication is 
subject to change without notice. 

RQS no 03/2005 - CN 
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QuickSpecs 
• Overview 

c 

o 

What's New 
• Intel® Pentium® 4 processors -

up to 2.4 GHz: Intel Celeron® 
processors- up to 1.6 GHz 

• 400-MHz bus 

• 4X AGP Graphics 
• MultiPort wireless communication 

options 
• Touchpad 

AtA Glance 
• Intel Pentium 4,processor.: - up te 

2.4 GHz; Intel Celêron processors 
-up to 1.6 GHz 

, 15- ncl1l(GA 11nc 
14.1-inch l(GA display 

• Configurations as light as 
6.61b (3 kg) weight 
(14-incl1 panel) 

• 1.55 in (3.95 em) thin 
• 2fifi MB DOR SDRAM 1266 MHz), 

Upgradeable to 1024 ME 
• 20,30 or 40 GB SMART hard drive~ 
• Mini PCI modem and integrated 

NIC 
• Fui~ ;ize keyboard 
• Mir.rn<Onfl 1 Windowt 1 XP Pro and 

XPHome 
• lncludes a one-year, Worldwide 

Warranty. -Certain restrictions 
and exclusions apply. Consult 
the Compaq Customer Support 
Center for details. 

What's Special 
• Intel Pentium 4 processors 
• All-in-one convenient design 
• Lates! USB 2.0 interface 
• Wireless features thru award­

winning MultiPort 
• Common Docking Options 

COMPAQ 

15 

1. 1394 
2. lnfrared 
3. Optical Drive 
4. Battery 
5. Stereo Speakers 
6. System LEDs 
7. Touchpad 
8. Diskette Drive 

11 

1. RJ-11 
2. RJ-45 
3. Parallel 
4. PS/2 
5. VGA 
6. S-video 

DA-11455 North Ame rica - Version 8- June 1 O, 2003 

gL< uu 
·4~ 

Compaq Evo Notebook N1020v 

9. PC Card Slot ( 1) 
10. Kensington Lock 
11. Air Vent 
12. Keyboard LEDs 
13. Easy Access Buttons 
14. Power Button 
15. Volume Contrai 

7. Air Vent 
8. USB 
9. DC in 

10 Audio in 
11 . Headphone 

CORREIOS 
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QuickSpecs 
Standard F e atures 

Multimedia 

Interfaces 

Graphics 

Display (Externai) 

Display (Internai) 

Operating System 

Software 

System Recovery 

6~ltJ 
Compaq Evo Notebook N1020v A· 

JBL Pro Speakers with bass reflex and 16bit stereo sound 
Dedicated Hardware volume contrais 
Headphone-out port 
Microphone in port 
Software MPEG1 support, MPEG2 and DVD 
8X DVD/CD-RW Combination Drive (on select models) 
8X DVD-ROM Drive with movie playback software (on select models) 
24X CD-ROM Drive (on select models) 
S-video Port 
IEEE 1394 Port 
4X AGP graphics 
32MB of DOR (Double Date Rale) SDRAM 

PC Card 
Enhanced Parallel EPP/ECP 
PS/2 
S-Video 
VGA 
1394 
Port Replicator 
Headphone/Line-out 
DC Power 
RJ-11 (modem) 
RJ-45 (NIC) 
lnfrared Port 

One Type 11 
1 
1 

1 (4 Mb/s support) 
(I rOA 4 MB compliant. IR performance will vary depending on performance of IR 
peripherals and application used.) 

USB Port 2 
LED status indicators 6 

ATI Radeon IGP 340M lntegrated UMA architecture ATI4X AGP 30 accelerator with 32-MB DOR shared video 
memory for increased colar depth and graphics performance 

Up to 32-bit per pixel calor depth 
Supports 640 x 480,800 x 600, 1024 x 768, 1280 x 1024, 1400 x 1050, 1600 x 1200, ar 2048 x 1536 resolutions 
up to 160-Hz refresh rale, dependent upon monitor capability, resolution and colar depth settings 

14.1-inch calor TFT XGA with 1024 x 768 resolution (up to 16.7M colors internai) 
15-inch colar TFT XGA with 1024 x 768 resolulion (up to 16. 7M colors internai) 

Microsoft Windows XP Pro, ar Microsoft Windows XP Home preinstalled 

Diagnostics for Microsoft Windows 
DVD Playback Software 
Compaq Security Management 
Safety and Comfort Guide 
Acrobat Reader 
Reference Guide 
Compaq Easy Access Button Software 

Each uni! is shipped with a CD kit for quick recovery (erases hard disk and restares manufacturer installed image) 
and software recovery (installs only selected standard software) 

/ RQS no 0312005 - f:/\1 1 
DA-11 455 North Ame rica - Version 8 - June 1 O, 2003 \,r'fVl! - CORREIOS 3 
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QuickSpecs gLt 40 
Compaq Evo Notebook N1020v 

Standard Features 

Naming Convention The Etymology of a Model name: 

DA-1 1455 

PRODUCT NAME ( N1020V) 

• PROCESSOR ( P=PENTIUM; C=CELERON ) 

~PROCESSOR SPEED ( 240=2.4 GHz; 200=2.0 GHz; 180=1 .8 GHz; 170=1 .7 GHz; 
160=1 .6 GHz. 150=1.5 GHz) 

DISPLAY ( X=XGA; P=SXGA+; 4=14.1-INCH; 5=15-INCH) 

r HARD DRIVE ( 40=40 GB; 30=30 GB; 20=20 GB ) 

Nor1h Amenca - Vers1on 8 - June 1 O. 2003 

I OPTICAL DRIVE ( W=DVD/CD-RW; V=DVD; D=CD ) 

COMMUNICATION ( C=MODEM+NIC) 

MEMORY ( 12=128 MB; 25=256 MB) 

OPERATING SYSTEM ( O=MICROSOFT WINDOWS 
XP PROFESSIONAL; E= WINDOWS XP HOME; 

Do-c. -----
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QuickSpecs 
Standard F eatures 

MO DE L S (continued) 

N1020vC160X420DC250 

PIN 470047-364 

Display 

Processo r 

Cache Memory 

Standard Memory 

Maximum Memoru 

Optical Drive 

Hard Drive 

Communications 

Graphics 

Audio 

Operating System 

Warranty 

DA-11455 North America- Version 8- June 10, 2003 

14.":?8 
Compaq Evo Notebook N1 020v 

14.1-inch calor TFT XGA 

1.60 GHz Celeron 

256 KB, L2 Cache 

256MB (1 DIMM) 266 MHz DOR 

1024MB (266 MHz) DOR 

20GB 

24X CD-ROM Drive 

A · 

Type 111 Mini PCI56K (V.92) modem, (LOM) integrated 10/100 NIC 

ATI Radeon IGP 340M lntegrated UMA architecture A TI 4X AGP 3D accelerator 

JBL Pro Speakers with bass reflex and 16-bit stereo sound 

Microsoft Windows XP Pro 

One Year 

CPMI - CORREIOS 
1 (:) G) 
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QuickSpecs Compaq Evo Notebook Nl020v 

Options 

lnput Devices Externai Enhanced 111 Keyboard (carbon) 118003-008 

Compaq 2 8utton Mouse (carbon) 103180-821 

US8 2 8utton Scroll Mouse (carbon) 195255-825 

Externai10-Key Numeric Keypad (carbon) 294317-821 

US8 EZ Access Keyboard 222726-008 

Security 8iometric PC Card 146805-825 

Security Cable Lock 294316-821 

Compaq Smart Card PC Card Reader 135646-825 

Useful Accessories Compaq iPAQ Microportable Projector MP1200 261966-001 

Compaq iPAQ Microportable Projector MP3800 262839-001 

Compaq iPAQ Microportable Projector MP4800 257524-001 

Lamp Module L20 for MP1200 266631-824 

Lamp Module L30 for MP3800 266633-824 

Home Theatre Kit HT150 for MP3800 292187-824 

Carrying Case for MP1200 295731-824 

Lamp Replacement Kit for MP1600 118052-001 

Lamp Module for MP1800, MP1400 189789-001 

Lamp Module for MP2800, MP2810 215464-001 

Home Theater Kit HT110 for MP1410 246161-001 

Multimedia Adapte r & Remate Contrai Kit MMA 11 O for MP141 O 246162-001 

Multimedia Adapter & Remate Contrai Kit for MP1400, MP1800 174963-001 

Deluxe Carrying Case for MP Series projectors 253364-001 

Lamp Module for MP1410, MP1810 253365-001 

Lamp Module L90 for MP4800 257892-001 

Home Theater Kit HT180 for MP1200, MP4800 281729-001 

CeilingMount Kit CM10 for MP1200, MP4800 281730-001 

hp digital projector sb21 L1510A 

hp digital projector xb31 L1511A 

Ceiling Mount Kit for xb31 L1513A 

M1-A to componenVUS8 vídeo cable for sb21 , xb31 L1523A 

M1-D to DVI/US8 cable for sb21, xb31 L1529A 

Lamp Module for sb21 L1515A 

Lamp Module for xb31 L1516A 

DA-11455 North America - Version 8- June 10, 2003 cPMI . ·caR~Eio~ 
Fls~ No 
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QuickSpecs 
Storage 
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DR IVE SUPPORT 
System Drive Support 

1.44-MB Diskette Drive 
DVD/CD-RW Camba Drive 
DVD-ROM Drive 
Max CD-ROM Drive 

Hard Drives 
40-GB SMART Hard Drive 
30-GB SMART Hard Drive 
20-GB SMART Hard Drive 

Quantity Supported 

DA-11455 North America- Version 8- June 10, 2003 

su34 
Compaq Evo Notebook N1020vA · 

1. 
2. 
3. 

Dedicated aplicai drive 
Primary hard drive 
Dedicated diskette drive 

Drive Supported 

Dedicated diskette drive 
Dedicated aplicai drive 
Dedicated aplicai drive 
Dedicaled aplicai drive 

Dedicaled hard drive bay 
Dedicated hard drive bay 
Dedicaled hard drive bay 

11 
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Compaq Evo Notebook Nl020v 

I Technical Specifications 

14.1-lnch Colo r TFT XGA Display Dimensions (H x W) 11.22 x 8.46 in (28.5 x 21 .5 em) 
~--~~----------~~~~~----------------------------------
Diagonal Size 14.1 in (35.81 em) 

Mounting Internai Pane\ Supports, Side Mounted 

Number of Colors Up to 16.8M 

Contrast Ratio 150:1 

Brightness 120nt typ 

Pixel Resolution Piteh 0.264 x 0.264 mm 

Formal 1024 X 768 

Configuration RGB stripe 

Backlight Edge Li! 

Character Display 80 x 25 

Total Power Consumption 4.2W 

o 15-lnch Colo r TFT SXGA+ Display Dimensions (H x W) 11 .8 x 9 in (30.4 x 22.8 em) 
------~--------------~~------------------------------------
Diagonal Size 15 in (38 em) 

Mounting Internai Pane\ Supports, Side Mounted 

Number of Colors Up to 16.8M 

Contrast Ratio 150:1 • Brightness 150nt typ 

Pixel Resolution Piteh 0.218264 x 0.218264 mm 

Formal 1400 X 1050 

Configuration RGB stripe 

Backlight Edge Lit 

Total Power Consumption 5.75W 

o 15-lnch Colo r TFT XGA Display Dimensions (H x W) 11 .8 x 9 in (30.4 x 22.8 em) 
=---~--------~~~~-------------------------------
Diagonal Size 15 in (38 em) 

Mounting Internai Pane\ Supports, Side Mounted 

Number of Colors Up to 16.8M 

Contrast Ratio 150:1 

Brightness 150nt typ 

Pixel Resolution Piteh 0.297 x 0.297 mm 

Formal 1024 X 768 

Configuration RGB stripe 

Backlight Edge Lit 

Character Display 80 X 25 

Total Power Consumption 5.0W 

RQS no 0312005 . CN 
LP~AI /"'/"\.-, .... ~ 

DA-11455 North America - Version 8- June 10,2003 
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QuickSpecs Compaq Evo Notebook N1020v 

• Technical Specifications 

G 

• 

o 

• 

Hard Drives (contiuned) 

30-GB 

20-GB 

Drive Weight 0.22 lb (99 g) 

Capacity 30GB 

Height 0.374 in (9.5 mm) 

Width 2.75 in (70 mm) 

Interface ATA-5 

T ransfer Rate Synchronous (maximum) 100 MB/s (Drive Capability) 

Security A TA Security 

Seek Time Single Track 2.5 ms 
(typical reads, including settling)----------------------

Average 12 ms 

Maximum 23 ms 

Rotational Speed 4200 rpm 

Logical Blocks 58,605,120 

Operating Temperature 41 ° to 131° F (5° to 55° C) 

DriveWeight 0.21 lb (95 g) 

Capacity 20GB 

Height 0.374 in (9.5 mm) 

Width 2.75 in (70 mm) 

Interface ATA-5 

Transfer Rate Synchronous (maximum) 100 MB/s (Drive Capability) 

Security ATA Security 

Seek Time Single Track 2.5 ms 
(typical reads, including settling) ----------

12
-m-

5
---------- - ­

Average 

Maximum 23 ms 

Rotational Speed 4200 rpm 

Logical Blocks - 39,070,080 

Operating Temperature 

~9S no 0312005 - CN 
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gu.a~ 

A' 
Compaq Evo Notebook Nl020v 

• Technical Spec~(ications 

o 

• 

o 

• 

DVD/CD-RW Drive 

DVD·ROM Drive 

Center Hole Dia meter 15mm 

Disk Dia meter 12cm,Bcm 

Disk Thickness 1.2mm 

Track Pitch 1.6~ 

Access Times Random CO < 120 ms 
(typical reads. 1ncluding settling) -=-Fu-::

11
-::_
8
::-lro-:k-e--::C-:::-O------< -

17
-
5
-m-

5
-----------

Disk Diameter 

Disk Thickness 

Audio Output Levei 

Cache Buffer 

Data Transfer Rate 
(typical, mcluding settling) 

Start-up Time 

Stop Time 

Center Hole Diameter 

Disc Diameter 

Disc Thickness 

Track Pitch 

Random OVO 

Fuii-Siroke OVO 

O. 7- 0.9 Vrms 

2 Mbytes (minimum) 

CO-R (BX) 

CO-RW(BX) 

CO-ROM (24X) 

OVO (BX) 

Normal PIO Mode 4 
(single bursl) 

Single 

Multi-Session 

< 3 seconds (typical) 

0.59 in (1.5 em) 

12cm/8 em 

1.2mm 

0 .74~ 

< 140 ms 

< 225 ms 

1200 KB/s (150 KB/s at 1X CO rale) 

1200 KB/s (150 KB/s at 1X CO rate) 

3600 KB/s (150 KB/s at 1X CO rate) 

10,800 KB/s (1352 KB/s at 1X OVO rale) 

16.6 MB/s 

< 7 seconds (typical) 

< 30 seconds (typical) 

Access Times Random (typical) < 125 ms OVO Media 
(typical reads, including settling) -=-Fu,....II-,-S,....Ir-ok-e-,-(ty-p...,..ic-a,....l) - - --<-22_5_m_s_O_V_O_M_ed_i_a ______ _ 

Cache Buffer 

Data Transfer Rate 
(typical, including settling) 

Start-up Time 

Stop Time 

Random (typical) < 100 ms CO Media 

Fuii-Siroke (typical) < 175 ms CO Media 

512 KB/s (minimum) 

Max 24X CO 3600 KB/s (150 KB/s at 1X CO rale) 

Max BX OVO 10,800 KB/s (1352 KB/s at 1X OVO rale) 

< 12 seconds Typical 

< 3 seconds Typical 

DA-11455 North Amenca - Vers1on 8- June 10, 2003 
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Compaq Evo Notebook Nl 020v 

Technical Specifications 

802.11 b MultiPort Modu I e ( conri n ued) Network Are h itecture Models Ad-hoc (Peer to Peer) 

Modulation Technique 

Receiver Sensitivity- Bit 
Error Rate (1 E-5) 

Maximum Receive Levei 

~------~--~~~--~----------------------

lnfrastructure (Access Points Required) 

Direct Sequence Spread Spectrum: DBPSK, DQPSK, CCK 

11 Mbps: -85 dBm 

5.5 Mbps: -87 dBm 

2 Mbps: -91 dBm 

1 Mbps: -94 dBm 

-4d8m 

Output Power (approximately) 18 dBM 

Throughput, Data Rate and 
Operating Distance 

Operating Voltage 

Power Management 

Power Consumption 

Transmit Power 

Power Saving Option 

Media Access Protocol 

OS Support 

Protocols Supported 

LED Activity 

Throughput 
> 4.5 Mbps 

> 2 Mbps 

> 700 Kbps 

DA-11455 North America - Version 8- June 10, 2003 

5V power operation 

Keystroke Fn+f2 Power On/Off control 

Transfer mode: < 600 mA, maximum 

Receive mode: > 400 mA, maximum 

Standby mode: > 1 mA, maximum 

10to 100mW 
lt is preferable to have lhe user configurable output power to save battery life for 
laptop users or in high AP coverage areas 

802.11 Compliant Power Saving 

Power Saving Mode selectable through lhe configuration utility 

ACPI compliant power management 

CSMA/CA (Collision Avoidance) with ACK 

Microsoft Windows 2000 

Microsoft Windows XP Home 

Microsoft Windows XP Pro 

TCP/IP 

IPX/SPX 

UDP 

Flashing LED- AP Search Mode 

Solid LED- On 

LED Off - Power Off 

Data Rate 
11 Mbps 

5.5 Mbps 

1 Mbps 

Operating Distance 
• 1000 feet- Open sight 

1 00 feet - Closed space 
(Steel Space) 

• 1100 feet- Open sight 
• 200 feet - Closed space 

(Steel Space) 
1200 feet - Open sight 

• 300 feet - Closed space 
(Steel Space) 

Doc. 
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QuickSpecs 
Technical Specifications 

8Lt caL{ 
A· 

Compaq Evo Notebook Nl 020v 

Bluetooth MultiPort Module (continued) Usage Models (continued) Access Point: 

DA-1 1455 

Transmit Power 

Receive Sensitivity 

Link Topology 

Corporate email, network neighborhood, access to LAN applications, file 
transfer, ftp, Internet browsing, etc, using TCP/IP 

Wireless link to WAN thru cell phone 

GSM/SMS, PCS, PHS, DECT, RAM, ARDIS, CDPD, etc. 

Agnostic to WAN technology 

Send/receive SMS messages 

Wireless link to Printer 

Adhoc peer to peer networking (two computers) or Personal Area Networking 
(PAN) using NDIS (< 7 computers) 

Adhoc Bluetooth Pico-networking (point to multi-point) 

Object Push - Business card or appointment exchange 

< 20 dBM (Biuetooth Class 1) 

Better than -70 dBM at 0.1 % raw bit errar rale 

Point to Point, Multipoint Pico Nets up to 7 slaves 

Security Full support of Bluetooth Security Provisions 

Network Architecture Models Ad-hoc (Peer to Peer) 

Power Requirement 

Power Management 

OS Support 

Protocols Supported 

LED Activity 

Certifications 

North America - Version 8- June 10, 2003 

--------------------------------------------
lnfrastructure (Access Points Required) 

Peak < 1500 mW 

Average < 500 mW 

Standby < 250 mW 

Microsoft Windows ACPI , and USB Bus Support 

Keystrokes Fn+f2 Power On/Off contrai 

Self configurable to optimize power conservation in ali operating modes, 
including Standby, Hold, Park, and Sniff 

Microsoft Windows 2000 

Microsoft Windows XP Home 

Microsoft Windows XP Pro 

TCP/IP 

IPX/SPX 

UDP 

Solid Blue LED - On 

LED Off- Power Off 

Ali necessary regulatory approvals for countries we support including: 

FCC (47 CFR) Part 15C, Section 15.247 & 15.249 

ETS 300 328, ETS 300 826 

Low Voltage Directive IEC950 

UL, CSA, and CE Mark 

C~MI - f~~EIOS 21 
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Compaq Evo Notebook N1020v ;:J · 

Technical Specifications 

lntegrated 10/100 NIC NIC Device Driver Name ReaiTek (RTL 8139CL+). 

Data Link Layers IEEE 802.2 LLC 

SNAP 

Ethernet Features 10 Mbps Ethernet: IEEE 802.3 standard 10BASE-T 

100 Mbps Ethernet: IEEE 802.3u standard 100BASE-TX 

Full Duplex at 10 and 100Mbps 

Auto-Negotiation 

Wake on LAN from standby 

Boot on LAN from OFF 

Lower Power State on Link Loss 

Software support IBM LAN Server Version 1.2, 1.3, 2.0, 4.0 

Microsoft NT 3.51, NT 4.0. Microsoft Windows 2000 

Novell Netware 3.1x, 4.x, S.x 

Protocol support TCP/IP 

NoveiiiPX/SPX and Microsoft compatible 

NoveiiPX ODI 

Microsoft NetBEUI 

IBM DLC 

HP recommends Microsoft® Windows® XP Professional for Mobile Computing 

©2003 Hewlett-Packard Corporation. Ali rights reserved. HP, the Compaq logo, Evo, Armada, Deskpro, iPAQ, and Proliant are trademarks of hewlett­
Packard Corporation. in lhe U.S. and/or other countries. Microsoft and Windows NT are registered trademarks or trademarks of Microsoft Corporation in lhe 
U.S. and/or other countries. Celeron, Intel, and Pentium, are registered trademarks or trademarks of lhe Intel Corporation in lhe U.S. and/or other countries. 
BatteryMark is a trademark of Ziff Davis Publishing Holdings Inc., and affiliate of eTesting Labs Inc., in the U.S. and other countries. Ali other product names 
mentioned herein may be trademarks of their respective companies. 

HP shall not be liable for technical or editorial errors or omissions contained herein. The information is provided "as is" without warranty of any kind and is 
subject to change without notice. The warranties for HP products are set forth in lhe express limited warranty statements accompanying such products. 
Nothing herein should be construed as constituting an additional warranty. 
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1) ~>' QuickSpecs Compaq Evo Notebook Nl 020v 

Technical Specifications 

Form Factor Mini-PCI Type 111 per Specification Type 111 Mini PCI 56K (V.92) 
Modem Power Management Support APM Revision 1.2, ACPI, Compaq Power Management Extensions for Microsoft 

Windows NT® 

Approvals/Certifications 

Data Mode Capabilities 

o 

Fax Mode Capabilities 

o 
Command Set 

DA-11455 North America - Version 8- June 10, 2003 

UL, CSA, NEMKO, CCIB, lndustry Canada, FCC Part 68, CTR21 , FCC Part 15 
Class B, Canadian ICES-003 Class B, C.I.S.P.R.22, Australian ACA, CE Mark, 
Other Countries 

V.92 (a-law, mu-law) 

K56flex (a-law, mu-law) 

V.8bis 

V.80 

V44.bis, MNP5 (Compression) 

V42.bis, MNP5 (Compression) 

V.42 (LAPM, MNP2-4) (Errar Correction) 

V.34 (file date: 10/96) 

Optional symbol rates: 

2800, 3429 

Asymmetric Symbol rales 

Synchronous primary channel data signaling rates: 

3600,31200 

Automatic rale re-negotiation 

V.32bis 

V.32 

V.23 

V.22bis 

V.22 

V.21 

Beii212A 

Beii103J 

TIA-578-S (Ciass 1) 

T.30, T.4 (Group 3) 

V.17 

V.29 

V.27ter 

V.21 Channel 2 

V.250 (Partial) 

TIA-602 

ldentification: +GMI, +GMM, +GMR 

Port contrai: +IPR, +i CF, +I F C, +ILRR 

Modulation: +MS, +MR, +MA 

Errar contrai: +ES, +ER, +EB, +ESR, +ETBM 

Data compression: +DS, +DR 

V.251 

RQS n° 03/2005 - r.N 
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~QuickSpecs Compaq Evo Notebook N 1 020v 

o 

o 

Technical SpecUications 

Bluetooth MultiPort Module Form Factor Compaq "MultiPorf' 

Bluetooth 1.1 Compliant 

Dimensions 2.2 X 6.6 X 0.55 in (5.6 X 16.7 X 1.4 em) 

Weight 0.221b (100 g) (maximum) 

Temperature Operating 

Non-operating 

Humidity Operating 10 to90% 

Non-operating 5 to95% 

Altitude Operating O to 10,000 ft (3,048 m) 

Non-operating O to 30,000 ft (9, 144m) 

Plug and Play USB 1.1 compliant 

Microsoft Windows Plug and Play compliant 

Frequency Band 2,4000 to 2.4835 GHz 

Number of Available Channels 79 (1 MHz) available channels 

Data Rates and throughput 1 Mbps 

Antenna type 

Range 

Profile Support 

Usage Models 

------------------------------------------------
Synchronous Connection Oriented links up to 3, 64 kbps, voice channels 

Asynchronous Connection Less links 723.2 kbps/57.6 kbps asymmetric or 433.9 
kbps symmetric 

lnternally integrated within module (with special polarization diversity) 

328ft/100m 

General Access Profile 

Service Discovery Application Profile 

Serial Port Profile 

Generic Object Exchange Profile 

File Transfer Profile 

Synchronization Profile 

Diai-Up Networking Profile 

LAN Access Profile 

Object Push Profile 

Service Discovery (determine what Bluetooth devices are within range and 
support authorization) 

Synchronization: 

PDAs to PCs 

Portable to Desktop 

File Transfer: 

File and directory browsing and navigation on another B!uetooth device. 

File copying 

Object manipulation - including add, delete, create new folders etc. 

Wireless link to Corporate LAN using severa! Bluetooth devices sharing lhe 
same 

ROS n° 0312005 - CN 
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Technical Specifications 

24X CD-ROM Drive Applicable Disk 

Center Hole Diameter 

Disk Dia meter 

Disk Thickness 

Track Pitch 

Access Times 

Compaq Evo N otebook N 1 020v 

CO-ROM (Mode 1, 2 and 3), CO-XA ready (Mode 2, Form 1 and 2), CO-I ready 
(Mode 2, Form 1 and 2), CO-R (read only), CO Plus, Photo CO (Single and Multi­
session), CO-Extra, Video CO, CO-WO (fixed packets only), CO-Bridge 

0.59 in (15 mm) 

12cm,8cm 

0.047 in (1 .2 mm) 

1.6~ 

Random < 110 ms 
(typical reads, including settling) F 

11 8 
k 

u - tro e < 220 ms 

802.11b MultiPort Module 

Audio Output Levei 

Cache Buffer 

Data Transfer Rate 
(typical, including settling) 

Start-up Time 

Stop Time 

Form Factor 

Weight 

Operating Temperature 

Storage Temperature 

Humidity 

Altitude 

Plug and Play 

RF Network Standard 

Frequency Band 

Number of Selectable 
Sub-channels 

Data Rates 

Antenna type 

WEP Security 

DA-11 455 North Amenca - Version 8- June 1 O, 2003 

Line-out 0.7-0.9 Vrms 

128 KB 

CO-ROM 3600 KB/s Maximum 

< 10 seconds 

< 5 seconds 

Compaq "MultiPort'' 

0.221b/100 g (maximum) 

Operating W to 149° F (-10° to 65° C) 

Non-operating -40° to 176° F (-40° to 80° C) 

Operating 10 to 90% 

Non-operating 5to 95% 

Operating O to 15,000 ft (4,572 m) 

Non-operating O to 40,000 ft (12,192 m) 

USB 1.1 compliant 

Microsoft Windows Plug and Play compliant 

IEEE 802 Par! 11b (802.11b) 

2,4000 to 2.4835 GHz 

2,4465 to 2.4835 GHz (F rance) 

2,4000 to 2,4697 GHz (Japan) 

Worldwide Certification 

United States (FCC) 11 

1, 2, 5.5, 11 Mbps 

lnternally integrated within module (with special polarization diversity) 

64-bit encryption keys compliant to IEEE 802.11 

128-bit encryption key cornpliant to IEEE 802. 11 

Ability to ente r keys manually ar via pass-phrase 

ROS n° 03/2005 • CN 
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r& e-QuickSpecs 

o 

o 

Compaq Evo Notebook Nl020v 

Technical Specifications 

Diskette Drive Diskette Size 3.5 in 

Activity lndicator On system 

Height 0.5 in (12.7 mm) 

Bytes per Sector 512 

Sectors per track High density 18 (1 .44 MB)/15 (1 .2MB) 

Low density 9 

Tracks per side High density 80 (1.44 MB)/80 (1 .2MB) 

Low density 80 

Read/Write heads 2 

Access Times Track-to track (highllow) 3 ms/6 ms 

Average (high/low) 94 ms/174 ms 

Settling time 15 ms 

Latency average 100 ms 

Externai AC Adapter Weight 0.85 lb (0.385 kg) 

Power Supply (lnput) Operating Watts 90 

Operating Voltage 110 to 240 VAC RMS 

Operating Current 1.5 A RMS 

Operating Frequency Range 50 to 60Hz AC 

Lithium·lon Battery Pack (8-cell) Dimensions (L x W x O) 4.95 x 3.46 x 0.8 in (12.5 x 8.8 x 2 em) 

DA-11455 

--~--------------~~~~~----------------------------------

Weight 0.96 lb (0.43 kg) 

Energy Voltage 

Amp-hour capacity 

Watt-hour capacity 

Temperature Operating 

Non-operating 

North Ame rica- Version 8- June 1 O, 2003 

14.8 v 
Minimum 3.7 Ah 
Typical 3.9 Ah 

Minimum 53.2 Ah 
Typical 56.1 Ah 

32° to 108° F (0° to 42° C) 

RQS n° 03/2005 - CN 
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~QuickSpecs Compaq Evo Notebook Nl020v 

Technical Specifications 

Hard Drives 

60-GB Capacity 60GB 

Drive Weight 0.341b(155g) 

Height 0.374 in (9.5 mm) 

Width 70mm 

Interface ATA-5 

Transfer Rate Synchronous (maximum) 100 MB/s (Drive Capability) 

Security ATA Security 

Seek Time ..:.S_in~gl_e _Tr_ac_k ______ 2._5 _m_s __________ _ 
(typical reads, including settling) Average 13 ms 

~~------------~-------------------
Maximum 23ms 

Rotational Speed 5400 rpm 

Logical Blocks 117,210,240 

o Operating Temperature 41 ° to 131° F (5° to 55° C) 

Features Security ATA Security 

40-GB Drive Weight 0.21 lb (95 g) 

Capacity 40GB 

Height 0.374 in (9.5 mm) 

Width 2.75in (70 mm) 

Interface ATA-5 

Transfer Rate Synchronous (maximum) 100 MB/s (Drive Capability) 

Security ATA Security 

Seek Time Single Track 3.0 ms 
(typical reads, including settling) ---------...,..,...-------------

Average 13 ms 

Maximum 25 ms 

Rotational Speed 4200 rpm 

Logical Blocks 78,140,160 

o Operating Temperature 

ROS n° 03/2005 · CN 
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Cb~QuickSpecs 
Technical Specifications 

System Unit Dimensions (H x W x O) 

Weight With P4 processar 

Weight With Celeron 
processo r 

Compaq Evo Notebook N1020v 

15-inch and 14.1-inch TFT panel1.55 x 12.89 x 10.53 in 
displays (3.95 x 32.75 x 26.75 em) 

14 inch: LCO, OVO or CD-ROM. 6.821b (3.1 kg) 
1 SOOIMM 

15 inch LCO, OVO or CD-ROM, 7.091b (3.2 kg) 
1 SOOIMM 

14 inch: LCD, OVO or CD­
ROM, 1 SOOIMM 

6.60 lb (3 kg) 

15 inch LCD, OVO or CD-ROM, 6.871b (3.12 kg) 
1 SOOIMM 

NOTE: * = Weight varies by configuration. 

o 

o 

DA-11455 

Stand·Aione Power 
Requirements 

Power Supply 

Temperature 

Relative Humidity 

Shock 

Vibration 

Maximum Altitude 
(unpressurized) 

North America- Version 8- June 10, 2003 

Nominal Operating Voltage 
(Li-lon) 

Average Operating Power 

Peak Operating Power 

Power in suspend mode 

Power in hibernation mode 

Rated lnput Voltage 

Rated lnput Current 

Rated Frequency 

Operating 

Non-operating 

Operating 

Non-operating 

Operating 

Non-operating 

Operating 

Non-operating 

Operating 

Non-operating 

14.4 V (8-cell) 

29.7 W Desktop 

80 WonAC 

55 Won OC 

< 1000mW 

< 100 mW 

100 to 240 VAC 

< 1.5 A 

50 to60 Hz 

50° to 95° F (10° to 35° C) 

14° to 140° F (-10° to 60° C) 

10% to 90% relative humidity, non-condensing 

5% to 90% relative humidity, 101.6° F (38.7° C) 
Maximum wetbulb temperature 

1 O G, 11 ms, half-sine 

60 G, 11 ms, half-sine 

0.5 G zero-to-peak, 10 to 500Hz, 0.25 oct/min 
sweep rale 

1.0 G, zero-to-peak, 10 to 500 Hz, 0.5 oct/min 
sweep rale 

O to 10,000 ft (O to 3,048 m) 

O to 30,000 ft (O to 9,144 m) 

RQS no 03/2005 - CN 
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P\QuickSpecs Compaq Evo Notebook Nl 020v 

o 

o 

Memory 

Compaq Evo N1020V 

STANDARD MEMORY PLUS 0PTIONAL MEMORY 
Support for up to 1024MB of DOR SDRAM memory is avai\able with lhe installation of optional DOR SDRAM Memory Kits. 

Memory Slot 1 Slot 2 
256MB 256MB -
384MB 256MB 128MB 
512MB 512MB -
768MB 512MB 256MB 
1024MB 512MB 512MB 

NOTE: This chart does not represent ali possible memory configurations. Due to lhe non-industry standard nature of some third-party memory 
modules, we strongly recommend using only Compaq branded memory modules to ensure compatibility. 

Following are memory options available from Compaq: 

• 512-MB (266 MHz) Memory Upgrade 269087-B25 

• 256-MB (266 MHz) Memory Upgrade 269086-B25 . 128-MB (266 MHz) Memory Upgrade 269085-B25 

RQS n° 03/2005 - CN 
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\À ?f QuickSpecs 
~ Ç'l. Options 

Memory 

Monitors 

Other Storage Devic:es 

o Connectivity 

Wireless Connectivity 

Expansion Bases 

o 
Power 

Common Power Solutions 

Compaq Evo Notebook Nl020v 

512-MB (266 MHz) Memory Upgrade 269087-B25 

256-MB (266 MHz) Memory Upgrade 269086-B25 

128-MB (266 MHz) Memory Upgrade 269085-B25 

TFT8030 Fiai Pane! Calor 18-inch (carbon/silver) 243362-001 

TFT7020 Flat Pane! Colar 17-inch with integrated speakers (carbon/silver) 253217-001 

TFT5015 Fiai Pane! Colar 15-inch (carbon/silver) 234044-001 

TFT5030 Fiai Pane! Colar 15-inch (carbon/silver) 228134-001 

V720 17-mch CRT (carbon/silver) 232944-001 

8720 17-inch CRT (carbon/silver) 239287-001 

V570 15-mch CRT (carbon/silver) 228113-001 

IBM 1-GB Microdrive (PC card Device) 217390-B25 

USB 32-MB DiskOnKey 301993-B21 

Compaq Type li Mini PCI 56K (V.90) Modem 225640-B31 

Compaq Type li Mini PCI56K (V.90) Modem plus 10/100 NIC Combo 225642-B31 

100BaseTX Ethemet Upgrade 225435-001 

1394 PC Card 177593-B25 

NOTE Designed only to allow faster downloads from V.90 compliant sources. Maximum achievable download 
transmission rales currently do not reach 56 KB/s, and will vary with tine conditions. 

802.11 b MultiPort Wireless LAN module 283836-001 

Bluetooth MultiPort module 228057-821 

Compaq WL 11 O Wireless LAN PC Card 191808-001 

Compaq WL51 O Wireless Enterprise Access Point 216709-001 

Compaq WL410 Wireless SM8 Access Point 191811-001 

Compaq WL310 Home Office Access Point 191813-001 

Compaq Range Extender Antenna 230268-821 

CDPD WWAN PC Card (U.S. Only) 238111-001 

Por! Replicator 307648-001 

Advanced Port Replicator 307651-001 

Externai Multi8ay 217388-001/002 

Monitor Stand 274407-825 

Eva Notebook N1020v 8 Cell primary battery (4 Ah) 278418-825 

8 Cell primary battery (4.4 Ah) 291369-B25 

Externai 8attery Charger 265603-001 

Externai Battery Charger (Multiple 8attery) 265604-001 

AC Adapter (90W) 283884-001 

Aircraft Power Adapte r (90W) 291370-B25 

DA-11455 North Amenca - Version 8- June 10,2003 
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o 

Quiê~pecs 
Standard'features 

MODELS 

N1020vC160X420DC25E 
PIN 470045-646 

N1020vP200X430VC250 
PIN 470045-647 

N1 020vP240X540WC250 
PIN 470045-648 

Display 

Processar 

Cache Memory 

Standard Memory 

Maximum Memory 

Hard Drive 

Optical Drive 

Communications 

Graphics 

Audio 

Operating System 

Warranty 

Display 

Processo r 

Cache Memory 

Standard Memory 

Maximum Memoru 

Optical Drive 

Hard Drive 

Communications 

Graphics 

Audio 

Operating System 

Warranty 

Display 

Processo r 

Cache Memory 

Standard Memory 

Maximum Memoru 

Optical Drive 

Hard Drive 

Communications 

Graphics 

Audio 

Operating System 

Warranty 

DA-11455 North Amenca - Version 8- June 10. 2003 

Compaq Evo Notebook Nl020v 

14.1 -inch colar TFT XGA 

1.60 GHz Celeron 

256 KB, L2 Cache 

256MB (1 DIMM) 266 MHz DOR 

1024MB (266 MHz) DOR 

20GB 

24X CD-ROM Drive 

Type 111 Mini PCI 56K (V.92) modem, (LOM) integrated 10/100 NIC 

ATI Radeon IGP 340M lntegrated UMA architecture ATI 4X AGP 30 accelerator 

JBL Pro Speakers with bass reflex and 16-bit stereo sound 

Microsoft Windows XP Home 

One Year 

14.1-inch calor TFT XGA 

2.0 GHz Intel Pentium 4 processar 

512 KB, L2 Cache 

256MB (1 DIMM) 266 MHz DOR 

1024MB (266 MHz) DOR 

30GB 

BX DVD-ROM Drive 

Type 111 Mini PCI56K (V.92) modem, (LOM) integrated 10/100 NIC 

ATI Radeon IGP 340M lntegrated UMA architecture ATI4X AGP 3D accelerator 

JBL Pro Speakers with bass reflex and 16-bit stereo sound 

Microsoft Windows XP Pro 

One Year 

15-inch colar TFT XGA 

2.4 GHz Intel Pentium 4 processar 

512 KB, L2 Cache 

256MB (1 DIMM) 266 MHz DOR 

1024MB (266 MHz) DOR 

40GB 

DVD/CD-RW Combo Drive 

Type 111 Mini PCI 56K (V.92) modem, (LOM) integrated 10/100 NIC 

ATI Radeon IGP 340M lntegrated UMA architecture ATI4X AGP 30 accelerator 

JBL Pro Speakers with bass reflex and 16-bit stereo sound 

Microsoft Windows XP Pro 

One Year 

~OS n• o3i~005 - CN 
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QuickSpecs 
Standard F e atures 

Security 

Power Supply 

Battery 

Power Conservation 

MultiPort 

Docking 

Service and Support 

Configuration Contrai Hardware 
Memory Change Alert 
Ownership Tag 
Set-up Password 
Power-On Password 
Orivelock 
Enabled for PC SmartCard options 
Kensington Lock 

Externai 90-watt AC adapter, power cord included. 

Standard 8-cell Lithium-lon battery. 

Compaq Evo Notebook Nl020v 

The Eva Notebook N1020v provides over two hours of battery life using lhe standard 8-cell Lithium-lon battery. 
NOTE: Actual results may vary with product model , configuration, and individual usage. Compaq results of 2:20 

(hr:min) were achieved running the Business Winstone 2001 Battery Markw 1.0 on a N1020Vv with a 
Intel Pentium 4 2.0 GHz CPU, 15-inch XGA pane/, 256-MB RAM, 30-GB HOO, BX OVO, 8-ce/1 Lithium-lon 
battery, and NJC/modem. System parameters were set according to eTesting Labs' recommendations : 
pane/ brightness 50%, hard drive timer three minutes. 

NOTE: This test was performed without independent verification by eTesting Labs Inc. eTesting Labs Inc. makes 
no representations or warranties as to lhe resu/1 of lhe test. BatteryMark is a trademark of Ziff Oavis 
Publishing Holdings Inc., and affiliale of eTesling Labs Inc., in the U.S. and olher countries. 

Hibemation 
lnstanl-<>n via Standby 
Pop-ups with lhree presets 
One custam levei of power conservation 
ACPI compliant 

MultiPort is a fiexible, innovative solution providing customers lhe ability to connect to their choice of wireless 
standards such as 802.11 b or B/uetoothTM. This can be achieved by simply changing out lhe high-performance 
wireless module, which is integrated into lhe top of lhe notebook. The award-winning MultiPort offers a cosi 
effective means to migrate to future wireless standards as they become available. 

Port rep/icator and Advanced Port Replicator. The sleek, new port replicator and advanced port replicator designs 
provide simple and convenient port management. Features include NIC pass through, USB, anda 1394 digital 
port. Compalible across multiple platforms for Jower total cosi of ownership. 

Compaq Services includes a one-year, Worldwide Limited Warranty, pick-up or carry-in; upgraded warranty and 
to/1-free 7 x 24 hardware technical phone support available. 
NOTE: Certain restrictions and exclusions apply. Consu/1 lhe Compaq Cuslomer Support Center for details. 

ROS no 03/2005 - CN 
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QuickSPecs 
Standard F eatur~. 

Processor and Panel 

One of the following: 

Memory 

Communications 

Keyboard 

Easy Access Internet 
Buttons 

Pointing Device 

PC Card Slots 

Storage 

Compaq Evo Notebook Nl020v 

15-inch calor TFT XGA with 1024 x 768 resolution (up to 16.7M colors internai) 
14.1-inch calor TFT XGA with 1024 x 768 resolution (up to 16.7M colors internai) 

2.4 GHz Intel Pentium 4 processar with 512 KB L2 cache 

2.0 GHz Intel Pentium 4 processar with 512 KB L2 cache 

1.6 GHz Intel Celeron with 256 KB L2 cache 

Standard/Maximum 256MB (266 MHz) DOR SDRAM (256MB SODIMM in slot1) 
5761024 MB (266 MHz) DOR SDRAM (512MB SODIMMs in slots 1 and 2) 

NOTE: Dueto lhe non-industry standard nature of some third-party memory modules, we recommend Compaq 
branded memory to ensure compatibility. 

10/100 NIC is integrated on lhe system board 
Type 111 Mini PCI 56K (V.92) modem 
NOTE: Designed only to allow faster downloads from V.92 compliant sources. Maximum achievable download 

transmission rales currently do not reach 56 KB/s, and will vary with line conditions. 
NOTE: Modem availability is subject to country regulatory approval 

88-key compalible keyboard with isolated, inverted-T cursor contrai keys, special feature hotkeys for instant 
access to power conservation, toggle between internai arid externai, or simultaneous displays, and contrai 
brightness and contras!. 

The Evo Notebook N1020V comes with three Easy Access Buttons (EAB) designed to increase customer 
productivity by providing one-touch access to helpful Compaq information, favorite Internet destinations, or default 
e-mail application. The EAB portion of lhe keyboard deck also includes dedicated hardware volume contrai and a 
quick-launch button for CO/OVO play. 

T ouchpad with 4-way scroll 

One Type 11 PC Card Slot which supports bolh 32-bil CardBus and 16-bit PC Cards 

Fixed Diskette Drive 

Primary Hard Drive 

Fixed Optical Drive 

1. 44-\18 Diskette Drive 

~o GB 01 

30GB OI 

20GB 

DVD/CD-RW Combo Drive 
JVD-ROM Drive 
CD-ROM Drive 

ROS n° 03/2005 - CN 
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QuickSpecs 

MODELS 
Compaq PS/2 Scroll Mouse (Carbon) 

OC171A 

HP PS/2 Scroll Mouse (Carbonite) 
004408 

ÜVERVIEW 

gl.{ t2J 
A · 

HP PS/2 Scroll Mouse 

The HP PS. 2 Scroll Mouse is a two-button mouse that offers great wheel mouse performance in a simple, elegant design. Use lhe wheel for fast and easy 
scrolling in documents or on lhe Web, oras a third button. The HP PS/2 Scroll Mouse's comfortable, contoured shape fits either right or left hand. 

KeyBenefrts 

• Comfortable design fits either hand 

• Wheel permits easy scrolling, functions as third button 

• Speeds document navigation on lhe Web 

COMPATIBILITY 
The Compaq PS/2 Scroll Mouse (Carbon) is compatible with Compaq Evo 0300 and 0500 series PCs (except lhe Compaq Evo 0510 e-pc). The HP PS/2 
Scroll Mouse (Carbonite) is compatible with HP Compaq Business Desktop d220, d230, d330 and d530 Series PCs, lhe HP Business Desktop d325 
Microtower and HP Workstations xw4000, xw5000, xw6000, and xw8000. 

SERVICE AND SUPPORT 

The HP PS/2 Scroll Mouse has a one-year limited warranty or lhe remainder of lhe warranty of lhe HP product in which it is installed. Technical support is 
available seven days a week, 24 hours a day, by phone as well as in online support forms. Certain restrictions and exclusions apply. 

SPECIFICATIONS 
Dimensions 3.8 X 6.3 X 11 .6 em (1 .5 X 2.5 X 4.6 in) 
Weight 4.44 oz (126 g) 
Environmental Operating temperature 50 to 122 °F (10 to 50 °C) 

Non-operating temperature -22 to 140 °F (-30 to 60 °C) 
Operating humidity 10% to 90% (non condensing at ambient) 
Non·operating humidity 20% to 80% (non condensing ai ambient) 
Operating shock 40 g, 6 surfaces 
Non-operating shock 80 9· 6 surfaces 
Operating vibration 2 9 peak acceleration 
Non·operating vibration 4 9 peak acceleration 
Drop (out of box) 26 in (66 em) on carpet, 6-drop sequence 
Drop (out of box) 1 m on asphalt tile over concreta, 6-drop sequence 

Electrical Operating voltage 5 voe± 10% 
Power consumption 15 mA 

=Sy~s~~-m_c_o_n_su_m_p_t_io_" ______ P~S~/2~m~in~i-d~in~c~o~nn=e~ct~or~~~---------------------------t ESD CE level4, 15 kV air dischar9e 
EMI·RFI Conforms to FCC rules for a Class B computing device 
Microsoft PC99 • 2001 Functionally compliant 

i n v e n t 

DA-11516 North America- Version 6 - June 24, 2003 
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QuickSpecs 

SPECIFI CATION S (continued) 
Mechanical Resolution 

Tracking speed 

Acceleration 

Switch actuation 

Switch life 

Switch type 

Tracking mechanism life 

Cable length 

Microsoft PC99 • 2001 

Scrollwheel Width 

Dia meter 

Maximum rotation speed 

Switch type 

Switch life 

Mechanicallife 

Regulatory approvals Compliant 

Compatibility Operating system support 

HP PS/2 Scroll Mouse 

400±20%DPI 

10 in/s (25.4 cm/s) maximum 

100 in/s/s (2.54 m/s/s) 

65 g nominal peak force 

1,000,000 operations (using H asco modified tester) 

Low force micro-switches 

155 mi (250 km) at average speed of 1 O in/s 

6ft(1 .8m) 

Mechanically compliant 

Bmm 

25.2 mm (.99 in) 

30 mmls 

Light force micro-switch 

1 million operations 

Minimum 200,000 revolutions 

UL, CSA, FCC, CE Mark, TUV, TUV GS, VCCI, BSMI, C-Tick, MIC 

Microsoft® Windows Me, Windows 2000 and Windows XP 

HP recommends Microsotte Windows® XP Professional for Business 
© 2003 Hewlett-Packard Development Company, L.P. 

The information contained herein is subject to change without notice. 

Microsoft and Windows are reg1stered trademarks or trademarks of Microsoft Corporation in the U.S. and/or other countries. Ali other product names 
mentioned herein may be trademarks ot their respective companies. 

The only warranties for HP products and services are sei forth in the express warranty statements accompanying such products and services. Nothing herein 
should be construed as constituting an additional warranty. HP shall not be liable for technical or editorial errors or omissions contained herein. 
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QuickSpecs 
Overview 

Models HP CRT monitor s7500 261606-xxx 

TECHNICAL SPECIFICATIONS 

Tube Type Color, Conventional FST, multi-
____________ freauencv 

Picture Tube Size (diagonal) 17- neh (43.18 em) 

Viewable lmage Area (diagonal) 16-ineh (40.64 em) 

Trio Dot Pite h 0.28 mm 

Horizontal Dot Pitch 0.24 mm 

Horizontal Frequency (kHz) 30 to 70kHz 

Vertical Frequency (Hz) 50 to 140Hz 

Maximum Pre-set Resolution 1280 x 1024@ 60 H2 

O Preferred Flicker Free Resolution 1024 x 768@ 85Hz 

o 

Preset Graphic Modes 1280 x 1024 

NOTE: Ali modes are non-in lerlaced unless @60Hz 
speci fied olherwise 

User-Modes Yes, 8 medes 

Anti·Giare/Anti·Static 

AssetControl 

Plug and Play 

lcon Based On-Screen Display 
Controls 

User Controls 

Yes 

Yes,supported 

Yes 

Yes 

Brightness, Contrast 

Size and Positioning 

Pincushion (barrei) 

Trapezoid 

Tilt (rotation) 

1024 X 768 800 X 600 

@ 85 Hz and 75 Hz @ 85 Hz and 75 Hz 

Yes 

Yes 

Yes 

Yes 

Yes 

Selectable Colortemperature Yes 

Parallelogram Yes 

Pincushion Balance Yes 

Exit Yes 

Degauss Yes 

Factory Reset/Recall Yes 

Current Display Mode Yes 

DA-11017 North America - Version 2 - May 1, 2003 

gui9 
fl· 

hp CRT monitor s7500 

720 X 400 640 X 480 

@70Hz @85Hz, 75Hz, 60HZ 

RQS no 03/2005 - CN 
CPMI - CORREIOS 

_fl s. No 2 O 7 

Doc. -----

I 
I 



o 

o 

ri>'QuickSe_ecs hp CRTmonitor s7500 

~Overview · 

TECHNICAL SPECIFICATIONS (continued) 

Approvals/Certifications 

Maximum Pixel Clock Speed 

Power Supply 

Maximum Power Rating 

Low Power Sleep Mode 

Signal Cable 

Dimensions (H x W x D) 

Weight 

Operating Temperature 
(non-<:endensing) 

Operating Humidity 
non-<:endensing) 

Compatibility 

Warranty 

UUCSA/CUL Approval Yes 

1509241·3, ·7, -8 VDT Yes 
Guidelines Approval 
MPR·II Compliant Yes, select models 

TC0'99 Yes, select models 

FCC Approval Yes 

Microsoft WHQL Certified Yes 

Energy Star Compliant Yes 

CE Yes 

110 MHz 

Universal; 100 to 240 V, 50± 3Hz and 60 ±3Hz 

s 100 watts 

< 5watts 

15-pin miniatura O-sub, attached, 4.9 feet (1 .5 meters) 

Unpacked 17 X 16.6 X 17.5 in (43.2 X 41 X 44.5 em) 
Packaged 18.9 X 20.3 X 22.1 in (48 X 51.6 X 56.1 em) 
Unpacked 381b (17.23 kg) 

Packaged 46.2 lb (20.9 kg) 

20%to80% 

Compaq Evo PCs and Thin Clients and Compaq 0315 Business PC 

Limited three-year parts and repair labor, one-year Service Provider labor and one-year on-site service warranty. 
48 hour advanced exchange service available during warranty period. Certain restrictions and exclusions apply. 
For details, contact HP Customer Support. 

=2003 Hewlett-Packard Development Company, L.P. The inforrnation in this document is subject to change without notice and is provided "as is' without 
warranty of any kind. The warranties for HP products are set forth in lhe express limited warranty statements accompanying such products. Nothing herein 
should be construed as constituting an additional warranty. HP shall not be liable for technical or editorial errors or omissions contained herein. 

RQS no 03/2005 - CN 

DA-11017 North America - Version 2 - May 1 , 2003 

Doc. -----

2 



o 

o 

ROS n° 03/2005 - CN 
CPMI - CORREIOS 

Fls. N° 



QuickSpecs 
Overview 

Models HP CRT monitor s7500 261606-xxx 

TECHNICAL SPECIFICATIONS 

Tube Type Color, Conventional FST, multi-
____________ freouencv 

Picture Tube Size (diagonal) 17- neh (43.18 em) 

Viewable lmage Area (diagonal) 16-ineh (40.64 em) 

Trio Dot Pite h 0.28 mm 

Horizontal Dot Pite h 0.24 mm 

Horizontal Frequency (kHz) 30 to 70kHz 

Vertical Frequency (Hz) 50 to 140Hz 

Maximum Pre-set Resolution 1280 x 1024@ 60 H2 

o Preferred Flicker Free Resolution 1024 x 768@ 85Hz 

Preset Graphic Modes 1280 X 1024 1024 X 768 800 X 600 

NOTE: Ali medes are non-interlaced unless @60Hz @ 85 Hz and 75 Hz @ 85 Hz and 75 Hz 
s ecified otherwise. 

User·Modes Yes, 8 modes 

Anti·Giare/Anti·Static Yes 

AssetControl Yes, supported 

Plug and Play Yes 

lcon Based On·Screen Display Yes 
Controls 

User Controls Brightness, Contrast Yes 

Size and Positioning Yes 

Pincushion (barrei) Yes 

Trapezoid Yes 

Tilt ( rotation) Yes 

Selectable Colo r temperatura Yes 

o Parallelogram Yes 

Pincushion Balance Yes 

Exit Yes 

Degauss Yes 

Factory Reset/Recall Yes 

Current Display Mode Yes 

DA-11017 North America - Version 2 - May 1, 2003 

gu11 
A-

hp CRT monitor s75QO 

720 X 400 

@70Hz 

640 x480 

@ 85 Hz, 75 Hz, 60 Hz 
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\À~uickSpecs 
~~ . Overview · 

hp CRT monitor s7500 

TECHNICAL SPECIFICATIONS (continued) 

Approvals/Certifications UUCSAICUL Approval Yes 

Maximum Pixel Clock Speed 

Power Supply 

Maximum Power Ratlng 

Low Power Sleep Mode 

Signal Cable 

Dimensions (H x W x D) 

Weight 

Operating Temperature 
(non-condensing) 

Operatlng Humidity 
non-condensing) 

Compatibillty 

Warranty 

~,S~09~2~4~1-~3.~-7~.~.a~v=o~T----~Y~es ______________________________________ ___ 

Guidelines Approval 
MPR·II Compliant Yes, seiect models 

TC0'99 Yes, seleet models 

FCC Approval Yes 

Microsoft WHQL Certified Yes 

Energy Star Compliant Yes 

CE Yes 

110 MHz 

Universal; 100 to 240 V, 50± 3Hz and 60 ±3Hz 

s 100watts 

< 5 watts 

15-pin miniature O-sub, attaehed, 4.9 feet (1.5 meters) 

Unpacked 17 X 16.6 X 17.5 in (43.2 X 41 X 44.5 em) 
Packaged 18.9 X 20.3 X 22.1 in (48 X 51.6 X 56.1 em) 
Unpacked 38 lb (17.23 kg) 

Packaged 46.2 lb (20.9 kg) 

20%to80% 

Compaq Evo PCs and Thin Clients and Compaq 0315 Business PC 

Limited three-year parts and repair labor, one-year Service Provider labor and one-year on-site service warranty. 
48 hour advanced exchange serviee available during warranty period. Certain restrietions and exelusions apply. 
For details, contaet HP Customer Support. 

02003 Hewiett-Paekard Development Company, L.P. The inforrnat\on in this document is subjeet to ehange without notiee and is provided "as is" without 
warranty of any kind. The warranties for HP produets are set forth in the express limited warranty statements accompanying such products. Nothing herein 
should be construed as eonstituting an additional warranty. HP shall not be liable for technical or editorial errors or omissions contained herein. 
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The lssue: Meeting Business Objectives in an e-Business World 
To create an effective e-business infrastructure, you need more than a Web interface for 
your J.D. Edwards applications. You need a solid Web infrastructure that is dependable, 
scalable, and robust enough to handle fluctuating transaction volumes without missing a beat. 
The infrastructure must also include integrated development tools that allow you to keep your 
technology solution in line with changing business requirements. Above all, it must be able to 

Q meet your current and future enterprise application requirements-right out of the box. 

o 

The Solution: WebSphere411 Application Server for J.D. Edwards 
Web lmplementations 
J.D. Edwards offers the complete end-to-end solution to Web enable your J.D. Edwards 
applications-J.D. Edwards Technology Foundation. IBM's WebSphere Application Server 
Advanced Edition 4.0 is bundled with the Technology Foundation to provide the ideal 
platform for your J.D. Edwards Web applications. Together, the WebSphere Application Server 
and J.D. Edwards'Web-enabled applications create a comprehensive, enterprise-class solution 
that offers flexibility, scalability, security, ease of use, and a lower total cost of ownership, while 
supplying you with industry-leading functionality and performance. 

Tightly integrated with sophisticated development tools, the WebSphere Application Server 
provides advanced integration capabilities based on open, industry-standard technologies. It allows 
you to leverage existing IT assets by connecting to a variety of databases and platforms. 

With the WebSphere Application Server, you are able to : 

• Make changes in application logic without reworking code, even while the application 
is running. 

• Efficiently share dynamic customer information from one end of a distributed application 
to the other. 

• Deploy applications based on the Java 2 Platform, Enterprise Edition G2EE) standard that 
intelligently adjust presentation and ousiness logic for different client locales and time zones. 

• lncrease availability by scaling through horizontal or vertical cloning. 

• lntegrate enterprise information systems as reusable business services. 

• Connect with existing Microsoft"', Common Object Request Broker Architecture 
(CORBA), and C++ applications. 

• Handle business events through advanced messaging technology. 

Doc. __ -'---'---



Lower Your Total Cost o f Ownership 
As part....of the J.D. Edwards Technology Foundation, the WebSphere Application Server offers 
a cost-effective and efficient way for you to deploy J.D. Edwards applications. 

By purchasing the WebSphere Application Server as part o f the J. D. Edwards Technology 
Foundation, you save time and money through application pre-imegration. And with 
J.D. Edwards as your complete solution vendar, you benefit ti-om further cost savings by 
having a single source for service and support, rather than having multiple vendors. 

The WebSphere Application Server also saves costs by simplif)ring administration and systems 
management. It provides a central and open management interface to help you administer 
multiple applications and components from the same environment. Uuilt-in set-up options 
and administrative features aid in application deployment and administration , while 

o utomated management functions enhance productivity and reduce administrative costs . 

Enhance F/exibility 
With multiple configuration options, the WebSphere Application Server supports a wide 
range of scenarios, from simple administration o f a single server to a clustered, high­
availability, high-volume environment. The specialized configuration options give you the 
flexibility to respond to an ever-changing market-without the costs of migrating to a 
different technology base. 

Support Enterprise Needs 
With J.D. Edwards and the WebSphere Application Server, you are able to extend your 
enterprise applications to the Web, efficiently and cost effectively. With scalability built in­
through such capabilities as cloning, for example-the WebSphere Application Server can be 
used in a variety of environments. To help in large installations,J.D. Edwards' customers can 
take advantage of the IBM EdgeServer'. Uy supporting dynamic load balancing between 
physical Web servers, it is ideal for larger enterprise environments. 

With the WebSphere Application Server, you benefit from a fl exible intrastructure that offers 
unmatched functionality and stability and is easy to deploy and support. Delivered by two 
industry leaders, the WebSphere Application Server, as part o f the Technology Foundation, is 

Q uilt to support your business needs . 

J.D. Edwards: A Strategic Partner for Your Long-term Needs 
A solution is only as good as the company that stands behind it. That is why J.D. Edwards is 
committed to innovation , superior value, and customcr satisfaction. O ur singular goal is to 
help make you stronger, enabling you to solve your most importam business challenges. We 
do this by dedicating ourselves to continually enhancing the value of our solutions, not only 
with software research and development, but also with superior consulting, education, and 
training support. As your long-term business partn er, J.D. Edwards will work with yo u to 
help ensure that our solutions grow and change with your business -making your 
technology investment an asset that increases in value over tim e . 

• Edgl'St' rvcr IS 110 [ mcludcd m rh c J.D. Edwanh ll-chnolo):.'Y f o und.lll lll l producr oncrlll ).: . bur I ~ .J v;ul.J bk rh rough 111 M ll r ,IJ J IBf'ol dl.lnlll:l rl·,l']kr 
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any edition o f Oracle9i Database will run with the others, although Oracle9i 
Enterprise Edition provides additional performance, scalability, availability and 
security functions that are generally transparent to application developers. The 

APls supported with Oracle9i Enterprise Edition are generally also supported 
with Oracle9i Personal Edition and Oracle9i Standard Edition, with exceptions 

related to the functionality associated with optional additional products only 
available with Oracle9i Personal Edition and Oracle9i Enterprise Edition such 
as Oracle OLAP or Oracle Data Mining. 

These Oracle9i Database products are ali built using the same robust and 
reliable database engine architecture. Oracle9i Database Standard Edition and 
Oracle9i Database Personal Edition are both 100 percent compatible with 

Oracle9i Database Enterprise Edition on many different platforms, so your 
database applications can scale from the laptop to the desktop to the enterprise 
without re-engineering. 

As your business grows over time, you can easily upgrade from the Oracle9i 
Database Standard Edition to the Enterprise Edition as your business requires 
more scalability and functionality. One ofthe benefits ofüracle SEis that it's so 
easy to upgrade to EE -- just instali the EE software -- you make *no* changes 
to your database, application, or administrative procedures, and you get ali the 
additional reliability, availability, scalability, and other benefits ofEE. 

ADVANCED OPTIONS TO MEET DEMANDING REQUIREMENTS 

The three Oracle9i Database products each have features and functionality to 
meet the varying requirements oftoday's applications. Additionaliy, Oracle 
offers optional products that contain sophisticated technology to meet your most 
demanding requirements for development and deployment of mission-critical 
OLTP, data warehouse, and Internet application environments. 

Oracle Real Application Clusters 

Oracle Real Application Clusters provides unlimited scalability and high 
availability for any packaged or custom application by exploiting clustered 

hardware configurations, with the simplicity and ease of use o f a single system 
image. Oracle Real Application Clusters aliows access to a single database 
from multi pie nodes o f a clustered system configuration, to insulate application 
and database users from hardware and software failures, while providing 
performance that scales with the hardware environment. 

Oracle Partitioning 

Oracle Partitioning enhances the data management environment for OLTP, data 
mart, and data warehouse applications by adding significant manageability, 
availability, and performance capabilities to large underlying database tables 
and indexes. Oracle Partitioning permits large tables to be broken into 
individually managed smaller pieces, while retaining a single application-level 

Oracle9iDa R~clilgt 00riij005 Pa!ÍS ~ 
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vendor tools and applications to access spatial data directly from Oracle9i 
Database, providing interoperability and minimizing costs. 

Oracle Enterprise Manager Packs 

In addition to Oracle Enterprise Manager, Oracle provides an advanced 
integrated package oftools for performance tuning, diagnostics, and change 

management: 

• Oracle Tuning Pack- Oracle Tuning Pack provides database administrators 
with cxpert performance management for the Oracle environment, including 
SQL tuning and storage optimization. 

• Oracle Diagnostics Pack- Oracle Diagnostics Pack enables database 
administrators to perform advanced monitoring, diagnosis, and planning for 
the Oracle environment. 

• Oracle Change Management Pack- Oracle Change Management Pack 
eliminates errors and loss of data when upgrading databases to support new 
applications. The pack analyzes the impact and complex dependencies 
associated with application change and automatically performs database 
upgrades. 

• Oracle Management Packfor SAP R/3- Oracle Management Pack for SAP 
R/3 offers real time monitoring for SAP R/3 systems, capacity planning for 
historical analysis and future planning purposes, event integration, and a 
single point o f administration o f the host, database, and application. 

Oracle Programmer 

Oracle Programmer is a product that provides a rich set o f interfaces for 
developers who build enterprise applications that access and manipulate 
Oracle9i database. 

Oracle Programmer is a family o f products consisting o f: 

• Three embedded SQL-style interfaces: Precompilers, SQL *Module, and 
SQLJ 

• Four calllevel interfaces: Oracle Call Interface (OCI), Oracle C++ Call 
Interface (OCCI), ODBC, and JDBC 

• Two COM data access interfaces: Oracle Objects for OLE and Oracle 

Provider for OLE DB 

• Microsoft .Net support: Oracle Data Provider for .NET (ODP.NET), OLE 
DB .NET, and ODBC .NET 

• Two utilities to generate host-language bindings from database schemas: 
Object Type Translator and JPub 

1 ~os no 03!2oos _ c~ 
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Oracle Real Application Clusters 

Cluster File System 

Java native compilation 

PLISQL native compilation 

Advanced Security Option 

Oracle Label Security c) Encryption toolkit 

Virtual Private Database 

Fine grained auditing 

DBA auditing 

Password management 

I Proxy authentication 

Oracle Prograrnmer 

Java support 

SQLJ 

JDBC drivers 

o XMLDB 

Objects and extensibility 

PL/SQL stored procedures and 
triggers 

PLISQL Server Pages 

User-defined aggregates 

COM Automation Feature 

• 

N y 

N y 

y y 

y y 

N y 

N y 

y y 

N y 

N y 

y y 

y y 

y y 

y y 

y y 

y y 

y y 

y y 

y y 

y y 

y y 

y y 

y y 

&YOt­
.,q . 

Extra cost option 

Requires RAC 

Extra cost option 

Extra cost option 

Extra cost product 

Requires Oracle 
Programmer 

Windows only 
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Database Resource Manager N y 

Oracle Managed Files y y 

Locally Managed Tablespaces y y 

Resumable space allocation y y 

Unused index identification y y 

Oracle Partitioning N y Extra cost option 

Oracle OLAP N y Extra cost option 

Oracle Data Mining N y Extra cost option 

o Data Compression N y 

Optimizer statistics management y y 

Analytic functions y y 

Bitmapped index and bitrnapped N y 

join index 

I Descending index y y 

Function-based index y y 

Automated parallel query degree N y 

Parallel statistics gathering N y 

Parallel bitrnap star query N y 

optimization 

Parallel DML N y No longer requires 

o Partitioning 
option 

Parallel index build N y 

Parallel index scans N y 

Parallelload y y 

Parallel query N y 

Star query optimization y y 

Sample scan y y 

• 
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Oracle Spatial N y Extra cost option 

Dynamic Services y y 

Oracle Database W orkspace y y 

Manager 

Parallel text index creation N y 

Ultra Search y y 

interMedia y y 

Oracle Text y y 

Database event triggers y y 

DBMS _ REPAIR package y y 

DBMS _ MET ADAT A package y y 

Drop column y y 

Rename column, constraint y y 

Index-organized table y y 

Instead-of triggers y y 

LOB (large object) support y y 

Locally-managed tablespaces y y 

LogMiner y y 

Multiple block size support y y 

Plan stability y y 

Reverse key index y y 

Temporary table y y 

Oracle reserves the right to make changes to the contents o f this paper 
at a later date . 
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Sumrnary management N y 

Long operations monitor y y 

Direct Path Load API y y 

Export transportable tablespace N y 

Import transportable tablespace y y 

Externai tables y y 

MERGE y y 

Multi-table insert y y 

Pipelined table functions y y 

o Synchronous Change Data N y 

Capture 

Oracle Strearns N y 

Advanced Queuing y y 

Oracle W orkflow y y 

' Messaging Gateway to IBM N y 

MQSeries 

Basic Replication y y Updatable 
materialized view 
si te 

Advanced Replication N y Multi-master 
replication 

Distributed queries y y 

o Distributed transactions y y 

Heterogeneous Services y y 

~ 
Connection pooling y y 

Oracle Connection Manager N y 

Oracle Names y y 
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Microsoft Transaction 
Server/COM+ integration 

Oracle OLE DB Provider 

Oracle Objects for OLE (0040) 

VLM Support 

OLE DB.NET and ODBC.NET 

support 

Na tive .NET Data Provider-
ODP.NET 

64-bit Itanium support for 

o Windows, Linux, and HP-UX 

Globalization support 

Autonomous transactions 

SQL*Pius 

iSQL*Plus 

Oracle Enterprise Manager 

Oracle Change Management Pack 

Oracle Diagnostics Pack 

Oracle Tuning Pack 

Oracle Management Pack for SAP 
R/3 

Automatic undo management o Self-tuning memory management 

Server managed backup and 
recovery 

Recovery Manager 

Legato Storage Manager 

Duplexed backup sets 
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y 

y 

y 

y 

y 

y 

y 

y 
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y Windows only 

y Windows only 

y Windows only 

y Windows only 

y Windows only 

y Windows only 

y 

y 
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y 

y Extra cost option 

y Extra cost option 

y Extra cost option 

y Extra cost option 
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FEATURE ANO PRODUCT AVAILABILITY 

Not ali features and options are available with ali editions ofthe Oracle9i 

Database Release 2. 

Oracle9i Personal Edition is available on Windows2000, Windows NT, 
Windows XP and Windows Server 2003 (32-bit and 64-bit). It includes at no 
extra cost ali features and options that are available with Oracle9i Enterprise 
Edition, such as Oracle Partitioning and Oracle Advanced Security, with the 
exception o f the Oracle Real Application Clusters option. 

See the following table for Oracle9i Database Standard Edition and Oracle9i 
Database Enterprise Edition feature and option availability. 

Oracle Data Guard- Redo Apply N y 

Oracle Data Guard- SQL Apply N y 

Basic readable standby database y y 

Fast-start selectable recovery time N y 

Online index build N y 

Online table N y 

reorganization/redefinition 

Online index coalesce N y 

Global index maintenance during y y 

DDL 

Flashback Query y y 

Quiesce database N y 

Block-level media recovery N y 

Incrementai backup and recovery N y 

Online backup and recovery y y 

Parallel backup and recovery N y 

Point-in-time tablespace recovery N y 

Trial recovery N y 

Oracle Fail Safe y y Windows only 

\ 
~ 
\ 
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view ofthe data. Range, hash, composite (range combined with hash), and list 
partitioning methods are supported. 

Oracle Advanced Security 

Oracle Advanced Security is an Oracle9i Enterprise Edition option that provides 
strong authentication and encryption by implementing industry 
standard encryption and integrity algorithms as well as supporting severa! 
externai authentication services. The product provides robust Enterprise User 
Security where organizations have a choice of implementing end-to-end 
security by authenticating users using digital certificates or passwords, reducing 
the total cost o f deploying security. 

Oracle Label Security 

Oracle Label Security provides sophisticated and flexible security based on row 
labels for fine-grained access control. Oracle Label Security employs labeling 
concepts used by government, defense and commercial organizations to protect 
sensitive information and provide data separation and includes a powerful tool 

to manage policies, labels, and user label authorizations. 

Oracle OLAP 

Fully integrated in the database, Oracle OLAP provides a complete set of 
analytical functions. Predictive analysis can be used to forecast market trends, 
predict product manufacturing requirements, and build enterprise budgeting and 
financiai analysis systems, for example. Using complex, multidimensional 
queries and calculations, information such as market shares and net present 
value can be derived. The Java OLAP API provides efficient object-orientation 
for building applications that require complex analytical queries. 

Oracle Data Mining 

Oracle Data Mining allows companies to build advanced business intelligence 
applications that mine corporate data bases, discover new insights, and integrate 
that information into business applications. Oracle Data Mining embeds data 
mining functionality for making classifications, predictions, and associations. 
Ali model-building and scoring functions are accessible through a Java-based 
API. 

Oracle Spatial 

Oracle Spatial allows users and application developers to seamlessly integrate 
their spatial data into enterprise applications. Oracle Spatial facilitates analysis 
based on the spatial relationships o f associated data, like the proximity o f store 
locations to customers within a given distance and sales revenue per territory. 
Oracle Spatial manages spatial data in an industry-standard database, resulting 
in application integration that takes place at the data server. This enables 
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Oracle9i Database Release 2 Product Family 

INTRODUCTION 

Oracle9i Database Release 2 is available in three editions, each suitable for 
different development and deployment scenarios. Oracle also offers severa! 
additional optional database products that enhance the capabilities of Oracle9i 
Database for specific application requirements. The following are the three 
available editions of0racle9i Database Release 2: 

• Oracle9i Database Standard Edition delivers unprecedented ease-of-use, 
power, and price/performance for workgroup, department-level, and 
intemet/intranet applications. Oracle9i Database Standard Edition includes 
a fully integrated set o f easy-to-use management tools, full distributed, 
replication, and web features. From single-server environments for small 
businesses to highly distributed branch environments, Oracle9 i Database 
Standard Edition includes ali the ·facilities necessary to build business­
critical applications. Oracle9i Database Standard Edition can only be 
licensed on servers that have a maximum capacity of 4 processors. 

• Oracle9i Database Enterprise Edition provides efficient, reliable, secure 
data management for high-end applications such as high volume on-line 
transaction processing (OLTP) environments, query-intensive data 
warehouses, and demanding Internet applications. Oracle9i Database 
Enterprise Edition provides the tools and functionality to meet the 
availability and scalability requirements o f today's mission-critical 
applications for the enterprise. 

• Oracle9i Database Personal Edition supports single user development and 
deployment that require full compatibility with Oracle9i Standard Edition 
and Oracle9i Enterprise Edition. By bringing the award-winning 
functionality o f Oracle9i Database to the personal workstation, Oracle 
offers a database that combines the power ofthe world ' s most popular 
database with the ease ofuse and simplicity you would expect in a desktop 
product. 

Oracle9i Personal Edition, Oracle9i Standard Edition and Oracle9i Enterprise 
Edition include a common set o f application development features including 
SQL object-relational capabilities and PLISQL and Java programmatic 
interfaces for writing stored procedures and triggers. Applications written for 
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Oracle9i 
Release Notes 

Release 2 (9.2.0.1.0) for HP 9000 Series HP-UX (64-bit) 

June 2002 

Part No. A97350-02 

G 
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ORACLE" 
Copyright © 2002, Oracle Corporation 

Ali rights reserved . 

This document accompanies Oracle9i release 2 (9.2.0.1.0) for HP 9000 Series 
HP-UX (64-bit). Its contents supplement or supersede information in the 
installation guide for this release, or in the Oracle9i documentation library. 

Topics: 

• System Requirements 

• Documenta tion 

• Installation Issues 

• Product-Related Issues 

• Post-Installation Issues 

• Known Bugs 

System Requirements 
Except as noted here, system requirements are in the installation guide for 
this release, andare current as of the release date. 

Hard Disk Space Requirements 
The space requirements listed on the Available Products window apply to 
ins~allations that include a database. If you select the Software Only 
configurátion type, then you will require 3 GB. 

Additional Software Patch Requirements 
lf you are installing Oracle Real Application Clusters on HP-UX 11.0, and if r 
you are using the HMP protocol, then you must download the following 
patch from HP in addition to the patches listed in the installation guide. 

Oracle is a registered trademark. and Oracle7. OracleBi. Oracle9i, OracleMetaLink, Oracle Names, Oracle Transparent 

Gateway, PUSQL, Pro'C, Pro'COBOL. Pro'FORTRAN and SQL'Pius are trademarks or registered trademarks of Oracle 

Corporatiõn. Other names may be trademarks of their respective owners . 
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Oracle Universallnstaller Version Update 
....... _ 

.. ...__ .... --

Oracle9i release 2 (9.2.0.1.0), which is provided with the release, uses Oracle 
Universal Installer 2.2.0.12.0. This version number supersedes the version 
listed in the installation guide. 

Documentation 
Additional product README files are located in their respective product 
directories under the $0RACLE_HOME directory and in the 
$0RACLE_HOME/relnotes directory. 

Documentation Errata 
The following is a list of errors in the documentation for this release. 

PUSQL Gateway 
In Appendix A, "Oracle9i Components," in Oracle9i Installation Cuide Release 
2 (9.2.0.1.0) for UNIX Systems, PL/SQL Gateway is listed as a supported 
product. It has been desupported for this release. 

Pre-lnstallation Requirements 
Under "Random Access Memory" on page 2-3 in Chapter 2, 
"Pre-Installation Requirements, in Oracle9i Installation Cuide Release 2 
(9.2.0.1.0) for UNIX Systems, the Linux and HP commands are reversed. The 
correct commands are the following: 

Linux 

$ grep MemTotal /proc/meminfo 
HP 

$ /usr/sbin/dmesg J grep "Physical:" 

lnstallation lssues 
This section provides information about the following topics: 

• 32-bit 0/S Support 

• Multiple CD-ROM Installation 

• runlnstaller Script 

• Installing Databases with Database Configuration Assistant 

• Database Migration 
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• Installing with Response Files 

32-bit 0/S Support 
Do not run Oracle9í on a 32-bit operating system. Oracle9í release 2 
(9.2.0.1.0) is offered in a 64-bit version only. If you try to run any 64-bit 
executables on a 32-bit operating system, then they will fail. If you run 
Oracle9í release 2 (9.2.0.1.0) on a 32-bit system, then you will see the 
following error message: 

. /oracle: Exec format errar . Wrong Architecture . 

Multiple CD-ROM lnstallation 
During the installation of Oracle9í release 2 (9.2.0.1.0), you will be 
prompted to insert additional CD-ROMs from the set that make up Oracle9i 
release 2 (9.2.0.1.0). When prompted to mount the next CD-ROM, use the Ü 
following procedure: 

1. On the window where you have started the Installer, press Enter to go 
to the UNIX prompt, and then change the directory to your system's 
root directory. Log in as the root user by using the following 
commands: 

$ cd I 
$ su root 

·' 

2. Unmount and remove the CD-ROM from the CD-ROM drive with the '·, ) 
following command: 

# /usr/sbin/pfs_umount/SD_CDROM 

3. Insert the required CD-ROM into the CD-ROM drive and mount it by 
using the following command: 

# /usr/sbin/pfs_mount/SD_CDROM 

4. Click OK to continue. 

runlnstaller Script 
Because it is necessary to insert and eject more than one CD-ROM during 
installation, you must not launch Oracle Universal Installer by running the 
runinstaller script from a shell where the current working directory is 
the CD-ROM mount point, or by clicking on the script in the File Manager 
window. In an X Window environment, it is possible to launch the Installer 
this way, but then the installation will fail because you will not be able to 
eject a software CD-ROM until you end the installation session. 
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lnstalling Databases with Database Configuration Assistant 
Review the following information before running Patabase Configuration 
Assistant. 

SYS and SYSTEM Password Change Requirement 
If you use Database Configuration Assistant to create a database, be aware 
that you will be required to change the SYS and SYSTEM passwords at the 
end of the configuration process. This is a new security procedure designed 
to protect access to your data. 

Database Migration 
If you are upgrading from release 8.0.6 to release 9.2.0.1.0 and you have 
Oracle interMedia installed on your system, then you cannot use Database 
Migration Assistant. You must migra te the database manually. For 
information on manual database migration, refer to Oracle9i Database 
Migration Release 2 (9.2). 

lnstalling with Response Files 
For installation with a response file, the path to the response file must be 
the full path on the system. The Oracle Universal Installer does not handle 
relative paths properly. 

Unzip Utility for Downloading and lnstalling Oracle Patches 
An unzip utility is provided with Oracle9i release 2 (9.2.0.1.0) for 
uncompressing Oracle patches downloaded from OracleMetaLink. The 
utility is located in the following directory: 

$0RACLE_HOME/bin/ 

Prpduct-Related lssues 
This section provides information on the following topics: 

• 

• 
• 
• 
• 
• 

Character Sets 

DemoSchema 

Java Database Connectivity Driver 

Oracle Advanced Security 

Oracle Internet Directory (OID) 

Oracle Real Application Clusters 
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Character Sets 
The following section provides information on restrictions and updates to 
character sets. 

Oracle9i NCHAR Datatypes 
In Oracle9i release 2 (9.2.0.1.0), the SQL NCHAR datatypes are limited to 
the Unicode character set encoding (UTF8 and AL16UTF16). Alterna tive 
character sets such as the fixed-width Asian character set JA16SJISFIXED in 
Oracle8i are no longer supported. 

To migrate existing NCHAR, NVARCHAR, and NCLOB columns, export 
and import NCHAR columns, complete the following steps: 

1. Export all SQL NCHAR columns from Oracle8i. 

2. Drop the SQL NCHAR columns. 

3. Migrate the database to Oracle9i. 

4. Import the SQL NCHAR columns in to Oracle9i. 

AL24UTFFSS Character Set 
Oracle9i release 2 (9.2.0.1.0) does not support the Unicode character set 
AL24UTFFSS introduced in Oracle7. This character set was based on the 
Unicode standard 1.1, which is now obsolete. 

o 

o 

Oracle9i release 2 (9.2.0.1.0) supports the Unicode database character sets () 
AL32UTF8 and UTF8. These database character sets include the Unicode 
enhancements based on the Unicode standard 3.0. 

To migra te the existing AL24UTFFSS database, upgrade your database 
character set to UTF8 before upgrading to Oracle9i. Oracle Corporation 
recommends that you use the Character Set Scanner for data analysis before 
attempting to migrate your existing database character set. 

Character Set Scanner 
Set the LD_LIBRARY_PATH variable to include the $0RACLE_HOME/lib 

directory before running the Character Set Scanner (csscan) from the 
$0RACLE _ HOME directory. If you do not correctly set the 
LD_LIBRARY_PATH variable, then the csscan utility will fail. 

Demo Schema 
If you select a multibyte character setor UTF as the national character set in 
Oracle9i release 2 (9.2.0.1.0), then you must recreate the demo schema and 
the database installation. 

6 

o 



o 

o 

For more information on creating schemas, schema dependencies ·ãnd" 
requirements, refer to the readme . txt file in the 
$0RACLE _ HOME/ demo I schema directory. 

Java Database Connectivity Driver 
The default behavior for the Resul tSet: : getXXXStream () has been 
modified to comply with the Java Database Connectivity (JDBC) 
specification so that the APis return null values for database null 
LONG/LONG RAW values. 

For Oracle8i release 8.l .x JDBC drivers, the default behavior was to return 
an empty stream for database null values. The Java property 
jdbc . backward_compatible_to_8 .1. 7 allows the system to use the 
earlier JDBC default behavior when using the Oracle9i drivers and applies 
to Oracle9i JDBC Thin and OCI drivers. 

For example, if the Java property is set at the virtual machine runtime, the 
following command will cause the Oracle9i JDBC drivers to return empty 
streams from calls to Resul tSet: : getXXXStream (): 

java -Djdbc.backward_compatible_to_8 . 1 . 7 myJavaProgram 

Oracle Advanced Security 
If you install j sse. j ar and j cert. j ar as extensions (located in 
$JAVA_HOME/j re/lib/ext), then you must also install j ssl-1_1. j ar 
in the same directory. 

Oracle Internet Directory (OI O) 
Review the following information if you intend to install Oracle Internet 
Directory (OID). 

Starting Up OID Server 
By default, the OID server is started on port 389. If this port is unavailable, 
then OID server is started on a different port, which is logged in the 
following file: 

$0RACLE_HOME/ldap/install/oidca.out 

Custam lnstallation and Global Database Name 
When performing a custom Oracle Internet Directory installation, do not 
change the global database name or the Oracle SID. 
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Upgrade from Enterprise Edition Oracle9i or Ora eleS i 
If you have installed in the same ORACLE_HOME either Oracle Internet 
Directory release 3.0.l.x and the complete release of0racle9i (9.0.1) 
Enterprise Edition, or Oracle Internet Directory 2.l.l.x and the complete 
release of Oracle8i (8.1.7) Enterprise Edition, then you must first upgrade 
Oracle Internet Directory to the release 9.2.0.x.x version, and then upgrade 
as a separate step either Oracle9i Enterprise Edition Release 1 (9.0.1) or 
Oracle8i release 3 (8.1.7) to Oracle9i Enterprise Edition Release 2 (9.2.0.x.x). 

See Also: Oracle Internet Directory README for more information 
on Oracle Internet Directory utilities, and necessary pre-upgrade 
and post-upgrade tasks. 

Oracle Real Application Clusters 
Review the following section if you will install Oracle Real Application 
Clusters. O 
Restrictions for lnstalling Real Application Clusters 
The following restrictions apply for this release: 

• The Cluster Manager implementation may not be able to handle 32-bit 
and 64-bit clients concurrently. This will p revent 32-bit and 64-bit 
Oracle Real Application Clusters executables from being used at the 
same time within the same cluster domain. ~~) 

If a database is not set up with the Oracle Real Application Clusters 
option, then this restriction does not apply to the Oracle executables. 

• If you are installing Oracle9i release 2 (9.2.0.1.0) Real Applications 
Clusters on a cluster that already contains an ORACLE_HOME for a 
previous release of Real Application Clusters, then you must run the 
Oracle Universal Installer from the cluster node with the oralnventory 
installation registry. Doing this ensures that product installation 
inventaries are synchronized on the nodes with information about 

·existi,ng ORACLE_HOME directories. O 
Real Application Clusters Custem lnstallation Requirement 
If you planto create an Oracle Enterprise Manager repository in an existing 
database, and you planto use the DRSYS tablespace for the repository, then 
ensure that the DRSYS tablespace raw device data file has an additional50 
MB of free space. This is in addition to the 250MB size documented for this 
raw device. 
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Real Application Clusters and Data base Upgrade Assistant_ __ .- ,/ 
If you use Database Upgrade Assistant to upgrade an earlier Oracle 
database version (the "source" database) to Oracle9{release 2 (9.2.0.1.0) (the 
"target" database), then the upgraded database will always use the server 
parameter file SPFILE by default to store in i t . ora file parameters. If the 
source database also uses SPFILE (either a cluster filesystem file ora shared 
raw device), then the upgraded target database also uses the same SPFILE. 

If the source database does not use an SPFILE, then the target database uses 
a default server parameter file, spfile. ora, which is located in the 
$0RACLE_HOME/dbs/ directory. 

If your platform does not support a cluster file system, then you must move 
the SPFILE to a shared raw device, using the following procedure: 

1. Create an SPFILE with the following commands: 

$ sqlplus "/ as sysdba" 
SQL> create pfile='?/dbs/initdbname.ora' from 
spfile='?/dbs/spfile .ora'; 
SQL> create spfile='/dev/oracle_vg/dbname_spfile' from 
pfile='?/dbs/initdbname.ora'; 
SQL> exit; 

where dbname is the name of your cluster database. 

2. Go to the $0RACLE _ HOME I dbs directory using the following 
command: 

$ cd $0RACLE_HOME/dbs 

3. Create an $0RACLE_HOME/dbs/ini tsid. ora file, where sid is the 
system identifier of the instance on the node. The ini tsid. ora file 
must contain the following line: 

SPFILE='/dev/oracle_vg/dbname_spfile' 

4. Copy the initsid. ora file to the remote nodes on which the cluster 
.data~ase has an instance with the following commands: 

$ rcp initsid .ora nodex:$0RACLE_HOME/dbs/initsidx.ora 

where sidx is the system identifier of the instance on node x. Repeat 
the preceding rcp command for each member node of the cluster 
database. 

5. Restart the cluster database with the following command syntax: 

$ srvctl stop database -d dbname 
$ srvctl start database -d dbname 
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Real Application Clusters and Database Configuration Assistant 
The following section provides information on using Database 
Configuration Assistant (DBCA) to create a Real Application Clusters 
database. 

Placing Datafiles On a Shared Non-OFA Cluster Configuration 
If your ORACLE_HOME directory is not on a shared cluster filesystem 
partition, but you want to place datafiles, controlfiles, redo log files, or 
other database files on a shared cluster filesystem partition, then invoke 
DBCA using the following syntax to create the cluster database: 

$ dbca -datafileDestination pathname 

where pa thname is the location where you want files to be placed. 

For example, to place datafiles in the path I ora/ orada ta, give the 
following command: 

$ dbca -datafileDestination /ora/ oradata 

Note: For optimal performance and data security, Oracle 
Corporation recommends that you configure your database in 
accordance with the Optimal Flexible Architecture (OPA) standard. 
For more information on OPA, refer to Oracle9i Administrator's 
Reference for UNIX Systems. 

Real Application Clusters lnstance Management 
After you have created a cluster database using DBCA, SYSDBA privileges 
are revoked for all users. As SYSDBA, you must grant SYSDBA privileges 
explicitly to the database user account that you planto use for adding or 
deleting an instance to or from the cluster database. 

For example, to grant SYSDBA privileges to the administra tive user SYS, 
issue the following commands: 

.. 

$ sqlplus' "/ as sysdba" 
SQL> grant sysdba to sys; 
SQL> exit; 

Oracle Real Application Clusters and Upgrading from Oracle8i 
If you are upgrading from Oracle8i, then set the instance_number 
initialization parameter in the in i t . ora file for all instances. 
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Oracle Real Application Clusters and HyperMessaging Protocol (HMP)" 
Complete the following three tasks prior to using H;MP: 

Ensure HF Software is lnstalled and Verified Ensure that you have the 
HyperFabric software installed, and verify that it exists. The HF software 
product ID nurnber is B6257 AA. Verify that it exists with the following 
command: 

swlist I grep -i B6257AA 

Configure HyperFabric Patch Use the following command to verify that the 
HyperFabric patch is configured properly before installing Oracle9i: 

/ opt / clic/ bin/ clic_stat 

If the HyperFabric patch is configured properly, then the response to this 
command willlist all nodes in the cluster. If cluster members are missing, 
then they will not appear in the response. 

Note: The Hyper Messaging Protocol is not supported on V-class 
HP systems. 

Tune HMP parameters Oracle Corporation recomrnends that you review 
parameters and tune them according to HP guidelines for optimal HMP 
performance. A list of HMP-tunable parameters can be found in the 
following file: 

/ opt / clic/lib/skgxp/skclic.conf 

To enable Oracle to use HMP and to relink the Oracle binary with HMP, 
complete the following steps: 

1. Set up your environrnent on all nodes 

2. Shut down the database 

3. ' Enter the following commands on all nodes: 

$ cd $0RACLE_HOME/rdbms/ ub 
$ make -F ins rdbms .mk ipc_hms ioracle 

Platform-Specific Product lnformation 
The following product information in this section supersedes the 
information in the installation guide for Oracle9i release 2 (9.2.0.1.0) on 
HP-UX. 

• Precompiler Options: 
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• Pro*COBOL (32-bit and 64-bit) are supported. 

• Pro*FORTRAN (32-bit and 64-bit) are supported. 

• SQL Module for Ada is not supported. 

• Oracle Advanced Security: 

• Radius challenge response authentication is not supported. 

• CyberSafe is not supported. 

• DCE Integration is not supported. 

• JDBC/OCI Interfaces: 

• Oracle JDBC Thin Driver for JDK 1.4 is not supported. 

• Oracle JDBC/OCI Driver for JDK 1.4 is not supported. 

Post-lnstallation lssues o 
This section presents issues that can occur during post-installation: 

Control File Size Limits 
In addition to the database, a number of other Oracle features use control 
files to record metadata. The maximum size of control files is limited by the 
size of the minimum data block size that your operating system permits. On 
HP-UX, the minimum data block size is 2048 bytes, and the maximum size ) 
of control files is 20000 database blocks. ' · "' 

Support for 32-bit Client Applications 
Oracle9i (64-bit) provides support for both 32-bit clients as well as 64-bit 
clients. By default, all demos and clients provided with this release link and 
run in 64-bit mode. You can, however, build 32-bit and 64-bit clients in the 
same $ORACLE _ HOME. 

The following combinations will run and link successfully in Oracle9i O 
(64-bit): 

• 32-bit applications against a 64-bit Oracle Server 

• 64-bit applications against a 64-bit Oracle Server 

The 64-bit client shared library is: 

$0RACLE_HOME/ lib/ libclntsh.sl 

The 32-bit clien:t shared library is: 

$0RACLE_HOME/ lib32/libclnt sh .s l 
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Building 32-bit Pro*C Customer Applications 
Both 32-bit and 64-bit customer applications are supported in this release. 
Refer to the following files for further information: 

$0RACLE_HOME/precomp/demo/demo_proc.mk 
$0RACLE_HOME/precomp/demo/demo_proc32.mk 

Building 32-bit OCI Customer Applications 
Both 32-bit and 64-bit Oracle Call Interface (OCI) customer applications are 
supported in this release. Refer to the following file for further information: 

$0RACLE_HOME/rdbms/demo/demo_rdbms.mk 

32-bit Files and Directories 
In Oracle9i (64-bit) for HP-UX (64-bit), the following directories contain 
32-bit executables and libraries: ·-.. 

$0RACLE_HOME/lib32 
.. 

• . . .. 

::·.· 
• $0RACLE_HOME/rdbms/lib32 

• $0RACLE HOME/hs/lib32 

• $0RACLE_HOME/network/lib32 

• $0RACLE_HOME/precomp/lib32 

How to Determine Whether Segments or Tablespaces are Using 
Compression 
The following section provides additional information about database 
management. 

Segments and Compression Settings 
To find out which database segments are using compression, log in to the 
database as the user SYS, and create the view all_segs with the following 
create or replace view statement: 

SQL> create or replace view all_segs 
(owner, segment_name, 

partition_name, sparel 
as 
select u.name, o.name, o . subname, s.sparel 
from sys.user$ u, sys.obj$ o, sys . ts$ ts, sys.sys_objects so, 
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sys.seg$ s, sys . file$ f 
where s.file# = so .header_file 

and s .block# = so.header_block 
and s.ts# so.ts_number 
and s.ts# = ts.ts# 
and s.ts# = so.object_id 
and o.owner# = u .user# 
and s.type# = so .object_type_id 
and s.ts# = f.ts# 
and s.file# = f.relfile# 

union all 
select u.name, un.name, NULLL, NULL 
from sys.user$ u, sys.ts$ ts, sys.undo $ un, sys.seg$ s, 

sys . file$ f 
where s.file# = un . file# 

and s.block# = un.block 
and s.ts# = un . ts# 
and s.ts# = ts.ts# 
and s.user# = u.user# 
and s.type# in (1, 10) 
and un . status$ != 1 
and un . ts# = f.ts# 
and un.file# = f.relfile# 

union all 
select u.name, to_char(f.file#) I I '.' I I to_char(s.block#), NULL, NULL 
from sys.user$ u, sys . ts$ ts, sys.seg$ s, sys .file$ f 
where s.ts# = ts.ts# 

I 

and s .user# = u .user# 
and s.type# not in (1, 5, 6, 8, 10) 
and s.ts# = f.ts# 
and s.file# = f . relfile# 

After creating this view, you can issue queries against the view to find out 
whether a segment currently is compressed, as illustrated in the following 
examples: 

o 

• To determine if a segment is currently compressed, apply the following o 
'preditate in a query to the column spare l : 

bitand(spare1, 2048) > O 

For example, to see if segments currently are compressed, issue a 
statement similar to the following: 

SQL> select * from all_segs where bitand(spare1, 2048) > O; 

• To determine if a segment contains any compressed blocks, apply the 
following predicate in a query: 

bitand(spare1, 4096) > O 

14 

) 



o 

o 

For example, to see which segments contain any compressed blocks, 
issue a statement similar to the following: 

SQL> select * from all_segs where bitand(sparel, 4096) > O; 

Tablespaces and Compression Settings 
When you want to determine compression settings on a table space, log in 
as SYS, and create the view compression_ts with the following create or 
replace view statement: 

SQL> create or replace view compression_ts (tablespace_name, flags) as 
select ts.name, ts.flags from 
sys.ts$ ts where ts.online$ !=3; 

After creating this view, you can issue queries against it to find out the 
compression state of tablespaces, such as determining if a tablespace is 
currently setas DEFAULT COMPRESS, or DEFAULT NOCOMPRESS, as 
illustrated in the following examples: 

• To determine if a tablespace is currently setas DEFAULT COMPRESS, 
use the following predicate: 

bitand(flags, 64) > O 

For example, to see which tablespaces are currently DEFAULT 
COMPRESS, issue a statement similar to the following: 

SQL> select * from compression_ts where bitand(flags, 64) > O 

• To determine if a tablespace is currently setas DEFAULT 
NOCOMPRESS, use the following predicate: 

bitand(flags, 64) == O 

For example, to see which tablespaces are currently DEFAULT 
,NOC,OMPRESS, issue a statement similar to the following: 

select * from compression_ts where bitand(flags, 64) == O; 

Known Bugs 
The following is a list of known bugs that affect Oracle9i release 2 (9.2.0.1.0): 

Error in JSP/Servlet Script 
There is a path error in the $0RACLE_HOME/bin/oj spc script. This 
path error causes the script to fail. To correct this error: 
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1. Open the script 

2. Find $0RACLE_HOME/j sp/lib/ servlet. j ar 

3. Correctittoread $0RACLE HOME/lib/servlet.jar 

4. Save the script 

Error lnstalling OLAP CWMLITE Tablespace 
During installation, if you select Online Analytic Processing (OLAP) 
services, perform multiple installations on the same system, and create new 
databases during these installations, then CWMLite may have an invalid 
OLAP CWMLITE tablespace registry. Oracle Corporation has assigned bug 
identification number 2359208 to track this problem. 

To work around this problem, use the following procedure after you have 
completed installation: 

1. Ensure that the database and the listener are running. 

2. Using the following command, start SQL *Plus as the administra tive 
user SYS: 

sqlplus "/ as sysdba" 

3. Using the following command, enable the display of text within the 
PL/SQL block: 

SQL > set serveroutput on; 

4. Using the following command, verify whether the OLAP CWMLITE 
tablespace is valid: 

SQL> execute 
dbms_output .put_line(sys . dbms_registry.is_valid('AMD')); 

If the preceding command returns O, then the OLAP CWMLITE 
tablespace is invalid. Go to step 5. 

·If the preceding command returns 1, then the OLAP CWMLITE 
tablespace is valid, and no further testing needs to be done. 

5. If the OLAP CWMLITE tablespace is invalid, turn on echoing with the 
following command: 

SQL > execute cwm2_olap_manager .Set_Echo_on; 

6. Valida te the OLAP CMWLITE tablespace with the following command: 

SQL> execute cwm2_olap_installer .Validate_CWM2_Install; 
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• PHNE_26551 

If you are installing Oracle Real Application Clusters on HP-UX version 11i 
(11 .11), and if you are using the HMP protocol, then·you must download 
the following patch from HP in addition to the patches listed in the 
installation guide. 

• PHNE_27114 

If you are installing HP-UX version 11i (11.11), then you must download the 
following OS patches: 

• GOLDQPK11i (includes both GOLDAPPS11i and GOLDBASE11i) 

• PHKL_25506 

• PHSS_26263 

• PHSS_24638 

• JDK 1.3.1.02 

If you are using ServiceGuard OPS Edition version 11.13 for HP-UX lli, then 
you must install the following patch: 

• PHSS_26674 

Note: In the near future, ServiceGuard OPS Edition will be replaced 
with ServiceGuard Extension for RAC. 

Updated Requirements 
Oracle Corporation updates these release notes online at the following si te: 

http://docs.oracle.com 

If you need assistance with navigating the Oracle documentation site, refer 
to the following site: 

http : //docs.oracle.com/instructions.html 

o 

,o.· ,- . 
' ... ~ 

Refer alsq to the Certify Web Pages on OracleMetaLink, which provide Q 
certified configuration information for Oracle and non-Oracle products. To 
access Certify: 

1. Register or log in to OracleMetaLink at the following Web address: 

http : //metalink.oracle.com 

2. Select Product Lifecycle from the OracleMetalink navigation bar. 

3. Select Certifications in the Product Lifecycle window navigation bar. 
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After entering the preceding command, the OLAP CWMLITE registry 
is validated. During this process, screen messages list database objects 
such as Dimension, Dimension Attribute, and Levei, and where these 
objects are created. 

7. When the output stops, enter the following command to verify that the 
OLAP CWMLITE registry is now valid: 

SQL> execute 
dbms_output .put_line(sys .dbms_registry.is_valid('AMD')); 

If the preceding command returns o, then the OLAP CWMLITE 
registry is still invalid. Review your installation logs for other errors. 

If the preceding command returns 1, then the OLAP CWMLITE 
tablespace is valid, and no further testing needs to be done. 
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JD Edwards Home Page 

JD Edwards' OneWorld Xe 
Implementation and Certification 

With Hewlett-Packard's 
MC/ServiceGuard 

High A vailability Software 

The HP Partner Technology Center (PTAC) has successfully integrated OneWorld Xe with MC/ServiceGuard. 
The implementation and certification ofOneWorld Xe followed the PTAC's High Availability Implementation 
and Certification Process. 

Information regarding this process, and how other ISVs may take advantage ofthis service, is available in these 
PT AC documents: 

Appendix 33: HP's Partner Technology Access Center High Availability Implementation and Certification 
Services Datasheet 

Appendix 34: HP's Partner Technology Access Center High Availability lmplementatiol! and Certification 
Services Process and Methodology 

J DE D W A R D s· 

OneWorld Xe and MC/ServiceGuard 
November 15, 2000 
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JD Edwards and OneWorld Xe 

With approximately 5,700 customers and 5,000 employees- as well as $944 million in revenue in fiscal year 
1999- J.D. Edwards (NASDAQ: JDEC) is the leading supplier o f e-business solutions that deliver speed and 
agility for customers throughout the world. For more than 20 years, J.D. Edwards has provided innovative, 
flexible solutions essential to running complex and fast-moving multinational organizations- acting as a true 
business partner to help companies o f ali sizes leverage existing investments, take advantage o f new 
technologies, and maintain competitive advantage. 

What most distinguishes J.D. Edwards is its customer-centric Idea to Action™ value proposition, an industry­
redefining approach to collaborative business software solutions. Idea to Action helps you use infonnation 
technology efficiently throughout the virtual enterprise, easily tailoring applications to meet changing business 
needs. lt gives yçm the freedom to put your ideas into action quickly in a B2B world. 

OneWorld® Xe, the company's new "extended enterprise" product, boasts some 300 Intemet-ready applications 
that enable companies to choose the most appropriate collaborative solutions to meet their business needs. 

OneWorld Xe, with capabilities enhanced via J.D. Edwards' eXtended Process Integration (XPI) engine, will 
allow customers to use open, flexible and interoperable technologies that foster communication and commerce 
among suppliers and customers across their extended supply chain. 

With OneWorld Xe's key defined areas offunctionality- ranging from customer relationship management to 
integrated supply chain and fulfillment management- J.D. Edwards customers can optimize a factory, a 
distribution charme! or an entire supply chain network. 

"We have already seen tremendous customer demand for OneWorld Xe," said Glenn Tubb, senior vice 
president of development of J.D. Edwards. "Giving our customers open collaboration is empowering them to 
automate and streamline business processes across the supply chain to increase shareholder value and optimize 
working capitaL" 

Currently, J.D. Edwards has over 1,000 customers that are live on various releases ofOneWorld as well as 
dozens ofOneWorld Xe customers who have been using the product in beta fonn. Beta customers on OneWorld 
Xe include Praxair, a $4.7 billion global piol)eer in the industrial gases industry; Ontario Store Fixtures, the 
leading North American manufacturer o f complete retail store interiors; Grupo LaLa, a Mexican holding 
company in the food industry; Fisher & Paykel lndustries Ltd., a New Zealand-based manufacturer ofhome 
appliances and healthcare items; and Cascade Designs, a manufacturer o f outdoor, travei, and wheel chair 
cushion products. 

Richest Functionality 
J.D. Edwards ' OneWorld Xe combines the best ofback office software, enterprise applications integration 
(EAI) and inter-enterprise process workflow into one solution, with new features that achieve the following 
benefits: 

• 

• 

Lasting V alue. OneWorld's event-driven, component-based architecture is enhanced to increase reach 
and agility. OneWorld Xe automatically generates intuitive Windows, HTML and Java user interfaces 
from one set ofbusiness specifications, allowing users to choose their interface of choice. lts 
configurable, Web-based portal serves as the single point o f entry into One World and can be tailored 
to meet the access and collaboration needs ofpartners, suppliers and customers. With intuitive change 
management capabilitie~, One W orld Xe allows users to make changes to existing processes, activate 
additional capabilities or manage upgrades. 
Collaboration based on standards-based interoperability. One W orld Xe supports XML-based business­
to-business interoperability technology from Netfish, and enterprise application technology from 
Ac.tive Software (a:k.a. WebMethods). J.D. Edwards is embe<:fding these technologies into its eXtend~d 
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Process Integration engine, OneWorld XPI, which will serve as the integration platform or "broker" fi · 
that addresses both internai enterprise application portfolios and externai interoperability with 
customers' and trading partners' business systems. 

• Freedom to Choose pre-integrated e-business applications. With OneWorld Xe, J.D. Edwards tightens 
integration with strategic partner solutions and delivers notable new and enhanced functionality, 
including: 

• Enhanced advanced planning, providing best-in-class collaboration, real-time order promising, and 
new functionality for discrete industries. 

• An intelligent, role- and relationship-based messaging which will support real-time collaboration 
among multiple trading community partners. 

• W eb-enabled demand planning module for collaboration on forecasts and improved geographical 
mapping capabilities to more accurately represent facility locations. 

• New storefront options with Microsoft Commerce Server and IBM WebSphere Commerce Suite, 
which are pre-integrated with OneWorld Xe. 

• Knowledge management solution (slated for availability in early 2001) for gathering data from 
document repositories, Intranets, data warehouses, supply chains and the Internet and delivering it to 
employees, partners and customers for integrated decision support. Using data warehouse development 
tools, any database can be used as a business intelligence source. New and updated information is 
automatically pushed to users' desktop, phone, fax, wireless device or OneWorld portal. 

• Application integrations to deliver extended solutions, including Siebel eConsumer Goods in J.D. 
Edwards Solutions for Consumer Industries; Extensity time, travei and expense management; and 
Ariba Buyer. 

• Self-service options to increase productivity and improve response with secure, self-service portais that 
automate most routine query-and-update tasks. Managers can initiate personnel actions; suppliers can 
respond to quotes, initiate date change requests, inquire on orders, receipts, inventory leveis and 
payment information; and carriers can inquire on assigned loads and shipments. 
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HP Multi-Computer/ServiceGuard (MC/ServiceGuard) is a specialized facility for protecting mission-critical 
applications from a wide variety ofhardware and software failures. With MC/ServiceG:uard, multiple- up to 
16-nodes (systems) are organized into an enterprise cluster that delivers highly available application services 
to LAN-attached clients. 

HP MC/ServiceGuard monitors the health o f each node and quickly responds to failures in a way that 
minimizes or eliminates application downtime. MC/ServiceGuard is able to automatically detect and respond to 
failures in the following components: 

• System processors 
• System memory 
• LAN media and adapters 
• System processes 
• Application processes 

.. 
Application Packages 
With HP MC/ServiceGuard, application services and ali the resources needed to support the application are 
bundled into special entities called application packages. These application packages are the basic units that are o 
managed and moved within an enterprise cluster. Packages simplify the creation and management o f highly 
available services and provi de outstanding leveis o f flexibility for workload balancing. 

Fast Detection o f Failure, Fast Restoration of Applications 
Within an enterprise cluster, HP MC/ServiceGuard monitors hardware and software components, detects 
failures, and responds by promptly allocating new resources to support rnission-critical applications. The 
process o f detecting the failure and restoring the application service is completely automated-no operator 
intervention is needed. 

Recovery times provided by HP MC/ServiceGuard for LAN adapter failures are extremely fast, typically within 
a few seconds. Recovery times for failures requiring the switch o f an application to an alterna te node will vary, 
depending on the software services being used by the application. For example, a database application that is 
using a logging facility would need to perform transaction rollbacks as part o f the recovery process. The time 
needed to perform this transaction rollback would be part o f the total time to recover the application. 
MC/ServiceGuard will detect the node failure, reconfigure the cluster, and begin executing the startup script for 
the application package on an alternate node in less than 30 seconds. 

High Availability for Mission-Critical Applications 

99.95% Uptime Commitment-The Mission-Critical Server Suítes (MCSS) is HP's platform solution, offering o 
an unprecedented 99.95% upti.Jne commitment. Pre-configured and tested, MCSS is based on 
MC/ServiceGuard-enabled HP 9000 Enterprise Servers, packaged with the consulting and support services 
necessary to ensure success in your rnission-critical environment. 

MCSS solutions are available on HP 9000 R-, L-, N-, K-, and V-Class servers; and high availability storage is 
offered on either disk arrays with AutoRAID, or the HP SureStore E XP256 or XP512, providing the ultimate 
in data availability, reliability, and high performance. 

Other Benefits of MC/ServiceGuard: 
-Availability during Hardware and Software Maintenance 
-Online Reconfiguration Reduces Planned Downtime 
-W orkload Balancing 
-Protecting Data Integrity . 

For more information, contact any of our worldwide sales offices or HP Charme! Partners (in the U.S . call 1-
800-637-7740). 
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Integrating OneWorld Xe with MC/ServiceGuard provides redundancy and high availability for OneWorld Xé. 
This integration provides: · 

• minimal downtime in the event o f a system failure 
• automatic response to the user interface that owns running OneWorld batchjobs 
• minimal delay before running One W orld bate h jobs are able to be restarted 
• no reconfiguration of clients in a client/server environment; the ServiceGuard movement ofthe OneWorld 

server to another physical node is transparent to the client nodes. 

Legend 
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jn the first configuration tested, one primary node was used (stxhpcll), with a second node initially not 
· performing any OneWorld-related activity (stxhpc12) (standby node) . Both the active and standby nodes were 
connected to a High Availability Storage System (HASS) disk storage mechanism via FWD SCSI connection. 
The HASS contained the MC/ServiceGuard cluster lock disk, shared OneWorld Xe files and instance 
information needed by both the primary OneWorld node and the standby OneWorld node (upon a failover) . 

An additional node was part ofthis configuration. This node was configured as an Oracle Database Server. The 
Oracle Database has been previously certified as compatible with MC/ServiceGuard; thus, for this certification 
effort, it was decided that only OneWorld Xe would be configured in a failover architecture. 

A remote node was connected via TCP/IP LAN to the same subnet as stxhpcll and stxhpcl2. This remote node, 
running Windows NT, was used to run the OneWorld Xe client software. This node was the source of 
client/server requests to the OneWorld Xe server, and was also used to submit batchjobs to the OneWorld Xe 
serve r. 

Two different copfigurations were tested and certified: 

Configuration #1- A Single Instance of OneWorld Xe, running on one machine, with a dedicated 
standby machine. 

• One package was created. This package mounted the shared volume group and file systems. The 
package then performed a set user (su) command, invoked the OneWorld environment, and ran the 
script to start One W orld. 

• A monitor script was written to monitor the jdenet_ n and jdequeue processes. The script is run by 
MC/ServiceGuard during package start. The monitor script will stay in a loop, · checking for the 
existence o f these processes. If either or both o f these processes do not exist, a failover scenario will be 
initiated. 

.,o· , 
,. ' · ...... .... 

o 

? 

• A HA Monitor was configured as part o f the package, to monitor the available filesystem size o f the :,._ :# 
OneWorld filesystems. This monitor was maintained by MC/ServiceGuard. lfthe available filesystem 
size dropped below 5% for any ofthe shared filesystems, MC/ServiceGuard would report this error, 
and initiate a failover scenario. This monitor was also configured as a package dependency, i.e. the 
package depended upon this filesystem resource to perform its work. Ifthe .filesystem resourc.e was not 
available, the package would not start. 

Configuration #2- Two Instances of OneWorld Xe, each running on a separate machine, with each 
machine being able to failover to th,e other. 

• Two packages were created, owpkgl and owpkg2. Package owpkgl is primary on node stxhpcll while 
package owpkg2 is primary on node stxhpcl2. Each package mounts a shared volume group and 
separate file system. Each package then performed a set user (su) command, invoked the OneWorld 
environment, and ran the script to start One W orld. 

• Once both packages had been started by MC/ServiceGuard, two separate and operational instances of 
OneWorld Xe were running. Each instance had its own IP address, own volume group and own file 
system. In actual operation, one OneWorld instance could have been used for interactive operation, 
while the other instance could have .been used for batch operations. 

• Each instance ofOneWàrld Xe accessed a common database owned by the Oracle Database Server, 
which was described earlier within this document. 
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A monitor script was written to monitor the jdenet_ n and jdequeue processes. The script is run by 8 fl· 
MC/ServiceGuard during package start. The monitor script will stay in a loop, checking for the 
existence o f these processes. If either or both o f these processes do not exist, a failover scenario for _-r 

that package will be initiated. 

• A HA Monitor was configured as part ofthe package, to monitor the available filesystem size ofthe 
OneWorld filesystems. This monitor was maintained by MC/ServiceGuard. Ifthe available filesystem 
size on either machine dropped below 5% for any ofthe shared filesystems, MC/ServiceGuard would 
report this error, and initiate a failover scenario for that package. This monitor was also configured as a 
package dependency, i.e. the package depended upon this filesystem resource to perfonn its work. If 
the filesystem resource was not available, the package would not start. 

The OneWorld Xe application is validated and certified by Hewlett-Packard as compatible with Hewlett­
Packard's MC/SelrviceGuard high availability software. OneWorld Xe can be monitored by MC/ServiceGuard, 
with the level ofmonitoring highly configurable and subject to the implementation plans o f the customer. 

O This document details a set oftests showing that OneWorld Xe is compatible with MC/ServiceGuard. The tests 
show that if a node running a OneWorld Xe batchjob fails, the job can be restarted on an alternate node in less 
than 30 seconds. Also, any client-server connections to failed One W orld Xe processes can be reconnected to the 
OneWorld server running on an alternate node. 

o 

MC/ServiceGuard packages are dependent on having automated application startup and shutdown scripts. HP 
engineers have developed package configuration and control scripts that are suitable for use (after system­
specific modification) in a OneWorld Xe production environment. 
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O~eWorld Xe Implementation and Certification in an MC/ServiceGuard Cluster 
' '.,./ 
- -Th; process followed for the certification ofOneWorld Xe in an MC/ServiceGuard environment is detailed in: 

Appendix 34: HP's Partner Technology Access Center High Availability Implementation and Certification 
Services Process and Methodology 

lmplementation and Certification Onsite Process Participants: 

Hewlett-Packard: Walt Saiko (Partner Technology Access Center) 
JD Edwards: Roger Miller (Server Technology) 
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MC/ServiceGuard Configuration 

Configuration 1- Single Instance of OneWorld Xe 

Configuring the Cluster 

Create the ASCII cluster template file 
cmquerycl-v -C /etc/cmcluster/clusterl.ascii -n stxhpcll -n stxhpcl2 

Modify the template (clusterl.ascii) to reflect the environment and to verify the cluster configuration. 
cmcheckconf -v -C /etc/cmcluster/cmclconfig.ascii 

Create the cluster by applying the configuration file. This will create the binary file "cmclconfig" and 
automatically distribute it among the nodes defined in the cluster. 

cmapplyconf - v -C /etc/cmcluster/cmclconfig.ascii 

Start the cluster imd check the cluster status. Test the cluster halt also. 
cmruncl-v -n stxhpcll -n stxhpcl2 
cmviewcl-v 
cmhaltcl-f -v 
cmruncl -n stxhpcll - n stxhpcl2 

Configuring a ServiceGuard Package on the Primary Node. 

Create the package configuration files and tailor to the test environment. Do not include the second node at this 
stage. 

cd /etc/cmcluster 
rnkdir owpkg 
cmmakepkg -p owpkg.ascii # Edit owpkg.ascii 

Create package control scripts and tailor to the test environment. Do not include application startup/shutdown, 
service monitoring, or relocatable IP address at this stage. 

cd owpkg 
cmmakepkg -s control.sh 

Shut down cluster, verify and distribute the binary configuration files 
cmhaltcl -f -v 
cmapplyconf - v -C /etc/cmcluster/cmclconfig.ascii - P owpkg.ascii 

Test cluster and package startup. Unmount alllogical volumes on shared volume group and deactivate the 
volume group 

cmruncl 
cmviewcl-v 

# Start cluster and package 
# Check that package has started 

Add kriowledge o f the Secondary Node to the packages 
edit owpkg.ascii 

Shut down cluster, verify and distribute the binary configuration files 
cmhaltcl - f - v 
cmapplyconf - v -C /etc/cmcluster/cmclconfig.ascii -P owpkg.ascii 

!9 · 

Test cluster and package startup .. Unmount alllogical volumes on shared volume group and deactivat ~ 0 O -·-
volume group CPMI n 3/200~~ CN 

cmruncl # Start cluster and package - - COR~IOS 
. cmviewcl-v . . ~- . o # Check that package has started · · $ts No 2 4 OJ' 

OneWorld Xe and MC/ServiceGuard o 

November 15, 2000 

Page 9 o f 88 Doc. 
. -----------



Assign the dynamic IP address o f the package. 
Edit control.sh file to include dynamic IP address 
crnhaltpkg owpkg 
cmrunpkg - v owpkg 
cmviewcl - v # Check package has started and dynamic IP 

# address is pingable 

Enable the OneWorld Xe application to switch to a second node by editing the package control file 
edit owpkg.ascii # add NODE_NAME stxhpcl2 
cmapplyconf -v -C /etc/cmcluster/cmclconfig.ascii - P owpkg.ascii 
crnhaltcl-f -v 
cmruncl-v 

Test package switching to stxhpcl2 
crnhaltpkg owpkg 

• 
cmmodpkg -e owpkg 

cmrunpkg -n stxhpcl2 owpkg 

# Halt package 

# Enable package switching 

n v e n t 

Add in OneWorld Xe startup/shutdown details to package control script (control.sh) 
package activation. 

and check successful 

Edit control.sh file to include Oneworld Xe startup/shutdown 
cmrunpkg -v owpkg 
cmviewcl - v 

Test package switching to stxhpcl2 
crnhaltpkg owpkg 
cmmodpkg -e owpkg 
cmrunpkg -n stxhpcl2 owpkg 

# Check package has started on node stxhpcll 
# and OneWorld Xe binary is running 

# Activate owpkg on stxhpcl2 
# verify OneWorld Xe binary running 
# Enable package switching 
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g313 

Configuring the Cluster 

Create the ASCII cluster template file 
cmquerycl -v -C /etc/cmcluster/cmclconfig.ascii -n stxhpcl1 -n stxhpcl2 

Modify the template ( clusterl.ascii) to reflect the environment and to verify the cluster configuration. 
cmcheckconf -v -C /etc/cmcluster/cmclconfig.ascii 

Create the cluster by applying the configuration file. This will create the binary file "cmclconfig" and 
automatically distribute it among the nodes defined in the cluster. 

cmapplyconf -v -C /etc/cmcluster/cmclconfig.ascii 

Start the cluster and check the cluster status. Test the cluster halt also. 
cmruncl-v -n stxhpcll -n stxhpcl2 
cmviewcl-v 
crnhaltcl-f -v 
cmruncl-n stxhpcl1 -n stxhpcl2 

Configuring a ServiceGuard Package on Each Node. 

Create the package configuration files and tailor to the test environment. Do not include the second node at this 
stage. 

cd /etc/cmcluster 
mkdir owpkg1 
cmmakepkg -p owpkg.ascii 
mkdir owpkg2 
cmmakepkg -p owpkg2.ascii 

# Edit owpkgl.ascii 

# Edit owpkg2.ascii 

Create package control scripts and tailor to the test environment. Do not include application startup/shutdown, 
service monitoring, or relocatable IP address at this stage. 

cd owpkgl 
cmmakepkg -s control.sh 

cd . ./owpkg2 
cmmakepkg -s control.sh 

Shut down cluster, verify and <;listribute the binary configuration files 
crnhaltcl-f -y · ' 
cmapplyconf -v -C /etc/cmcluster/cmclconfig.ascii -P owpkg1.ascii -P owpkg2.ascii 

Test cluster and package startup. Unmount alllogical volumes on shared volume group and deactivate the 
volume groups 

cmruncl 
cmviewcl-v 

# Start cluster and packages 
# Check that packages have started 

Add knowledge o f the appropriate Secondary Node to the packages 
edit owpkg1 .ascii 
edit owpkg2.ascii 

Shut down cluster, verify and distribute the binary configuration files 
cmhaltcl-f -v 

A 

cmapplyconf -v - C /etc/cmcluster/cmclconfig.ascii -P owpkg 1.ascii -P owpkg2.ascii ROS no 0312005 CN 
CPMI -. CORR lOS 
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Test cluster and package startup .. Unrnount alllogical volumes on shared volume groups and deactivate the 
· - ·· volume groups 

cmruncl # Start cluster and packages 
cmviewcl-v # Check that packages have started 

Assign the dynamic IP addresses ofthe packages. 
Edit both control.sh files to include dynamic IP addresses 
cmrunpkg -v owpkgl 
cmrunpkg -v owpkg2 
cmviewcl-v # Check packages have started and dynamic IP 

# addresses are pingable 

Enable the OneWorld Xe application to switch to a second node by editing the package control files 
edit owpkgl.ascii # add NODE_NAME stxhpcl2 
edit owpkg2.ascii # add NODE_NAME stxhpcll 
cmapplyconf -v -C /etc/cmcluster/cmclconfig.ascii -P owpkgl.ascii -P owpkg2.ascii 
crnhaltcl-f -v 
cmruncl-v 

Test package switching to the altemate node 
crnhaltpkg owpkgl 
crnhaltpkg owpkg2 

cmmodpkg -e owpkgl 
cmmodpkg -e owpkg2 

cmrunpkg -n stxhpcl2 owpkgl 
cmrunpkg -n stxhpcll owpkg2 

# Halt packages 

# Enable package switching 

Add in OneWorld Xe startup/shutdown details to package control scripts (control.sh) 
package activation. 

and check successful 

Edit control.sh files to include OneWorld Xe startup/shutdown 
cmrunpkg -v owpkgl 
cmrunpkg -v owpkg2 
cmviewcl-v 

Test package switching to the altemate node 
crnhaltpkg owpkgl · · 
crnhaltpkg owpkg2 
cmmodpkg -e owpkgl 
cmmodpkg -e owpkg2 
cmrunpkg -n stxhpcl2 owpkgl 
cmrunpkg -n stxhpcll owpkg2 

# Check packages have started and OneWorld 
# binaries are running 

# Activate owpkgl & owpkg2 
# verify OW binaries running 
# Enable package switching 
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Test Suite 

Output o f cmviewcl-v with the two servers, stxhpcll and stxhpc12, up and running. This is the multip,le 
instance configuration. ' 

CLUSTER 
hpcluster 

NODE 
stxhpcl1 

STATUS 
up 

STATUS 
up 

Network Parameters: 
INTERFACE STATUS 
PRIMARY up 

PACKAGE 
owpkg1 

STATUS 
up 

Po1icy~Parameters: 

STATE 
running 

PATH 
10/12/6 

STATE 
running 

POLICY NAME CONFIGURED VALUE - -
Failover 
Failback 

configured_node 
manual 

Script Parameters: 

NAME 
la no 

PKG_SWITCH 
enabled 

NODE 
stxhpcl1 

ITEM STATUS MAX RESTARTS RESTARTS NAME 
Service up o o owmonitor 
Subnet up 
Resource up 

Node_Switching_Parameters : 
NODE TYPE STATUS SWITCHING 
Primary up enabled 
Alterna te up enabled 

NODE STATUS STATE 
stxhpcl2 up running 

Network Parameters: 
INTERFACE STATUS PATH 
PRIMARY up 10/12/6 

PACKAGE STATUS STATE 
owpkg2 up running 

Policy_Parameters: 
POLICY NAME CONFIGURED VALUE - -
Failover 
Failback 

configured_node 
manual 

Script_Parameters : 

10 . 225 . 69.0 
/system/ filesystem / availMb/tmp 

NAME 
stxhpcll 
stxhpcl2 

NAME 
lanO 

PKG SWITCH 
enabled 

(current) 

NODE 
stxhpcl2 

ITEM STATUS MAX RESTARTS RESTARTS NAME 
Service 
Subnet 

. up 
up 

Node_Switching_Parameters: 

o 

NODE TYPE STATUS SWITCHING 
Primary 
Alterna t e 

up 
up 

· . ~ 

enabled 
enabled 

o owmonitor2 
10.225 . 69.0 

NAME 
stxhpcl2 
stxhpcl1 

(current) 
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Failover Test' Scenarios 

Test-1 ---·~·-
Test package shutdown script execution. 

Begin by bringing the packages UP on their Primary node. Use <ps -e f I grep jdenet> to verify that OW is up 
and running, and that the package IP addresses are pingable. 

<crnhaltpkg> the OW packages. Check to confirm that the OW binaries are not running. 

Test 2 
Test package startup. 

This test should be performed immediately following Test 1. With the OW packages down on their Primary 
nodes, start the packages using ServiceGuard command <cmrunpkg>, specifying that the packages should start 
on their Primarymode. 

Verify using <ps> that the OW processes are running. Interact with the processes using the client interface, and 
verify the results o f the operation that is requested. 

Test 3 
Test local failure ofLAN card in Primary machine to verify that the OW packages being tested use the standby 
LAN interface card when the Primary LAN interface card has failed. 

Begin with the OW packages running on their Primary nodes. Disconnect each primary data LAN cable from 
designated ports on the network hub. 

After a delay ofseveral seconds, the LAN switch should occur. Verify that the OW packages (owpkg1 and 
owpkg2) are still pingable via their dynamic IP addresses, using the original Package IP addresses on the 
Standby Data LAN interface card. 

Test4 
Restore LAN connectivity disconnected in Test 3, and confirm that switch back to the primary LAN occurs. 

Begin by verifying that the OW packages are running on the Primary node. 

After reconnecting the LAN cable of LANO to the hub, LAN contact to the package should hang for 1-2 
seconds, until ServiceGuard has performed the LAN switch. After this time, confirm that LANO (Primary Data 
LAN) is now active once again. 

Test 5 
Test Powerfail switchover. 

Begin with the OW packages running on their Primary nodes. Power offONE ofthe Primary nodes by 
discollt:lecting the power cord from that node. 

Verify the ServiceGuard package switch process occurs. The ServiceGuard Cluster Manager daemon should 
automatically recognize the loss ofthe Primary node heartbeat. The cluster reforms with the other healthy 
member, including the Secondary node for owpkgl package. The cluster should free leftover holds on shared 
volume group(s) and the owpkgi applicatiori should restart on the Secondary node. 

Verify that the owpkgl package i's accessible via the client interface. 

Note: when the Primary node is restarted, it will automatically rejoin the cluster, but it will not be enabled for 
package switching. No package switchback should occur at this time. 
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~:::!e failover capability o f a ServiceGuard-monitored OW application. In the owpkgl package control se~~ 6 J 
monitor.sh is a service run by ServiceGuard lt has a restart setting ofO. Confirm that when the monitor process q­
is killed, a failover is initiated. 

Begin with the OW packages being tested running on their primary nodes, under normal operating conditions. 

Kill the monitor.sh process. Verify that ServiceGuard recognizes the loss o f the monitored service, and initiates 
a failover. 

Confirm that the OW package starts correctly on its Secondary node and that the OW binaries are running. 

Test 7 
Test the monitoring and exiting capability ofthe monitor.sh monitor process. Confmn that the monitor script is 
correctly monitoring ali specified processes, and that failure of one ofthe monitored processes is reported. 
Failure o f a monitored processed is reported by the monitor script returning an exit code o f 1. This will initiate a 
ServiceGuard failover. 

Begin with the OW packages operating under normal conditions on their primary nodes. 

Find a monitored process using <ps -e f I grep jdenet> Termina te the process using the <kill -9 pid> command. 

This will cause monitor.sh to retum an exit code 1 to ServiceGuard. ServiceGuard will recognize that the 
service has exited with an error code, and perform a package halt on that node. ServiceGuard will then initiate a 
package failover to the Secondary node. 

Confmn that the OW package starts correctly on the Secondary node, and that the OW package is accessible 
via the client interface. 

Test 8 
Test OW performance when the cluster heartbeat is totally lost. 

For both the Primary and Secondary nodes for the packages, disconnect both primary and standby cluster 
heartbeat cables from the network hub. Altogether, four cables have been disconnected. 

One and only one ofthe nodes should take control ofthe cluster lock disk and win the quorum. 

Ifthe Primary node takes control ofthe cluster lock disk: the owpkgl package will continue running normally 
on the Primary node. The Secondary node will perform a TOC in order to avoid a potential race condition, and 
to remove locks held on the shàred volume group used by owpkg2. The Primary node will take control ofthe 
shared volume group used by the owpkg2 package and start the owpkg2 package as i f a normal failover had 
taken place. Package switching for both packages will be disabled since there is no other cluster member that 
can be contacted via network heartbeat 

I f the Secondary node takes control o f the cluster lock disk: the owpkg2 package will continue running 
normally on the Secondary node. The Primary node will perform a TOC in order to avoid a potential race 
condition, and to remove locks held on the shared volume group used by owpkgl. The Secondary node will 
take controlo f the shared volume group used by the owpkgl package and start the owpkgl package as i f a 
normal failover had taken place. Package switching for both packages will be disabled since there is no other 
cluster member who can be contacted via network heartbeat. 

Through either path above, the OW packages should now be running on one o f the cluster member. 

~\e~ od~ Xe and MCISe>ViceGmrrd . ~ November 15,2000 
· Page 15 of88 

I ROS no 03/2005 - Cf'-j 
C~MI - CORREIO~ 

Fls . N° 2 ( G -~ 

Doc. __, ___ _ 



/ 
invent 

·· - -Test 9 
Test package failover when both the primary and standby LAN fail. 

With the owpkgl package running on its Primary node under normal conditions and under a typical workload, 
disconnect the Primary and Standby LAN on the Primary node. 

Verify that the ServiceGuard Cluster Manager daemon recognizes loss ofthe data path. The cluster should 
reform with one healthy member, the Secondary node The primary node should free leftover holds on shared 
volume group(s). The owpkgl package should start up correctly on its Secondary node. 

Note: When the Primary node is reconnected, it will automatically rejoins the cluster, but is not enabled for 
package switching. No package switchback will occur at this time. 
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Appendix 1: OneWorld Xe cluster configuration file (cmclconfig.ascii) 

# ********************************************************************** 
# ********* HIGH AVAILABILITY CLUSTER CONFIGURATION FILE *************** 
# ***** For complete details about cluster parameters and how to **** 
# ***** set them, consult the cmquerycl(1m) manpage or your manual. **** 
# ********************************************************************** 

# Enter a name for this cluster. This name will be used to identify the 
# cluster when viewing or manipulating it. 

CLUSTER NAME hpcluster 

# Cluster Lock Device Parameters. This is the volume group that 
# holds the cluster lock which is used to break a cluster formation 
# tie. This volume group should not be used by any other cluster 
# as cluster l~ck device. 

FIRST_CLUSTER_LOCK_VG /dev/vgcll 

# Definition of nodes in the cluster . 
# Repeat node definitions as necessary for additional nodes. 

NODE_NAME stxhpcll 
la nO NETWORK INTERFACE 

HEARTBEAT IP 
FIRST CLUSTER LOCK PV 

10.225.69.20 
/dev/dsk/c0t1d0 

# List of serial device file names 
# For example: 
# SERIAL_DEVICE_FILE /dev/ttyOpO 

# Primary Network Interfaces on Bridged Net 1: lanO. 
# Warning: There are no standby network interfaces on bridged net 1. 

NODE NAME 
NETWORK INTERFACE 

stxhpcl2 
lanO 

HEARTBEAT IP 
FIRST_CLUSTER_LOCK_PV 

10.225.69.21 
/dev/dsk/c1t1d0 

# List of serial device file names 
# For example; 
# SERIAL_DEVICE_FILE /dev/ttyOpO 

# Primary Network Interfaces on Bridged Net 1: lanO . 
# Warning: There are no standby network interfaces on bridged net 1. 

# Cluster Timing Parmeters'· (mic:r;oseconds) . 

HEARTBEAT INTERVAL 
NODE_TIMEOUT 2000000 

1000000 

# Configuration/Reconfiguration Timing Parameters (microseconds) . 

AUTO_START_TIMEOUT 600000000 
NETWORK POLLING INTERVAL 2000000 - -

# Package Configuration Parameters. 
# .Enter the maximum number of packages which will be configured in the cluster. 
# You can not add packages beyo~d this limit . 
# This parameter is required . ~ 
MAX CONFIGURED PACKAGES 9 - -

# List of cluster aware Volume Groups . These volume groups will 
# be used by paçkage applications via.the vgchange_-a e command. 
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n0'=' 2>J A· 
# Fo'r'example: 

. # VOLUME_<fROUP 
# VOLUME_GROUP 

voLUME GROUP 
VOLUME_GROUP 

/dev/vgdatabase . 
/dev/vg02. 

/dev/vgcll 
/ dev/vgcl2 
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Appendix 2: OneWorld Xe owpkgl package configuration me (owpkgl.ascii) 

# ********************************************************************** 
# ****** HIGH AVAILABILITY PACKAGE CONFIGURATION FILE (template) ******* 
# ********************************************************************** 
# ******* Note : This file MUST be edited before it can be used. ******** 
# * For complete details about package parameters and how to set them, * 
# * consult the MC/ServiceGuard or ServiceGuard OPS Edition manpages * 
# * or manuals . * 
# ********************************************************************** 

# Enter a name for this package. This name will be used to identify the 
# package when viewing or manipulating it . It must be different from 
# the other configured package names. 

PACKAGE NAME owpkgl 

# Enter the failover policy for this package. This policy will be used 
# to select an" adoptive node whenever the package needs to be started . 
# The default policy unless otherwise specified is CONFIGURED_NODE. 
# This policy will select nodes in priority order from the list of 
# NODE_NAME entries specified below . 
# 
# The alternative policy is MIN_PACKAGE_NODE . This policy will select 
# the node, from the list of NODE_NAME entries below, which is 
# running the least number of packages at the time this package needs 
# to start. 

FAILOVER POLICY CONFIGURED_NODE 

# Enter the failback policy for this package. This policy will be used 
# to determine what action to take when a package is not running on 
# its primary node and its primary node is capable of running the 
# package. The default policy unless otherwise specified is MANUAL. 
# The MANUAL policy means no attempt will be made to move the package 
# back to its primary node when it is running on an adoptive node. 
# 
# The alternative policy is AUTOMATIC . This policy will attempt to 
# move the package back to its primary node whenever the primary node 
# is capable of running the package . 

FAILBACK POLICY MANUAL 

# Enter the names of the nades configured for this package. Repeat 
# this line as necessary for additional adoptive nodes. 
# Order IS relevant . Put ··the S<;!cond Adoptive Node AFTER the first 
# one . 
# Example : NODE NAME original_node 
# NODE NAME adoptive_node 

NODE NAME 
NODE NAME 

stxhpcll 
stxhpcl2 

# Enter the complete path for the run and halt scripts. In most cases 
# the run script and halt script specified here will be the same script, 
# the package control script generated by the cmmakepkg command. This 
# control script handles the run(ning) and halt(ing) of the package. 
# If the script has not completed .by the specified timeout value, 
# it will be terminated . The default for each script timeout is 
# NO_TIMEOUT. Adjust the ti~eouts as necessary to permit full 
# execution of each script . 
# Note: The HALT_SCRIPT_TIMEOUT should be greater than the sum of 
# all SERVICE_ HALT_TIMEOUT specified for all services. 

RUN SCRIPT /etc/cmcluster/owpkgl/control.sh 
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'304 
~UN_S~!PT_T~MEOUT 

HALT ~RIPT 
NO TIMEOUT 
/ etc / cmcluster/ owpkg1 / c ontrol.sh 
NO TIMEOUT 

- I 
HALT SCRIPT •'I'IMEOUT 

# Enter the SERVICE_NAME, the SERVICE_FAIL_FAST_ENABLED and the 
# SERVICE_HALT_TIMEOUT values for this package. Repeat these 
# three lines as necessary for additional service names. All 
# s e r v ice names MUST correspond to the serv ice names used by 
# cmrunserv and cmhaltserv commands in the run and halt scripts . 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

The value for SERVICE_FAIL_FAST_ENABLED can be either YES or 
NO . If set to YES, in the event of a service failure, the 
cluster software will halt the node on which the service is 
running. If SERVICE_ FAIL_ FAST_ENABLED is not specified, the 
default will be NO . 

SERVICE HALT TIMEOUT is represented in the number of seconds. 
This timeout is used to determine the length of time (in 
seconds) the cluster software will wait for the service to 
halt before ~ SIGKILL signal is sent to force the termination 
of the senii.ce . In the event of a service halt, the cluster 
software will first send a SIGTERM signal to terminate the 
service. If the service does not halt, after waiting for the 
specified SERVICE_HALT_TIMEOUT, the cluster software will send 
out the SIGKILL signal to the service to force its termination. 
This timeout value should be large enough to allow all cleanup 
processes associated with the service to complete. If the 
SERVICE_HALT_TIMEOUT is not specified, a zero timeout will be 
assumed, meaning the cluster software will not wait at all 
before sending the SIGKILL signal to halt the service. 

Example: SERVICE NAME 
SERVICE FAIL FAST ENABLED 
SERVICE HALT TIMEOUT 

DB SERVICE 
NO 
300 

To configure a service, uncomment the following lines and 
fill in the values for all of the keywords. 

#SERVICE_NAME 
#SERVICE_FAIL_FAST ENABLED 
#SERVICE_HALT_TIMEOUT 

<Service name> 
<YES / NO> 
<number of seconds > 

SERVICE_NAME 
SERVICE_FAIL_FAST ENABLED 
SERVI CE _ HAL T _ TIMEOUT 1 O O 

oW!nonitor 
NO 

# Enter the network subnet name that is to be monitored for this package. 
# Repeat this line as necessary f o r additional subnet names. If any of 
# the subnets defined goes .. down, the package will be switched to another 
# node that is configured. for this package and has all the defined subnets 
# available. 

SUBNET 10 . 225 .6 9 . 0 

# The keywords RESOURCE_ NAME, RESOURCE_POLLING_INTERVAL , 
# RESOURCE_START, and RESOURCE_UP_VALUE are used to specify Package 
# Resource Dependencies. To define a package Resource Dependency, a 
# RESOURCE_NAME line with a fully qualified resource path name, and 
# one or more RESOURCE_UP_VALUE lines are required. The 
# RESOURCE_ POLLING_INTERVAL and the RESOURCE_START are optional. 
# 
# The RESOURCE POLLING INTERVAL indicates how often, in seconds, the 
# resource is to be monito red. It will be defaul t ed to 60 seconds if 
# RESOURCE_ POLLING_INTERVAL is not specified. 
# 
# The RESOURCE_START optio n c an b e set to either AUTOMATIC or DEFERRED . 
# The de fault setting for RESOURCE_START i s AUTOMATIC. If AUTOMATIC 
# is specified, Serv iceGuard will start up resource monitoring for 
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# these AUTOMATIC resources automatically when the node starts up. 
# If DEFERRED is selected, ServiceGuard will not attempt to start 

.· 

# resource monitoring for these resources during node start up. User 
# should specify all the DEFERRED resources in the package run script 
# so that these DEFERRED resources will be started up from the package 
# run script during package run time. 
# 

RESOURCE UP VALUE requires an operator and a value. This defines 
the resource 'UP' condition. The operators are =, !=, >, <, >=, 
and <=, depending on the type of value. Values can be string or 
numeric. If the type is string, then only = and != are valid 
operators. If the string contains whitespace, it must be enclosed 
in quotes. String values are case sensitive. For example, 

Resource is up when its value is 

RESOURCE UP VALUE = UP "UP" 
RESOURCE UP VALUE != DOWN Any value except 
RESOURCE_UP_VALUE = "On Course" "On Course" 

• 

"DOWN" 

# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

If the type. ;is numeric, then it can specify a threshold, or a range to 
define a resource up condition . If it is a threshold, then any operator 
may be used. If a range is to be specified, then only > or >= may be used 
for the first operator, and only < or <= may be used for the second operator. 
For example, 

Resource is up when its value is 

RESOURCE UP VALUE 
RESOURCE_UP_VALUE 
RESOURCE UP VALUE 

5 
> 5.1 
> -5 and < 10 

5 
greater than 5.1 
between -5 and 10 

(threshold) 
(threshold) 
(range) 

Note that "and" is required between the lower limit and upper limit 
when specifying a range. The upper limit must be greater than the lower 
limit. If RESOURCE UP VALUE is repeated within a RESOURCE NAME block, then 
they are inclusively OR'd together. Package Resource Dependencies may be 
defined by repeating the entire RESOURCE_NAME block. 

Example : RESOURCE NAME /net/interfaces/lan/status/lanO 
RESOURCE POLLING INTERVAL 120 - -
RESOURCE START AUTOMATIC 
RESOURCE_UP_VALUE RUNNING 
RESOURCE UP VALUE = ONLINE 

Means that the value of resource /net/interfaces/lan/status/lanO 
will be checked every 120 seconds, and is considered to 
be 'up' when its value is "RUNNING" or "ONLINE". 

Uncomment the following lines to specify Package Resource Dependencies. 

#RESOURCE_NAME <Full_path_name> 
#RESOURCE_POLLING_INTERVAL". <nU!jleric seconds> 
#RESOURCE_START <AUTOMATIC/DEFERRED> 
#RESOURCE_UP_VALUE <OP> <string_or_numeric> [and <OP> <numeric>] 
RESOURCE NAME /system/filesystem/availMb/tmp 
RESOURCE_POLLING~INTERVAL 

RESOURCE START 
RESOURCE UP VALUE > 

60 
AUTOMATIC 
50 

# The default for PKG_SWITCHING_ENABLED is YES. In the event of a 
# failure, this permits the cluster software to transfer the package 
# to an adoptive node. Adjust as necessary. 

PKG_SWITCHING_ENABLED YES 

# The default for NET SWITCHING ENABLED is YES. In the event of a 
# failure, this permits the cluster software to switch LANs locally 
# (transfer to a standby LAN card) Adjust as necessary . 

NET SWITCHING ENABLED - -. ·. ·. YES, 
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#~e default for NODE_FAIL_FAST_ENABLED is NO. If set to YES, 
# in the event of a failure, the cluster software will halt the node 
# on which the package is running. Adjust as necessary. 

NODE FAIL· "FAST ENABLED NO - - -
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Appendix 3: OneWorld Xe owpkgl package control script (control.sh) 

#" (#) A.ll.09 $Date: 08/06/1999 $". 
# ********************************************************************** 

# * * 
# * HIGH AVAILABILITY PACKAGE CONTROL SCRIPT (template) * 
# * * 
# * * 
# ********************************************************************** 

# UNCOMMENT the variables as you set them. 

# Set PATH to reference the appropriate directories . 
PATH=/usr/bin:/usr/sbin : /etc : /bin 

# VOLUME GROUP ACTIVATION: 
# 
# 
# 
# 
# 

Specify the method of activation for volume groups . 
Leave the default ("VGCHANGE="vgchange -a e") if you 
groups act~vated in exclusive mode. This assumes the 
been initialized with 'vgchange -c y' at the time of 

want volume 
volume groups have 
creation. 

# Uncomment the first line (VGCHANGE="vgchange -a e -q n"), and comment 
# out the default, if your disks are mirrored on separate physical paths, 
# 
# 
# 
# 
# 
# 

Uncomment the second line (VGCHANGE="vgchange -a e -q n -s"), and comment 
out the default, if your disks are mirrored on separate physical paths, 
and you want the mirror resynchronization to ocurr in parallel with 
the package startup . 

# Uncomment the third line (VGCHANGE="vgchange -a y") if you wish to 
# use non-exclusive activation mode. Single node cluster configurations 
# must use non-exclusive activation . 
# 
# VGCHANGE="vgchange -a e -q n" 
# VGCHANGE="vgchange -a e -q n -s" 
# VGCHANGE="vgchange -a y" 
VGCHANGE="vgchange -a e" # Default 

# VOLUME GROUPS 
# Specify which volume 
# and fill in the name 
# VG[O], and increment 

groups are used by this package. Uncomment VG[O]="" 
of your first volume group. You must begin with 
the list in sequence·. 

# 
# 
# 
# 
# 

For example, if this package uses your volume groups vgOl and vg02, enter: 
VG[O]=vgOl 
VG[l]=vg02 

# The volume group activation method is defined above. The filesystems 
# associated with these volume groups are specified below. 
# 
VG[O]=/dev/ vgcll 

# FILESYSTEMS 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

Specify the filesystems which are used by this package. Uncomment 
LV[O]=""; FS[O]=""; FS_MOUNT_OPT[O]="" and fill in the name of your first 
logical volume, filesystem and mount option for the file system. You must 
begin with LV[O], FS[O] and FS_MOUNT_OPT[O] and increment the list in 
sequence . 

For example, if this package uses the file systems pkgla and pkglb, 
which are mounted on the logical volumes lvoll and lvol2 with read and 
write options enter : 

LV[O]= / dev/vgOl/lvoll; FS[O]=/pkgla; FS_MOUNT_OPT[O]="-o 
LV[l]= / dev/ vg01 / lvol2; FS[l]=/pkglb; FS_MOUNT_OPT[l]="-o 

rw" 
rw" 

The filesystems are defined as triplets of entries specifying the logical 
volume, the mount point and the mount options for the file system. Each 
filesystem will be fsck'd prior to being mounted . The filesystems will be 
mounted .in the order specified during package startup and will be unmounted 
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#: in r~v~t!~rder during package shutdown. Ensure that volume groups 
# referen by the logical volume definitions below are included in 
# volume roup definitions above . 
# I 
LV[O] =/dev/vgcll/lvOl; FS [O] =/u03; FS_MOUNT_OPT[O] ="" 

# FILESYSTEM UNMOUNT COUNT 
# Specify the number of unmount attempts for each filesystem during p ackage 
# shutdown. The default is set to 1. 
FS_UMOUNT_COUNT=l 

# IP ADDRESSES 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

Specify the IP and Subnet address pairs which are used by this package. 
Uncomment IP[O] ='"' and SUBNET[O] ="" and fill in the name of your first 
IP and subnet address . You must begin with IP[O) and SUBNET[O) and 
increment the list in sequence . 

For example, if this package uses an IP of 192.10.25.12 anda subne t of 
192 . 10 . 25.0 enter: 

IP[0)=192.10 .2 5 . 12 
S~T[0]=192.10.25 . 0 # (netmask=255.255.255.0) 

Hint: Run "netstat -i" to see the available subnets in the Network field . 

IP/Subnet address pairs for each IP address you want to add to a subnet 
interface card . Must be set in pairs, even for IP addresses on the same 
subnet. 

IP[0]=10.225.69 .22 
SUBNET[0)=10.225.69.0 

# SERVICE NAMES AND COMMANDS. 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# • 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

Specify the service name, command, and restart parameters which are 
used by this package. Uncomment SERVICE_NAME[O)="", SERVICE_CMD[O) =" ", 
SERVICE_RESTART[O)="" and fill in the name of the first service, command, 
and restart parameters. You must begin with SERVICE_NAME[O), SERVICE_CMD[O), 
and SERVICE_RESTART[O) and increment the list in sequence. 

For example: 
SERVICE_NAME[O)=pkg1a 
SERVICE_CMD[O)="/usr/bin/X11/xclock -display 192.10.25 .54 : 0" 
SERVICE_RESTART[O]="" # Will not restart the service . 

SERVICE_NAME[1)=pkg1b 
SERVICE_CMD[1]="/usr/bin/X11/xload -display 192.10 .25.54:0" 
SERVICE_RESTART[1)="-r 2" # Will restart the service twice. 

SERVICE_NAME[2]=pkg1c 
SERVICE_CMD[2)="/usr/sbin/ping" 
SERVICE_RESTART[2)="-R" # Will restart the service an inf i nite 

number of times. 

Note: No environmental variables will be passed to the command, thi s 
includes the PATH variable. Absolute path names are required for the 
service command definition. Default shell is /usr/bin/sh. 

SERVICE_NAME[O)=owmonitor 
SERVICE_CMD[O)="/etc/cmcluster/owpkg1/monitor.sh" 
SERVICE_RESTART[O]="-r 0" 
#SERVICE_CMD[O)="" 
#SERVICE_RESTART[O)="" 

# DEFERRED_RESOURCE NAME 
# Specify the full path name of the 'DEFERRED ' resources configured fo r 
# this package. Uncomment DEFERRED_RESOURCE_NAME[O)="" and fill in t he 
# · full path name of the resource. 
# 
#DEFERRED_RESOURCE_NAME[O]="" 

# DTC manager information for each DTC . 
# Example : DTC[O)=dtc_20 
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#DTC_NAME[O]= 

# START OF CUSTOMER DEFINED FUNCTIONS 

# This function is a place holder for customer define functions. 
# You should define all actions you want to happen here, before the service is 
# started. You can create as many functions as you need. 

function customer defined run cmds { - - -

# ADD customer defined run commands. 
# do nothing instruction, because a function must contain some command . 

EOFl 

su oneworld <<EOFl 
. /u03/oneworld/b733 spl4/system/bin32/owenv 
/u03/oneworld/b733_spl4/system/bin32/RunOneWorld . sh 

test_r~turn 51 

# This function is a place holder for customer define functions. 
# You should define all actions you want to happen here, before the service is 
# halted. 

function customer defined halt cmds - -
{ 
# ADD customer defined halt commands. 

# do nothing instruction, because a function must contain some command. 
su oneworld <<EOF2 

EOF2 

. /u03/oneworld/b733 spl4/system/bin32/owenv 
/u03/oneworld/b733_spl4/system/bin32/EndOneWorld.sh now 

test_return 52 

# END OF CUSTOMER DEFINED FUNCTIONS 

# START OF RUN FUNCTIONS 

function activate_volume_group 
{ 
for I 
do 

in ${VG[@]} 

if [[ "${VGCHANGE}" "vgchange -a y" ]] 
then 

invent 

print "$(date '+%b %e %X') - Node \"$(hostname)\": Activating volume group $! 
with non-exclusive option>• 

else 
print "$(date '+%b %e %X') - \"$(hostname)\": Activating volume group $I with 

exclusive option." 
fi 

$VGCHANGE $I 
test return 1 

# If the -s option has been specified, then we perform 
# the resynchronization as a background task J 
~f [[ ${VGCHANGE#*-s} != ${VGCHANGE} ]] ~~ 
then 

{ 

group $I" 

if /sbin/ vgsync $I 
then 

else 

print "$(date '+%b %e %X') - Node \"$(hostname)\": 
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353 
<6 A. print "$(date '+%b 

group $I encountered an error" 
fi 

%e %X') - Node \"$(hos tname) \ ": Resynchroniz a tion of 
volume 

} & 
fi 

done 
} 

# For each {file system/ logical volume} pair, fsck the file system 
# and mount it . If the file system is busy, mounting of the file 
# system will fail, the control script will e x it with an error. 

function check and mount 

integer R=O 

for I in ${LV[®]) 
do 

if [ [ $ (mount -p I awk '$1 == " '$I' " ') 1111 ] ] 

then 
• RLV [$R]="${ I%/*} /r${ I##* / }" 

if [ -x / usr/sbin/fstyp ] 
then 

fstype[$R]=$(fstyp $I) 
fi 
( ( R $R+ l )) 

fi 
done 

# Verify that there is at least one file system to check and what type. 
if [[ ${RLV[®]) != "" ]] 
then 

print -n "$(date '+%b %e %X') - Node \"$(hostname)\": " 
print "Checking filesystems:" 
print ${LV[®]) I tr' ' '\012' I sed-e •srl / ' 

# If there is more than one filesystem type being checked 
# then each filesystem is check indiv idually. 
# 
R=$(print ${fstype[*]} I tr ' ' '\012' I sort -u I wc -1) 
if((R>1)) 
then 

R= O 
while ((R< ${#RLV[*]) )) 
do 

case ${fstype[$Rl} in 

hfs) 

vxfs) 

unk*) 

*) 

esac 
((R=R+l)) 

done 

fsck -F hfs -P ${RLV[$R]} 
test return 2 

fsck -F vxfs -y ${RLV[$R]} 
test return 2 

fsck ${RLV[$R]} 
test return 2 
; ; 

if [ [ ${fstype [$R]} 
then 

fsck ${RLV[$RJ} 
else 

1111 ] ] 

fsck -F ${fstype[$R]} ${RLV[$R]) 
fi 
test return 2 
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fi 

# If there is only one filesystem type being checked, then 
# multiple invocations of fsck can be avoided. All filesystems 
# are specified on the command line to one fsck invocation. 
# 
else 

case ${fstype} in 

hfs) fsck -F hfs -P ${RLV[@]} 
test return 2 

vxfs) 

unk*) 

i i 

fsck -F vxfs -y ${RLV[@]} 
test_return 2 
; ; 

fsck ${RLV[®]) 
test return 2 

.~*) if [[ ${fstype}; "" ]] 
then 

fsck ${RLV[@]} 
else 

fsck -F ${fstype} ${RLV[®]} 
fi 
test return 2 
; i 

esac 
fi 

# Check exit value (set if any proceeding fsck calls failed) 

if (( $exit_value ;; 1 )) 
then 

deactivate_volume_group 

i n v e n I 

print "\n\t########### Node \"$(hostname)\": Package start failed at $(date) 
###########" 

exit 1 
fi 

integer F;Q 
for I in ${LV[®]} 
do 

if [[ $(mount I grep -e $1" "); "" ]] 
then 

print "$(date '+%b %e %X') - Node \"$(hostname)\": Mounting $I at ${FS[$F] }" 
mount ${FS_MOUNT_OPT[$FJ} $I ${FS[$F]} 
test return 3 

else 
print "$(date '+%b %e %X') - Node \"$(hostname)\": WARNING : File system 

\"${FS[$F] }\" was already mounted." 
fi 
((F; $F+ 1 )) 

done 
} 

# For each {IP address/subnet} pair, add the IP address to the subnet 
# using cmmodnet(1m) . 

function add ip address { - -
integer S;Q 
integer error;Q 

for I in ${IP(®]} 
do 

print "$(date '+%b %e %X') - Node \ "$(hostname)\": Adding IP address $I to 
${SUBNET[$SJ}" 

XX;: $( cmmodnet -a -i $ I ${SUBNET [$S]) 2>&1) 
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if ( ( $? ! = o ) ) 
then 

if [ [ $ (echo $XX I grep "heartbeat IP") ! = "" ]] 

then 

else 

# IP has been configured as a heartbeat IP address. 
print "$XX" >> $0 . log 
( ( error = 1 ) ) 

YY=$( netstat -in I awk '$4 
if [ [ - z $YY ] ] 
then 

print "$XX" >> $0.log 

",${I}'",) 

n v e n I 

print "\tERROR: Failed to add IP $ I to subnet ${SUBNET[$S] }" 
( ( error = 1 ) ) 

${SUBNET[$S] }" 

fi 
fi 
( ( s := '$s + 1 ) ) 

done 

if (( error !=o )) 
then 

else 
print "\tWARNING: IP $I is already configured on t he subnet 

fi 

# 'let O' is used to set the value of $? to 1. The function test_re turn 
# requires $? to be set to 1 if it has to print error message . 

let o 
test return 4 

fi 

# Own and reset the DTC connections 

function get_ownership_dtc 
{ 
for I in ${DTC_NAME[®J} 
do 

print "$(date '+%b %e %X') - Node \"$(hostname)\": Assigning Ownership of the DTC $I" 
dtcmodifyconfs -o $I 
test return 5 

for J in ${IP[®l} 
do 

print "$(date '+%b %e %X') - Node \"$(hostname)\": Resetting the DTC 
connections to IP address $J" 

done 
done 

dtcdiag -Q $J -q -f $I 
test_return. 6 

# For each {serv.ice name/service command string) pair, start the 
# service command string at the service name using cmrunserv(1m) . 

function start services 
{ -

integer C=O 
for I in ${SERVICE_NAME[@]} 
do 

print "$(date '+%b %e %X') - Node \"$(hostname)\": Starting service $I usin g" 
print" \"${SERVICE_ CMD[$CJ}\"" 

# 
# Check if cmrunserv should be called the old 
# way without a restart count . 
# 

if [[ "${SERVICE_RESTART[$C])" = "" ]] 
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then 
cmrunserv $I ">> $0.1og 2>&1 ${SERVICE_CMD[$C] }" 

e1se 

invent 

cmrunserv ${SERVICE_RESTART[$C]} $I ">> $0.1og 2>&1 ${SERVICE_CMD[$C] }" 

done 

fi 
test return 8 
((C= $C+ 1 )) 

#For each {deferred resource name}, start resource monitoring for this 
# resource using cmstartres( 1m) . 

function start_resources 

for I in ${DEFERRED_RESOURCE_NAME[@]} 
do 

$I" 

done 
} 

print "$(date '+%b %e %X') - Node \"$(hostname)\": Starting resource monitoring for 

~ 

cmstartres -u -p $PACKAGE $I >> $0.1og 2>&1 
test return 15 

# END OF RUN FUNCTIONS. 

# START OF HALT FUNCTIONS 

#For each {deferred resource name), stop resource monitoring for this 
# resource using cmstopres(1m). 

function stop_resources 

for I in ${DEFERRED_RESOURCE_NAME[@]} 
do 

$I" 

done 
} 

print "$(date '+%b %e %X') - Node \"$(hostname)\ " : Stopping resource monitoring for 

cmstopres -p $PACKAGE $I >> $0.1og 2>&1 
test return 16 

# Ha1t each service using cmha1tserv(1m) . 

83õs 
A 

O function ha1t services 

for I in ${SERVICE_NAME (®]'') 
do 

print "$(date '+%b %e %X ') - Node \"$(hostname)\": Ha1ting service $I" 
cmha1tserv $I 
test return 9 

done 
} 

# Disown the DTC. 

function disown dtc 

for I in ${DTC_NAME [@]} 
do 

print "$(date '+%b %e %X') - Node \"$(hostname)\": Disowning the DTC $I" 
dtcmodifyconfs -d $I · 
test return 11 

done 

# For each IP address/subnet pair, remove th~ IP address from the supnet 
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3rg~s~ng cmmodnet (1m). 

~ fu~tion remove ip address 
{ / - -

' integer 8=0 
_ int.eger error=O 

for I in ${IP[®J} 
do 

invent 

print "$(date '+%b %e %X') - Node \"$(hostname)\": Remove IP address $I from subnet 
${8UBNET[$8])" 

done 

XX=$( cmmodnet -r -i $I ${8UBNET[$8]} 2>&1 ) 
if ( ( $? ! = o ) ) 
then 

fi ~ 

echo $XX I grep "is not configured on the subnet" 
if ( ( $? ! = o ) ) 
then 

fi 

print "$XX" >> $O.log 
( ( error = 1 ) ) 

( ( 8 ·= $8 + 1 ) ) 

if (( $error !=O)) 
then 

# 'let O' is used to set the value of $? to 1. The function test return 
# requires $? to be set to 1 if it has to print error message. 

let O 
test return 12 

fi 
} 

# Unmount each logical volume. 

function umount fs 
{ 
integer UM_CNT=${F8_UMOUNT_COUNT : -1} 

if [[ $UM_CNT < 1 ]] 
then 

UM CNT=1 
fi 

integer L=${#LV[*]) 
while ((L> O)) 
do 

((L=L-1)) 
I=${LV[$L]} 
mount I grep -e $I:' " > /dev/null 2>&1 
if (( $?==o)) . 
then 

$I" 

directly." 

print "$(date '+%b %e %X') - Node \"$(hostname)\": Unmounting filesystem on 

print "\tWARNING : Running fuser to remove anyone using the file system 

UM_COUNT=$UM_CNT 
while (( $UM_COUNT >O)) 
do 
fuser -ku $I 
umount $I 
if (( $?==o)) 
then 

( ( UM COUNT = O ) ) 
else 

if ( (' $UM_COUNT 1 ) ) 
then 

fi 

let O 
test return 13 
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( ( UM_COUNT = $UM_COUNT - 1 ) ) 
sleep 1 
if (( $UM_COUNT > O)) 
then 

i n v e n I 

print " \ t$(date ' +%-b %-e %-X ' ) - Unmount fail.ed, try ing again . " 

fi 
done 
} 

fi 
done 

fi 

function deactivate_v olume_group 
{ 
for I in $ {VG[®]} 
do 

print "$(date '+ %- b %-e %-X ') - Node \"$(hostname) \ " : Deactivating v olume group $I" 
v gchange -a n $I 
test return 14 

done 
~ 

} 

# END OF HALT FUNCTIONS. 

# FUNCTIONS COMMON TO BOTH RUN AND HALT. 

# Test return va1ue of functions and e x it with NO RESTART if bad. 
# Return va1ue of O - 50 are reserved for use by Hew1ett-Packard. 
# System administrators can use numbers above 50 for return values . 

function test return 
{ 
if ( ( $? ! = o ) ) 
then 

case $1 in 
1) 
print " \ tERROR : Function activate_volume_group" 
print "\tERROR : Fai1ed to activate $I " 
deactivate_volume_group 
exit 1 

2) 

'print "\tERROR: 
print "\tERROR : 
exit_value=1 

3) 
print " \ tERROR: 
pril:lt "\t;ERROR: 
umount fs 

Function check and mount" 
Fai1ed to fsck one of the logical volumes." 

Function check and mount" 
Fai1ed to mount $I-to ${FS[$Fl}" 

deactivate_volume_group 
exit 1 
i i 

4) 
print "\tERROR: Function add_ip_address" 

Failed to add IP address to subnet" print "\tERROR: 
remove_ip_address 
umount fs 
deactivate_volume_ group 
exit 1 
i ; 

5) 
print "\ tERROR : 
print " \ tERROR : 
di sown dt c 
remov~_ip_address 

umount fs 

Function get_ownership_dtc" 
Failed to own $I" 
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I 

l 

I 

n v e n t 

deactivate_volume_group 
exit 1 
; ; 

6) 
print "\tERROR : 
print "\tERROR : 

Function get_ownership_dtc" 
Failed to switch $I" 

disown dtc 
remove_ip_address 
umount fs 
deactivate_volume_group 
exit 1 
i; 

8) 
print "\tERROR: 
print "\tERROR: 

Function start services" 
Failed to start service ${SERVICE_NAME[$Cl}" 

halt services 
customer_defined_halt cmds 
disown dtc 
remove_ip_address 
umount fs 
deactivate_volume_group 
exit 1 
; ; 

9) 

print "\tFunction halt services" 
print "\tWARNING: Failed to halt service $I" 
; ; 

11) 
print "\tERROR: 
print "\tERROR : 
exit value=1 

12) 
print "\tERROR : 
print "\tERROR : 
exit value=1 

13) 

print "\tERROR: 
print "\tERROR : 
exit value=1 
; i 

14) 
pri~t "\tERROR: 
print "\tERROR: 
exit value=1 
; ; 

15) 
print "\tERROR: 
print "\tERROR: 
stop_resources 
halt services 

Function disown_dtc" 
Failed to disown $I from ${SUBNET[$S] }" 

Function remove_ip_address" 
Failed to remove $I" 

Function umount fs" 
Failed to unmount $I" 

Function deactivate_volume_group" 
Failed to deactivate $I" 

Function start_resources" 
Failed to start resource $I" 

customer defined halt cmds - -
disown dtc 
remove ip_address 
umount fs 
deactivate volume group 
exit 1 
; ; 

16) 
print "\tERROR: 
pr:i,nt . "\tERROR: 

Function stop_resources" 
FailE:d . to .stop resource $I" 
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esac 
fi 
} 

exit value=l 
; i 

51) 
print "\tERROR: 
print "\tERROR: 
halt services 

Function customer_defined_run_ cmd!O" 
Failed to RUN customer commands" 

customer defined halt cmds - -
disown dtc 
remove_ip_address 
umount fs 
deactivate_volume_group 
exit 1 

52) 
print "\tERROR: 
print "\tERROR: 
exit va lue=l 

FUnction customer defined halt cmds" - -
Failed to HALT customer commands" 

*) 
print "\tERROR: Failed, unknown error." 

# END OF FUNCTIONS COMMON TO BOTH RUN AND HALT 

i n v e n t 

#-------------------MAINLINE Control Script Code Starts Here----------------­
# 

. ' · 

# FUNCTION STARTUP SECTION. ~ 

typeset MIN VERSION="A.l0.03" # Minimum version this control script works on 

integer exit_value=O 
typeset CUR VERSION 

# 
# Check that this control script is being run on a A.l0.03 or later release 
# of MC/ServiceGuard or ServiceGuard OPS Edition . The control scripts are forward 
# compatible but are not backward compatible because newer control 
# scripts use commands and option not available on older releases. 

CUR_VERSION="$ (/usr/ bin/what /usr/ lbin/cmcld I /usr/bin/grep "Date" I \ 
/usr/bin/egrep ' [AB) \ ... \ ... I N'IT\ ... \ ... ' I \ 
cut -f2 -d" ")" 

if [ [ "${CUR_VERSION}" )] li \ 
[ [ "${ CUR_VERSION#* . }" < "${MIN_VERSION#*.}" )) 

then 
print "ERROR : Mismatched control script version ($MIN_VERSION) . You cannot run" 
print "\ta version ${MIN_VERSION} control_script on a node running pre" 

fi 

print. "\t${MIN_VERSION} MC/ServiceGuard or ServiceGuard OPS Edition software" 
exit 1 

# Test to see if we are being called to run the package, or halt the package . 

if [ [ $1 = "start" )) 
then 

print "\n\ t########### . Node \"$(hostname)\": Starting package at $(date) 
###########" 

activate_volume_group 

check and mount 

add_ip_address 
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n v e n t 

get_ownership_dtc 

.~ustomer_defined_run_cmds 

start services 

start resources 

# Check exit value 

if (( $exit_value == 1 )) 
then 

print "\n \ t########### Node \" $(hostname) \ " : Package start fa iled at 
$(date) ###########" 

exit 1 
else 

print "\n\t########### Node \"$(hostname)\" : Package start c ompleted 
at $(date) ###########" 

exit O 
• fi 

elif [ [ $1 = "stop" ]] 
then 

print "\n\t########### Node \"$(hostname)\" : Halting package at $( date) 
###########" 

stop_resources 

halt_services 

customer defined halt cmds 

disown dtc 

remove_ip_address 

umount fs 

deactivate_volume_group 

# Check exit value 
if (( $exit_value == 1 )} 
then 

print "\n\t########### Node \ "$(hostname)\" : Package halt f a iled at 
$(date) ###########" 

else 

$(date) ###########" 

fi 

fi 

exit 1 

print " \ n \ t########### Node \ "$(hostname) \ ": Package halt c ompleted at 

exit O 
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Appendix 4: OneWorld Xe owpkg2 package configuration me (owpkg2.ascii) 

# ********************************************************************** 
# ** * *** HIGH AVAILABILITY PACKAGE CONFIGURATION FILE (template) ******* 
# ********************************************************************** 
# ******* Note: This file MUST be edited before it can be used. ******** 
# * For complete details about package parameters and how to set them, * 
# * consult the MC/ServiceGuard or ServiceGuard OPS Edition manpages * 
# * or manuals . * 
# ********************************************************************** 

# Enter a name for this package. This name will be used to identify the 
# package when viewing or manipulating it. It must be different from 
# the other configured package names. 

PACKAGE_ NAME owpkg2 

# Enter the failover policy for this package. This policy will be used 
# to select an adoptive node whenever the package needs to be started. 
# The default policy unless otherwise specified is CONFIGURED_NODE . 
# This policy will select nodes in priority order from the list of 
# NODE_NAME entries specified below . 
# 
# The alternative policy is MIN_PACKAGE_NODE . This policy will select 
# the node, from the list of NODE_NAME entries below, which is 
# running the least number of packages at the time this package needs 
# to start. 

FAILOVER_POLICY CONFIGURED NODE 

# Enter the failback policy for this package. This policy will be used 
# to determine what action to take when a package is not running on 
# its primary node and its primary node is capable of running the 
# package. The default policy unless otherwise specified is MANUAL. 
# The MANUAL policy means no attempt will be made to move the package 
# back to its primary node when it is running on an adoptive node. 
# 
# The alternative policy is AUTOMATIC. This policy will attempt to 
# move the package back to its primary node whenever the primary node 
# is capable of running the package. 

FAILBACK_POLICY MANUAL 

# Enter the names of the nodes configured for this package. Repeat 
# this line as necessary for additional adoptive nodes . 
# Order IS relevant. Put the second Adoptive Node AFTER the first 
# one. \ 
# Example : NODE NAME original_node 
# NODE NAME adoptive_node 

NODE NAME 
NODE NAME 

stxhpcl2 
stxhpcll 

# Enter the complete path for the run and halt scripts . In most cases 
# the run script and halt script specified here will be the same script, 
# the package control script generated by the cmmakepkg command. This 
# control script handles the run(ning) and halt(ing) of the package. 
# If the script has not completed by .the specified timeout value, 
# it will be terminated. The default for each script timeout is 
# NO_TIMEOUT. Adjust the timeouts as necessary to permit full 
# execution o f each script . . 
# Note: The HALT_SCRIPT_ TIMEOUT should be greater than the sum of 
# all SERVICE_HALT_TIMEOUT specified for all services . 

RUN_SCRIPT 
RUN· SCRIPT TIMEOUT - -

/etc/cmcluster/owpkg2/control . sh 
NO TIMEOUT · 
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~~h!: SCRIPT T:.:: SCRIP;r-TIMEOUT 

/ etc / cmcluster/ owpkg2 / control . sh 
NO TIMEOUT 

# Enter the SERVICE_NAME, the SERVICE_FAIL_FAST_ENABLED and the 
# SERVICE_HALT_TIMEOUT values for this package. Repeat these 
# three lines as necessary for additional service names. All 
# service names MUST correspond to the service names used by 
# cmrunserv and cmhaltserv commands in the run and halt scripts . 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

The value for SERVICE FAIL FAST ENABLED can be either YES or 
NO . If set to YES, in the event of a service failure, the 
cluster software will halt the node on which the serv ice is 
running . If SERVICE_ FAIL_ FAST_ENABLED is not specified, the 
default will be NO . 

SERVICE_HALT TIMEOUT is represented in the number of seconds . 
This timeout is used to determine the length of time (in 
seconds) the cluster software will wait for the service to 
halt before a SIGKILL signal is sent to force the termination 
of the servtce. In the event of a service halt , the cluster 
software wiil first send a SIGTERM signal to terminate the 
service . If the service does not halt, after waiting for the 
specified SERVICE_HALT_ TIMEOUT, the cluster software will send 
out the SIGKILL signal to the service to force its termination . 
This timeout value should be large enough to allow all cleanup 
processes associated with the service to complete. If the 
SERVICE_HALT_TIMEOUT is not specified, a zero timeout will be 
assumed, meaning the cluster software will not wait at all 
before sending the SIGKILL signal to halt the service . 

Example: SERVICE_NAME 
SERVICE FAIL FAST ENABLED 
SERVICE HALT TIMEOUT 

DB SERVICE 
NO 
300 

To configure a service, uncomment the following lines and 
fill in the values for all of the keywords . 

#SERVICE_NAME 
#SERVICE_FAIL_FAST_ENABLED 
#SERVICE_HALT_TIMEOUT 

<service name > 
<YES/NO> 
<number of seconds > 

SERVICE_NAME 
SERVICE FAIL FAST ENABLED - - -
SERVICE_HALT_TIMEOUT 100 

owmonitor2 
NO 

# Enter the network subnet name that is to be monitored for this package. 
# Repeat this line as necessary for additional subnet names. If any of 
# the subnets defined goes down, the package will be switched to another 
# node that is configured · .. for this package and has all the defined subnets 
# available. 

SUBNET 10 . 225 . 69 . 0 

# The keywords RESOURCE_NAME, RESOURCE_POLLING_INTERVAL, 
# RESOURCE_START, and RESOURCE_ UP_VALUE are used to specify Package 
# Resource Dependencies . To define a package Resource Dependency, a 
# RESOURCE_NAME line with a fully qualified resource path name, and 
# one or more RESOURCE_UP_VALUE !ines are required. The 
# RESOURCE_POLLING_INTERVAL and the RESOURCE_START are optional. 
# 
# The RESOURCE POLLING INTERVAL indicates.how often, in s econds, the 
# resource is to be monitored. It will be defaulted to 60 seconds if 
# RESOURCE_POLLING_ INTERVAL .i s no t s pecified . 
# 
# The RESOURCE_START option c an be set to e ither AUTOMATIC or DEFERRED . 
# The default setting for RESOURCE_ START is AUTOMATIC. If AUTOMATIC 
# i s specified, ServiceGuard will start up r e source monitoring for 
#.these AUTOMATIC resources automatically when th~ node starts up . 
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# 
# 
# 

If DEFERRED is selected, ServiceGuard will not attempt to start 
resource monitoring for these resources during node start up. User 
should specify all the DEFERRED resources in the package run script 
so that these DEFERRED resources will be started up from the package 

# run script during package run time. 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

RESOURCE UP VALUE requires an operator and a value. This defines 
the resource 'UP' condition. The operators are =, !=, >, <, >=, 
and <=, depending on the type of value. Values can be string or 
numeric. If the type is string, then only = and != are valid 
operators. If the string contains whitespace, it must be enclosed 
in quotes. String values are case sensitive. For example, 

RESOURCE UP VALUE 
RESOURCE UP VALUE 
RESOURCE UP VALUE 

Resource is up when its value is 

= UP "UP 11 

!= DOWN Any value except 
== "On Course" "On Course" 

"DOWN" 

If the type fS numeric, then it can specify a threshold, or a range to 
define a r~source up condition. If it is a threshold, then any operator 
may be used. If a range is to be specified, then only > or >= may be used 
for the first operator, and only < or <= may be used for the second operator . 

# For example, 
# Resource is up when its value is 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

RESOURCE UP VALUE 5 
RESOURCE UP VALUE > 5.1 
RESOURCE_UP_VALUE > -5 and < 10 

5 
greater than 5.1 
between -5 and 10 

( threshold) 
(threshold) 
(range) 

Note that "and" is required between the lower limit and upper limit 
when specifying a range. The upper limit must be greater than the lower 
limit. If RESOURCE_UP_VALUE is repeated within a RESOURCE_NAME block, then 
they are inclusively OR'd together. Package Resource Dependencies may be 
defined by repeating the entire RESOURCE_NAME block. 

# Example : RESOURCE NAME /net/interfaces/lan/status/lanO 
# RESOURCE_POLLING_INTERVAL 120 
# RESOURCE START AUTOMATIC 
# 
# 
# 
# 
# 
# 
# 

RESOURCE UP VALUE RUNNING 
RESOURCE_UP_VALUE = ONLINE 

Means that the value of resource /net/interfaces/lan/status/lanO 
will be checked every 120 seconds, and is considered to 
be 'up' when its value is "RUNNING" or "ONLINE". 

# Uncomment the following lines to specify Package Resource Dependencies. 
# 
#RESOURCE_NAME <Full_path_name> 
#RESOURCE_POLLING_INTERVAL <numeric_seconds> 
#RESOURCE_START \ <AIJTOMATIC/DEFERRED> 
#RESOURCE_UP_VALUE <OP> <string_or~numeric> [and <OP> <numeric>] 

# The default for PKG_SWITCHING_ENABLED is YES. In the event of a 
# failure, this permits the cluster software to transfer the package 
# to an adoptive node. Adjust as necessary. 

PKG SWITCHING ENABLED YES 

# The default for NET_SWITCHING_ENABLED is YES. In the event of a 
# failure, this permits the cluster software to switch LANs locally 
# (transfer to a standby LAN card). Adjust as necessary . 

NET_SWITCHING_ENABLED YES 

# The default for NODE FAIL_FAST_ENABLED is NO . If set to YES, 
# in the event of a failure, the cluster software will halt the node 
# on which the package is .running .. Adjust as necessary. 
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Appendix 5: OneWorld Xe owpkg2 package control file (control.sh) 

#"(#) A . ll . 09 $Date : OB/06/1999 $" 
# ********************************************************************** 
# * * 
# * HIGH AVAILABILITY PACKAGE CONTROL SCRIPT (template) 
# * * 
# * * 
# ********************************************************************** 

# UNCOMMENT the variables as you set them . 

# Set PATH to reference the appropriate directories. 
PATH=/usr/bin:/usr/sbin:/etc:/bin 

# VOLUME GROUP ACTIVATION: 
# 
# 
# 
# 
# 

Specify the method of activation for volume groups. 
Leave the default ("VGCHANGE="vgchange -a e") if you 
groups activ1ted in exclusive mode . This assumes the 
been initial~zed with 'vgchange -c y' at the time of 

want volume 
volume groups have 
creation. 

# Uncomment the first line (VGCHANGE="vgchange -a e -q n"), and comment 
# out the default, if your disks are mirrored on separate physical paths, 
# 
# 
# 
# 
# 
# 

Uncomment the second line (VGCHANGE="vgchange -a e -q n -s"), and comment 
out the default, if your disks are mirrored on separate physical paths, 
and you want the mirror resynchronization to ocurr in parallel with 
the package startup. 

# Uncomment the third line (VGCHANGE="vgchange -a y") if you wish to 
# use non-exclusive activation mode. Single node cluster configurations 
# must use non-exclusive activation. 
# 
# VGCHANGE="vgchange -a e -q n" 
# VGCHANGE="vgchange -a e -q n -S" 

-a # VGCHANGE="vgchange 
VGCHANGE="vgchange -a e• 

y• 
# Default 

# VOLUME GROUPS 
# Specify which volume 
# and fill in the name 
# VG[O], and increment 
# 

groups are used by this package. Uncomment VG[O]="" 
of your first volume group. You must begin with 
the list in sequence . 

# 
# 
# 
# 
# 
# 
# 

For example, if this package uses your volume groups vgOl and vg02, enter: 
VG[O]=vgOl 
VG[l]=vg02 

The volume group activation method is defined above. The filesystems 
associated with these volume groups are specified below . 

\ 

VG[0]=/dev/vgcl2 

# FILESYSTEMS 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

Specify the filesystems which are used by this package . Uncomment 
LV[O]='"'; FS[O]=""; FS_MOUNT_OPT[O]="" and fill in the name of your first 
logical volume, filesystem and mount option for the file system. You must 
begin with LV[O], FS[O] and FS_MOUNT_OPT[O] and increment the list in 
sequence. 

For example, if this package uses the file systems pkgla and pkglb, 
which are mounted on the logical volumes lvoll and lvol2 with read and 
write options enter : 

LV[O]=/dev/ vgOl/lvoll; FS[O]= / pkgla ; FS_MOUNT_OPT[O]="-o 
LV[l]=/dev/vg01/lvol2; FS[l]=/pkglb; FS_MOUNT_OPT[l]="-o 

rw" 
rw" 

# The filesystems are defined as triplets of entries specifying the logical 
# volume, the mount point and the mount options for the file system . Each 
# filesystem will be fsck'd prior to being mounted . The filesystems will be 
# mounted in the order specified during package startup and will be unmounted 
# ·in reverse order during· package shutdown. Ensure that volume· groups 
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# referen~~ by the logical volume 
# volume ~rbup d~finitions above. 

definitions below are included in 

# 
LV[O]=/dev/vgcl2/lv01 
FS[O]=/u02 
FS_MOUNT_OPT[O]="" 

# FILESYSTEM UNMOUNT COUNT 
# Specify the number of unmount attempts for each filesystem during package 
# shutdown. The default is set to 1. 
FS_UMOUNT_COUNT=1 

# IP ADDRESSES 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

Specify the IP and Subnet address pairs which are used by this p a ckage. 
Uncomment IP [O]="" and SUBNET [O]='"' and fill in the name of your first 
IP and subnet address . You must begin with IP[O] and SUBNET[O] a n d 
increment the list in sequence. 

For example, if this package uses an IP of 192.10.25.12 anda s ubnet of 
192.10.25.0 enter : 

IP[t]=192.10 . 25.12 
SUBNET[0]=192 . 10.25.0 # (netmask=255.255 . 255.0) 

Hint : Run "netstat -i" to see the available subnets in the Networ k field. 

IP/Subnet address pairs for each IP address you want to add to a subnet 
interface card. Must be set in pairs, even for IP addresses on t he same 
subnet. 

IP[0]=10.225.69.23 
SUBNET[0]=10.225 . 69 . 0 

# SERVICE NAMES AND COMMANDS. 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

Specify the service name, command, and restart parameters which a re 
used by this package . Uncomment SERVICE_NAME[O]="", SERVICE_CMD( O]="", 
SERVICE_RESTART [O]='"' and fill in the name of the first service, command, 
and restart parameters. You must begin with SERVICE_NAME[O] , SERVICE_CMD[O], 
and SERVICE_RESTART[O] and increment the list in sequence. 

For example: 
SERVICE_NAME[O]=pkg1a 
SERVICE_CMD[O]="/usr/bin/X11/xclock -display 192 . 10.25 . 54:0" 
SERVICE_RESTART[O]="" # Will not restart the service . 

SERVICE_NAME[1]=pkg1b 
SERVICE_CMD[1]="/usr/bin/X11/xload -display 192.10 . 25 . 54 : 0" 
SERVICE_RESTART(1]="-r 2" # Will restart the service t wice. 

SERVICE_NAME[2]=pkg1c 
SERVICE_CMD[2]="/usr/sbin/ping" 
SERVICE_RESTART·.(2] ="~R" # Will restart the service an i n finite 

number of times. 

Note : No environmental variables will be passed to the command, t his 
includes the PATH variable. Absolute path names are required for the 
service command definition . Default shell is /usr/bin/sh. 

SERVICE_NAME[O]=owmonitor2 
SERVICE_CMD[O]="/etc/cmcluster/owpkg2/monitor.sh" 
SERVICE_RESTART[O]="-r O" 
#SERVICE_CMD[O]="" 
#SERVICE_RESTART[O]="" 

# DEFERRED_ RESOURCE NAME 
# Specify the full path name of the 'DEFERRED' resources configured for 
# this package . Uncomment DEFER}1.ED RESOURCjl NAME[O]=" " and fill i n the 
# full path name of the resource. - -
# 
#DEFERRED _ RESOURCE _ NAME [O] =" " 

# DTC manager infor_m;;l.tion for each DTC. 
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# Example: DTC[O]~dtc_20 
#DTC_NAME[OJ~ 

# START OF CUSTOMER DEFINED FUNCTIONS 

# This function is a place holder for customer define functions. 
# You should define all actions you want to happen here, before the service is 
# started. You can create as many functions as you need. 

function customer defined run cmds - - -
{ 
# ADD customer defined run commands. 

# do nothing instruction, because a function must contain some command. 

su owuserl <<EOFl 
. /u02/oneworld/b733 spl4/system/bin32/owenv 
/u02/oneworld/b733_spl4/system/bin32/RunOneWorld.sh 

EOFl 

.. 
test return 51 

# This function is a place holder for customer define functions. 
# You should define all actions you want to happen here, before the service is 
# halted. 

function customer defined halt cmds 
{ -

# ADD customer defined halt commands. 
# do nothing instruction, because a function must contain some command. 

su owuserl <<EOF2 
. /u02/oneworld/b733 spl4/system/bin32/owenv 
/u02/oneworld/b733_spl4/system/bin32/EndOneWorld.sh now 

EOF2 

test return 52 

# END OF CUSTOMER DEFINED FUNCTIONS 

# START OF RUN FUNCTIONS 

function activate_volume_group 

for I in ${VG[®]} 
do 

if [ [ "${VGCHANGE} •'-
then 

"vgchange -a y" ]] 

n .v e n t 

print "$(date '+%b %e %X') - Node \"$(hostname)\": Activating volume group $I 
with non-exclusive option." 

else 
print "$(date '+%b %e %X') - \"$(hostname)\": Activating volume group $I with 

exclusive option." 
fi 

$VGCHANGE $I 
test return 1 

# If the -s option has been specified, then we perform 
# the resynchronization as a background task 
# 
if [[ ${VGCHANGE#*-s} !~ ${VGCHANGE} ]] 
then 

{ 
if / sbin/ vgsync $I 
then 
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n v e n t 

print "$(date '+%b %e %X') - Node \ "$(hostname) \": Resynchroniz e d volume 
group $I" / 

else 
print "$(date '+%b 

$I encountered an error" 
fi 

%e %X') - Node \"$(hostname) \ ": Resynchroniza tion of 
volum'e group 

& 

fi 
done 

# For each {file system/logical volume} pair, fsck the file system 
# and mount it . If the file system is busy, mounting of the file 
# system will fail, the control script will exit with an error. 

function check and mount 

integer R=O 

for I in ${LV[ ®]) 
do • 

i f [ [ $ (mount -p I awk '$1 == " '$I'"') 1111 ] ] 

then 
RLV[$R]="${I%/*}/r${I##*/}" 

if [ -x / usr / sbin/ fstyp ] 
then 

fstype[$R]=$(fstyp $I) 
fi 
( ( R $R + 1 ) ) 

fi 
done 

# Verify that there is at least one file system to check and what type. 
if [[ ${RLV(®]j != "" ]] 
then 

print -n "$(date '+%b %e %X') - Node \"$ (hostname) \": " 
print "Checking filesystems:" 
print ${LV[ ®]) I tr' ' '\ 012' I sed-e •srl /' 

# If there is more than one filesystem type being checked 
# then each filesystem is check individually. 
# 
R=$(print ${fstype[*]} I tr ' ' '\ 012' I sort - u I wc -1) 
if((R>1)) 
then 

R= O 
while ((R < ${#RLV[*]) )) 
do 

case ${fstype[$Rl} in 

hfs) fsck -F hfs -P ${RLV[$R]} 
test return 2 

vxfs) 

unk*) 

*) 

i i 

fsck -F vxfs -y ${RLV[$R]} 
test return 2 

fsck ${RLV[$R]} 
test return 2 
i; 

if [ [ ${fstype[$Rl} 
then 

f·sck ${RLV[$R]} 
else 

1111 ] ] 

fsck -F ${fstype[$R]} ${RLV[$R]} 
fi 
test return 2 
; ; 
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i n v e n I 

fi 

esac 
( ( R R + 1 ) ) 

done 

# If there is on1y one filesystem type being checked, then 
# multiple inv ocations of fsck can be a voided . All filesystems 
# are specified on the command line to one fsck invocation. 
# 
else 

case ${fstype} in 

hfs) fsck -F hfs -P ${RLV[®]} 
test return 2 

vxfs) 

~ unk*) 

*) 

; ; 

fsck -F vxfs -y ${RLV[®]} 
test return 2 

fsck ${RLV[ ®]} 
test return 2 
; i 

if [ [ $ { fstype} - " " ]] 
then 

fsck ${RLV[®]} 
else 

fsck -F ${fstype} ${RLV[ ®l} 
fi 
test return 2 

esac 
fi 

# Check exit value (set if any proceeding fsck calls failed) 

if (( $exit_value == 1 )) 
then 

deactivate volume group 
print "\n\t########### Node \ "$(hostname)\" : Package start failed at $(date) 

###########" 
exit 1 

fi 

integer F=O 
for I in ${LV[ ®]} 
do 

if [[ $(mount I grep -e $I"")=""]] 
then 

print "$(dáte '+~b \e \X') - Node \"$(hostname)\": Mounting $I at ${FS[$Fl}" 
mount ${FS_MOUNT_OPT[$F]} $I ${FS[$Fl} 
test return 3 

else 
p:rint "$(date '+\h %e %X') - Node \ "$(hostname) \ " : WARNING: File system 

\"${FS[$F] }\" was already mounted . " 
fi 
((F= $F+ 1 )) 

done 

# For each {IP address/subnet} pair , add the IP address to the subnet 
# using cmmodnet(1m) . 

functi on add ip address { - -
integer S=O 
integer error=O 

for I in ${IP[®]} 
do 
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i n v e n . a_2Jl-\.O 
V print "$(date '+%b 

${SUBN~[$S] }" 
%e %X') - Node \"$(hostnarne)\": Adding IP address $I to subnet 

Í~X=$( crnrnodnet -a 
if ( ( $? ! = o ) ) 
therÍ 

-i $I ${SUBNET[$S]} 2>&1 ) 

if [ [ $ (echo $XX I grep "heartbeat IP") ! = "" ]] 
then 

else 

# IP has been configured as a heartbeat IP address . 
print "$XX" >> $0.log 
( ( error = 1 ) ) 

YY=$( netstat -in I awk '$4 
if [ [ - z $YY ] ] 

11 1 ${I} I 11 I) 

then 

else 

print "$XX" >> $0.log 
print "\tERROR : Failed to add IP $ I to subnet ${SUBNET[$S] }" 
( ( erro r = 1 ) ) 

print "\tWARNING: IP $I is already configured on t he subnet 
${SUBNET[$S] }"_. 

fi 
fi 

fi 
( ( s $5 + 1 ) ) 

done 

if (( error !=O)) 
then 

# 'let O' is used to set the value of $? to 1. The function test r e turn 
# requires $? to be set to 1 if it has to print error rnessage . 

let O 
test return 4 

fi 

# Own and reset the DTC connections 

function get_ownership_dtc 

for I in ${DTC_NAME[®]} 
do 

print "$(date '+%b %e %X') - Node \"$(hostnarne)\": Assignin g Ownership of t he DTC $I" 
dtcrnodifyconfs -o $I 
test return 5 

for J in ${IP[®]} 
do 

print "$(da{:e '+~b %e %X') - Node \"$(hostnarne)\": Resetting the DTC 
connections to IP address $J" 

done 
} 

done 

dtcdiag -Q $J -q -f $I 
test return 6 

# For each {service narne/service cornrnand string} pair, start the 
# service cornrnand string at the service narne using crnrunserv(1rn). 

function start services 

integer C=O 
for I in ${SERVICE_NAME[®]) 
do 

print "$(date '+%b %e %X') - Node \"$(hostnarne)\": Starting service $I using" 
print" \"${SERVICE_CMD[$C])\"" 

# 
# . . C:Qeck.if Cll)r.unserv snould be ca).).ed the old 
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# way without a restart count. 
# 

if [[ "${SERVICE_RESTART[$C])" = ]] 
then 

crnrunserv $I "» $0.log 2>&1 ${SERVICE_CMD[$C] }" 

i n v e n I 

else 
crnrunserv ${SERVICE_RESTART[$Cl} $I"» $0.log 2>&1 ${SERVICE_CMD[$Cl}"833S 

fi 
test return 8 
( ( C = $C + 1 ) ) 

done 

#For each {deferred resource narne}, start resource rnonitoring for this 
# resource using crnstartres(1rn). 

function start resources 

for I in ${DEF~RRED_RESOURCE_NAME[®]} 
do 

A· 

o $I" 

print "$(date '+'tb %e \X') - Node \"$(hostnarne)\": Starting resource rnonitoring for 

crnstartres -u -p $PACKAGE $I >> $O.log 2>&1 
test return 15 

o 

done 
} 

# END OF RUN FUNCTIONS. 

# START OF HALT FUNCTIONS 

#For each {deferred resource narne}, stop resource rnonitoring for this 
# resource using crnstopres(1rn). 

function stop_resources 
{ 
for I in ${DEFERRED_RESOURCE_NAME[®]} 
do 

print "$(date '+'tb %e \X') - Node \"$(hostnarne)\": Stopping resource rnonitoring for 
$I" 

crnstopres -p $PACKAGE $I >> $0.1og 2>&1 
test return 16 

done 

# Halt each service using crnhaltserv(1rn) . 

function ha1t services 

for I in ${SERVICE_NAME[®]} 
do 

print "$(date '+'tb %e \X') - Node \"$(hostnarne)\": Halting service $I" 
crnhaltserv $I 
test return 9 

done 
} 

# Disown the DTC. 

function disown_dtc 
{ 
for I in ${DTC_NAME[®]} 
do 

print "$(date '+%b %e %X') - Node \"$(hostnarne)\" : Disowning the DTC $I" 
dtcrnodifyconfs -d $I 
test return 11 

· done · · 
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# "'For each .IP address/ subnet pai r, remove the IP address from the subnet 
# using cmmodnet(1m). 

function remove ip address { - -

integer S=O 
integer error=O 

for I in ${IP[@]} 
do 

i n v e n t 

print "$(date '+%b %e %X') - Node \"$(hostname)\": Remove IP address $I from subnet 
${SUBNET[$S] }" 

XX=$( cmmodnet -r -i $I ${SUBNET[$S]} 2>&1 ) 
i f ( ( $? ! = o ) ) 
then 

echo $XX I grep "is not configured on the subnet" 
if ( ( $? ! = o ) ) 
then 

print "$XX" >> $O.log 
( ( error = 1 ) ) 

fi 
fi 
(( S = $S + 1 )) 

done 
if (( $error !=O)) 
then 

# 'let O' is used to set the value of $? to 1. The function test_return 
# requires $? to be set to 1 if it has to print error message . 

fi 
} 

let o 
test return 12 

# Unmount each logical volume. 

function umount fs 
{ -

integer UM_CNT=${FS_UMOUNT_COUNT:-1} 

if [[ $UM_CNT < 1 ]] 
then 

UM CNT=1 
fi 

integer L=${#LV[*]} 
while ((L> O)) 
do 

((L=L-1)) 
I=${LV[$L]} 
mount I grep -e $I" " > /dev/null 2>&1 
if (( $?==o)) 
then 

$I" 

directly. n 

print "$(date '+%b %e %X') - Node \"$(hostname)\": Unmounting file s ystem on 

print "\tWARNING: Running fuser to remove anyone using the file s ystem 

UM_COUNT=$UM_CNT 
while (( $UM_COUNT >O)) 
do 
fuser -ku $I 
umount $I 
if (( $?==o ) ) 
then 

( ( UM COUNT = O ) ) 
else 

if ( ( $UM_COUNT 1 ) ) 
then. 
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let O 
test return 13 

fi 
( ( UM COUNT = $UM_COUNT - 1 ) ) 
sleep 1 
if (( $UM_COUNT >O)) 

then 

n v e n I 

print "\t$(date '+%b %-e %X') - Unmount failed, trying again." 

fi 
done 

fi 
done 

fi 

function deactivate_volume_group 
{ 
for I in ${VG[®]} 
do 

print . . t.$(date '+%b %e %X')- Node \"$(hostname)\": Deactivating volume group $I" 
vgchange -a n $I 
test return 14 

done 

# END OF HALT FUNCTIONS. 

# FUNCTIONS COMMON TO BOTH RUN AND HALT. 

# Test return value of functions and exit with NO RESTART if bad. 
# Return value of O - 50 are reserved for use by Hewlett-Packard. 
# System administrators can use numbers above 50 for return values. 

function test return 
{ 
if ( ( $? ! = o ) ) 
then 

case $1 in 
1) 
print "\tERROR: Function activate_volume_group" 
print "\tERROR: Failed to activate $I" 
deactivate_volume_group 
exit 1 

2) 
print "\tERROR: 
print "\tERROR: 
exit value=1 

3) 
print "\tERROR: 
print "\tERROR: 

Function check and mount" 
Failed to fsck one of the logical volumes." 

Function check and mount" 
Failed to mount $I-to ${FS[$Fl}" 

umount fs 
deactivate_volume_group 
exit 1 

4) 

print "\tERROR: Function add_ip_address" 
Failed to add IP address to subnet" print "\tERROR: 

remove_ip_address 
umount fs 
deactivate_volume_group 
exit .1 

5) 

print "\tERROR: 
print "\tERROR: 

Function get_ ownership_dtc" 
Failed to own $I" . 
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·--... .•... : 
disown dtc 
remove_ip_address 
umount fs 
deactivate_volume_group 
exit 1 
i i 

6) 
print "\tERROR: 
print "\tERROR: 

Function get_ownership_dtc" 
Failed to switch $I" 

disown dtc 
remove_ip_address 
umount fs 
deactivate_volume_group 
exit 1 
; ; 

8) 
print "\tERROR: 
print "\tERROR: 
halt services 

Function start services" 
Failed to start service ${ SERVICE_NAME[$C] }" 

customer defined_halt_cmds 
disown dtc 
remove_ip_address 
umount_fs 
deactivate_volume_group 
exit 1 
i i 

9) 
print "\tFunction halt services" 
print "\tWARNING: Failed to halt service $I" 
; ; 

11) 
print "\tERROR: 
print "\tERROR: 
exit value=1 
i; 

12) 
print "\tERROR: 
print "\tERROR: 
exit value=1 

13) 

print "\tERROR: 
print "\tERROR: 
exit value=1 
i i ... 

14) 
print "\tERROR: 
print "\tERROR: 
exit value=1 
i; 

15) 

Function disown dtc" 
Failed to disown $I from $ {SUBNET[$S] }" 

Function remove_ip_address" 
Failed to remove $I" 

Function umount_fs" 
Failed to unmount $I" 

Function deactivate_volume_group" 
Failed to deactivate $I" 

print "\tERROR: Function start resources" 
print "\tERROR: Failed to start resource $I" 
stop_resources 
halt services 
customer defined halt cmds 
disown dtc 
remove ip address 
umount-fs-
deactivate_volume_group 
exit 1 
; ; 

OneWorldXe and MC/ServiceGuard 
November 15, 2000 

Page 48 of88 

n v e n t 

o 

) 

o 

' ,_) 



o 

o 

esac 
fi 
) 

16) 

print "\tERROR: 
print "\tERROR: 
exit_value=l 

51) 

print "\tERROR: 
print "\tERROR: 
halt_services 

Function stop_ resources" 
Fa iled to stop resource $!" 

Function customer defined run cmds" 
Failed to RUN customer co;;;mands" 

customer defined halt cmds 
disown dtc 
remove_ip_address 
umount fs 
deactivate_volume_group 
exit 1 
; ; 

52) 

print "\tERROR: 
print "\tERROR: 
exit value=l 

Function customer defined halt cmds" - - -
Failed to HALT customer commands" 

; ; 

*) 

print "\tERROR : Failed, unknown error." 
i; 

# END OF FUNCTIONS COMMON TO BOTH RUN AND HALT 

i n v e n 

#-------------------MAINLINE Control Script Code Starts Here----------------­
# 
# FUNCTION STARTUP SECTION. 

typeset MIN_VERSION="A . 10.03" # Minimum version this control script works on 

integer exit value=O 
typeset CUR VERSION 

# 
# Check that this control script is being run on a A.10.03 or later release 
# of MC/ServiceGuard or ServiceGuard OPS Edition. The control scripts are forward 
# compatible but are not backward compatible because newer control 
# scripts use commands and option not available on older releases. 

CUR_VERSION="$ (/usr/bin/what /usr/lbin/cmcld I /usr/bin/grep "Date" I \ 
/ usr/bin/egrep ' [AB] \ ... \ ... INTT\ . .. \ .. . ' I \ 
cut -f2 -d" ")" 

if [ [ "$ { CUR_ VERSION}" ]] li \ 
[[ "${CUR_VERSION#*.)" < "${MIN_VERSION#*.)" ]] 

then 

fi 

print "ERROR : Mismatched control script version ($MIN_VERSION). You cannot run" 
print "\ta version ${MIN_VERSION} control_script on a node running pre" 
print "\t${MIN_VERSION} MC/ServiceGuard or ServiceGuard OPS Edition software" 
exit 1 

# Test to see if we are being called to run the package, or halt the package. 

if [ [ $1 = "start" ]] 
then 

print "\n\t########### Node \ ''$(hostname) \ " : Starting package at $(date) 
###########" 

activate_volume_group 

8335 
fi· 

\ 

check and mount 
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, add_ip_address 

get_ownership_dtc 

customer defined run cmds - - -

start services 

start resources 

# Check exit value 

if (( $exit_value == 1 )) 
then 

print "\n\ t########### Node \" $(hostname) \ " : Package start failed at 
$(date) ###########" 

exit 1 
else 

print "\n \t########### Node \ "$(hostname) \" : Package start c ompleted 
at $(date) ###########" 

exit O 
fi 

elif [ [ $1 = "stop" )) 
then 

print "\n\t########### Node \"$(hostname)\": Halting package at $( date) 
###########" 

stop_resources 

halt services 

customer defined_halt cmds 

disown_dtc 

remove_ip_address 

umount fs 

deactivate_volume_group 

# Check exit value 
if (( $exit_value == 1 )) 
then 

print "\n\t########### Node \"$(hostname)\": Package halt failed at 
$(date) ###########" 

else 

$(date) ###########" 

fi 

fi 

exit 1 

print " \ n \ t########### Node \"$ (hostname) \" : Package halt completed at 

exit O 
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Appendix 6: OneWorld Xe Monitor Script (monitor.sh) (same script for each package) 

#! / bin/ ksh 

sleep 30 
USER= "owuser1" 
CHECKFOR= " jdenet_n jdequeue" 

trap "exit" 15 

while 
do 

done 

true 

for i 
do 

in $CHECKFOR 

print "" 
print "checking for process $i" 
ps -ef I grep $i I grep $USER I grep -v grep > / dev/null 2>&1 
if [ $? -ne O ] 

• then 

fi 

print "\n" 
print "exiting monitor script - process $i not found" 
exit 1 

done 
sleep 15 
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Ap'pend!x 7: Output of <bdf> on node stxhpcll 

File.àystem 
ldevlvgOOilvol3 
ldevlvgOOilvoll 
ldevlvgOOilvol8 
ldevlvgOOilvol7 
ldevlvgOOilvol4 
ldevlvgOOilvol6 
ldevlvgOOilvolS 
ldevlvgOlllvOl 
ldevlvgcllllvOl 

kbytes used 
143360 28396 

83733 27523 
512000 304403 
512000 381535 

avail 
107830 

47836 
195643 
122314 

%used Mounted on 
2H I 
37% lstand 
61% lvar 
76% lusr 

65536 1130 60384 
348160 63771 266678 

20480 1351 17988 
4096000 1238276 2679117 

2% ltmp 
19% lopt 

7% lhome 
32% luOl 

16384000 2111310 13826718 13% lu03 

Appendix 8: Output of <bdf> on node stxhpcl2 

Filesystem kbytes 
ldevlvgOOilvol3 143360 
ldevlvgOOilvoll 83733 
ldevlvgOOilvol8 512000 
ldevlvgOOilvol7 512000 
ldevlvgOOilvol4 65536 
ldevlvgOOilvol6 348160 
ldevlvgOOilvolS 20480 
ldevlvgOlllvOl 4096000 
ldevlvgcl2llv01 16384000 

used avail %used Mounted on 
67656 71009 49% I 
27523 47836 37% lstand 

306623 193514 61%' lvar 
381550 122299 76% lusr 

1272 60314 2% ltmp 
170584 166492 51% lopt 

1348 17991 7% Ih orne 
447897 3420097 12% luOl 
2903542 13059198 18% lu02 
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Appendix 9: Output of <cmviewcl-v> 

CLUSTER 
hpcluster 

NODE 
stxhpcl1 

STATUS 
up 

STATUS 
up 

Network Parameters: 
INTERFACE STATUS 
PRIMARY up 

PACKAGE 
owpkg1 

STATUS 
up 

Policy_ Parameters: 

STATE 
running 

PATH 
10 / 12 / 6 

STATE 
running 

POLICY_NAME CONFIGURED VALUE 
Failover~ 

Failback: 
configured_node 
manual 

Script_Parameters : 

NAME 
lano 

PKG SWITCH 
enabled 

NODE 
stxhpcl1 

ITEM STATUS MAX RESTARTS RESTARTS NAME 
Service 
Subnet 
Resource 

up 
up 
up 

Node_Switching_Parameters: 

o o owmonitor 
10 . 225.69.0 
/system/ filesystem / availMb/ tmp 

NODE TYPE STATUS SWITCHING NAME 
stxhpcll 
stxhpcl2 

Primary up enabled 
Alterna te up enabled 

NODE STATUS STATE 
stxhpcl2 up running 

Network Parameters : 
INTERFACE STATUS PATH 
PRIMARY up 10/12/6 

PACKAGE STATUS STATE 
owpkg2 up running 

Policy_Parameters: 
POLICY NAME CONFIGURED VALUE - -
Failover 
Failback 

configured_node 
manual 

Script_Parameters: 
ITEM STATUS MAX RESTARTS 
Service up '. - O 

Subnet up 

Node_Switching_Parameters: 

NAME 
!anO 

{current) 

PKG_SWITCH 
enabled 

NODE 
stxhpcl2 

RESTARTS 
o 

NAME 
owmonitor2 
10.225 . 69 . 0 

NODE TYPE STATUS SWITCHING NAME 
Primary 
Alte rna te 

up 
up 

enabled 
enabled 

stxhpcl2 
stxhpcl1 

{current) 
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Appendix 10: .Contents of /etc/fstab on node stxhpcll 

# System letclfstab file. Static information about the file systems 
# See fstab(4) and sam(1M) for further details on configuring devices. 
ldevlvgOOilvol3 I vxfs delaylog O 1 
ldevlvgOOilvol1 lstand hfs defaults O 1 
ldevlvgOOilvol4 ltmp vxfs delaylog O 2 
ldevlvgOOilvolS lhome vxfs delaylog O 2 
ldevlvgOOilvol6 lopt vxfs delaylog O 2 
ldevlvgOOilvol7 lusr vxfs delaylog O 2 
ldevlvgOOilvolB lvar vxfs delaylog O 2 
#ldevlvgclllv01 lu01 vxfs rw,suid,nolargefiles,delaylog,datainlog O 2 
#ldevlvgclllv02 lu02 vxfs rw,suid,nolargefiles,delaylog,datainlog O 2 
#ldevlvgclllv03 lu03 vxfs rw,suid,nolargefiles,delaylog,datainlog O 2 
#ldevlvgclllv04 lu04 vxfs rw,suid,nolargefiles,delaylog,datainlog O 2 
ldevlvg0111v01 lu01 vxf s rw,suid,nolargefiles ,delay1og,datain1og O 2 

ldevlvgcl1llv01 lu03 vxfs rw,suid,nolargefiles,delaylog,datainlog O 2 

Appendix 11: Contents of /etc/fstab on node stxhpcl2 

# System letclfstab file. Static information about the file systems 
# See fstab(4) and sam(1M) for further details on configuring devi ces. 
ldevlvgOOilvol3 I vxfs delaylog O 1 
ldevlvgOOilvol1 lstand hfs defaults O 1 
ldevlvgOOilvol4 ltmp vxfs delaylog O 2 
ldevlvgOOilvolS lhome vxfs delaylog O 2 
ldevlvgOOilvol6 lopt vxfs delaylog O 2 
ldevlvgOOilvol7 lusr vxfs delaylog O 2 
ldevlvgOOilvolB lvar vxfs delaylog O 2 
#ldevlvgclllv01 lu01 vxfs rw,suid,nolargefiles,delaylog,datainlog O 2 
#ldevlvgclllv02 lu02 vxfs rw,suid,nolargefiles,delaylog,datainlog O 2 
#ldevlvgclllv03 lu03 vxfs rw,suid,nolargefiles,delaylog,datainlog O 2 
#ldevlvgclllv04 lu04 vxfs rw,suid,nolargefiles,delaylog,datainlog O 2 
ldevlvg01llv01 lu01 vxfs rw,suid,nolargefiles,delaylog,datainlog O 2 
ldevlvgcl2llv01 lu02 vxfs rw,suid,nolargefiles,delaylog,datainlog O 2 
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Appendix 12: Contents of /etc/hosts 

# ®(#)hosts $Revi s ion: 1.9.214.1 $ $Date: 96 / 10 / 08 13 :20:01 $ 
# 

The form for eac h entry is : # 
# 
# 

<internet address > <official hostname > <aliases > 

For example : 
192 . 1. 2 . 34 hpfcrm loghost 

# 
# 
# 
# 
# 
# 
# 
# 
# 

See the hosts(4) manual page for more information. 
Note: The entries cannot be preceded by a space . 

The format described in this f i le is the correct f o rmat . 
The original Berkeley manual page cont ains an error in 
the format description. 

10 . 225 . 69 . 20 
127 . 0 . 0 . 1 
10 . 225 . 69 . 21 

10 . 225 . 69 . 22 
10.225.69.23 

10.0 . 40 . 73 

stxhpc l 1 
localhost 
stxhpc l 2 

hpcluster 
hpclu ster2 

corowsn1 

loopback 
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Appe~dix 13: Output of <ioscan -f> 

2r.J:s9- f\ I H/W Path Driver 

o bc 
bc ·, 

bc 
1 8 
2 10 

ext bus 
Interface 
target 
disk 
target 
disk 
target 
disk 
target 
disk 
target 
disk 
target 
ctl 
target 
disk 
target 
disk 
target 
disk 

o 10/0 

o 10/0 , 1 
o 10/0 , 1.0 
1 10/0.3 
1 10/0.3.0 
2 10/0.4 
2 10/0 .4. 0 
3 10/0.5 
3 10/0.5.0 
4 10/0.6 
4 10/0.6 .0 
5~10/0.7 

o . 10/0 . 7.0 
6 10/0 . 9 
5 10/0.9 .0 
7 10/0 . 10 
6 10/0.10.0 
8 10/0 . 11 

bc 
7 10/0.11.0 
3 10/4 

tty 
ext bus 

o 10/4/0 
1 10/8 

Interface 
target 9 
disk 8 
target 10 
disk 9 
target 11 
disk 10 
target 12 
disk 11 
target 13 
disk 12 
target 14 
disk 13 
target 15 
disk 14 
target 16 
disk 15 
target 17 
ctl 1 
ba o 
ext bus 3 
ext bus 2 
target 18 
tape o 
target 19 
disk 16 
target 20 
ctl 2 
lan O 
ps2 O 
processor O 

10/8.0 
10/8.0.0 
10/8.3 
10/8.3 , 0 
10/8.4 
10/8.4.0 
10/8.5 
10/8.5.0 
10/8 .6 
10/8.6.0 
10/8.12 
10/8 , 12 . 0 
10/8.13 
10/8.13.0 
10/8 , 14 
10/8.14.0 
10/8 . 15 
10/8 . 15.0 
10/12 
10/12/0 
10/12/5 
10/12/5.0 
10/12/5 .0. 0 
10/12/5 .2 
10/12/5.2.0 
10/12/5.7 
10/12/5.7 .0 
10/12/6 
10/12/7 
32 

processor 
memory 

1 34 
o 49 

S/W State H/W Type Description 

root 
ceio 
ceio 
c720 

tgt 
sdisk 
tgt 
sdisk 
tgt 
sdisk 
tgt 
sdisk 
tgt 
sdisk 
tgt 
sctl 
tgt 
sdisk 
tgt 
sdisk 
tgt 
sdisk 
bc 
mux2 
c720 

tgt 
sdisk 
tgt 
sdisk 
tgt 
sdisk 
tgt 
sdisk 
tgt 
sdisk 
tgt 
sdisk 
tgt 
sdisk 
tgt 
sdisk 
tgt 
sctl 

CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 

CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 

CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 

bus_adapter CLAIMED 
Centif CLAIMED 
c720 
tgt 
stape 
tgt 
sdisk 
tgt 
sctl 
lan2 
ps2 
processor 
processor 
memory 

CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 
CLAIMED 

BUS NEXUS 
BUS NEXUS I/O Adapter 
BUS NEXUS I/0 Adapter 
INTERFACE GSC built-in Fast/Wide SCSI 

DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVI CE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 

SEAGATE ST34371W 

SEAGATE ST34371W 

SEAGATE ST34371W 

SEAGATE ST34371W 

SEAGATE ST34371W 

Initiator 

SEAGATE ST34371W 

SEAGATE ST34371W 

SEAGATE ST34371W 
BUS NEXUS Bus Converter 
INTERFACE MUX 
INTERFACE GSC add-on Fast/Wide SCSI 

DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 

SEAGATE ST34371W 

SEAGATE ST34371W 

SEAGATE ST34371W 

SEAGATE ST34371W 

SEAGATE ST34371W 

SEAGATE ST34371W 

SEAGATE ST34371W 

SEAGATE ST34371W 

DEVICE Initiator 
BUS NEXUS Core I/0 Adapter 
INTERFACE Built-in Parallel Interface 
INTERFACE Built-in SCSI 
DEVICE 
DEVICE 
DEVICE 
DEVICE 
DEVICE 

HP C1533A 

TOSHIBA CD-ROM XM-5701TA 

DEVICE Initiator 
INTERFACE Built-in LAN 
INTERFACE Built-in Keyboard/Mouse 
PROCESSOR Processor 
PROCESSOR Processor 
MEMORY Memory 
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Appendix 14: Output of <lanscan> 

Hardware Station Crd Hdw Net-Interface NM MAC 
ID Type 

ETHER 
Path Address In# State NamePPA 
10 / 12 / 6 Ox0060B032AA2F O UP lanO snapO 1 

OneWorld Xe and.MC/ServiceGuard 
November 15, 2000 

Page 57 of88 

HP-DLPI DLPI 
Support Mjr# 
Yes 119 

i n v e n I 

RQS n° 03/2005 - CN 
CPMI - CORREIOS 



. ' ' (o 

·~3:Z. P.' 

Appendix 15: Contents of /etc/lvmrc 

# "@(#)/etc/lvmrc $Revision: 72.2 $$Date: 94/05/20 17:46:54 $" 
# 
# This file is sourced by /sbin/lvmrc . This file contains the flags 
# AUTO VG ACTIVATE and RESYNC which are required by the script in /sbin/lvmrc . 
# These flags must be set to valid values (see below) . 
# 
# 
# The activation of Volume Groups may be customized by setting the 
# AUTO_VG_ACTIVATE flag to O and customizing the function 
# custom_vg_activation() 
# 

# 
# To disable automatic volume group activation, 
# set AUTO VG ACTIVATE to O. 
# 

AUTO_VG_ACTIV~TE=O 

# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

The variable RESYNC controls the order in which 
Volume Groups are resyncronized . Allowed values 
are: 

11 PARALLEL 11 

"SERIAL" 
- resync all VGs at once . 
- resync VGs one at a time. 

SERIAL will take longer but will have less of an 
impact on overall I/O performance. 

RESYNC="SERIAL" 

# 
# 
# 
# 
# 
# 
# 
# 
# 

Add customized volume group activation here . 
A function is available that will synchronize all 
volume groups in a list in parallel . It is 
called parallel_vg_sync . 

This routine is only executed if AUTO VG ACTIVATE 
equals o. 

custom_vg_activation() 

# e.g. /sbin/vgchange -a y -s 
# parallel_vg_sync "/dev/vgOO /dev/vgOl" 
# parallel_vg_sync "/dev/vg02 /dev/vg03" 

return O 

# 
# The following functions should require no additional customization: 
# 

parallel_vg_sync() 
{ 

for VG in $* 
do 

if /sbin/vgsync $VG > /dev/null 
then 

done 

fi 
} & 

echo :'Resynchronized volume group $VG" 
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Appendix 16: Output of </etc/mount> on stxhpcll 

I on l devlvgOO i lvol3 log on Mon Oct 9 15 :57: 01 2000 
lstand on l devlvgOOilvol1 defaults on Mon Oct 9 15 : 57 : 04 2000 
lvar on ldevlvgOO i lvol8 delaylog,nodatainlog on Mon Oct 9 15 : 57:18 20 00 
lusr on l devlvgOOilvol7 delaylog,nodatainlog on Mon Oct 9 15:57:18 2000 
ltmp on l devlvgOOilvol4 delaylog,nodatainlog on Mon Oct 9 15 : 57:18 2000 
lopt on l devlvgOOilvol6 delaylog,nodatainlog on Mon Oct 9 15 : 57:19 2000 
lhome on ldevlvgOOilvol5 delaylog,nodatainlog on Mon Oct 9 15:57:19 2000 
lu01 on l devlvg01 l lv01 delaylog,nodatainlog on Tue Oct 10 09 : 58:45 2000 
lu03 on l devlvgcl1llv01 log,nodatainlog on Wed Oct 11 14 : 40 :29 2000 

Appendix 17: Output of </etc/mount> on stxhpcl2 

I on ldevlvgOOilvol3 log on Mon Oct 9 15 : 52:35 2000 
lstand on ldevlvgOOilvol1 defaults on Mon Oct 9 15:52 : 37 2000 
lvar on ldevlvgOOilvol8 delaylog , nodatainlog on Mon Oct 9 15:52 : 51 2000 
lusr on ldevlvgOOilvol7 delaylog,nodatainlog on Mon Oct 9 15:52:52 2000 
ltmp on ldevlvgOOI1vol4 delaylog,nodatainlog on Mon Oct 9 15 : 52:52 2000 
lopt on ldevlvgOOilvol6 delaylog,nodatainlog on Mon Oct 9 15:52:52 2000 
lhome on ldevlvgOOilvol5 delaylog,nodatainlog on Mon Oct 9 15:52:52 2000 
lu01 on ldev lvg01llv01 delaylog , nodatainlog on Tue Oct 10 10 : 24:35 2000 
lu02 on l devlvgcl2llv01 log,nodatainlog on Wed Oct 11 13:32 : 12 2000 
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2,Âppendix 18: Contents of /etc/rc.config.d/netconf on stxhpcll 

0• 
# netconf: configuration values for core networking subsystems 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

@(#) $Revision : 1.6.119.6 $ $Date: 97/09/10 15 : 56:01 $ 

HOSTNAME : 

OPERATING SYSTEM : 

LOOPBACK ADDRESS: 

Name of your system for uname -S and hostname 

Name of operating system returned by uname -s 
DO NOT CHANGE THIS VALUE -- --

Loopback address 
---- DO NOT CHANGE THIS VALUE ----

IMPORTANT : for 9.x-to-10.0 transition, do not put blank lines between 
the next set of statements 

HOSTNAME="stxhpcl1" 
OPERATING SYS~M=HP-UX 
LOOPBACK ADDRESS=127.0.0.1 

# Internet configuration parameters . 
# 

See ifconfig(1m), autopush(1m) 

# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

INTERFACE NAME: 

IP ADDRESS: 

SUBNET MASK: 

BROADCAST ADDRESS: 

INTERFACE STATE: 

DHCP ENABLE 

Network interface name (see lanscan(1m)) 

Hostname (in /etc/hosts) or IP address in decimal-dot 
notation (e . g., 192.1.2.3) 

Subnetwork mask in decimal-dot notation, if different 
from default 

Broadcast address in decimal-dot notation, if 
different from default 

Desired interface state at boot time. 
either up or down, default is up. 

Determines whether or not DHCP client functionality 
will be enabled on the network interface (see 
auto_parms(1M), dhcpclient(1M)). DHCP clients get 
their IP address assignments from DHCP servers. 
1 enables DHCP client functionality; O disables it . 

For each additional network interfaces, add a set of variable assignments 
like the ones below, changing the index to "[1]", "[2]" et cetera. 

IMPORTANT : for 9.x-to-10.0 transition, do not put blank lines between 
the next set of statements 

INTERFACE_NAME[O]="lanO" 
IP_ADDRESS[0]="10 . 225 . 69.20" 
SUBNET_MASK[0]="255.255.255 . 0" 
BROADCAST_ADDRESS[O]="" 
INTERFACE_STATE(O]="" 
DHCP_ENABLE[O]=O 

# Inte·rnet routing configuration . 
# 

See route(1m), routing(7) 

# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

ROUTE DESTINATION : 

ROUTE MASK: 

Destination hostname (in /etc/hosts) or host or network 
IP address in decimal-dot notation, preceded by the word 
"host" or "net"; or simply the word "default" . 

Subnetwork mask in decimal-dot notation, or C language 
hexadecimal notation. This is an optional field . 
A IP address, subnet mask pair uniquely identifies 
a subnet to be reached . If a subnet mask is not given, 
then the system will assign the longest subnet mask 
of the configured network interfaces to this route . 
If there is no matching subnet mask, then the system 
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# 
# 
# 
# ROUTE_GATEWAY: 
# 
# 
# 
# 
# 
# 
# 
# 
# 

ROUTE COUNT: 

will assign the default network mask as the route's 
subnet mask. 

Gateway hostname (in /etc/hosts) or IP address in 
decimal-dot notation. If local interface, must use 
same forro as used for IP_ADDRESS above (hostname or 
decimal-dot notation) . If loopback interface, i . e., 

127.0.0.1, the ROUTE_COUNT must be set to zero. 

An integer that indicates whether the gateway is a 
remete interface (one) or the local interface (zero) 

or loopback interface (e.g., 127.*). 

the 

# 
# 
# 

ROUTE ARGS: Route command arguments and options. This variable 
may contain a combination of the following arguments: 
11 -f", "-n" and "-p pmtu". 

# 
# 
# 
# 
# 
# 

For each additional route, add a set of variable assignments like the ones 
below, changing the index to "[1]", "[2]" et cetera . 

~ 
IMPORTANT: :for 9.x- to - 10.0 transition, do not put blank lines between 
the next set of statements 

ROUTE_DESTINATION[O]="default" 
ROUTE_MASK(O]="" 
ROUTE_GATEWAY[0]="10 . 225 . 69 . 20" 
ROUTE_COUNT[O]="O" 
ROUTE_ARGS[O]="" 

# Dynamic routing daemon configuration. 
# 

See gated (1m) 

# 
# 

GATED: 
GATED ARGS: 

GATED=O 
GATED ARGS="" 

# 

Set to 1 to start gated daemon. 
Arguments to the gated daemon . 

# Router Discover Protocol daemon configuration. See rdpd(1m) 
# 
# RDPD: Set to 1 to start rdpd daemon 
# 

RDPD=O 

# 
# Reverse ARP daemon configuration. See rarpd(1m) 
# 
# RARP: Set to 1 to start rarpd daemon 
# 

RARP=O 
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Appendix 19: Contents of /etc/rc.config.d/netconf on stxhpcl2 
. · ~~~~ 

# netconf:(\configuration values for core networking subsystems 
# 
# ®(#) $Revision: 1.6.119.6 $ $Date: 97/09/10 15 : 56:01 $ 
# 
# HOSTNAME: Name of your system for uname -s and hostname 
# 
# OPERATING_SYSTEM: Name of operating system returned by uname -s 

DO NOT CHANGE THIS VALUE ----# 
# 
# LOOPBACK ADDRESS: Loopback address 
# 
# 

---- DO NOT CHANGE THIS VALUE ----

# IMPORTANT: for 9.x-to-10.0 transition, do not put blank lines between 
# the next set of statements 

HOSTNAME="stxhpcl2" 
OPERATING SYSTEM=HP-UX 
LOOPBACK_ADD~S=127.0.0.1 

# Internet configuration parameters. See ifconfig(1m) , autopush(1m) 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

INTERFACE NAME: 

IP ADDRESS: 

SUBNET MASK: 

BROADCAST ADDRESS: 

INTERFACE STATE: 

DHCP ENABLE 

Network interface name (see lanscan(1m)) 

Hostname (in /etc/hosts) or IP address in decimal-dot 
notation (e.g., 192.1.2.3) 

Subnetwork mask in decimal-dot notation, if different 
from default 

Broadcast address in decimal-dot notation, if 
different from default 

Desired interface state at boot time. 
either up or down, default is up. 

Determines whether or not DHCP client functionality 
will be enabled on the network interface (see 
auto_parms(1M), dhcpclient(1M)). DHCP clients get 
their IP address assignments from DHCP servers. 
1 enables DHCP client functionality; o disables it . 

For each additional network interfaces, add a set of variable assignments 
like the ones below, changing the index to "[1]", "[2]" et cetera. 

IMPORTANT: for 9 . x-to-10 . 0 transition, do not put blank lines between 
the next set of statements 

INTERFACE_NAME[O]=lanO \ 
IP_ADDRESS[0]=10 . 225.69.21 
SUBNET_MASK[0]=255 . 255.255.0 
BROADCAST_ADDRESS[O]="" 
INTERFACE_STATE[O]="" 
DHCP_ENABLE [O] =0· 

# Internet routing configuration. See route(1m), routing(7) 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

ROUTE DESTINATION: 

ROUTE MASK: 

Destination hostname (in /etc/hosts) or host or network 
IP address in decimal-dot notation, preceded by the word 
"host" or "net"; or simply the word "default" . 

Subnetwork mask in decimal-dot notation, or C language 
hexadecimal notation . This is an optional field . 
A IP address, subnet mask pair uniquely identifies 
a subnet to be reached . If a subnet mask is not given, 
then the system will assign the longest subnet mask 
of the configured network interfaces to this route . 
If there is no matching subnet mask, then the system 
will assign the default network mask as ~he route's 
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# 
# 
# ROUTE GATEWAY: 
# 
# 
# 
# 
# 
# 
# 
# 
# 

ROUTE COUNT: 

subnet mask. 

Gateway hostname (in /etc/hosts) or IP address in 
decimal-dot notation. If local interface, must use 
same form as used for IP_ADDRESS above (hostname or. 
decimal-dot notation). If loopback interface, i.e . , 

127 . 0 . 0 . 1, the ROUTE_COUNT must be set to zero . 

An integer that indicates whether the gateway is a 
remote interface (one) or the local interface (zero) 

or loopback interface (e.g., 127 . *). 

the 

# 
# 
# 

ROUTE ARGS : Route command arguments and options . This variable 
may contain a combination of the fo11owing arguments: 
" -f", " -n" and "-p pmtu". 

# 
# 
# 
# 
# 
# 

For each additional route, add a set of variable assignments like the ones 
below, changing the index to "[1] ", "[2]" et cetera. 

IMPORTANT: fOr 9 . x-to-10.0 transition, do not put blank lines between 
the next set: of statements 

# ROUTE_DESTINATION[O]=default 
# ROUTE_MASK [O]="" 
# ROUTE_GATEWAY[O]="" 
# ROUTE_COUNT[O]="" 
# ROUTE_ARGS[O]="" 

# Dynamic routing daemon configuration. 
# 

See gated(1m) 

# 
# 

GATED: 
GATED ARGS: 

Set to 1 to start gated daemon. 
Arguments to the gated daemon. 

GATED=O 
GATED ARGS=" " 

# 
# Router Discover Protocol daemon configuration. See rdpd(1m) 
# 
# RDPD: Set to 1 to start rdpd daemon 
# 

RDPD=O 

# 
# Reverse ARP daemon configuration. See rarpd(1m) 
# 
# RARP : Set to 1 to start rarpd daemon 
# 

RARP=O 

ROUTE_GATEWAY[0]=10.225.69.21 
ROUTE_COUNT[O]=O 
ROUTE_ DESTINATION[O]=default 
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Appendix~Ó: Output of <netstat -nr> on stxhpcll 

i 

Routing tables 
Dest/Netmask Gateway Flags Refs Use 
127.0.0 . 1 127.0.0.1 UH o 95871 
10.225.69.20 10 .22 5 .69.20 UH o 18413 
10.225 . 69.22 10.225.69.22 UH o o 
10.225.69.0 10.225.69.20 u 3 o 
10 . 225.69 . 0 10.225 .69.22 u 3 o 
127.0.0 . 0 127 . 0 . 0.1 u o o 
default 10 . 225 . 69.20 u o o 

Appendix 21: Output of <netstat -nr> on stxhpcl2 

Routing tables 
Dest/Netmask 
127 .0 . 0.1 
10.225.69.21 
10 .225.69.23 
10.225.69 . 0 
10 .225.69.0 
127 .0.0.0 
default 

Gateway Flags Refs Use 
127 . 0.0.1 UH o 73359 
10 . 225.69.21 UH o 11695 
10 . 225.69 . 23 UH o o 
10.225 . 69.21 u 3 o 
10.225.69.23 u 3 o 
127.0.0.1 u o o 
10.225 . 69.21 u o o 
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Interface 
lo O 
la nO 
lan0:1 
lano 
lan0 :1 
lo O 
la no 

Interface 
lo O 
la nO 
lan0:1 
lano 
lan0 : 1 
lo O 
lano 

Pmtu 
4136 
4136 
4136 
1500 
1500 
4136 
1500 

Pmtu 
4136 
4136 
4136 
1500 
1500 
4136 
1500 
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Appendix 22: Contents of /etc/passwd on stxhpcll 

root:/asrkiyd . U98c : 0:3: :/:/sbin/sh 
daemon:* : l : S: :/: / sbin/ sh 
bin:*:2:2 ::/usr/bin :/sbin/sh 
sys : * : 3 : 3 : : I : 
adm:* : 4 :4 ::/var/adm: /sbin/sh 
uucp:*:5 : 3::/var/spool/uucppublic:/usr/lbin/uucp/uucico 
lp:*:9:7::/var/spool/lp:/sbin/sh 
nuucp:*:ll : ll: :/var/spool/uucppublic:/usr/lbin/uucp/uucico 
hpdb:* :2 7 : 1 : ALLBASE :/:/sbin/sh 
nobody:* :- 2:-2 ::/: 
www:*:30 : 1: :/: 
oracle:fdOR4rxfx4GVs:101:101:,, , : / home/oracle: / usr/bin/ksh 
oneworld:M9r.tGLRzhiWo:l02:102 : , ,, :/home/oneworld:/usr/bin/ksh 
owuserl:Oq/e8hg5y5geo:103:102:,,, :/home/owuserl:/usr/bin/ksh 

Appendix 23: Contents of /etc/passwd on stxhpcl2 

root:SfdfhLf20HJWk:0:3::/:/sbin/sh 
daemon:*:l:S::/:/sbin/sh 
bin :* :2:2: :/usr/bin:/sbin/sh 
sys : * : 3 : 3 : : I : 
adm:*:4 :4::/var/adm:/sbin/sh 
uucp :*: 5 : 3 :: /var/spool/uucppublic:/usr/lbin/uucp/uucico 
lp:*:9:7::/var/spool/lp:/sbin/sh 
nuucp:* : ll : ll ::/var/spool/uucppublic:/usr/lbin/uucp/uucico 
hpdb :*:2 7:1:ALLBASE:/ :/sbin/sh 
nobody :*: -2:-2: :/: 
www:*:30:1: :/: 
oracle:R6bu57ElPaWbk:101:101:,,, :/home/oracle : /usr/bin/ksh 
oneworld:mkE94UlgpB6 . k:102:102 : ,,, :/home/oneworld:/usr/bin/ksh 
owuserl:HFi9CPzsOfOyw:l03:102:,,, :/home/owuserl : /usr/bin/ksh 
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Appendix 24: Contents of /etc/services 
~ 'b y:t 

~. 
# @(#)services $Revision: 1.32.214.7 $ $Date: 97/09/10 14:50:42 $ 
# 
# This file associates official service names and aliases with 
# the port number and protocol the services use . 
# 
# Some of the services represented below are not supported on HP-UX. 
# They are provided solely as a reference. 
# 
# The form for each entry is : 
# <official service name> <port number/protocol name> <aliases> 
# 
# See the services(4) manual page for more information. 
# Note : The entries cannot be preceded by a blank space. 
# 
tcpmux 1/tcp 
echo 7/tcp 
echo ~ 7 /udp 
discard 9/tcp 
discard 9/udp 
systat 11/tcp 
daytime 13/tcp 
daytime 13/udp 
qotd 17/tcp 
chargen 19/tcp 
chargen 19/udp 
ftp-data 20/tcp 
ftp 21/tcp 
telnet 23/tcp 
smtp 25/tcp 
time 37/tcp 
time 37/udp 
rlp 39/udp 
whois 43/tcp 
domain 53/tcp 
domain 53/udp 
bootps 67/udp 
bootpc 68/udp 
tftp 69/udp 
rje 77/tcp 
finger 79/tcp 
http 80/tcp 
http 80/udp 
link 87/tcp 
supdup 95/tcp 
hostnames 101/tcp 
tsap 102/tcp 
pop 109/tcp 
pop3 110/tcp 
portmap 111/tcp 
portmap 111/udp 
ident 113/tcp 
sftp 115/tcp 
uucp-path 117/tcp 
nntp 119/tcp 
ntp 123/udp 
netbios ns 137/tcp 
netbios ns 137/udp 
netbios_dgm 138/tcp 
netbios_dgm 138/udp 
netbios ssn 139 / tcp 
netbios ssn 139/udp 
bftp 152/tcp 
snmp 161 / udp 
snmp-trap 162/udp 
bgp 179/tcp 
# PV performance tool 
pvserver 382/tcp 

# TCP port multiplexer (RFC 1078) 
# Echo 

sink null 
sink null 
users 

quo te 
ttytst 
ttytst 

source 
source 

timeserver 
timeserver 
resource 
nicname 
nameserver 
nameserver 

netrjs 

www 
www 
ttylink 

hostname 

# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

iso_tsap iso-tsap 
postoffice pop2 # 

pop-'3 # 
sunrpc # 
sunrpc # 
authentication # 

# 
# 

readnews untp # 
# 
# 
# 
# 
# 
# 
# 
# 

snmpd 
trapd 

# 
# 
# 

services entries 
# PV server 

Discard 

Active Users 
Daytime 

Quote of the Day 
Character Generator 

File Transfer Protocol (Data) 
File Transfer Protocol (Cont rol) 
Virtual Terminal Protocol 
Simple Mail Transfer Protocol 
Time 

Resource Location Protocol 
Who Is 
Domain Name Service 

Bootstrap Protocol Server 
Bootstrap Protocol Client 
Trivial File Transfer Protocol 
private RJE Service 
Finge r 
World Wide Web HTTP 
World Wide Web HTTP 
private terminal link 

NIC Host Name Server 
# ISO TSAP (part of ISODE) 
Post Office Protocol - Version 2 
Post Office Protocol - Version 3 
SUN Remote Procedure Call 

RFC1413 
Simple File Transfer Protocol 
UUCP Path Service 
Network News Transfer Protocol 
Network Time Protocol 
NetBIOS Name Service 

NetBIOS Datagram Service 

NetBIOS Session Service 

Background File Transfer Protocol 
Simple Network Management Protocol Agent 
Simple Network Management Protocol Traps 
Border Gateway Protocol 
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pvalarm 383/tcp 
# 
# UNIX services 
# 
biff 
ex e c 
login 
who 
shell 
syslog 
printer 
talk 
ntalk 
route 
efs 
timed 
tempo 
courier 
conference 
netnews 
netwall 
uucp 
remotefs 
ingreslock 
# 

512/udp 
512/tcp 
513/tcp 
513/udp 
514/tcp 
514/udp 
515/tcp 
517/udp 
518/udp 
520/udp 
520/tcp 
525/udp 
526/tcp 
530/tcp 
531/tcp 
532/tcp 
.5~3/udp 
540/tcp 
556/tcp 

1524/tcp 

# Other HP-UX services 
# 
lansrm 570/udp 
DAServer 987/tcp 
instl boots 1067/udp 
instl_bootc 1068/udp 

# PV alarm management 

comsat 

whod 
cmd 

spooler 

router routed 

timeserver 
newdate 
rpc 
chat 
readnews 

uucpd 
rfs server rfs 

# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

mail notification 
remote execution, passwd required 
remote login 
remote who and uptime 
remote command, no passwd used 
remote system logging 
remote print spooling 
conversation 
new talk , conversation 
routing information protocol 
Extended file name server 
remote clock synchronization 

Emergency broadcasting 
uucp daemon 
Brunhoff remote filesystem 

SRM/UX Server 

protocol server 
protocol client 

nfsd-keepa1ive 1110/udp 

# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

SQL distributed access 
installation bootstrap 
installation bootstrap 
Client status info 

nfsd-status 
msql 
rlb 
clvm-cfg 
diagmond 
nft 
sna-cs 
sna-cs 
ncpm-pm 
ncpm-hip 
cvmon 
registrar 
registrar 
ncpm-ft 
psmond 
psmond 
pmlockd 
pmlockd 
nfsd 
netdist 
rfa 
veesm 
hacl-hb 
hacl-gs 
hacl-cfg 
hacl-cfg 
hacl-probe 
hacl-probe 
hacl-local 
hacl-test 
hacl-dlm 
lanmgrx . osB 
r4-sna-cs 
SNAplus 
r4-sna-ft 
hcserver 
grmd 
spc 
desmevt 

1110/tcp 
1111/tcp 
1260/tcp 
1476/tcp 
1508/tcp 
1536/tcp 
1553/tcp 
1553/udp 
1591/udp 
1683/udp 
1686/udp 
1712/tcp 
1712/udp 
1744/udp 
1788/tcp 
1788/udp 
1889/tcp 
1889/udp 
2049/udp 
2106/tcp 
4672/tcp 
4789/tcp 
5300 / tcp 
5301/tcp 
5302/tcp 
5302 / udp 
5303/tcp 
5303/udp 
5304/tcp 
5305/tcp 
5408/tcp 
5696 / tcp 
5707 / tcp 
5708 / udp 
5709/tcp 
5710 / tcp 
5999 / tcp 
6111/tcp 
6868/tcp 

Cluster status info 
Mini SQL database server 
remote loopback diagnostic 
HA LVM configuration 
Diagnostic System Manager 
NS network file transfer 
SNAplus client/server 
SNAplus client/server 
NCPM Policy Manager 
NCPM Host Information Provider 
Clusterview cvmon-cvmap communication 
resource monitoring service 
resource monitoring service 
NCPM File Transfer 

# Predictive Monitor 
# Hardware Predictive Monitor 
# SynerVision locking daemon 
# 
# NFS remote file system 
# update(1m) network distribution service 
# NS remote file access 
# HP VEE service manager 
# High Availability (HA) Cluster heartbeat 
# HA Cluster General Services 
# HA Cluster TCP configuration 
# HA Cluster UDP configuration 
# HA Cluster TCP probe 
# HA Cluster UDP probe 
# HA Cluster Commands 
# HA Cluster Test 
.# HA Cluster distributed lock manager 
# LAN Manager/X for B . OO . OO OfficeShare 
# SNA client/server (up to Release 4 . 1) 
# SNA logical netwo rk A (up to Release 4.1) 
# SNA file transfer (up to Release 4.1) 
# HP Cooperative Services 
# graphics resource manager 
# sub-process control 
# DE/ . Services Monitor, Event Service 
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/ 
pdclientd~ 6874/tcp 
pdeve~t1 ~J 6875/tcp 
iasql ~~ 7489/tcp 
recse A· 7815/tcp 
ftp- ftam 1 ' 8868/tcp 
mcsemon 
console 
actcp 
# 

99991tcp 
10000/tcp 
31766/tcp 

# Palladium print client daemon 
# Palladium print event daemon 
# Information Access 
# SharedX Receiver Service 
# FTP- >FTAM Gateway 
# MC/System Environment monitor 
# MC/System Environment console multiplexor 
# ACT Call Processing Server 

# Kerberos (Project Athena/MIT) services 
# 
kerberos5 88/udp kdc # Kerberos 5 kdc 
klogin 543/tcp # Kerberos rlogin -kfall 
kshell 544/tcp krcmd # Kerberos remete shell -kfal1 
ekshell 545/tcp krcmd # Kerberos encrypted remete shell -kfall 
kerberos 750/udp kdc # Kerberos (server) udp -kfall 
kerberos 750/tcp kdc # Kerberos (server) tcp -kfall 
kerberos_master 751/tcp kadmin # Kerberos kadmin 
krbupdate 760/tcp kreg # Kerberos registration -kfall 
kpasswd 761/tcp kpwd # Kerberos "passwd" -kfall 
eklogin 21~5/tcp # Kerberos encrypted rlogin -kfall 
# The X10_LI 'server for each display listens on ports 5800 + display number . 
# The X10_MI server for each display listens on ports 5900 + display number. 
# The X11 server for each display listens on ports 6000 + display number . 
# The X11 font server listens on port 7000 . 
# Do NOT associate other services with these ports . 
# Refer to the X documentation for details. 

hpoms-ci-lstn 
hpoms-dps-lstn 
samd 

dtspc 6112/tcp 

5403/tcp 
5404/tcp 
3275/tcp 

#SAP spooler support 
#SAP spooler support 

# sam daemon 

#subprocess control 
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Appendix 25: Output of <swlist> 

# Initializing ... 
# Contacting target "stxhpcll" . . . 
# 
# Target : stxhpcll: l 
# 

# 
# Bundle (s) : 
# 

B3935BA 
B3935DA 
B5736BA 
B5736DA 
B7609BA 

A. l1 . 09 
A . l1 . 09 
A . 03.20 
A. 03 . 20 
A.03 . 20 

MC I Service Guard 
MC I Service Guard 
HA Monitors 
HA Monitors 
Event Monitoring Service 
Engl ish HP-UX 32-bi t Runtirne Environrnent 

invent 

83 J LI 

/1 · 

HPUXEng32RT B . l l .OO.O l 
UXCoreMedia ~B . ll.OO.Ol 
XSWGRllOO B . ll.00 . 47 . 08 

HP-UX Media Kit (Reference Only. See Description) 
General Release Patch es, Novernber 1 999 (ACE) 

Appendix 26: Contents of /stand/system 

* Drivers and Subsysterns 

Centif 
CharDrv 
DlkmDrv 
GSCtoPCI 
PCitoPCI 
arp 
asp 
autofsc 
beep 
b t lan3 
c720 
cb 
ceio 
cdfs 
clone 
core 
diago 
diag2 
d l krn 
dlpi 
drnern 
echo 
f c 
fc_ arp 
fcgsc 
fcgsc_ lan 
ffs 
hps trearns 
inet 
ip 
kloa d 
klog 
lan2 
las i 
ldte r rn 
l v 

· lvrn 
rnac lan 
rnux2 
n e tdiagl 
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netqa ~ 3) 3 
nfs ' client f\ · 
nfs_core. 
nfs ser":er 
nfsm 
nms 
nuls 
pa_generic_psm 
pa_psm 
pci 
pckt 
pipedev 
pipemod 
ps2 
ptem 
ptm 
pts 
rawip 
sad 
se 
sctl 
sdisk 
si o 
stape 
stcpmap 
strlog 
strpty_included 
strtelnet included 
tcp 
telm 
tels 
timod 
tirdwr 
tlclts 
tlcots 
tlcotsod 
tun 
udp 
ufs 
uipc 
vxbase 
wsio 

* Kernel Device info 

dump lvol 

* Tunable parameters 

STRMSGSZ 
bufpages 
dbc_max_pct 
maxfiles 
maxfiles lim 
maxswapchunks 
maxuprc 
maxusers 
maxvgs 
msgmap 
msgmax 
msgmnb 
msgmni 
msgseg 
msgssz 
msgtql 
nfile 

65535 
o 
20 
2048 
2048 
4096 
( (NPROC*8) /10) 
400 
80 
(MSGTQL+2) 
65535 
65535 
(NPROC) 
32767 
128 
4096 
(15*NPROC+2048) 
(NPROC) nflocks 

ninode 
nproc 

(8*NPROC+2048) 
(((10*MAXUSERS)/3)+128) 
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nstrpty 
nstrtel 
nswapdev 
semmap 
semmni 
semmns 
semmnu 
semume 
semvmx 
s hmmax 
shmmni 
s hmseg 
swapmem_ on 
timeslice 
unlockable mem -

o 

o 

60 
(MAXUSERS) 
25 
(SEMMNI +2) 
(NPROC*2) 
(SEMMNI *2) 
(NPROC-4) 
128 
32768 
OX40000000 
512 
32 
o 
1 
(MAXUSERS*10) 
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Appendix 27: Output of <vgdisplay -v> on node stxhpcll 

(>!• 

--- Volume groups 
VG Name 
VG Write Access 
VG Status 
Max LV 

/dev/vgcl1 
read/write 
available, exclusive 
255 

Cur LV 1 
Open LV 1 
Max PV 16 
Cur PV 4 
Act PV 4 
Max PE per PV 1024 
VGDA 8 
PE Size (Mbytes) 4 
Total PE 4092 
Alloc PE 4000 
Free PE 92 
Total PVG O 
Total Spare PVs O 
Total Spare PVs in use O 

--- Logical volumes 
LV Name 
LV Status 
LV Size (Mbytes) 
Current LE 
Allocated PE 
Used PV 

--- Physical volumes --­
PV Name 
PV Status 
Total PE 
Free PE 

PV Name 
PV Status 
Total PE 
Free PE 

PV Name 
PV Status 
Total PE 
Free PE 

PV Name 
PV Status 
Total PE 
Free PE 

/dev/vgcl1/lv01 
available/syncd 
16000 
4000 
4000 
4 

/dev/dsk/cOtldO 
available 
1023 
o 

/dev/dsk/c0t9d0 
available 
1023 
o 

/dev/dsk/c0t10d0 
available 
1023 
o 

/dev/dsk/cOt11dO 
available 
l023 
92 

? •. ,. 
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Appendix 28: Output of <vgdisplay -v> on node stxhpcl2 

--- Volume groups 
VG Name 
VG Write Access 
VG Status 
Max LV 
Cur LV 
Open LV 
Max PV 
Cur PV 
Act PV 
Max PE per PV 
VGDA 
PE Size (Mbytes) 
Total PE 
Alloc PE 
Free PE 
Total PVG 

/dev /vgcl2 
read/write 
available, exclusive 
255 
1 

1 

16 
4 
4 
1024 
8 
4 

4092 
4000 
92 
o 

Total Spare PV~ O 
Total Spare PVs in use O 

--- Logical volumes 
LV Name 
LV Status 
LV Size (Mbytes) 
Current LE 
Allocated PE 
Used PV 

--- Physical volumes 
PV Name 
PV Status 
Total PE 
Free PE 

PV Name 
PV Status 
Total PE 
Free PE 

PV Name 
PV Status 
Total PE 
Free PE 

PV Name 
PV Status 
Total PE 
Free PE 

---

/dev/vgcl2/lv01 
available/syncd 
16000 
4000 
4000 
4 

/dev/dsk/cOtOdO 
available 
1023 
o 

/dev/dsk/c0tl2d0 
available 
1023 
o 

/dev/dsk/ c0t13d0 
available 
1023 
o 

/dev/dsk/cOt14dO 
available 
1023 
92 
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Appendix 29: OneWorld Xe IEO.ini file on node stxhpcll 

; RealTime initialization file INI(IEO) 

[IEO] 
RegisteredEvents= 

[ SAMPLE _ EVENT] 
DSl=DXXXXXXXX 
DS2 =DYYYYYYYY 
DS3=DZZZZZZZZ 

Appendix 30: OneWorld Xe IEO.ini file on node stxhpcl2 

; RealTime i~ttialization file INI(IEO) 

[IEO] 
RegisteredEvents= 

[SAMPLE_EVENT] 

DSl=DXXXXXXXX 
DS2 =DYYYYYYYY 
DS3=DZZZZZZZZ 
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Appendix 31: OneWorld Xe JDE.ini file on node stxhpcll 

OneWo rld initialization file INI(JDE) 
HP9000 specific version - B73 . 3 

[DEBUG) 
Output=FILE 
Trace=TRUE 
ClientLog=l 
DebugFile= / u03 / oneworld/ b733 spl4 / log/ jdedebug.log 
JobFile=/u03/oneworld/b733_spl4 / log/jde . log 
LogErrors=l 
JDETSFile= / u03 / oneworld/ b733_spl4 / log/ JDETS.log 
RepTrace=O 

[TAM) 
TAMTraceLevel=O 

[MEMORY DEBUG) 
Frequency=lOOOO 
Full=l . . 

[SVR) 

EnvType=l 
EnvironmentName=XDEVHP02 
SpecPath=spec 
SourcePath=source 
ObjectPath=obj 
HeaderPath=include 
HeaderVPath=includev 
BinPath=bin32 
LibPath=lib32 
LibVPath=libv32 
MakePath=make 
WorkPath=work 
CodeGeneratorPath=cg 
ResourcePath=res 
HelpPath=helps 
NextiDPath=nextid 
LibraryListName=XDEVHP02 

[INSTALL) 
DefaultSystem=system 
ClientPath=client 
PackagePath=package 
DataPath=data 
B733=/u03/oneworld/b733_spl4 
Double_ Byte=O 
Lo calCodeS.et=WE_IS088591 

[JDEIPC) 
ipcTrace=O 
maxNumberOfSemaphores=200 
startiPCKeyValue~53000 

[JDEMAIL) 
Rulel=~OiOPTiMAILSERVER=mail.jdedwards . com 
Rule2=lOOiDEFAULTiOWMON=OWMON@jdedwards.com 
Rule3=110iDEFAULTiJDE_SYSTEM=JDE_System@jdedwards . com 
Rule4=120iDEFAULTIWORKFLOW_SYSTEM=Workflow@jdedwards.com 
Rule5=130IOPTIMERGELOCAL=l 
Rule6=140IOPTIUPDATELOCAL=O 

[JDENET) 
s erviceNa meListen=6005 
serviceNameConnect=6005 
maxNetProcesses=l 
maxNetConnections=2 50 
max Kerne lProcesses =SO 
maxKernelRanges=2 0 
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net~racep: ao~ {1· 
[JDENET_KERNEL_DEFl] 
krnlName=;]DENET RESERVED KERNEL 
dispatchDLLName=libjdenet.sl 
dispatchDLLFunction=JDENET_DispatchMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF2] 
krnlName=UBE KERNEL 
dispatchDLLName=libjdeknet.sl 
dispatchDLLFunction=JDEK_DispatchUBEMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF3] 
krnlName=REPLICATION KERNEL 
dispatchDLLName=libjderepl.sl 
dispatchDLLFunction=DispatchRepMessage 
maxNumberOfPrdtesses=l 
numberOfAutost'artProcesses=O 

[JDENET_KERNEL_DEF4] 
krnlName=SECURITY KERNEL 
dispatchDLLName=libjdeknet . sl 
dispatchDLLFunction=JDEK_DispatchSecurity 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEFS] 
krnlName=LOCK MANAGER KERNEL 
dispatchDLLName=libtransmon . sl 
dispatchDLLFunction=TM_DispatchTransactionManager 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF6] 
krnlName=CALL OBJECT KERNEL 
dispatchDLLName=libjdeknet.sl 
dispatchDLLFunction=JDEK_DispatchCallObjectMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=l 

[JDENET _ KERNEL _ DEF7] 
krnlName=JDBNET KERNEL 
dispatchDLLName=libjdeknet.sl 
dispatchDLLFunction=JDEK_DispatchJDBNETMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET _ KERNEL _ DEFB] 
krnlName=PACKAGE INSTALL KERNEL 
dispatchDLLName=libjdeknet.sl 
dispatchDLLFunction=JDEK_DispatchPkginstallMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF9] 
krnlName=SAW KERNEL 
dispatchDLLName=libjdesaw.sl 
dispatchDLLFunction=JDEK_DispatchSAWMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEFlO] 
krnlName=SCHEDULER KERNEL 
dispatchDLLName=libjdeschr . sl 
dispatchDLLFunction=JDEK_ DispatchScheduler 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 
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(JDENET_KERNEL_DEFll] 
krnlName=PACKAGE BUILD KERNEL 
dispatchDLLName=libjdeknet.sl 
dispatchDLLFunction=JDEK_Di spatchPkgBuildMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET _ KERNEL _ DEF12] 
krnlName=UBE SUBSYSTEM KERNEL 
dispatchDLLName=libjdeknet . sl 
dispatchDLLFunction=JDEK_DispatchUBESBSMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF13] 
krnlName=WORK FLOW KERNEL 
dispatchDLLName=libworkflow . sl 
dispatchDLLFunction=JDEK_DispatchWFServerProcess 
maxNumberOfProcesses=l 
numberOfAutoSt~rtProcesses=O 

[JDENET_KERNEL_DEF19] 
krnlName=EVN KERNEL 
dispatchDLLName=libjdeie . sl 
dispatchDLLFunction=JDEK_DispatchiTMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF20] 
krnlName=IEO KERNEL 
dispatchDLLName=libjdeieo . sl 
dispatchDLLFunction=JDEK_DispatchiEOMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[NETWORK QUEUE SETTINGS] 
UBE Semaphore Key=3600 
DefaultPrinterOUTQ=devprn6 
JDENETTimeout=60 

[BSFN BUILD] 
BuildArea=/usr/oneworld/BDEV/b733/packages 
OptimizationFlags=+Ol 
DebugFlags=-g -y -D_DEBUG -DJDEDEBUG 
InliningFlags= 
DefineFlags=-DKERNEL -DPRODUCTION_VERSION -DNATURAL ALIGNMENT -D HPUX SOURCE 
CompilerFlags=-Aa +wl +z -c 
OSReleaseLevel=+DAportable 
LinkFlags=-b -z -B symbolic -L/ usr / oneworld/ BDEV/ b733 / system/ lib -ljdesaw 
LinkLibraries= 
SimultaneousBuilds=O 

[UBE] 
UBEDebugLevel=O 

[DB SYSTEM SETTINGS] 
Version=43 
Default User=JDESVR 
Default Pwd= 
Default Env =XDEVHP02 
Default PathCode=PROD 
Base Datasource=ORACLE SVR 
Object Owner=JDESVR 
Serv er=corowsnl 
Database=owsnldev l 
Load Library=libora73 . sl 
Decimal Shift=Y 
Julian Dates=Y 
Us e Owner=Y 
Secure d =Y 
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I ~30'5' 
, A· Type=O ' , 

Library List= · 
TriggerLibrarx=JDBTRIG 

[LOCK MANAGER] 
Server=hpcluster 
AvailableService=TS 
RequestedService=NONE 

[SERVER ENVIRONMENT MAP] 
ADEVASDl=ADEVHPOl 
ADEVASD2=ADEVHP02 
ADEVNAOl=ADEVHPOl 
ADEVNA02=ADEVHP02 
ADEVNASl=ADEVHPOl 
ADEVNAS2=ADEVHP02 
ADEVNISl=ADEVHPOl 
ADEVNIS2=ADEVHP02 
ADEVRSOl=ADEVHPOl 
ADEVRS02=ADEVHP02 
ADEVCLAl=ADEVHPOl 
ADEVCLA2=ADEvHP02 
PDEVASDl=PDEVHPOl 
PDEVASD2=XDEVHP02 
PDEVNAOl=PDEVHPOl 
PDEVNA02=XDEVHP02 
PDEVNASl=PDEVHPOl 
PDEVNAS2=XDEVHP02 
PDEVNISl=PDEVHPOl 
PDEVNIS2=XDEVHP02 
PDEVRSOl=PDEVHPOl 
PDEVRS02=XDEVHP02 
PDEVCLAl=PDEVHPOl 
PDEVCLA2=XDEVHP02 
PDEVHP02=XDEVHP02 

[SECURITY] 
User=JDESVR 
Password= 
DefaultEnvironment=XDEVHP02 
DataSource=ORACLE PVC B733 
SecurityServer=hpcluster 
ServerPswdFile=FALSE 
History=O 

[CLUSTER] 
PrimaryNode=hpcluster 

[JDEITDRV] 
DrvCount=3 
Drvl=Z:libzdrv.sl 
Drv2=RT:librtdrv.sl 
Drv3=JDENET:libjdetrdrv . sl 

[Interoperability] 
RealTimeEvents=*ALL 
SaveDoc=O 
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Appendix 32: OneWorld Xe JDE.ini file on node stxhpcl2 

OneWorld initialization file INI(JDE) 
HP9000 specific version- B73 . 3 

[DEBUG] 
Output=FILE 
Trace=TRUE 
ClientLog=l 
DebugFile=/u02/oneworld/b733 spl4/log/jdedebug.log 
JobFile=/u02/oneworld/b733_spl4/log/jde.log 
LogErrors=l 
JDETSFile=/u02/oneworld/b733_spl4/log/JDETS.log 
RepTrace=O 

[TAM] 
TAMTraceLevel=O 

[MEMORY DEBUG] 
Frequency=lOOOb 
Full=l . . 

[SVR] 
EnvType=l 
EnvironmentName=XDEVHP02 
SpecPath=spec 
SourcePath=source 
ObjectPath=obj 
HeaderPath=include 
HeaderVPath=includev 
BinPath=bin32 
LibPath=lib32 
LibVPath=libv32 
MakePath=make 
WorkPath=work 
CodeGeneratorPath=cg 
ResourcePath=res 
HelpPath=helps 
NextiDPath=nextid 
LibraryListName=XDEVHP02 

[INSTALL] 
DefaultSystem=system 
ClientPath=client 
PackagePath=package 
DataPath=data 
B733=/u02/oneworld/b733_spl4 
Double_Byte=O 
LocalCodeSet=WE IS088591 

[JDEIPC] 
ipcTrace=O 
maxNumberOfSemaphores=200 
startiPCKeyValue~33000 

[JDEMAIL] 
Rule1=9DIOPTIMAILSERVER=mail.jdedwards.com 
Rule2=1DOIDEFAULTIOWMON=OWMON®jdedwards.com 
Rule3=11DIDEFAULTIJDE_SYSTEM=JDE_System®jdedwards.com 
Rule4=120IDEFAULT!WORKFLOW_SYSTEM=Workflow®jdedwards.com 
Rule5=13DIOPTIMERGELOCAL=l 
Rule6=14DIOPTIUPDATELOCAL=O 

[JDENET] 
serviceNameListen=6006 
serviceNameConnect=6006 
maxNetProcesses=l 
maxNetConnections=250 
maxKernelProcesses=SO 
maxKernelRanges=20 
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I 
netTrace=O ' ' · 

[JDENET_KERN~L~D.~Fl] 
krnlName=JDENET RESERVED KERNEL 
dispatchDLLName=libjdenet . sl 
dispatchDLLFunction=JDENET_DispatchMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF2] 
krnlName=UBE KERNEL 
dispatchDLLName=libjdeknet.sl 
dispatchDLLFunction=JDEK_DispatchUBEMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF3] 
krnlName=REPLICATION KERNEL 
dispatchDLLName=libjderepl.sl 
dispatchDLLFunction=DispatchRepMessage 
maxNumberOfProeesses=l 
numberOfAutoSt~rtProcesses=O 

[JDENET_KERNEL_DEF4] 
krnlName=SECURITY KERNEL 
dispatchDLLName=libjdeknet.sl 
dispatchDLLFunction=JDEK_DispatchSecurity 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEFS] 
krnlName=LOCK MANAGER KERNEL 
dispatchDLLName=libtransmon.sl 
dispatchDLLFunction=TM_DispatchTransactionManager 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF6] 
krnlName=CALL OBJECT KERNEL 
dispatchDLLName=libjdeknet.sl 
dispatchDLLFunction=JDEK_DispatchCallObjectMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=l 

[JDENET_KERNEL_DEF7] 
krnlName=JDBNET KERNEL 
dispatchDLLName=libjdeknet.sl 
dispatchDLLFunction=JDEK_DispatchJDBNETMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEFB] 
krnlName=PACKAGE INSTALL KERNEL 
dispatchDLLName=libjdeknet . sl 
dispatchDLLFunction=JDEK_DispatchPkginstallMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF9] 
krnlName=SAW KERNEL 
dispatchDLLName=libjdesaw.sl 
dispatchDLLFunction=JDEK_DispatchSAWMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEFlO] 
krnlName=SCHEDULER KERNEL 
dispatchDLLName=libjdeschr.sl 
dispatchDLLFunction=JDEK_DispatchScheduler 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 
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[JDENET_ KERNEL_DEFll] 
krnlName=PACKAGE BUILD KERNEL 
dispatchDLLName=libjdeknet . sl 
dispatchDLLFunction=JDEK_Dispat c hPkgBuildMessage 
maxNumbe rOfProce sses =l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF12] 
krnlName=UBE SUBSYSTEM KERNEL 
dispatchDLLName=libjdeknet . sl 
dispatchDLLFunction=JDEK_ DispatchUBESBSMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF13] 
krnlName=WORK FLOW KERNEL 
dispatchDLLName=libworkflow . sl 
dispatchDLLFunction=JDEK_DispatchWFServerProcess 
maxNumberOfProcesses=l 
numberOfAuto$t~rtProcesses=O 

[JDENET _ KERNEL _ DEF19] 
krnlName =EVN KERNEL 
dispatchDLLName=libjdeie . sl 
dispatchDLLFunction=JDEK_ DispatchiTMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[JDENET_KERNEL_DEF20] 
krnlName=IEO KERNEL 
dispatchDLLName=libjdeieo.sl 
dispatchDLLFunction=JDEK_ DispatchiEOMessage 
maxNumberOfProcesses=l 
numberOfAutoStartProcesses=O 

[NETWORK QUEUE SETTINGS] 
UBE Semaphore Key=3600 
DefaultPrinterOUTQ=devprn6 
JDENETTimeout=60 

[BSFN BUILD] 
BuildArea=/usr/oneworld/BDEV/ b733/packages 
OptimizationFlags=+Ol 
DebugFlags=-g -y -D_DEBUG -DJDEDEBUG 
InliningFlags= 
DefineFlags=-DKERNEL -DPRODUCTION_VERSION -DNATURAL ALIGNMENT -D HPUX SOURCE 
CompilerFlags=-Aa +wl +z -c 
OSReleaseLevel=+DAportable 
LinkFlags=-b -z -B symbolic -L/ usr / oneworld/ BDEV/ b73 3/ s y stem/ lib -ljdesaw 
LinkLibraries= 
SimultaneousBuilds=O 

[UBE] 
UBEDebugLevel=O 

[DB SYSTEM SETTINGS] 
Version=43 
Default User=JDESVR 
Default Pwd= 
Default Env=XDEVHP02 
Default PathCode=PROD 
Bas e Datasource=ORACLE SVR 
Object Owner=JDESVR 
Server=corowsnl 
Da t a base=owsnldev l 
Load Library=libora73. s l 
Decimal Shift=Y 
Julian Dates =Y 
Use Owner=Y 
Secu red =Y 
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Type=O 
Library· List= 
TriggerLibrary=JDBTRIG 

[LOCK MANAGER] 
Server=hpcluster2 
AvailableService=TS 
RequestedService=NONE 

[SERVER ENVIRONMENT MAP] 
ADEVASDl=ADEVHPOl 
ADEVASD2=ADEVHP02 
ADEVNAOl=ADEVHPOl 
ADEVNA02=ADEVHP02 
ADEVNASl=ADEVHPOl 
ADEVNAS2=ADEVHP02 
ADEVNISl=ADEVHPOl 
ADEVNIS2=ADEVHP02 
ADEVRSOl=ADEVHPOl 
ADEVRS02=ADEVHP02 
ADEVCLAl=ADEVHPOl 
ADEVCLA2=ADEvHP02 
PDEVASDl=PDEVHPOl 
PDEVASD2=XDEVHP02 
PDEVNAOl=PDEVHPOl 
PDEVNA02=XDEVHP02 
PDEVNASl=PDEVHPOl 
PDEVNAS2=XDEVHP02 
PDEVNISl=PDEVHPOl 
PDEVNIS2=XDEVHP02 
PDEVRSOl=PDEVHPOl 
PDEVRS02=XDEVHP02 
PDEVCLAl=PDEVHPOl 
PDEVCLA2=XDEVHP02 
PDEVHP02=XDEVHP02 

[SECURITY] 
User=JDESVR 
Password=JDESVR 
DefaultEnvironment=XDEVHP02 
DataSource=ORACLE PVC B733 
SecurityServer=hpcluster2 
ServerPswdFile=TRUE 
History=O 

[CLUSTER] 
PrimaryNode=hpcluster2 

[JDEITDRV] 
DrvCount=3 
Drvl=Z : libzdrv . sl 
Drv2=RT:librtdrv.sl 
Drv3=JDENET:libjdetrdrv . sl 

[Interoperability] 
RealTimeEvents=*ALL 
SaveDoc=O 
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Appendix 33: HP's Partner Technology Access Center High Availability 
Implementation and Certification Services Data Sheet 

Hewlett-Packard Company has a wide range ofpowerful high availability tools and services to assist ISVs in 
the certification oftheir applications in a highly available, mission-critical Hewlett-Packard environment. 

HP's High Availability software tool suíte, including MC/ServiceGuard, is a specialized facility for protecting 
mission-critical applications from hardware and software failures . With MC/ServiceGuard, multiple nodes 
(systems) are organized into an enterprise cluster that is capable o f delivering highly available application 
services to LAN attached clients. 

For ease ofmanagement and outstanding flexibility, MC/ServiceGuard allows ali ofthe resources needed by an 
application to be organized in to entities called "application packages". Application packages consisto f any 
resource needed to support a specific application service, such as disks, network resources, and application or 
system processes. Packages are the entities that are managed and moved within the enterprise cluster. 

When an ISV deJivers an application that will be run in a mission criticai environment, it is important to certify 
that the application has been configured and tested in an MC/ServiceGuard environment. 

To aid ISVs in certifying their applications in a highly available environment, the HP Partner Technology 
Access Center (PT A C) provides hardware and consulting services. The following are the types o f services 
provided: 

• Analysis of Application Environment: 
system resources used by the application 
application design and number of packages 
use of raw, HFS or JFS volumes 
application recovery methods 
data loss specifications 
checkpointing or buffer flushing frequency 
shared versus replicated file systems for code and/or data 
use of memory-based data 
capacity requirements 
issues affecting failover time 

• Cluster configuration of SCC hardware to match your application needs 
• Define application packages and resources required 
• Create application package contrai scripts: 

application startup & shutdown 
application monitoring 
application erro r handl~g 
application restart options 
application IP addresses 
service names 
volume groüp handling 
data recovery procedures 

• 
• 

Create, verify and execute a test plan which will exercise defmed failure scenarios 
Demonstrate the functionality of the highly available cluster 

The HP PT AC maintains the following hardware cluster, available for High Availability application 
certification: 

• (2) L2000 2-way SMP processors 
4GB RAM per machine 
4 LAN interfaces per machine 
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360GB usable disk space 

"' v ' 
l<J of) 'A ditionally, the PTAC offers a High Availability Implementation and Verification Service for those ISVs 

'b ()t _ wish to verify their Windows NT applications with Microsoft Cluster Server. · 

\. '\ ~.f-)ntact the Partner Technology Access Center for more information about these and additional services. 

"-.....~!' Partner Technology Access Center 
W 120 Century Road 
Paramus, NJ 07653 
USA 
Tel: (1) 516-753-3406 
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Appendix 34: HP's Partner Technology Access Center High Availability 
Implementation and Certification Services Process and Methodology 

To aid Independent Software Vendors (ISVs) in certifying their applications in a highly"availa 
the Hewlett-Packard (HP) Partner Technology Access Center (PTAC) provides hardware, HA tra 
consulting services. The following are the types o f services provided: 

• Analysis of Application Environrnent 
• Cluster configuration ofPTAC hardware to match application needs 
• Define application packages and resources required 
• Create application package control scripts 
• Create, verify and execute a test plan which will exercise defined failure scenarios 
• Demonstrate the functionality ofthe highly available cluster 

To perform this service, and to offer it as a repeatable deliverable, the PT AC has defined a process and 
methodology. The completion ofthis process will result in an ISVs application being certified by HP as being 
able to perform. iA a highly available environrnent. 

An ISVs customer either: 

• View the ISVs application as mission-critical 
• Mandates that the application must be run in a highly available state 

However, a typical ISV has limited experience with architecting and testing HA solutions. Additionally, . 
hardware for failover testing is often unavailable. 

Initial Activities 
-·~ ... 

• Contact PTAC administration at 11516-753-3406 and request the HA Certification Services Package. 
• Read and share the package with your ISV. 
• A knowledgeable engineer from the ISV must be present at the PT AC lab duriflg the entire HA certification. 
• If the ISV has an assigned HP TC, that TC may optionally be present for the HA certification. 
• Call PT AC adrninistration and schedule PT AC HA Lab time. 

Homework 

The HA Certification Services Package contains: 

• MC/ServiceGuard (MC/SG) manual 
• "Designing Highly A vailable Cluster Applications" white paper 
• MS/SG product brief 
• Example certification write-up 
• Example cluster and package configuration scripts. 

The goal ofthis step is that the ISV should understand HP's HA product family and understand how to architect 
his application for HA certification. 

Planning 

• What should the cluster look like during normal operations? 
• What is the standard configuration o f most customers? 
• Can application modules be spread across multiple systems? Is this normal? 
• Do ali pieces ofthe application failover together to the failover machine? 
• Can applications running on different machines failover to a shared failover machine? 
• ls there any HA mechanism already built in to the app? 
• What are the customers expectations ofHP's HA product suite? 
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b) ~j.nical Evaluation 

(>\ • Evaluate the app per HA design roles 
• Discuss each role with the application engineers 
• What does the app do today to handle a system panic or reboot? 
• Does the app use any system specific calls (e.g. uname, gethostbyname, SPU_ID, etc.)? 

The deliverable o f this step is a write-up o f any issues. 

App Setup Without MC/SG 

• Setup the system without MC/ServiceGuard 
• Install the app on the primary system 
• Install ali shared data on separate externai volume groups 
• Use JFS file systems as appropriate 
• Test the app on the primary system 
• Perform a "standard" ISV -provided test to ensure the app is running correctly 
• If possible, .cÓnnect to the app through a client 
• Crash the primary system, reboot it, and test how the app starts 
• Document any manual procedures 
• Can everything start from rc scripts? 
• Write a script which brings up the app and ali required services 

The goal ofthis step isto ensure that the app can automatically be started and shutdown. 

The deliverable o f this step is the tasks or scripts which start the app automatically. 

No MC/SG, 2 Systems 

Try to failover the app to the failover system by hand: 

• Connect the volume group to the second system, vgimport, create mount points, etc. 
• Document what has to be created on the failover system for the certification whitepaper 
• With the app NOT running on the primary system, try to bring it up on the failover system 
• Repeat this process until the app will ron on the failover system 

The goal ofthis step isto ensure that the failover can occur manually. 

Hands On with MC/SG 

Configure the MC/SG Cluster: 

• Cluster configuration 
• Create package(s) 
• Create package script 
• Compile package configuration scripts and distribute 
• Use these scripts as the "customer _ defined" functions in the package control scripts 

The deliverable o f this step is the cluster and package scripts. 

Testing 

invent 

Testing should be performed with a client connected and under system load. This isto test how well and how 
quickly the application recovers from a failover when a large amount of"work" is queued. 

• Halt the package on the primary system and move it to the failover system. 
• Move the package back to the primary system. 
• Fail one ofthe systems (e.g. power off, kill monitored process, LAN disconnect) 
• Ensure that the package starts on the failover system 
• Repeat failover from the failover system back to the primary 
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• Be sure to test ali combinations o f app load during testing · .Qc:J. g 
• Repeat the failover process under different application states (i. e. heavy user load, no user load, bat~]obs, ::( 

online transactions) 
• Keep tirning records ofhow long it takes to completely failover the app 

,q. 
• The customer o f the ISV will want to know the failover timing as part o f the certification process 

Application Monitoring 

• MC/SG can monitor the health ofprocesses which are criticai to the correct running ofthe app 
• Or, a custom monitor script can be written to monitor specific ISV processes 
• Monitor script can be written now, orbe written at each customer site 

Support and Write-up 

• The ISV wili own the MC/SG scripts, but the SCC wili keep copies for our records 
• Determine whether the ISV wili want to come back to test new application releases 
• HP supportdvfC/SG, and the ISV supports the concept offailover with its application 

The PT AC HA engineer will work with the ISV to produce the foliowing deliverables. A copy o f these wili be 
placed on the HP Advanced Technology Center (ATC) High Availability web page: 

• Whitepaper with technical details ofthe failover, known issues and recommended configurations 
• Package control script 
• Package configuration file (ASCII) 
• Press release on the integration 

Example Timetable 

To understand the progression ofthe HA certification process, here is a typical ISV certification scenario: 

• Day I: ISV s HP contact calis PT AC information line 
• Day 2: HA Certification Services information package is e-mailed to HP contact 
• Day 3: HP contact reviews documentation, and provides to ISV 
• Day 4: ISV reviews documentation to understand what must be done prior to corning to the PT AC HA Lab 
• Day 5: ISV reports to HP contact when they will be ready to begin certification process 
• Day 5: HP contact schedules PTAC HA Lab and engineering time 
• Day 6-10: ISV perforrns necessary homework in preparation for certification process. ISV gathers ali non­

HP-UX materiais that will be needed for the certification. I f so desired, ISV prepares a client machine for 
delivery to the PT AC HA Lab. 

• Day 11 : ISV travels to PT AC HA Lab in Paramus, NJ 
• Day 12: ISV is given a half (iay o f training on HPs HA product suite 
• Day 12: ISV and PTAC engineer begin installation ofiSV application on PTAC hardware 
• Day 13-Day 17: ISV and PTAC engineer follow the HA certification process noted earlier in this document 
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invent 

Notes: 

• This is an example scenario. Timing and process progression will be different for each ISV. 
• Ifthe ISV wishes to testa client connection to his application, the ISV must supply the client machine. The 

PT AC lab will pro vide PC display monitors and PC keyboards. 
• The ISV must provide ali non-HP-UX material on 4mm DAT tape or CD-ROM. The PTAC HA Lab servers 

are on a priva te subnet, and cannot contact machines outside o f the PT AC HA Lab. 

For More Information ... 

To receive the PT ACHA Certification Services Package, leave your name and Telnet at 11516-753-3406, along 
with the name o f your ISV. 

Once you have received and examined the PT AC HA Certification Services Package, you will want to schedule 
the PTAC lab, as well as a PTAC High Availability engineer. To doso, please leave your name, Telnet, ISV 
name and timeframe desired, on 11516-753-3406. 

Questions about this process and the PT AC HA Certification Service may be directed to: 

Hewlett -Packard. Company 
Walt Saiko 
Partner Technology Access Center 
W 120 Century Road 
Paramus, NJ 07653 
USA 
Tel: (1) 301-258-5974 
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CiscoWorks LAN Management Solution 2.2 lntroduction 

o 
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CiscoWorks LAN Management Solution 

(LMS) provides a robust set of applications 

for maintainlng, monitoring, and 

troubleshooting a broad range of devices in 

an end-to-end Cisco AWID (Archltecture 

for Voice, Vídeo and Integrated Data) 

network. Built upon popular lnternet-based 

standards, CiscoWorks LMS enables 

network operators to more efficiently and 

effectively manage the network through a 

simplified browser-based interface that can 

be accessed anytime from anywhere within 

the network. Taking advantage of a 

Web-based client/server architecture, 

CiscoWorks LMS can be easily integrated 

with other popular network management 

systems or other third-party management 

solutions running in the network. 

CiscoWorks LMS provides a solid 

foundation of basic and advanced 

management applications that complement 

CiscoWorks products. Other CiscoWorks 

products include the CiscoWorks Routed 

WAN Management (RWAN) Solution, 

which addresses the needs ofthe WAN with 

response time and access list management. 

The IP Telephony Environment Monitor 

(ITEM) ensures the readiness and 

manageabllity of converged networks that 

support voice over IP (VoiP) and IP 

telephony traffic and applications. The 

Cisco VPN/Security Management Solution 

(VMS) provides an integrated set of Web 

Cisco Systems, Inc. 

applications with features that assist in the 

deployment and monitoring of virtual 

private network (VPN) and security 

devices. Together, CiscoWorks products 

offer leading-edge solutions for improving 

the accuracy and efficiency o f your 

operations staff, increasing overall 

availabllity of your network through 

proactive planning and maximizing 

network security. 

The Changing Campus LAN 

A key part of the business infrastructure, 

today's LANs are criticai systems. The 

management of local-area networks has 

evolved from being device centric, to now 

focusing on managing the convergence of 

both data and voice traffic over a common 

lnfrastructure. As a result, lt has become 

increasingly important to isolate, 

troubleshoot, and monitor network devices 

so that connections and services are always 

available. CiscoWorks LMS delivers 

advanced discovery technologies, port 

assignment tools, sophistlcated connectivity 

analysis, configuration management tools, 

and device and network dlagnostic 

capabilities (including fault management 

and Remote Monitoring [RMON] traffic 

monltoring) to help manage the 

complexlties of a converged network. 
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A Comprehensive Solution 

CiscoWorks LMS combines applicatlons and tools for configuring, monltoring, and troubleshootlng the campus 

network. Designed to address the networks powered by Cisco today, it also provides a flexible framework to address 

the device management needs of networks converging voice, video, and data; networks belng protected wlth Cisco 

SAFE Blueprint for network security technologles; and networks designed for content mlgration. 

Real-Time ~ 
Monitor 

RMON Traffic 
Monitoring and 
Troubleshooting 

• . . . . 
~ 

I •• a .... 

;..· 
.· . 

. . 

.. .... 
Campus Manager 9 
Topology Services. 
Path Analysis, & 
User Tracking 

The CiscoWorks LMS consists of operationally focused tools. These tools include fault management, scalable 

topology views, sophisticated configuration, Layer 2/3 path analysis, voice-supported path trace, traffic monitoring, 

end-station tracking workflow application servers management, and device troubleshooting capabilitles. 

CiscoWorks LMS is built on the CiscoWorks common services foundation. This design facilitates operations 

workflow between applicatlons by linking data collection, monitoring, and analysis tools-all from a single desktop 

applicatlon. For example, a user complaint of slow response time ora poor IP phone connection can be quickly 

diagnosed using CiscoWorks LMS Layer 2 path tools that automatically acquire user path information stored in one 

database, and highlight devices on a topology map. Additionally, switch or router configuratlons can then be quickly 

examined, or RMON traffic data can be reviewed to detect anomalies or the need for changes. Those actions may 

draw informatlon froJ:!l one ~r more applications. 

CiscoWorks LMS uses Internet standards to tie together best-of-breed tools and to take advantage of their 

capabilities through data and task integration standards. Using the common information model (CIM) and 

Extensible Markup Language (XML), the industry standards for data-sharing CiscoWorks LMS offers a means of 

extracting data and using it with popular network management platform products. With the CiscoWorks LMS, Cisco 

offers a complete family of dedicated hardware Cisco Catalyst® network analysis modules (NAMs). Cisco Catalyst 

NAMs provide increased visibility into switched LAN environments comprising 10/100 and Gigabit Ethernet links 

for comprehensive, end-to-end, seven-layer monitoring o f network infrastructures. 
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Solution Components 

The following applications are included in CiscoWorks LMS: 

• CiscoWorks Campus Manager-CiscoWorks Campus Manager is a suite ofWeb-based applications designed for 

managing networks powered by Cisco switches. These include Layer 2 device and connectivity discovery, 

workflow application server discovery and management, detailed topology views, virtual LANILAN Emulation 

(VLANILANE) and ATM configuration, end-station tracking, Layer2/3 path analysis tools, and IP phone user 

and path information. 

• qscoWorks Device Fault Manager-CiscoWorks Device Fault Manager provides real-time fault analysis for 

Cisco devices. It generates "intelligent Cisco traps" through a variety of data collection and analysis techniques. 

These can be locally displayed, e-mailed, or forwarded to other popular event management systems. 

• nGenius Real-Time Monltor-The nGenius Real-Time Monitor is a Web-enabled multiuser traffic management 

tool set that provides access to network-wide, real-time RMON lnformation for monitoring, troubleshooting, 

and maintaining network availability. Its applications graphically report and analyze device, link, and port levei 

RMON collected traffic data from RMON-enabled Cisco Catalyst switches and internai network analysis 

module. 

• CiscoWorks Resource Manager Essentials (RME)-CiscoWorks RME provides the tools needed to manage Cisco 

devlces. lt includes inventory and device change management, network configuration and software image 

management, network availability, and syslog analysis. 

• CiscoView-CiscoView is a Web-based tool that graphically provides real-time status of Cisco devices. The tool 

can drill down to display monitoring lnformation on Interfaces and access configuration functions. 

• CiscoWorks Management Server-The CiscoWorks Management Server provides the common management 

desktop services and security across the CiscoWorks Farnily of solutions. It also provides the foundation for 

integrating wlth other Cisco and third-party applications. 

Key Functions and Applications 

Table 1 glves key functions and applications of the CiscoWorks LMS. 

Table I CiscoWorks LAN Management Solution Key Application!Function 
\ 

Product Managcmcnt Bcncfit 

OITcrs intclligcnt. automatic discovcry CiscoWorks Campus Managcr The Cisco Campus Manager Topology Services 
functionality discovers Cisco devices and calculates 
Layer 2 rclationships to providc views of the Cisco 
nctwork by ATM domain, VTP 1 domain, LAN cdge 
view, and a general Layer 2 vicw. 

of Cisco dcviccs to crcatc topolog~· 

views of the network 

Gives topology status indiralions CiscoWorks Campus Manager The topology maps indicate the discovery and 
SNMP2 status o f Cisco devices; thcse maps also are 
launching points for other Cisco Works applications. 

Configures, mnnagcs, and monitors 
VLAN-' and ATM scrvices/nctworks 

CiscoWorks Campus Managcr CiscoWorks Campus Manager providcs tools for 
creating, delcting, and cditing VLANs; it provides 
ATM tools for displaying virtual circuits and for 

\ configuring SPVCs/SPVPs.4 
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Table I CiscoWorks LAN Management Solution Key Application!Function 

Product Managcmcnt Bcncfit 

Discovcrs cnd sta ti ons and 11' p h o n~s CiscoWorks Campus Manager The CiscoWorks Campus Managcr User Tracking 
conncctcd to swilc h ports a nd idcnli ti cs functionality correlates MAC5 address and IP 
user locations lJascd on use r I D addrcss to switch port; integration with Microsoft 's 

PDC and Novell 's NOS trce providcs the uscr ID for 
even more efficient uscr location and tracking. 

Traces Laycr 2 and Layc r J CiscoWorks Campus Manager The CiscoWorks Campus Manager Path Analysis 
conncctivity bctwN•n lwn po ints tool perforrns path analysis for Laycr 2 and Laycr 3 
(devicot> , scrvcrs, pho ncs) in thl' dcviccs using the devicc host namc or IP addrcss, and 
nctwork shows rcsults on a map display, in a table display, or 

in a trace display. 

ln tcliigcntly analyzcs fau ll conditions CiscoWorks Devicc Fault Managcr CiscoWorks Devicc Fault Managcr automatcd fault 
dcs igncd to dNccl proi.J icms i.Jdo rc lhcy detcction recognizes common problcms in nctworks 
uccomc nctwork disruplions without forcing users to define their own rules scts, 

SNMP trap filters, or device polling intervals. 

l nlcrprcts fault cond ilions a i borh lhe CiscoWorks Dcvice Fault Manager With the characteristics o f ovcr a I 00 Cisco routers 
dcvicc a nd VLAN leve is and switches predcfincd, new device support is easi ly 

added via Cisco.com. Cisco Dcvicc Fault Managcr 
simpli fies managing both Layer 2 and Layer 3 
environments. 

Co li ccls Ri\10N/RI\10N2 stalis l irs nGenius Real-Time Monitor nGenius Real-Time Monitor monitors LAN traffic 
from LAN switchcs, NAMs, a nd lcgacy for protocols, applications, and interfaces to apply 
Cisco Switch l' robc® dcviccs appropriate fi lters, reducing costs and increasing 

performance. 

l' rovidcs to•· LAN tmublcshooti ng at nGenius Real-Time Monitor nGenius Real-Time Monitor helps resolve network 
nelwork and applicat ion packcl leveis and appl ication issues by providing total network 

visibility from the application layer down to the data 
link layer for virtually any topology that cxists today. 

Offcrs dc lailcd softwa n· and hardwan· CiscoRME Cisco RME provides accuratc Cisco invcntory 
invC' nlory rcporting basclinc inforrnation, including mcmory, slots, 

software versions, and boot ROMs needed to make 
decisions about the network. 

Offers a utomatcd updatc c n gin~s for CiscoRME Cisco RME allows software and configuration 
dcvice software and con~guratio'n updates to be scnt to selected devices on a scheduled 
cha ngcs basis; it reduccs time and errors involvcd in network 

updates. 

Offcrs a cilllsolidatcd t ro ulJ ieshooling Cisco RME A wide collection of switch and router analysis tools 
too ls dcvicc ccntcr is accessible from a single location; third-party 

applications can link to thc device center. 

Offcrs ccntra lized cha ngc a ud it loggi ng Cisco RME A comprehensive change-monitoring log records 
users and applications that are aclive on the network. 

Offcrs graphical dcvicc managcmcnl CiscoVíew Cisco View displays a browscr rcprcsentation o f 
Cisco router and switch devices, color-coded to 
indicatc operational states, with access to 
configuration and monitoring tools. 
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Table I CiscoWorks LAN Management Solution Key Application!Function 

Product Managcmcnt Bcncfit 

l'rovidcs a pplka tion >tcccss sccnrity 

Offcrs third-IJarty intcgra tinn tnol.~ 
(lntcgration utility) 

~ 

I. Virtual Trunking Protocol 
2. Simple Networlc Management Protocol 
3. Virtual LAN 

Cisco Works Scrvcr 

CiscoWorks Managemcnt Server 

4. Soft pennanenl virtual circuits/soft permanent virtual palhs 
5. Media Access Control 

Key Functions and Applications 

Deployment Options 

The Cisco Works desktop controls uscr access to 
applications, ensuring that only appropriatc classes 
o f uscrs can access tools that change network 
parametcrs versus rcad-only tools. 

Thc CiscoWorks Managemcnt Scrver simplifics the 
Web integration o f third-party and other Cisco 
management tools. 

Consider the following when installing the CiscoWorks LAN Management Solution: 

• Ali applications do not have to be installed initially; applications not installed initially may be installed !ater. 

• Most applications require the CiscoWorks Management Server from the Common Services CD (formerly CD 

One), which must be installed first. 

• The CiscoWorks Campus Manager application depends on CiscoWorks RME, which ls included as part of the 

CiscoWorks LAN Management Solution. 

Ali solutions can coexist on the same server if they support and operate with the services of Common Services 2.2. 

However, network managers may want to consider such factors as the number of applicatlons hosted, system 

resources, and number of devices to be managed in determining if ali ora subset of the solutions are installed on the 

same server. 

CiscoWorks solutions offer deployment flexibility. System administrators should use the guidelines given previously 

when planning the deploym,ent of the various solution bundles. Some components within a solution require the 

CiscoWorks Management Server and must be installed on that machine. CiscoVlew and nGenius Real Time Monitor 

software can be set up on an independent server. The placement of components is a function of performance 

requirements and the size of the network. 

Server System Requirements 

Hardware/Operating System 

UNIX 

• System: Sun UltraSPARCill (Sun Blade 1000 Workstation or Sun Fire 280R Workgroup Server) running Solaris 

2.8 (dual processar system required for hosting multiple management solutions) 

• Memory: 1-GB RAM for workstations, 2-GB RAM for servers, 8-MB e-cache 

Cisco Systems, Inc . 
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• Available disk: 40-GB internai FC-AL disk drive for workstation and dual drives of this type for server 

configurations 

Windows 

• System: IBM PC compatible with 550-MHz or higher Pentlum III processar running Microsoft Windows 2000 

Advanced Server (with Terminal Services turned off), Server or ProfessionaJ Editlon with Service Pack 2 (dual 

processar system required for hosting multiple management solutlons) 

• Memory: 1-GB RAM 

• Available disk: 40 GB with 2-GB swap recommended 

Note: _.These system requirements are based on managing 500 devices with CiscoWorks RWAN and LAN 

Management solutions loaded on a single server. Refer to the lnstallation documentation for more information on 

required operating system patches. 

Client Browser System Requirements 

Hardware/Operating System 

UNIX 

• System: Sun Ultra 10 running Solaris Version 2.7 or 2.8 

• System: HP9000 Series running HP-UX 11. O 

• System: IBM RS/6000 workstation running AIX 4.3.3 

• Memory: 256 MB 

Windows 

• System: IBM PC-compatible computer with 300-MHz or higher Pentium processar running Windows XP 

ProfessionaJ, Windows 2000 (Advanced Server, Server or ProfessionaJ) with Service Pack 3 

• Memory: 256 MB 

Note: Refer to the installation documentation for more information on required operating system patches. 

Web Browser 

UNIX 

• Solaris: Netscape v4.76 

• HP-UX: Netscape v4.78, 4.79 

• AIX: Netscape v4 .78, 4.79 

Cisco Systems, Inc. 
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Windows 

• Windows 2000/XP: Netscape v4.78, 4.79 

• Windows 2000/XP: Internet Explorer v6.0.26 

Note: Refer to the Installatlon documentation for more 

information on required operating systems patches, browser 

plug-ins, or Java Virtual Machine OVM) versions. 

Service and Support 

Cisco Works products are covered by the Cisco Software Application 

Service (SAS) program. This service program offers customers 

contract-based 7 x 24 access to the Cisco Technical Assistance 

Center (TA C), full Cisco.com privileges, and software maintenance 

updates. A Cisco SAS contract ensures that customers have easy 

access to the information and• services needed to stay up-to-date 

with newly supported device packages, patches, and minor updates. 

For further information on service and support offerings, contact 

your local sales office. 

o 

Ordering Information 

The CiscoWorks LAN Management Solution includes ali the A . 
necessary components needed for an independent installation on a 

Microsoft Windows or Sun Solaris Workstation/Server. The 

products within this solution can be combined with other 

CiscoWorks products if they support the same CiscoWorks 

Management Server version, operating environment, and system 

requirements. Contact your local Cisco representa tive for available 

white papers and documentation outlining best practices for 

implementing a CiscoWorks management solution architecture. 

To place an order, contact your Cisco sales representative. 

Refer to the CiscoWorks LAN Management Solution individual 

product data sheets for more information on operating environment 

and system requirements. 

For More Information 

For more information on the CiscoWorks LAN Management 

Solution, visit ht t p:l/www.cisco.com/en/US/pa rt ner/pruciucts/sw/ 

rsmwork/ps24 25/i ndex. ht m I. 
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QuickSpecs 
Overview 

o 

1. Two Removable Media Bays 

2. 48X Max IDE (ATAPI) CD-ROM Drive 

3. 1.44 Floppy Drive 

4. Six 1" Hot Plug Drive Bays 

5. Five expansion slots(four 64-bit/1 00-MHz PCI-X, one 32-bit/33-MHz PC I) 

6. System fan 

HP ProLiant ML350 Generation 3 

8l8J 
4 

7. DIMM sockets for up to 8GB of memory, optionolly interleaved 

8. Optionol 2nd Power Supply for hot-pluggable 1 + 1 redundancy 

W~'s New , 

Uow available with lntei®Xeon 2.8 GHz Processo~ with 533MHz system bus. 
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QuickSpecs HP ProLiant ML350 Generation 3 

g~~t~w 
AtA Glance 

e The Proliant ML350 G3 is an expandable rack or tower platform delivering affordable 2-way performance and essential availability to corporate 

worl<groups and growing businesses 
• Intel Xeon 2.4 GHz or 2.8 GHz processors (dual processor capability) with 512-KB levei 2 coche standard (full speed) and Hyper-Threading 

Technology 
• ServerWorks Grand Champion LE Chipset with 533-MHz Front Side Bus for 2.8GHz processor models or 400-MHz FSB for models < 2.8 GHz 

• lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
• Smart Array Controller (standard in Array Models only) 
• NC7760 PCI Gigabit Server Adapter (embedded) 
• 512MB of 2-way interleaving capable PC21 00 DDR SDRAM, with Advanced ECC capabilities (Array models only; 256MB standard on other 

models): Expandable to 8GB 
• Flexible memory configurations allow interleaving (2x 1) or non-interleaving 
• Five available expansion slots: four 64-bit/1 00-MHz PCI-X, one 32-bit/33-MHz PCI 
• Two USB ports 
• Standard 6 x 1" Wide Ulirci320 ready Hot Plug Drive Cage 
• Internai storage capacity of up to 880GB (6 x 146.8 GB 1 "), 1 .17 4-TB (2 x 146.8 GB 1" + 6 x 146.8 GB 1 ") with optional 2-bay hot plug drive coge 

option 
• 500W Hot-Piuggable Power Supply (standard) and an optional 500W Hot-Piuggable Redundant Power Supply (1 + 1) available 

• T ool-free entry to chassis and access to components 
• RBSU (ROM based setup utility) support, redundant ROM 
• lnsight Manager, SmartStart, ROM-based BIOS Setup Utility, and Automatic Server Recovery (ASR-2) 

• Protected by HP Services, including a three-year, next business day, on-site, limited global warranty and extended Pre-Failure Warranty. 
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QuickSpecs . gR8G 
HP ProLiant ML350 Generation 3 

Standard Features 

Processo r 
One of the following 

depend ing on Model: 

Coche Memory 

Upgradability 

Chipset 

Mo 
(One of the following 
depending 
on model) 

Network Controller 

Expansion Slots 

Storage Controller 

I n v e R I 

Intel Xeon Processar 2.8 GHz/533-5 12KB 

Intel Xeon Processar 2.4 GHz/400-5 12KB 

lntegroted 5 12-KB Levei 2 coche (full speed) 

Upgradable to dual processing 

ServerWorks Grond Champion LE Chipset with 400-MHz ar 533-MHz Front Side Bus (model dependent) 

:NOTE: For more information regarding ServerWorks, pleose see the following URL: 
. http:/ /www.serverworks.~om/products/overv i ew. html 
NOTE : This Web site is avoiloble in English only. 

A· 

2-way interleoving capable PC21 00 DDR SDRAM running at 200MHz on 400MHz models ar 266MHz on 533MHz models 
with Advanced ECC copobilities 

Stondard (Non-Array Models) 256MB 

Standard (Array Models) 512MB 

Maximum 8GB 

NC7760 Gigabit Server Adapter (embedded) 

1/0 (5 T atol, 5 Available) 

64-bit/1 OOMHz, PCI 

32-bit/33MHz, PCJ 

4 (4 available) 
(Arroy model has 3 ovoiloble) 

1 (1 available) 

lntegroted Dual Channel Wide Ultra3 SCSI Adapter 
Smart Array 641 Controller (2 .8 GHz Array Models Only) 

Diskette Drives 

CD-ROM 

Hard Drives 

1.44MB 

48x IDE (ATAPI) CD-ROM Drive 

Nane 

PCI Voltage: 

3.3 Volt ar universal cards 

5 Volt ar universal cards 

Maximum Internai Storage 1.17 4 TB GB (6 x 146.8 GB 1" with standard internai hot plug drive cage + 
(2 x 146.8 GB 1 ") with optional ML3xx Two Bay Hot Plug SCSI Drive Cage) 

Externai Storage Two externai SCSI knockouts available, optional Proliant ML350 Internai to Externai SCSI 

Cable Option Kit required 

• HD681nternal to Externai SCSI Cable Option Kit PN 159547-B22 
e VHDCI Internai to Externai SCSI Cable Option Kit PN 333370-821 
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QuickSpecs HP ProLiant ML350 Generation 3 

Standard Features 
s~~ct? 

Interfaces 

Graphics 

Form Factor 

I n " e n. I 

Porollel 

Serial 

Pointing Device (Mouse) 

Grophics 

Keyboard 

Network RJ-45 

USB 2 
NOTE: Please see the fo llowing URL for add itional inlormation regarding USB support: 

hHp :/ /www. com poq. com/ prod ucts/serve rs/ platforms/ usb-support. html . 

NOTE: This Web site is avo iloble in English on ly. 

Externai SCSI knockouls 2 

lntegrated ATI RAGE XL Video Controller with 8-MB SDRAM Video Memory 

T ower or rock (SU) 

NOTE: Rack models (and rack conversion ki t) support: 

• Squore hole racks from 27'" - 32" deep (including Compaq/HP 7000, 9000, l 0000 and H9 series) 

• Square or round hole racks, from 24"- 35" deep (including HP Rock System /E ond HP Systems, with on odjustmentJ 

• Telco racks with 3rd pari option kit from Rack Solutions 

http:/ /www. rockso l utions. com/ compoq/products. htm 

NOTE: This Web sile is availoble in English only. 
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QuickSpecs HP ProLiant ML350 Generation 3 

Standard Features 

Proliant Essentials 

Foundation Pack 

Software 

c 

c 

lndustry Standard 

Complionce 

I n w • n I 

lnsight Manager 7 

Management Agents 

SmartStart 

ActiveUpdate 

ROMPaq, support software, 
and configuration utilities 

Survey Utility and diagnostics 
utilities 

Optional Proliant Essentials 
Value Packs 

.J'-28~ 
. . 4. 

lnsight Manager 7 helps maximize system uptime and performance and reduces the cast of 

maintaining the IT infrastructure by providing proactive notification of problems before 

those prablems result in costly dawntime and reduced productivity. lnsight Manager 7 is 

easy to se! up ond pravides rapid access to detailed fault and performance information 
gathered by the Monagement Agents. One-click-access to the Remate lnsight lights Out 

Edition 11 board allows systems administrators to take full graphicol contrai of Proliant 
. servers in remate locations ar lights-out dota centers. Finally, lnsight Manoger 7 in concert 

with the Version Contrai Agents ond Version Contrai Repository Manager enables systems 
administrotors to version manoge and updote system software across groups of Proliant 
servers. 

The Manogement Agents form the foundation for HP's lntelligent Manageobility strotegy. 

They provide direct, browser-bosed access to in-depth instrumentation built into HP servers, 
workstotions, desktops, ond portables, and send alerts to lnsight Manager 7 and other 
enterprise monagement applications in cose of subsystem ar environmentol foilures. For 
odditionol information about lhe Monagement Agents and other management products 
from HP, please visit the monagement Web site o! http ://www.hp.com/servers/monoge. 

SmartStart is a tool that simplifies server setup, providing a rapid way to deploy reliable 
and consistent server configurations. For more information, please visit the SmartStart 
website a! http :/ /www. hp. com/servers/monoge. 

SmortStort version supported (minimum): SmartStart 5.50 

ActiveUpdote is o web-based application thot keeps IT monagers directly connected to HP 
for proactive notification and delivery of the lates! software updates. 

The lates! software, drivers, and firmware fully optimized and tested for your Proliant server 
and options. 

The mos! advonced configuration analysis, reporting and troubleshooting utilities used by 
HP and at your fingertips. 

Optional software offerings that selectively extend the functionolity of an Adaptive 
lnfrostructure to address specific business problems and needs: 

• Rapid Deployment Pack - an automated solution for multi-server deployment and 
provisioning, enabling companies to quickly and eosily adapt to changing 
business demands. 

• Workload Management Pack - provides easier management of complex 

environments, improving overall server utilization and enabling Windows 2000 
customers for the first time to confidently deploy multiple applications on a single 
multiprocessar Proliant Server. 

• Performance Management Pack - a performance management solution that 
identifies and explains hardware performance bottlenecks on Proliant servers ond 

attached options enabling users to better utilize their valuable resources. 

NOTE: Flexible and volume quontity license kits are availoble for Proliant Essentials V alue Pocks. Reler to 

http:/ /www. hp.com/servers/proliontessentiols ar the vorious Proliant Essentials V alue Pock produ c! QuickSpecs for more 
info rmotion . 

N O TE : For more informotion regarding Pro liont Essentials Software, please see the fo llowi ng URL: 

http : I /www. hp.com/ servers/ pro liontessentio ls 
NOTE : These Web ·sites are ovailoble in English only. 

ACPI Vl .OB Compliant 

PCI 2.2 Compliant 
PXE Support 

WOL Support 

PCI -X 1.0 Compliant 
Novell Certified 

Microsoft Logo certificotions 
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Sta"ndard Features 

Manageability 

Security 

Server Power Cords 

Power Supply 

System Fans 

Required Cabling 

OS Support 

HP ProLiant ML350 Generation 3 

lnsight Manager 7 

Redundant ROM 

System Firmware Update 

ROMPaq 

Remate lnsight Lights-Out Edition 11 (optional) 

Praliant RBSU (ROM-Based Setup Utility) 

Automatic Server Recavery-2 (ASR-2) 

Orive Parometer Trocking {with Smart Array Cantroller) 

Dynamic Sector Repairing {with Smart Array Cantroller) 

Pre-Failure Warranty (covers processors, memary and hard drives) 

Power-on password 

Setup password 

Cflskette boot contrai 

Parollel and serial interface contrai 

Disk configurotion lock 

Power switch security 

One Lowline NEMA power cord and one Highline IEC Power co rd ship standard 

Tower models ship with standard country specific power cords. 

Rack models ship with IEC cables. Depending on the country, some also ship with country specific power cords 

Redundant power supply options ship with country specific power cords with the exception of the -821 Rock SKU which 

ships with an IEC cable only. 

500 Wotts, Power Facto r Correction (PFC), Hot Plug 100 to 240 VAC Roted lnput Voltage (Auto-sensing), CE Mork 
Compliant 

Optional 2nd Power Supply for hot-pluggable 1 + 1 redundancy. 

2 fans ship standard, 2 fans total supported (does not include power supply fans) 

For required cabling information, refer to the HP Web site at http://www.hp.com/ servers/ prol iantM L350. 

NOTE : This Web site is avai lable in Eng lish only. 

Microsoft Windows NT® Server 4 .0 and Terminal Server 4.0 

Microsoft BackOffite Small Business Server 2000 
Microsoft Windows 2000 Serve r and Advanced Serve r 

Windows Server 2003 

Novell NetWare 5 .1, 6 .0 

Nov~ll NetWare Small Business Suíte 6.0 

SCO OpenServer 5 .0 .6a 

SCO OpenUnix 8 SCO UnixWare 7.1.1 

IBM OS/2 Warp Server for e-business 

LINUX (Red Hat, 2 .1 Advonced Server, Red Hat 8 .0 ond Red Hat 7.3, SuSE, SLES7, Unitedlinux 1.0) 
N O TE : For o more complete and up- to-do te listing of supported OSs ond versions, pleose visit our OS Support Matrix ot: 
ftp:/ /ftp.compoq .com/pub/products/servers/os-support-motrix-3 1 O. pdf 
N O TE : Optionol hardware may be required to support some operoting systems. 

N O T E: Fo r on up- to -dote listing of the latest drivers ovailab le for the Proliant M L350, pleose see: 

http :/ /www .compaq. com/ support / fi I e s/ server / us/ i ndex. html . 

NOTE: These Web sites ore avoiloble in Engl ish only . 
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QuickSpecs HP ProLiant ML350 Generation 3 

Standard Features 

Rack Airflow Requirements 

o 

lnstallation of Server into 

Telco Racks 

H P Foctory Express 
Capobilities 

o 

l n w • n t 

8~82 
• Rack 9000 and 1 0000 series Cabinets · ,.q . 

The increasing power of new high-performonce processar technology requires increosed cooling efficiency for rock­

mounted servers. The 9000 ond 10000 Series Rocks provide enhonced oirflow for moximum cooling, ollowing tliese 

rocks to be fully looded with servers using the lotes! processors. 

• Rack 7000 series Cobinets 
When instolling a server with processors running ot speeds of 550 MHz ar greoter in Rock 7000 series rocks with 

gloss doors (165753-00 1 (42U), ond 1637 4 7-001 (22U)), the new processar technology requires the instollotion of 

HP's new High Airflow Rock Doar lnserts (327281-821 (42U), 327281-822 (42U 6 pock), ar 157847-821 (22U)) to 

promote enhonced oirflow for maximum cooling. 

CAUTION: I f a third-party rack is used, observe the following additional requirements to ensure adequa te airflow and ta 

preveni damage to the equipment: 

O Frant and rear daors: 11 your 42U server rock includes closing front and rear doors, you. must allow 830 

square inches (5,350 sq em) of hole evenly distributed from top to bottom to permit adequate airflow 
(equivalent to the required 64 percent open area for ventilation). 

O Side: lhe clearonce between the installed rack component and the side panels of the rack must be a 

minimum of 2.75 inches (7 em) . 

CAUTION: Always use blanking panels to li li ali remaining empty front pane I U-spaces in the rock. This arrangement 

ensures proper oirflow. Using a rock without blanking panels results in improper cooling that can lead to thermal damage. 

NOTE: For additional information, reler to the Setup and lnstallation Guide ar the Documentation CD provided with the 

server, ar to the server documentation locoted in the Support section at the following URL: 

http:/ /www5. hp.com/servers/proliantml350 

NOTE: This Web site is available in English only. 

ML350 G3 rock model support: Support for ali 2-post Telco racks requires lhe use of lhe rack kit and an additional option 

kit lrom Rack Solutions. http://www.racksolutions.com/compaq 

NOTE: This Web site is available in English only. 

HP Foctory Express gives you lhe flexibility to choose from a fui I menu oi foctory capobilities ali in one manufacturing 
lacility, in one process, with one touch giving you fui I contrai and access to HP's World class manufacturing lacility 

onytime. This opproach provides you the speed to deploy your IT needs, with total quality ossurance, reliability, ond 

predictobility to lower your total cosi of ownership by letting HP insto li, rock, ond customize your software and hardware 

options for you. 
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QuickSpecs HP ProLiant ML350 Generation 3 

S~~~rd Features 
g f\' 

Service and Support 

I n w • ft I 

HP Services provides o three-yeor, limited worronty, including Pre-Foilure Worronty (cov~roge of hord drives, memory ond 

processors) fully supported by o worldwide nelwork of resellers ond service providers ond lifetime toll-free 7 x 24 hardware 

technicol phone supporl. In oddition, ovoiloble service offerings include: 
NOTE: Limited Worronty includes 3 yeor Paris, 3 yeor Labor, 3-yeor on -si te supporl . 

A full range of HP Core Pock pockoged hardware ond software services: 

• lnstollotion ond slort up 

• Extended coveroge hours ond enhonced response times 

• System monogement ond performance services 

• Avoilobility ond recovery services 

NOTE: For more infomotion, visi t http://www.hp.com/services/corepock. 

Pleose see lhe fo llowing URL regord ing Worranty lnformation For You r HP Products: 

. h~p://www.compoq.com/support/worranty _ upgrodes/web statements/ 176738.html. 

For additional info rmation regord ing Worldwide Li mited Wa rronty and Technico l Support, please see the fo llowing URL: 

ftp:/ / ftp .compoq.com/pub/supportinfonno tion/ejourney/ 1 7 6 738. pdf. 
NOTE: These Web sites are avo ilable in English only. 

N O TE : Certain restrictions and exclusions opply. Consult the Customer Support Center at 1-800-345 -1518 for detai ls. 
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QuickSpecs 
Models 

ML350T03 X2 .8-
512KB/533, 
256MB 
311523-001 

ML350R03 X2 .8-
512KB/ 533, 
256MB 
3 11524-001 

o 

ML350T03 X2 .8-
512KB/533, 
512MB Array 
311525-001 

Mo 03X2 .8-
512 K8/533, 

.'s 12MB Array 
311526-001 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storoge Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

RAIO Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

Processor(s) 

Coche Memory 

Me'mory 

Network Controller 

Storage Controller 

RAIO Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

HP ProLiant ML350 Generation 3 

(1) Intel Xeon Processar 2.8 GHz Processar stondord (up to 2 supported) 

lntegrated 512-KB Levei 2 coche per processar 

256 MB Advanced ECC PC21 00 DDR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC7760 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegrated Dual Chonnel Wide Ultro3 SCSI Adopter 

Nane ship stondord 

1 . 1 7 4 TB moximum hot plug (with optionol drive coge & hord drives) 

48x IDE (ATAPI) CD-ROM Drive 

Tower (5U) 

(1) Xeon 2.8 GHz Processar stondord (up to 2 supported) 

lntegrated 512-KB Levei 2 coche per processar 

256 MB Advonced ECC PC21 00 DOR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC7760 PCI Gigobit Server Adopter (lntegroted/ Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

None ship stondord 

1.174 TB moximum hot plug (with optionol drive coge & hord drives) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (5U) 

(1) Intel Xeon Processar 2.8 GHz Processar stondord (up to 2 supported) 

lntegrated 512-KB Levei 2 coche per processar 

512 MB Advonced ECC PC21 00 DOR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC7760 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegrated Dual Chonnel Wide Ultra3 SCSI Adopter 

Smort Arroy 641 

Nane ship stondord 

1.174 TB moximum hot plug (with optionol drive coge & hord drives) 

48x IDE (ATAPI) CD-ROM Drive 

Tower (5U) 

(1) Xeon 2.8 GHz Processar stondord (up to 2 supported) 

lntegrated 512-KB Levei 2 coche per processar 

512 MB of Advonced ECC PC21 00 DOR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC7760 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Smort Arroy 641 

None ship stondord 

1 . 1 7 4 TB moximum hot plug (with optionol hord drive coge) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (5U) 
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QuickSpecs 
Moélels 

f),j.. .:f '3 
ML~SOT03.1\2 : 4-
512KB/40(t'-\ 
256tv\B 
269786-001 

ML350R03 X2.4-
512KB/400, 
256MB 
269787-001 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Orive 

Internai Storage 

Optical Drive 

Form Factor 

. P~ocessor(s) 
Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Orive 

Internai Storage 

Optical Drive 

Form Factor 

HP ProLiant ML350 Generation 3 

11) Intel Xeon Processo r 2.4 GHz Processar stondord (ui? to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (Stondord) to 8 GB 
flvloximum) 

NC77 60 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

None ship stondord 

1 . 1 7 4 TB moximum hot plug (with optionol hord drive coge) 

48x IDE (ATAPI) CD-ROM Drive 

Tower (5U) 

(1) Xeon 2.4 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (Stondord) to 8 GB 
(Moximum) 

NC77 60 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Nane ship stondord 

1.174 TB moximum hot plug (with optionol hord drives & drive coge) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (5U) 

._·.)c, 

o 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

Proliant ML350 G3 
Unique Options 

l2t Essentials 

Value Pack Software 

HP NetServer Transition 

Services 

o 

i n w • ft f 

Hot Plug Redundant Power Supply Option Kit 

Hot Plug Redundanl Power Supply Option Kit (cable) 
NOTE: PN 283655-821 SKU contains the 2nd power supply with an IEC power cable. Only 

purchose il connecting to PDU/UPS that supports IEC cables. Ali other SKUs contoin country specific 

power cobles. 

Intel Xeon 2.80 GHz-512K8 Processar Option Kit 

NOTE: The 2.8 GHz processar option kit (PN 31 4 763-821) supports Proliant ML350 G3 systems 

with 533 MHz front side bus only. This kit connot be used in 400 MHz front side bus systems such os 

those with 2.4 GHz, 2.2GHz or 2.0 GHz processors . 

Intel Xeon 2.40 GHz-512K8 Processar Option Kit 

NOTE: This processo r option kit (PN 25 791 3-821 ) supports the Proliont ML350 G3 servers. 

Intel Xeon 2.20 GHz-512K8 Processar Option Kit 

~OTE : This processar optian kit (PN 283 702-821) supports lhe Proliant ML350 G3 servers. 

intel Xeon 2.0 GHz-512K8 Processar Option Kit 

NOTE: This processar option kit (PN 283 70 I -821 ) supports the Proliant ML350 G3 servers. 

Proliant ML350 G3 T ower to Rack Conversion Kit (CPQ brand) 

Ropid Deploymenl Pack, 1 User, V1 .x 
NOTE: This license ollows 1 server to be monoged ond deployed via the Deployment Server. 

Ropid Deploymenl Pack, 1 O Users, V1 .x 
NOTE: This license allows 1 O servers to be monoged and deployed via the Deployment Serve r. 

Flexible Quantity License Kit 

License-Only- for use with a Masler License Agreemenl 

Proliont Essentials Worklood Monogemenl Pock 2 .0 (Feoturing Compoq Resource Portilioning 

Monoger version 2.0) 

Proliont Essentiols Performance Monogement Pock Flexible License 

NOTE: Flexible ond volume quantity license kits ore ovailoble for Prolionl Essenlials V alue Pocks. 

Reler to http://www.hp.com/servers/proliontessentiols ar lhe vorious Prolionl Essentiols Volue Pock 

product QuickSpecs for more informotion. 

NOTE: For more informotion regarding Proliant Essentiols Software, pleose see the following URL: 

http :/ /www. hp. com/ servers/proliontessentio ls. 
NOTE: These Web siles ore ovoiloble in English only. 

HP NetServer lo Prolionl integrolion ond assessment service 

NOTE: HP identifies current leveis of NetServer supporl, services, ond monogement. This service 
helps maximize cuslomer's ability to odd Proliont plotforms inlo their current environment. 

HP T op Tools to lnsight Monoger 7 instollotion ond stortup service 

NOTE: Provides on-site review, installation ond configuration services for lnsight Monoger 7. HP 

will.olso re-creole, os closely os possible, the views ond reports from the customers current T op T ools 

configurotion. This service ossures a smooth transition to lhe Proliont Essentials software. 

HP NetServer to Proliont Essentiols Ropid Deploymenl Pack instollotion ond stortup service 

NOTE: lnstall and configure Ropid Deployment Pock in a test environment, then deploy o server 

imoge to o moximum of 250 systems in the production environment. This service helps to ossure 

successful system deployment. 
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QuickSpecs HP ProLiant ML350 Generation 3 

Option~ 
~~ ~ .lt 

Proc~ssis'. 

Memory (DIMMs) 

Internai Storage 

Optical Drives 

Hard Drives 

I n w • n t 

Intel Xeon 2 .80 GHz-512KB Processar Option Kit 
NOTE : The 2.8 GHz processar option ki t (PN 31 4 7 63-B2l) supports Proliont ML350 G3 syslerns 
wilh 533 MHz fronl side bus only. This kit connol be used in 400 MHz front side bus syslems such os 
thhose with 2.4 GHz, 2.2GHz or 2.0 GHz processors. 

Intel Xeon 2.40 GHz-512KB Processar Option Kit 
NOTE: This processar opl ion kit supports Proliont ML350 G3 servers with 400 MHz fronl side bus 
only. This kit (PN 2579l3-B21) connol be used in 533 MHz fronl side bus syslems such os lhe 2.8 
GHz systerns. 

Intel Xeon 2.20 GHz-512KB Processar Option Kit 
NOTE: This processar oplion kit supports Prolionl ML350 G3 servers wilh 400 MHz fronl side bus 
only. This kit (PN 283 702-B2 l) connot be used in 533 MHz fronl side bus systems such os the 2.8 
GHz syslems. 

Intel Xeon 2.0 GHz-512KB Processar Option Kit 
NOTE: This processar oplion kil supports Prolionl ML350 G3 servers with 400 MHz fronl side bus 

· d.nly. This kil (PN 28370 l -B2 l) connol be used in 533 MHz front side bus syslems such os lhe 2.8 

GHz syslems. 

NOTE: The ML350 G3 supports both interleoved ond non-interleoved memory configurolions. Base 
models ship slondord wilh one 256MB DIMM ar one 512MB DIMM (Arroy models). For besl 
performance oulomolicolly invoke interleoving by populoting mernory in identicol poirs. I f l GB of 
total memory is desired odd three 256MB DIMMs to the base configurotion . lf 1.5GB of mernory is 
desired odd one 256MB DIMM (to poir wi th the stondord DIMM) ond two 512MB DIMMs. 
lnterleoving ond instollotion of memory in poirs is not required . Add ony combinolion of memory 
DIMMs below to operote in non-interleoved mode. 
NOTE: Eoch SDRAM Mernory kil contoins one (1) DIMM. 

128MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 128 MB) 

256MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit ( 1 x 256 MB) 

512MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit ( 1 x 512 MB) 

1024MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 1024 MB) 

2048MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 2048MB) 

Ml3xx T wo Bay Hot Plug SCSI Drive Cage 
NOTE: The drive coge option kit (PN 244059-B2l) has one l " drive bay and one l .6" drive bay. 
installs in two ava ilable removable media bays. 

16X DVD-ROM Dr.ive Opt)on Kit (Carbon) 

CD-RW/DVD-ROM 48X Combo Drive Option Kit 

Ultra320 - Universal Hot Plug 

I 46.8-GB I 0,000 rpm U320 Universal Hard Drive (I '1 
72.8-GB 10,000 rpm U320 Universal Hard Drive (1 ") 

36.4-GB 10,000 rpm U320 Universal Hard Drive (1 ") 

72 .8-GB 15,000 rpm U320 Universal Hard Drive (1 ") 

36.4-GB 15,000 rpm U320 Universal Hard Drive (1 ") 

18.2-GB 15,000 rpm U320 Universal Hard Drive (I") 

lt 

NOTE: Ali U320 Universa l Hard Drives ore backword compotible to U2 or U3 speeds . U320 drives 
require on optionol U320 Srnart Arroy Control ler or U320 SCSI HBA to support U320 tronsfer roles. 

N O TE : Pleose see the Wide Ultro320 Universal Hot Plug QuickSpecs for additional technico l 
information on the hard drives Support details, please see the followtng: 
hHp://www5.cornpoq.com/products/quickspecs/ l l 53 l _no/ l l 53 l _no.HTML 
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QuickSpecs 8fl46 
HP ProLiant ML350 Generation 3 

Options 

Storage Controllers 

o 

Wireless HAP Solution 

i n w • n t 

Smort Arroy 6402/128 Contrai ler 

Smort Arroy 641 Controller 

Smort Arroy 642 Controller 

Compoq RAIO LC2 Controller 

Smort Arroy 532 Contrai ler 

Smort Arroy 5302/128 Contrai ler 

Smort Arroy 5304/256 Controller 

Smort Arroy 5312 Controller 

Smort Arroy 641 Controller 

Smort Arroy 642 Controller 

1Jitro3 Chonnel Exponsion Module for Smort Arroy 5300 Controller 

i 28-MB Coche Module for Smort Arroy 5302 Controller 

RAIO ADG Upgrode for Smort Arroy 5302 

256-MB Bottery Bocked Coche Module 
N OTE : This 256-MB Bottery 8ocked Coche Module supports the Smort Arroy 5300 series controllers, 
MSA 1 000 ond the Smort Arroy Cluster Storoge. 

256MB Coche Upgrode for SA-6402 

NOTE: This 256-MB Bottery-Bocked Coche Module upgrode ki t supports the Smort Arroy 6400 series 
controller on ly. 

64-Bit/66-MHz Dual Chonnel Wide Ultro3 SCSI Adopter, Alternote OS 

'" 64-Bit/133Mhz D'uol Chonnel Ultro320 SCSI Adopter 

N OTE: Pleose see the following Contro ller or SCSI Adopter OuickSpecs for Technicol Specificotions 
such os PCI 8us, PCI Peok Doto Tronsfer Role, SCSI Protocols supported, SCSI Peok Doto Tronsfer 
Role, Chonnels, SCSI Ports, Drives supported, Coche, RAIO support, ond odditionol informotion: 
http ://www5.compoq .com/products/ quickspecs/1 0652 no/ 1 0652 no.HTML 
(RAIO LC2) 
http://www5.compoq.com/products/quickspecs/1 0851 no/1 0851 no.HTML 
(Smort Arroy 532) 
http://www5.compoq.com/products/quickspecs/1 0640 no/ 1 0640 no. HTML 
(Smort Arroy 5300 Series) 
http://www5.compoq.com/products/quickspecs/ 11328 no/11328 no.HTML 
(Smori Arroy 5312) 

http://www5.compoq.com/products/quickspecs/11587 no/11587 no.HTML 
(Smori Arroy 6402) 

http://www5.compoq.com/products/ quickspecs/1 1563 no/1 1563 no.HTML 
(Smort Arroy 64 1) 
http://www5.com~oq.coní/products/quickspecs/ 1 1563 no/ 11563 no.HTML 
(Smort Arroy 642) 
http://www5.compoq.com/products/quickspecs/1 0429 no/1 0429 no.HTML 
(SCSI Adopter) 
http ://www5.compoq.com/products/ quickspecs/11 555 nov/ 11555 no.HTML 
(U320 Adopter) 

Compoq WL4 1 O Wireless SMB Access Point 

.14. 

273915-B21 

291966-B21 

291967-821 

188044-B21 

225338-B21 

283552-B21 

283551-821 

238633-B21 

291966-821 

291967-B21 

153507-B21 

153506-B21 

288601-B21 

254786-B21 

273913-B21 

284688-B21 

268351-B21 

191811 -001 
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QuickSpecs HP ProLiant ML350 Generation 3 

Opti~ 
~j ~-

Communicotions 

Monogement Options 

Security 

Monitors 

NC3123 Fost Ethernet NIC PCI 1 0/ 1 00 WOL ond PXE 

NC3134 Fost Ethernet NIC 64 PCI Dual Port 1 0/ 1 00 

NC3135 Fost Ethernet Module Dual 1 0/ 1 00 Upgrode Module for NC3 134 

NC6132 1 000 SX Upgrode Module for NC3134 

NC6136 Gigobit Server Adopter, 64-bit/ 66MHz, PCI, 1000 SX 

NC6170 Dual Port PCI-X 1 OOOSX Gigobit Server Adopter 

NC6770 PCI-X Gigobit Server Adopter, 1 000-SX 

NC7170 Duo I Port PCI-X 1 OOOT Gigobit Server Adopter 

NC7132 Gigobit Upgrode Module 10/ 100/ 1 000-T 

NC7770 PCI-X Gigobit server odopler 

56K v.90 PCI Modem 

N'O TE : Any NC3 1 XX, NC6 1 XX, NC7 1 XX or NC77XX NIC con be used for redundoncy with lhe 
embedded NC7760 Network Controller 

Remate lnsight lights-Out Edition 11 

HP/Atollo AXL600L SSL Accelerotor Cord for Proliont Servers 

Essentiol Series 

Compoq 59500 CRT Monitor (19-inch , Corbon/ Silver) 

Compoq 57500 CRT Monitor (17-inch, Corbon/ Silver) 

Compoq 55500 CRT Monitor (15-inch Corbon/Silver) 

Compoq TFT1501 Flot Penei Monitor (15-inch, Corbon/ Silver) 

Compoq TFT1701 Flot Ponel Monitor (17-inch, Corbon/ Silver) 

Advontoge Series 

Compaq V7550 CRT Colar Monitor (1 7-inch, Carbon/S ilver) 

Compoq TFT1720 Flot Penei Monitor (17-inch, Corbon/ Silver) 

Compoq FT1720M Flot Penei Monitor 
( 1 7 -inch, Corbon/Silver, includes speoker, US8 port, heodphone) 

Compoq TFT1520 Fiai Ponel Monitor (15-inch, Corbon/ Silver) 

Compoq TFT1520M Flot Ponel Monitor 
(15-inch, Corbon/ S.ilver indudes speoker, US8 port, heodphone) 

Performance Series 

HP P930 CRT Monitor (19-in ch, Flat-screen, Corbon/ Silver) 

HP P1130 CRT Monitor (21 -inch, Flot-screen, Corbon/ Silver) 

HP L 1825 Flot Pane I Monitor (18-inch, Corbon/Silver) 

HP L2025 Flot Penei Monitor (20-inch, Corbon/ Silver) 

Compoq TFT1825 Fiai Ponel Monitor (18-inch, Corbon/Silver) 

Compoq TFT2025 Flot Ponel Monitor (20-inch, Corbon/Silver) 

Rockmount Flat Pane/ Monitors 

TFT511 OR Flat Pane/ Monitor (Carbon) 

N O TE: Monitors lorger thon 17" moy be toa heovy fo r use in rock systems . 

DA - 11430 North Americo - Version 23 - July 17, 2003 
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QuickSpecs 8~ :(-L-{ 

HP ProLiant ML350 Genera~Ón 3 

Options 

Tape Drives 

o 

o 

N O TE : In a rder to install certa in tape drives internally, you may need to remove the rail s that come 
standard on the drives and then re -insert the screws in the mounting ho les. To ensu re praper fit , install 
the mounting screws as described in the tape option kit. 

Internai and Externai DAT Tope Drives 

Internai 12/ 24-GB DAT Drive (Opa/) 

N O TE: Please see the 12/24-GB DAT Drive O uickSpecs fo r additional options such as cassettes and 

for an up-to -date li sting of the latest 0/S Suppart detail s, please see the fo llowing: 
http ://www5.compaq.com/products/quickspecs/ 1 0239 na/ 1 0239 na. HTML 

HP StorogeWorks 20/ 40-G8 DAT DDS-4 Tope Drive, Internai (Carbon) 

HP StorageWorks 20/40-G8 DAT DDS-4 Tape Drive, Externai (Carbon) 

HP StorageWorks Internai 20/40-G8 DAT, Hot Plug (Carbon) 

~OTE: Please see the 20/40-GB DAT Tape Drive Q uickSpecs fo r additiono l options such as host 

bus adapters, contro llers, cassettes, and for an up-to -date listing of the lates! 0 /S Support detail s, 

pleose see the following: 
http://www5.compaq.com/products/quickspecs/ 1 042ó_na/ 1 0426 no.HTM L 

Interna/ and Externo/ DAT 72 Tape Bockup Drive 

HP StorogeWorks DAT 72 Tape Drive Interno/ (Corbon) 

HP StorageWorks DAT 72 Tape Drive, Externai (Carbon) 

HP StorageWorks DAT 72h Internai Hot Plug (Corbon) 

N O TE: Please see the DAT 72 Tape Drive Q uickSpecs for additiono l options such os adapters, 
contro llers, and cassettes, and fo r an up- to-date listi ng of the lates! 0/S Support details, please see 

the fo llowing: 
http://www5.compoq .com/products/quickspecs/1 1 597 no/ 11 597 no .HTM L 

Interna/ and Externo/ LTO Ultrium Tape Drives 

HP StorogeWorks Ultrium 215 Tope Drive for ProLiont, Interno/ {Corbon} 

HP StorogeWorks Ultrium 215 Tape Drive for Proliont, Externai (Corbon) 

N O TE : Please see the HP StorageWorks Ultrium 230 Tape Drive O uickSpecs fo r additiono l options 

such as controllers, ond other reloted items, and for on up-to-dote listing of the lates! 0/S Support 

deta il s, pleose see the fo llowing: 
http://h 18006.www 1.hp.com/products/qu ickspecs/ 1 1678 na/ 11 678 na .html 

HP StorageWorks LTO Ultrium 230 Tape Drive, Internai (Carbon) 

HP StorageWorks LTO Ultrium 230 Tape Drive, Externai (Carbon) 

N O TE : Please see the HP StorageWorks LTO Ultrium O uickSpecs for additional options such as 
doto ond cleoning cartridges, ond fo r on up-to-date listing of the lotes! 0/S Support detoil s, pleose 

see the fo llowing: 
http://www5 com~aq . com/products/q uickspecs/114 1 5 no/ 1 14 15 na.HTM L 

HP StorageWorks Ultrium 460 tape drive for Proliant, Internai (Carbon) 

HP StorageWorks Ultrium 460 tape drive for Proliant, Externai (Carbon) 

N O TE : Please see the HP StorageWorks Ultrium 460 Tape Drive Q uickSpecs fo r additiona l options 

such as controllers, ond other related items, ond for on up-to-dote listing oi the lates! 0/S Support 

deta ils, please see the following: 

http://www5.compoq .com/products/qu lckspecs/11 530 na/ 11 530 na. HTM L 

295513-822 

157769-822 

157770-002 

215488-821 

Q1525A 

Q1527A 

Q1529A 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

Interna/ and Externa/ AIT Tape Drives 

NOTE: The Internai AIT Hot Plug Drives ore supported in hot plug drive boys on ly. When instolling 
o non hot plug AIT tope drive into on ML350 Proliont server use the speciol screw included wi th the 

drive kit proper fit in the removoble media boy. 

HP StorogeWorks Internai AIT 35-GB, LVD Tape Drive (Corbon) 

HP StorogeWorks Externai AIT 35-GB, LVD Tope Drive {Carbon) 

HP StorogeWorks Internai AIT 35-GB, LVD, Hot Plug {Carbon) 

NOTE: Please see the AIT 35-GB, LVD Tape Drive OuickSpecs for additional options such as 

adapters, contro llers, and cassettes, and for an up-to-date listing of the latest 0/S Support details, 

please see the following: 

http ://www5.compoq.com/products/qu ickspecs/l 0712_na/1 07 12 na.HTML 

HP StorogeWorks AIT 50-GB Tape Drive, Internai (Carbon) 

Hlil StorageWorks AIT 50-GB Tape Drive, Externai (Carbon) 

.H.P StorogeWorks Internai AIT 50-GB, Hot Plug (carbon) 

HP StorogeWorks Rockmount AIT 50-GB, 3U {Single Drive) 

N OTE: Please see the AIT 50-GB Tape Drive O uickSpecs for odditiono l options such os odopters, 
control lers, ond cossettes, ond for on up-to-dote listing of the lotest 0/S Support detoils, please see 
the fo llowing: 
http://www5.compaq.com/products/qutckspecs/1 0425 no/1 0425 no.HTML 

HP StorageWorks Internai AIT 100-GB Tape Drive (Carbon) 

HP StorogeWorks Externai AIT 100-GB Tape Drive (Corbon) 

HP StorogeWorks Internai AIT 100-GB, Hot-Piug (Carbon) 

NOTE: Pleose se e the AIT 100-GB Tope Drive QuickSpecs for oddit iono l options such os odopters, 

control lers, and cassettes, and for an up-to-date listing of the latest 0/S Support details, please see 

the fo llowing: 
http://www5.compaq.com/produds/quickspecs/ 11 062no/11 062 no.HTML 

DA- 11430 North America- Versian 23 - July 17, 2003 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

o 

o 

Interna/ and Externa/ DLT/SDLT Tape Drives 

NOTE: When installing a DLT ar SDLT tape drive inta a Praliant ML350, use the special screw 
included with the drive kit to ensure proper fit in the removable media bay. 

HP StorageWorks 40/80-G8 DLT Tape Drive, Internai (Corbon) 

HP StorageWorks 40/80-G8 DLT Tape Orive, Externai (Carbon) 

HP StorageWorks Rackmount DLT 40/80, 3U (Single Orive) 

HP StorageWorks Rackmount DLT 40/80, Duai-Orive, 3U (Two Drives) 

HP StorageWorks Rackmount DLT 40/80, Tope Array 111, SU (Four Drives) 

NOTE: Please see the 40/80-GB DLT Orive QuickSpecs for additional options such as host bus 
adapters, controllers, cassettes, and for an up-to-date listing of lhe lates! 0/S Support details, please 
see the following: 
ll"p://www5.compaq.com/products/quickspecs/1 0658 na/1 0658 na.HTML 

· HP StorageWorks DLT VS 40/80 Tape Drive, Internai (Carbon) 

HP StorageWorks DLT VS 40/80 Tape Orive, Externai (Carbon) 

NOTE: Please see lhe 40/80-GB DLT VS Orive QuickSpecs for additional options such as host bus 
adapters, controllers, cassettes, and for an up-to-date listing of the lotes! 0/S Support detoils, please 
see lhe following: 
http://www5.compaq.com/products/quickspecs/11403_no/11403 no.HTML 

HP StorageWorks SDLT 110/220, Internai (carbon) 

HP StorageWorks SDLT 110/220, Externai (Carbon) 

HP StorageWorks Rackmount SDLT 110/220, 3U (Single Drive) 

HP StorogeWorks Rockmount SDLT 110/220, Duai-Drive, 3U (Two Drives) 

HP StorogeWorks Rackmount SDLT 110/220, Tape Arroy 111, SU (Four Drives) 

NOTE: Please see lhe SDLT 11 0/220-G8 Tope Drive QuickSpecs for additionol options such as 
odapters, controllers, ond media, and for an up-to-dote listing of lhe lotes! 0/S Support detoils, 
pleose see lhe following: 
http://www5.compoq.com/produds/quickspecs/1 0772 no/1 0772 no.HTML 

HP StorageWorks SDLT 160/320, Internai (corbon) 

HP StorogeWorks SDLT 160/320, Externai (carbon) 

NOTE: Please see the SDLT 160/320GB Tape Orive QuickSpecs for additionol options such as 
adapters, controllers, ond media, ond for an up-to-dote listing of the lates! 0/S Support details, 
pleose see the following : 
http://www5.compaq.com/products/quickspecs/11406 no/11406 no.HTML 

Interna/ and Externa/ DAT Autoloader 

20/40-GB DAT B·.Cossett~ Autolooder Internai (Opa/) 

20/40-G8 DAT 8 Cossette Autolooder Externai (Opol) 

NOTE: Pleose see the 20/40-G8 DAT DDS-4 8 Cossette Autolooder QuickSpecs for odditionol 
opti~ns such os odopters, controllers, and cassettes, and for on up-to-date listing oi the lates! 0/S 
Support detoils, please see the following: 
http://www5.compoq.com/products/quickspecs/1 0518 no/1 051 Bno.HTML 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

AIT Autolooder 

HP StorageWorks AIT 35GB Autolooder, Rockmount (corbon) 

HP StorageWorks AIT 35GB Autolooder Tobletop (corbon) 

N O TE : Pleose see the HP StorogeWorks AIT 35GB Autolooder QuickSpecs for odditiono l options 
such os odopters, contro llers, ond cossettes, ond for on up-to-dote li sti ng oi the lotes! 0/S Support 
detoils, pleose see the fo llowing: 
http ://www5.compoq .com/ products/quickspecs/ 11404 no/ 11404 no. HTML 

HP StorogeWorks 7/ 8 Autolooder 

HP StorageWorks J/8 Autolooder, Tobletop, Ultrium 230 

HP StorogeWorks 1/ 8 Autolooder, Tobletop, DLT VS80 

HP StorogeWorks 1/ 8 Autolooder, Rockmount kit 

N O TE : Pleose see the HP StorogeWorks 1/8 Autolooder Qu ickSpecs for odd itionol options such os 
_o Jopters, contro llers, ond cossettes, ond for on up-to-dote listing of the lotes! 0/S Support detoi ls, 
pleose see the following: 
http://wwwS.compoq.com/products/ quickspecs/1 149ó_ no/ 11496 no .HTML 

SSL 7 O 7 6 tope outolooder 

SSL 7 O 7 6 DL TI tope outolooder (includes two 8-cortridge magazines ond o borcode reader) 

N O TE: Pleose see the SSL 10 16 DLTl tope outolooder Ou ick Specs for odditionol info rmotion: 
http://h 18000.www 1.hp.com/ products/qUickspecs/ 11 626 . no/ 1162óno .HTML 

SSLl 016 SDLT 160/ 320 tope outolooder (includes two 8-cortridge magazines ond o borcode reoder) 

N O TE : Pleose se e the SS L I O 16 SOL Tl 60/320 tope outolooder Ouick Specs for odditionol 
informotion: 
http://h 18000.www I .hp.com/products/quickspecs/ 1 1609 no/ I 1609no.HTML 

Add-on drives ond occessories 

SSLJ O 16 DLT / SOL T 8-cortridge magazine 

Rockmount Tope Drive Kits 

3U Rockmount Kit 

NOTE: The 3U Rockmount Kit (PN 274338-B2 1) con support up to (2) full-height or (4) holf-height 
tope drives ond compotible with mult iple Single-Ended ond LVD SCSI Tope Drives inc luding the 
12/24-G B DAT, 20/ 40-G B DAT, DAT 72-GB, 20/40-GB DAT DDS-4 8 Cossette Autolooder, AIT 
35GB LVD, AIT 50GB, AIT I 00-G B, 40/80-GB DLT, DLT VS 40/80-GB, SDLT 11 0/220-GB, SDLT 
160/320-GB, Ultrium 2 15, Ultrium 230 ond Ultrium 460 Tope Drives. 

5U Rockmount Kit 

N O TE: The SU Rockmount Kit (PN 274339-B2 1) con support up to (4) full -height tope drives ond is 
compotible with DLT/SDLT/ LTO tope drives including the 40/80-G B DLT, SDLT 110/220, SDLT 
160/320, Ultrium ~30, ond Ultrium 460 Tope Drives. 

NOTE : Pleose see lhe Roékmount Tope Drive Kits QuickSpecs for odditionol informotion regording 
lhe se kits, pleose se e lhe following: 
http ://wwwS.compoq.com/products/quickspecs/1 0854 _no/1 0854 no. HTML 

Tope Storoge Enclosure Coble Kits 

LVD Cable Kit, VHDCI! HD68 

N O TE : For use with the 3U RM Storoge Enclosure ond DLT Tope Arroy 111 on ly. 

LVD Coble Kit, HD68/ HD68 

N O TE : For use with the 3U RM Storoge Enclosure ond DLT Tope Arroy 111 only. 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

Tape Automation 

o 

o 

StorageWorks SSL2000 sma/1 system library 

SSL2020 - AITSO based library with up to 2 drives and 20 slots 

SSL2020 AIT Mini-Library 1 drive, 20 slot Table T op 

SSL2020 AIT Mini-library 2 drive, 20 slot T able T op 

SSL2020 AIT Mini-library 1 drive, 20 slot Rackmount 

SSL2020 AIT Mini-library 2 drive, 20 slot Rackmount 

SSL2020 AIT library Pass Thru with T ransport 

Add-on drives ond occessories 

SSL2020 AIT Library Pass Thru Extender 

AIT 50GB Drive Add-On LVD Drive for SSL2020 AIT Library 

1>9 Slot Magazine for SSL2020 AIT library 

AIT 50-GB Data CasseHe (5 pack) 

AIT Cleaning Cassette 

NOTE : Pleose see the SSL2020 Au tomoted AIT Tope Librory Solution OuickSpecs for odditiono l 
informotion including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odd itionol options needed 
for o complete solution at: 
hHp://www5.compoq .com/products/ quickspecs/ 1 0580 no/ 1 0580_ no.HTML 

Storage Works MSL6000 ond MSL5000 Deportmento/ tope libraries 

MSL6060L I - Ultrium 460 I based departmentallibrary up to 4 drives and 60 slots 

MSL6060L 1, O DRV Ultrium 460 RM Library 

MSL6060L 1, 2 DRV Ultrium 460 RM Library 

MSL6060L 1, 2 DRV Ultrium 460 TT Library 

MSL6060L 1 FC, 2 DRV Ultrium 460 embedded Fibre RM Library 

NOTE: Pleose see the StorageWorks MSL6060 L TO Librory OuickSpecs for additiona l information 
including Upgrade Kits, Accessories, and SCSI Coble Kits and additionol options needed for o 
complete solution ot: 

hHp: //www5.compaq.com/ produds/ quickspecs/11608 na/ 11608 na.HTML 

StorageWorks MSL6000 ond MSL5000 deportmentol libraries 

MSL5060L I - L TO Ultrium I based departmental library up to 4 drives and 60 slots 

MSL5060L 1 , O DRV LTO 1 RM library 

MSL5060L 1, 2 DRV L TO 1 RM Library 

MSL5060L 1 , 2 DRV L TO 1 TT library 

MSL5060L 1 FC, 2'-DRV L TO 1 RM-with integroted FC router 

NOTE: Please see the StorogeWorks MSL5060 LTO Librory QuickSpecs for oddi tiono l informotion 
including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed for a 
complete solution ai : 

hHp://www5.compoq.com/prc:Jducts/quickspecs!_l~ 4~8~no/ l 1438~ no. HTML 

MSL505252 - SDL T 160 bosed deportmentol librory up to 4 drives ond 52 slots 

MSL5052S2, RM O DRV SDLT ALL 

MSL5052S2, 2 DRV SDLT2 TT LIB 

MSL5052S2, 2 DRV SDLT2 RM LIB 

MSL5052S2FC 2 DRV SDLT2 RM- 'with integroted FC router 

NOTE: Pleose see lhe StorogeWorks MSL5052S2 Librory QuickSpecs /or odditiono l inlormotion 
including Upgrode Kits, Accessories, ond SCSI Cob le Kits ond oddi tionol options nee~e · for o 
complete solution ot: 
http ://www5.compoq.com/products/ quickspecs/1 1442 no/ 1 1442 no. HTML ~ 

175195-B21 

175195-B22 

175196-B21 

175196-B22 

175312-B21 

175312-B22 

175197-B21 

175198-B21 

152841-001 

402374-B21 

331196-B23 

331195-B21 

331196-B21 

331196-B22 

301899-B21 

301899-B22 

301900-B2 1 

301899-B23 

255102-B21 

293476-B21 

293474-B21 

293474-B24 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

MSL6030 - L TO Ultrium 460 mid-range librory up to 2 drives and 30 slot~ 

MSL6030 0-drive, LTO, LVDS, RM 

MSL6030 1-drive, LTO Gen2, LVDS, RM 

MSL6030 2-drive, LTO Gen2, LVDS, RM 

MSL6030 1 -drive, L TO Gen2, Fibre, RM 

MSL6030 2-drive, LTO Gen2, Fibre, RM 

MSL6030 1-drive, LTO Gen2, LVDS, TI 

MSL6030 2-drive, LTO Gen2, LVDS, TI 

MSL5030L I - L TO Ultrium I mid-ronge librory up to 2 drives and 30 slots 

MSL5030L I, O DRV L TO 1 RM Library 

MSL5030L 1 , 1 DRV LTO 1 RM Librory 

M~L5030L 1 , 2 DRV LTO 1 RM Librory 

MSL5030L 1 , 1 DRV L TO 1 TI Librory 

MSL5030L 1 , 2 DRV L TO 1 TI Librory 

MSL5030L 1 FC, 1 DRV L TO 1 RM- with integroted FC router 

NOTE: Pleose see the StorogeWorks MSL5030 LTO Librory Qu ickSpecs for odditionol informotion 
including Upgrode Kits, Accessori es, ond SCSI Coble Kits ond odditionol options needed for o 
complete solution ot: 
http ://wwwS.compoq.com/ produds/qu ickspecs/ ll 439 no/ l 1439 no.HTML 

DA- 11430 North Americo - Version 23 - July 17, 2003 

330731 -B21 

330731-B22 

330731-823 

330731-824 

330731-B25 

330788-821 

330788-822 

301897-821 

301897-822 

301897-823 

301898-821 

301898-822 

301897-824 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

o 

o 

MSL502652 -SOL TI 60 bosed mid-range library up to 2 drives and 26 slots 

MSL5026S2, O DRV SDLT2 RM Library 

MSL5026S2, 1 DRV SDLT2 RM Library 

MSL5026S2, 2 DRV SDLT2 RM Library 

MSL5026S2, 1 DRV SDLT2 TT Library 

MSL5026S2, 2 DRV SDL T2 TT Library 

MSL5026S2FC, 1 DRV SDLT2 RM- with integrated FC rauter 

MSL5026S2FC, 2 DRV SDLT2 RM- with integrated FC router 

NOTE: Please see the StorageWorks MSL5026SL Librory O uickSpecs for odditionol informotion 
including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed for o 
complete solution ot: 

fwtp ://www5.compoq.com/products/ quickspecs/ l 1453 no/ 11453 no.HTML 

MSL5026SL Graphite - SOL TI 1 O bosed mid-ronge library up to 2 drives and 26 slots 

MSL5026SL, 1 DRV SDLT TT, graphite 

MSL5026SL, 2 DRV SDLT TT, grophite 

MSL5026SL, 1 DRV SDLT RM, graphite 

MSL5026SL, 2 DRV SDLT RM, grophite 

NOTE : Pleose see the StorogeWorks MSL5026SL Grophite Librory QuickSpecs for odditionol 
informotion including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed 
for o complete solution ot: 
http ://wwwS.compoq.com/products/quickspecs/ 1 1440 no/ 1 1440 __ no .HTML 

MSL5026DLX- 40/BOGB DL T bosed mid-range library up to 2 drives and 26 slots 

MSL5026DL.X, 1 40/80G8 DLT, LVD, TT 

MSL5026DL.X, 2 40/80G8 DLT, LVD, TT 

MSL5026DL.X, 1 40/80G8 DLT, LVD, RM 

MSL5026DL.X, 2 40/80G8 DLT, LVD, RM 

NOTE : Pleose see the StorogeWorks MSL5026DL.X Library OuickSpecs for odditional informotion 
including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed for o 
complete solution ot: 
http ://www5.compoq.com/ products/ quickspecs/ 1 0860 __ no/ 1 0860 no.HTML 

MSL6000 and MSL5000 Add-on drives & accessories .. 
MSL SDLT 160/320 Upgróde DRV 

MSL Ultrium 460 upgrode drive in hot plug conister 

MSL5000 SDLT 110/220 Upgrode DRV 

MSL5000 40/80G8 DLT Upgrode DRV 

MSL Dual Magazine DLT (2 X 13 slot magazines) 

MSL Universal possthrough mechonism 

MSL 5U passthrough extender 

MSL 1 OU possthrough extender 

MSL Dual Magazine - Ultrium 

293472-821 

293472-822 

293472-823 

293473-821 

293473-822 

293472-824 

293472-825 

302511-821 

302511-822 

302512-821 

302512-822 

231821-821 

231821-822 

231891-821 

23189f-822 

293475-821 

330729-821 

231823-822 

231823-821 

232136-821 

304825-821 

231824-822 

231824-823 

301902-821 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

Smart Array Cluster 
Storage 

g_ b~ 
A· 

Externai Storage - T ower 
and Rack 

MSAlOOO 

Network Storage Router 

StorageWorks Options 

I n v • n f 

Smort Arroy Cluster Storoge 

Smort Arroy Cluster Storoge Redundont Controller Option Kit 

128MB Coche Module for Smort Arroy 5302 Controller 

256MB Bottery Bocked Coche Module 

4-Port Shored Storoge Module with Smort Arroy Multipoth Software for Smort Arroy Cluster Storoge 

NOTE: Ali 128MB Coche modu les rnust be rernoved when 256MB coche modules ore instolled. 
NO TE: Pleose see the Smort Arroy Cluster Storoge OuickSpecs for odditiono l informotion including 
configurotion steps ond odditiono l options needed for o com plete so lutio n ot: 
http ://www5.compoq.com/products/quickspecs/ ll 050 no/ l l 050 no.htrn l 

StorogeWorks Enclosure Model 4314T (tower) 

SlorogeWorks Enclosure Model 4314R (rock-mountoble) 

StorogeWorks Enclosure Model 4354R (rock-mountoble) 

NOTE: The StorogeWorks Enclosure 4300 Fomily support the Wide Ultro2/Uitro3 l " Hot Plug Hord 
Drives. 

Redundont Power Supply Option 

Ultro3 Single 8us 1/0 Module Option 

Ultra3 Dual 8us 1/0 Module Option 

StorogeWorks Enclosure T ower to Rock Conversion Kit 

MSAlOOO 

MSA 1 000 Controller 

MSA Fibre Channel 1/0 Module 

MSA 1 000 Fabric Switch 

MSAl 000 Fibre Chonnel Adopter (FCA) 2101 

HP StorogeWorks mso hub 2/ 3 

NOTE: Pleose see the StorogeWorks by Corn poq Modula r SAN Arro y l 000 OuickSpecs for 
odditio nal options and configurotion info rmotio n ot : 
http://wwwS.compoq .com/ produds/qu ickspecs/ 11033 .. no/ 11 033. no.HTML 

M2402 2FCX 4SCSI LVD Network Storoge Router 

M2402 2FCX 4SCSI HVD Network Storoge Router 

M2402 4 chonnel'lVD SCSI Module 

M2402 4 channel HVD SCSI Module 

M2402 2 channel FC Module 

MSL5000 Embedded Router Fibre Option Kit - Grophite 

MSL5026 Embedded Router Fibre Option Kit - Opol 

StorogeWorks Fibre Channel SAN Switches 8-EL 

StorogeWorks SAN Switch 2/8-EL 

StorageWorks SAN Switch 2/16-EL· 

StorogeWorks SAN Switch 2/8-EL Upgrade Kit 

StorageWorks SAN Switch 2/16-EL Upgrode Kit 

DA- 11430 North Americo- Version 23- July 17, 2003 
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20 1724-B2l 

218252-B2 1 

153506-B21 

254786-821 

292944-821 

190210-001 

190209-001 

190211-001 

119826-B21 

190212-821 

190213-821 

150213-B2l 

20 1723-822 

21823 1-822 

218960-821 

218232-821 

245299-821 

286763-821 

262653-821 

262654-821 

262659-82 1 

262660-B21 

262661-821 

262672-82 1 

286694-821 

1762 19-821 

258707-82 1 

283056-821 

288162-821 

288250-82 1 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

UPS and PDU Power 

Cord Matrix 

Uninterruptible Power 
Systems- Tower UPSs 

Uninterruptible Power 

Systems- HP Rack UPSs 

o 

UPS Options 

o 

' " y • 1'1 t 

Please see the UPS and PDU cable matrix that lists cable descriptions, requirements, ond 
specifications for UPS and PDU units: 
ftp: //ftp . com poq. c o m/ pu b/ prod ucts/ serve rs/Prolio ntstoroge/ powe r- prateei i o n/ powercord m otri x. pdf. 
NOTE: This Web site is ovoiloble in English only. 

HP UPS Model T700 (700VA, 500 Wott), Low Voltoge 

HP UPS T1 000 XR (1 000 VA, 700 Wotts), Low Voltoge 

HP UPS T1500 XR (1440 VA, 1050 Wotts) 

HP UPS T2200 XR (1920 VA, 1600 Wotts) Low Voltoge 

HP UPS T2200 XR (2200 VA, 1600 Wotts) High Voltoge 

HPUPSR1500XR(l00to 127) 

HP UPS R3000 XR (120V) 

HP UPS R3000 XR (208V) 

Rock-Mountoble UPS R6000 (208V) 
NOTE : UPS R6000 h os o hordwired input; ond the UPS R 12000 XR h os o hordwired input ond 
output connection. 

HP UPS R12000 XR N+ x (200-240V) 

NOTE : The UPS R 12000 XR hos o hordwired input ond outpul. 

204015-001 

204155-001 

204155-002 

204451-001 

204451-002 

204404-001 

192186-001 

192186-002 

347207-001 

207552-822 

NOTE: HP UPS R6000 hos o hordwired input; the UPS R 12000 XR has a hardwired input and output 
connection . 

SNMP Serial Port Cord 
NOTE : Supports tawer and rack UPS XR madels ranging from 1000 3000VA 

Six Port Cord 
NOTE : Supparts tower and rack UPS XR models ranging from 1000 - 3000VA. 

High to Low Voltoge T ronsformer (250VA) 
NOTE: Supports R6000 UPS seri es only. 2.5A @ 125 Volts mox output ocross lwo NEMA 5-15 . 

Extended Runtime Module, T1 000 XR 

Extended Runtime Module, T1500 XR/T2200 XR 

Extended Runtime Module, R 1500 XR 
NOTE: 2U eoch, two ERM moximum . 

Extended Runtime.Module, R3000 XR 
NOTE : 2U eoch, one ERM moximum. 

Extended Runtime Module, R6000 
NOTE: 3U eoch, two ERM moximum. 

Extended Runtime Module, R 12000 XR, 4U eoch, two ERMs moximum 

R 12000 XR 8ockPiote Recepto de Kit, (2) L6-30R 
NOTE : The R 12000 XR BockPiote Kit hos o hordwired input. 

R 12000 XR BockPiote Recepto de Kit, (2) IEC-309R 
NOTE : The R 12000 XR BockPiote Kit hos o hordwired inpul. 

SNMP-EN Adopter 
NOTE: Supports R6000 UPS series only. 

Multi-Server UPS Cord 
NOTE: Supports R6000 UPS series only. 

Scoloble UPS Cord 
NOTE: Supports R6000 UPS series only. 

DA- 11430 North Americo - Version 23 - July 17, 2003 

192189-821 

192185-821 

388643-821 

218967-821 

218969-821 

218971-821 

192188-821 

347224-821 

217800-821 

325361-001 

325361-821 

347225-821 

123508-821 

123509-821 
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QuickSpecs HP ProLiant ML350 Generation 3 

_.;{Jptions 
jf . 
. y 

Modular PDUs 1 U/OU 

(Up to 32 outlets) 

N O TE : I U/ OU mounting 
brackets shipped with 
the uni! (optimized for 1 0000 
ond 9000 seri es rocks). 

PDU Options 

USB Options 

Other 

Rack Builder 

Rack Conversion Kit 

HP Modular Power Oistribution Units (mPOU), Low Volt Model, 24A (1 00-127 VAC) 

NOTE : This mPDU (252663-0 7 1) moy olso be used lo connectthe low vo lt model of lhe UPS 

R3000 XR. 

HP Modular Power Oistribution Units (mPOU), High Volt Model, 24A (200-240 VAC) 

HP Modular Power Oistribution Units (mPOU), High Volt Model, 40A (200-240 VAC) 

N O TE : This mPOU (252663-82 1), 40A model hos o hordwired inpul. 

HP Modular Power Oistribution Units (mPOU), High Volt Model, 16A (200-240 VAC) 

N O TE : This POU has o detochoble inpul pawer card ond ollows for odoptability to coun try speci fic 
power requirements. This model may olso be used with lhe high vo lt UPSs R3000 XR ond R6000. 
O rder coble PN 340653-00 1. 

N O TE : Pleose see the following Modular Power Oistribu tion Un it (Zero-U / 1 U Modu lar POUs) 

Q uickSpecs for odditionol options including shorter jumper cobles ond country specific power cords: 

h~p :/ /wwwS.compoq.com/products/quickspecs/ 11 04 I no/ I 10 41 no.HTML 

Third Porty Modular PDU Modular Kit 
NOTE : This kit ollows you to mount the Modu lar PDUs in ( I U configurotion only) in rocks olhe r 
thon the 9000/ 10000 Series racks (ony racks using lhe stondord 19" roi I, including the 7000 Series 
rocks). For more detoils pleose reler the Modular POU QuickSpecs. 

4.5' IEC C 13 to IEC C14 PDU Jumper Coble (1 per pock) 

4.5' IEC C 13 to IEC C14 PDU Jumper Coble (15 per pock) 

US8 Eosy Access Keyboord (corbon) 

US8 Eosy Access Keybaord (corbonite) 

US8 2-8utton Scroll Mouse (corbon) 

US8 2-8utton Scroll Mouse (corbonite) 

US8 Floppy 

Enhonced Keyboord (Corbon) 

Proliont ML330/ML350 Internai to Externai SCSI Coble Option Kit (HD68) 

Proliont ML330/ML350 Internai to Externai SCSI Coble Option Kit (VHOCI) 
NOTE: The Pro liont ML330/ ML350 Internai to Externai SCSI Coble Option Kits (PN 159547-821 
ond 333370-82 1) ore supported by lhe ML330/ ML350 Fom ily. 

Pleose see the Rock 8uilder for configuration ossistonce ot hHp://www.compoq.com/rackbuilder/ 

Proliont ML350 Generation 3 T ower to Rock Conversion Kit (CPQ bronded) 

DA- 11430 North Americo- Version 23- July 17, 2003 

252663-071 

252663-072 

252663-821 

252663-824 

310777-82 1 

142257-006 

142257-007 

267146-008 

DC1688#A8A 

195255-825 

DC1728 

304707-821 

296435-005 

159547-822 

333370-821 

290683-821 
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QuickSpecs 
& .:J_(:J; 

0 
HP ProLiant ML350 Generation 3 

Options 

HP Rack 10000 Series 

(Graphite Metallic) 

o 

HP S 1 0614 (14U) Rack Cabine! - Shock Pallet 

HP 1 0842 (42U) Rack Cabine! - Pallet 

HP 10842 (42U) Rack Cabine! - Shock Pallet 

HP 10647 (47U)- Pallet 

HP 1 064 7 (4 7U) - Croted 

HP 10642 (42U)- Pallet 

HP 10642 (42U) - Shock Pallet 

HP 10642 (42U)- Crated 

HP 1 0636 (36U) - Pallet 

HP 1 0636 (36U) - Shock Pallet 

~p 1 0636 (36U) - Crated 

· i-IP 10622 (22U) - Pallet 

HP 10622 (22U) - Shock Pallet 

HP 1 0622 (22U) - Croted 

NOTE: -82 1 (pallet) used to ship empty rocks shipped on a truck 
-822 (shock pallet) used to ship rocks with equipment installed (by custom systems, VARs and 
Channels) 
-823 (cra ted) used for air shipments oi empty rocks 

N O TE : lt is mandatory to use a shock pa liei in order to ship racks with equipment instolled. Not oll 
Compaq equipment is quolilied to be shipped in lhe Rack 1 0000 series. 

NOTE: Pleose see lhe Rack 1 0000 QuickSpecs for T echnicol Specilications such as height, width, 
depth, weight, and color: 

http: I lwww5. compaq. com/ products/ quickspecs/ 1 099 5 no/ 1 099 5 no. HTML 

N O TE: f or additional inlormation regording Rock Cabinets, please see the following URL: 

http:// h 18000.www l .hp.com/products/servers/proliontstorage/ 
rack -opt ions/i ndex. htm I 
N O TE : This Web site is ovo iloble in English only. 

Campaq Rack 9000 Series Compaq Rack 9142 (42U) - Paliei 

(opal) Compaq Rack 9142 (42U) - Shock Paliei 

Compaq Rack 9142 (42U) - Crated 

o 
NOTE: -821 (paliei) used to sh ip empty racks shipped on o truck 
- 822 (shock paliei) used to ship racks with equipment installed (by custom systems, VARs and 
Chonnels) . 
- 823 (crated) used for air'shipments of empty rocks 

NOTE: Please see lhe Rack 9000 QuickSpecs for T echnical Specifications such as height, width, 
depth, weight, and color: 
http://www5.compoq.com/ products/ quickspecs/ l 0366 na/ 1 0366 na.HTML 

NOTE: f or odditional information regarding Rack Cobinels, please see lhe following URL: 

http:/ / h 18000.www 1 .hp.com/ products/servers/ proliantstorage/ 
rack-ptions/index.htm l 
N O TE : Th is Web site is avai lable in English only. 

DA- 11430 North America - Version 23- July 17, 2003 

292302-822 

257415-821 

257415-822 

245160-821 

245160-823 

245161-821 

245161-822 

245161-823 

245162-821 

245162-822 

245162-823 

245163-821 

245163-822 

245163-823 

120663-821 

120663-822 

120663-823 

{\ 
~r~~- ~--~H-~ 

R(J$ r;Q 0312005 - ~ 'N 
CPMI • CORRE 

FI o 6) f'. t 
:.:__ N pgge 2~ ' V 

Doc. ____ _ 



~uickSpecs HP ProLiant ML350 Generation 3 

:_~O:Vt. 
v 'P tons 

Rack Options for HP Rack Rock 81onking Ponels - Grophite (Multi) 

10000 Series NOTE: Contains one each of 1 U, 2U, 4U and 8U. 

Rock 81onking Ponels- Grophite (1 U) 

NOTE : lhe Rock 81anking Ponels (PN 2532 14-82 1) contoins 10 each of (lU) . 

Rock 8lonking Ponels- Grophite (2U) 

N O TE : lhe Rock 81onking Ponels (PN 2532 14-822) contoi ns 1 O eoch of (2U). 

Rock 81onking Ponels - Grophite (3U) 

N O TE: l he Rock 81a nking Panels (PN 253214 -823) contains 1 O eoch of (3U). 

Rock 8lonking Ponels - Grophite (4U) 

N O TE: lhe Rack 81anking Panels (PN 2532 14-824) con tains 1 O each of (4 U). 

Rock 81onking Ponels - Grophite (5U) 

. ~OTE: lhe Rack 81anking Panels (PN 2532 14-825) contains 1 O each of (5U). 

600mm Stabilizer Kit- Graphite 

800mm Wide Stabilizer Kit (Grophite) 

NOTE: Su pported by the Rack I 0842 cabinet an ly. 

8aying Kit for Rack 1 0000 series (Carbon) 

42U Side Panel - Grophite Metollic 

11 OV Fon Kit (Grophite) 

NOTE : Roof Mount lncludes power cord with IEC320-C 13 to Nemo 5- 1 SP. 

220V Fon Kit (Grophite) 

NOTE : Roof Mount lncludes power cord with IEC320-C 1 3 to Nem a 6- 15P. 

36U Side Panel- Grophite Metollic 

47U Side Panel- Grophite Metollic 

9000/ 10000 Series Offset 8aying Kit (42U) 

NOTE : lhis kit can be used to connect 9000 and 1 0000 series rocks o f the some U height tagether. 
Kit contents include hardware for connecting racks ond o pane I to cave r the 1 OOmm gop ot the reor 
of the two rocks. 

NOTE : For additionol informotion rego rding Rock O ptions, please see the following URL: 
http ://h 18000.www l .hp.com/products/servers/prol iontstoroge/ 
rock-ptions/index. htm I 
NOTE: lhis Web site is ovo iloble in English only. 

DA- 11430 North Americo - Version 23- July 17, 2003 

253214-826 

,.., 
. .. J 

25321 4-821 

253214-822 

253214-823 

253214-824 

25321 4-825 

246107-821 

255488-821 

248929-821 o 246099-821 

257413-821 

257414-821 

246102-821 

255486-821 

248931-821 

o 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

Rack Options for Boying/Coupling Kit 

Compaq Rack 9000 Series 42U Side Pane! 

o 

o 

N O TE : The 42U Side Panel (PN 120670-821) supports the Compaq Rack 9 142 and Compaq Rack 
9842 . 

36U Side Pane! 

NOTE: The 36U Side Pane! (PN 120671 -821) supparts the Compaq Rack 9136. 

600mm Stabilizer Option Kit 

800mm Stabilizer Option Kit (Opa!) 

NOTE: The 800mm Stabilizer Kit (PN 234493-82 1) supports the Rack 9842 anly. 

9142 Extension Kit 

NOTE: The 9142 Extens ian Kit (PN 120679-821) supports the Campoq Rack 9 142 only. 

Stabilizer Option Kit 

Rack Blanking Pane! Kit for Rack 9000 series (Opa!) (U.S.) 
NOTE: The Rock 8lonking Pane! Kit (PN 169940-821) contoins 4 ponels - one eoch of 1 U, 2U, 4U 
ond 8U. 

Rack Blonking Peneis (1 U) 
NOTE: The Rock 8lonking Ponels (PN 189453-821) contoins 1 O each oi (1 U). 

Rack 8lanking Peneis (2U) 
NOTE : The Rock 81onking Ponels (PN 189453-822) contoins 1 O eoch oi (2 U) . 

Rack 81onking Panels (3U) 
NOTE : The Rock 81onking Panels (PN 189453 -823) contoins 10 eoch oi (3U). 

Rack Blanking Panels (4U) 
NOTE: The Rack 81anking Panels (PN 189453-82 4) contoins 10 eoch oi (4U) . 

Rack 81anking Ponels (5U) 
NOTE : lhe Rack 81onking Ponels (PN 189453-825) contoins 1 O eoch oi (5U) 

9136 Extension Kit 

9142 Shorl Rear Doar 
NOTE: The 91 42 Short Reor Doar (PN 21821 7-82 1) supports the Compoq Rock 914 2 only. 

Split Rear Doar (Opa I) 
NOTE : The Split Reor Doar (PN 254045-821) supports the 600 mm wide, 42U 9000 series rack. 

9136 Shorl Rear Doar 

9142 Split Rear Doar 

9000/10000 Offset 8aying Kit (42U) 
NOTE : This kit can be used to connect 9000 and 10000 series racks oi some U 
height together. IÇit contents indu de hardware for connecting racks and a pane! to cover the 1 OOmm 
gap at the reor or"the twa' rocks. 

NOTE: For additional inlormation regarding Rack Cabinets, please see the fo llowing URL: 
http:/ /h 18000.www 1 .hp.cam/ products/ servers/ proliantstorage/ 
rack-options/index . htrn I 
NOTE : This Web site is available in English on ly. 

Rack Options for High Air Flow Rack Doar Inseri for the 7122 Rack 

Compaq Rack 7000 Series High Air Flow Rack Doar Inseri for the 7142 Rack (single) 

High Air Flow Rack Doar Inseri lo~ the 7142 Rack (6-pack) 

Compaq Networking Cable Monagement Kit 

Compaq Rack Extension Kit for 7142 

NOTE : For addit ional inlormation regarding Rack Cobinets, pleose see the following URL: 
http:/ /h 18000.www 1 .hp.com/products/servers/proliontstorage/ 
rack -aptions/ i ndex. htrn I 

120669-821 

120670-821 

120671-821 

120673-821 

234493-821 

120679-821 

120673-821 

169940-821 

189453-821 

189453-822 

189453-823 

189453-824 

189453-825 

218216-821 

218217-821 

254045-821 

218218-821 

254045-821 

248931-821 

157847-821 

327281-821 

327281-822 

292407-821 

154392-821 
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HP ProLiant ML350 Generation 3 ~uickSpecs 
J~ ................................................................ .. 

Options 

Rock Options for Rock 
7000, 9000 ond 1 0000 
Series 

I n v e n I 

Monitor Util ity Shelf 

8allast Option Kit 

1 OOkg Sl iding Shelf 

Rack Roi I Adapter Kit (25-inch depth) 

Cable Manogement D-Rings Kit 

Console Management Contrai ler (CMC) Option Kit 

Console Management Controller (CMC) Sensors Option Kit 

Console Management Controller (CMC) Locking Option Kit 

Console Management Controller (CMC) Smoke Sensors Option Kit 

Server Console Switch I x 2 port (I 00 to 230 VAC) 

Server Console Switch 1 x 4 port (I 00 to 230 VAC) 

Ssrver Console Switch I x 8 port (I 00 to 230 VAC) 

Server Console Switch 2 x 8 port (I 00 to 230 VAC) 

Server Console Switch 2 x 8 port (48 VDC) 

IP Console Switch 8ox, I x I x 1 6 

IP Console Switch 8ox, 3x lx 16 

IP Console Interface Adopter, 8 pack 

IP Console Interface Adopter, I pock 

IP Console Expansion Module 

KVM 9 PIN Adapter (4 Pack) 

CPU to Server Console Coble, 12' 

CPU to Server Console Cable, 20' 

CPU to Server Console Cable, 40' 

CPU to Server Console Coble, 3' 

CPU to Server Console Coble, 7' 

CPU to Server Console Cable (Pienum Rated) 20' 

CPU to Server Console Coble (Pienum Rated) 40' 

IP CAT5 Cable 3', 4 pack 

IP CAT5 Coble 6', 8 pack 

IP CAT5 Cable 12', 8 pock 

IP CAT5 Cable 20', 4 pock 

IP CAT5 Cable 40', I pack 

Switch 8ox Connec;tor Kit (115 V) 

Switch 8ox Connector Kit (:230 V) 

I U Rack Keyboord & Drawer (Corbon) 

N O TE : The I U Rock Keyboord & Drower (PN 25705 4-00 I ) is to be used with the 
Keyboords for Rocks wi th T rockboll (PN 158649 -00 I). 

TFT5600 Rack Keyboard Monitor 

lnput Device Adjustable Rails 

NOTE: lnput Device Adjusto ble Roil s (287 139-82 1) ore for use O NLY with lhe TFT5 1 l OR, 
TFT5600RKM ond integroted keyboord/drower which is used in rnou nting into third porty racks . 

lnput Device Telco Roil 

N O TE : lnput Device Telco Ro ils (287 138-821) ore for use O NLY with the TFT5l I OR, TFT5600RKM 
ond integroted keyboord/drower which is used in mounting 11110 third porty rocks. 

Keyboard/Monitor/M~use extension cobles 

N O TE : For odditiono l inforrnotion regording Rock Options, pleose see the fo llowing URL: 
hllp:/ / h 18000.www l .hp.corn/products/servers/proliontstoroge/ 
rock-opt ions/index.htrnl 
NOTE: This Web site is ovoiloble in Eng lish on ly. 
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303606-821 

., 
120672-821 

234672-821 

120675-821 

168233-821 

203039-821 

203039-822 

203039-823 

203039-824 

120206-001 

400336-001 

400337-001 

400338-001 

400542-821 

262585-821 

262586-821 

262587-821 o 262588-821 

262589-821 

149361 -821 

110936-821 

110936-822 

110936-823 

110936-824 ~ ) ....... .. . 
110936-825 

149363-821 

149364-821 

263474-821 

263474-822 

263474-823 

263474-824 

263474-825 

144007-001 

144007-002 

257054-001 .O 
221546-001 

287139-821 

287138-821 

169989-001 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

HP Foctory Express 

o 

Service and Support 
Offerings (HP Core Pock 

Services) 

I n v e " I 

factory lnstallation, Racking, and Customization Services 

Foctory Express Server Configurotion Levei 1 

NOTE: Free lnstollotion oi HP Options- lnsto llotion of HP Options memory, NICs, hord drives, 

controllers, processors, 1/0 cords, pre-instoll stondord OEM OS imoge, ond tope drives. lnsto llotion 

fees wi ll opply to ali non-HP certified hardware ond assei togs. 

NOTE: Avoiloble on ProLiont ML370 G3 Rock Models On ly. 

Foctory Express Server Configurotion Levei 2 

NOTE: lncludes Levei l Customer lntent of a Proliant server ond opt ions configurotion, OS 
insta llation, custam image downlood, IP oddressing, network selfing, and custam packoging. 

Cuslomer unique requirements (quick restare creotion, cd duplicotion, test reports, real-time reporting 
of server MAC oddress, possword, ond RILOE) . Custorner occess, vo lidotion ond contrai through VPN 

(price/server). 

~OTE: Avoi loble on ProLiont ML370 G3 Rock Models Only. 

Foctory Express Rock lntegrotion Levei 3 with 1 - 3 servers or storoge enclosures 

Foctory Express Rock lntegrotion Levei 3 with 4 - 9 servers or storoge enclosures 

Foctory Express Rock lntegrotion Levei 3 with 1 O or more servers or storoge enclosures 

NOTE: lncludes Levei 1 Customer lntent for stondord mounted servers ond storoge units plus 

stondord cob le mgmt, RAIO configuro tion, servers & storoge, power distribution, networking gear ond 

occessories (price/ro520ck). 

NOTE: Avoi loble on ProLiont ML370 G3 Rock Models Only. 

Foctory Express Rock lntegrotion Levei 4 with 1 - 3 servers or storoge enclosures 

Foctory Express Rock lntegrotion Levei 4 with 4 - 9 servers or storoge enclosures 

Foctory Express Rock lntegrotion Levei 4 with 1 O or more servers or storoge enclosures 

NOTE: lncludes Leve i 2 Custorner lntent plus custorner delined coble rnonogement ond norning 

convention, customer furnished imoge downlood, IP oddressing, cluster configurotions (SQL, Externai 

storoge RAIO). Quick restare creotion, cd duplicotion, test reports, real-time reporting of server MAC 

oddress, possword, RILOE). Customer occess ond volidotion through VPN (price/rock). 

NOTE: Avoiloble on ProLiont ML370 G3 Rock Models Only. 

Foctory Express Rock lntegrotion Levei 5 with 1 - 3 servers or storoge enclosures 

Foctory Express Rock lntegrotion Levei 5 with 4 - 9 servers or storoge enclosures 

Foctory Express Rock lntegrotion Levei 5 with 1 O or more servers or storoge enclosures 

NOTE: lncludes Levei 4 Customer lntent plus Custam SW loyering ond extended test, Customer 

occess, vol idotion ond contrai through VPN, Clustered rocks with networking gear ond/or externai 

storoge orroy, Stort-up instollotion services custam quote. (price/rock). 

NOTE: Foctory Express Engineered Soluti on Levei 6 is o custam solutions ovoiloble through Foctory 

Express. Pleose contoct o your local reseller or Account Monoger. 

NOTE: Avoilobl~· on Proliont ML370 G3 Rock Models Only. 

Hardware Services On-site Service 

4-Hour On-site Service, 5 -Doy x 13-Hour Coveroge, 3 Yeors (Conodion Pari Number) 

4-Hour On-site Service, 5-Doy x 13-Hour, 3 Yeors (U.S. Port Number) 

4-Hour On-site Service, 7-0oy x 24-Hour Coveroge, 3 Yeors (Conodion Pari Number) 

4-Hour On-site Service, 7-0oy x 24-Hour Coveroge, 3 Yeors (U .S. Port Number) 

6-Hour Coll to Repoir, On-site Service, 7-Doy x 24-Hour Coveroge, 3 Yeors (Conodion Port Number) 

6-Hour Coll to Repoir, On-site Se~ice 7-0oy x 24-Hour Coveroge, 3 Yeors (U.S. Port Number) 
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293355-888 

266326-888 

325736-888 

232539-888 

325735-888 

325734-888 

232540-888 

325733-888 

325732-888 

232541-888 

325731-888 

FP-EL3EC-36 

331045-002 

FP-EL?EC-36 

162675-002 

FP-ELCEC-36 

331046-002 
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Q_uickSpecs HP ProLiant ML350 Generation 3 

Options ~) 
4 v 

lnstallation & Start-up Services 

Hardware lnstallation (Canodian Part Number) 

Hardware lnstallation (U.S. Port Number) 

lnstollotion & Stort-Up of a Proliont server ond Microsoft OIS per the Customer Description andlor 
Dato Sheet. To be delivered on a scheduled bosis 8om-Spm, 
M-F, excl . HP holidoys. (U.S. Port Number) 

lnstollotion & Stort-Up of a Proliont server ond Microsoft OIS per the Customer Description ondlor 
Doto Sheet. To be delivered on o scheduled bosis 8om-Spm, 
M-F, excl. HP holidoys. (Conodion Port Number) 

lnstollotion & Stort-Up of o Proliant server ond Linux OIS per the Customer Description ondlor Doto 
Sheet. To be delivered on o scheduled bosis 8om-Spm, 
M-F, excl. HP holidoys. (U.S. Port Number) 

lnjtollotion & Stort-Up of o Proliont server ond Linux OIS per the Customer Description ondlor Doto 
Sheet. To be delivered on o scheduled bosis 8om-Spm, 
M-F, excl . HP holidoys. (Conodion Port Number) 

Support Plus 

Onsite HW support, Bom-9pm, M-F, 4hr response ond Microsoft OIS SW Tech support oHsite, ansite 
ot HP's discretion, 8om-9pm, M-F 2hr response time excl . HP holidoys . (U.S. Port Number) 

Onsite HW support, 8om-9pm, M-F, 4hr response ond Microsoft OIS SW Tech support oHsite, onsite 
ot HP's discretion, 8om-9pm, M-F 2hr response time excl. HP holidoys. (Conodion Port Number) 

Onsite HW support, 8om-9pm, M-F, 4hr response and Linux OIS SW Tech support offsite, onsite at 
HP's discretion, 8om-9pm, M-F 2hr response time excl. HP holidoys. (U.S. Port Number) 

Onsite HW support, 8om-9pm, M-F, 4hr response ond Linux OIS SW Tech support offsite, ansite at 
HP's discretion, 8om-9pm, M-F 2hr response time excl . HP holidoys. (Conodion Port Number) 

Support Plus 24 

Onsite HW support 24x7, 4hr response and Microsoft OIS SW Tech support oHsite, onsite at HP's 
discretion, 24x7 2hr response time incl. HP holidoys. (U.S. Port Number) 

Onsite HW support 24x7, 4hr response ond Microsoft OIS SW Tech support offsite, onsite at HP's 
discretion, 24x7 2hr response time incl. HP holidays. (Canadian Port Number 

Onsite HW support 24x7, 4hr response ond Linux OIS SW T ech support offsite, onsite at HP's 
discretion, 24x7 2hr response time incl. HP halidoys. (U.S. Port Number 

Onsite HW support 24x7, 4hr response and Linux OIS SW Tech support offsite, onsite ot HP's 
discretion, 24x7 2hr response time incl. HP holidays. (Canadian Port Number 

FP-ELINS-EC 

401791-002 

240013-002 

FM-MSTEC-01 

331051-002 

FM-LSTEC-01 

239928-002 

FM-M01 E1-36 

331049-002 

FM-L01 E1-36 

239930-002 

FM-M02E 1-36 

331050-002 

FM-L02E1-36 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

o 

o 

CorePoq Priority Servíces for ProLiont Servers - Priority Silver 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Silver Software Supporl, 1-hr response, 
Mondoy- Friday, 8AM- 5PM local time, 2-hr response after hours for Windows NT, Windows 2000, 
Professional, Server ar Advanced Server Operating System, Technical Account Manager, Technical 
Newsletter, SW activity review, proodive potch notification, 1 System Healthcheck per year (2-5-2 Part 
Number for Canada) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Support for 
Windows NT, Windows 2000, Professional, Server ar Advanced Server Operating System (2-5-2 Part 
Number for Canada) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Support, 1-hr response, 
Monday- Friday, 8AM- 5PM local time, 2-hr response after hours for Nove li NetWare Operating 
System, Technical Account Manager, Technical Newsletter, SW octivity review (2-5-2 Part Number for 

Sanada) 

· 24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent Syslem Support for Novel I 
NetWare Operoting System (2-5-2 Part Number for Canoda) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Support, 1-hr response, 
Monday- Friday, BAM- 5PM local time, 2-hr response ofter hours for Windows NT, Windows 2000, 
Professional, Server or Advanced Server Operating System, T echnical Account Manager, T echnical 
Newsletter, SW activity review, proactive patch notification, 1 System Heolthcheck per year (6-3 Pari 
Number for U.S.) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Support for 
Windows NT, Windows 2000, Professional, Server ar Advanced Server Operating System (6-3 Pari 
Number for U.S.) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Support, 1-hr response, 
Monday - Friday, BAM - 5PM local time, 2-hr response after hours for Novell NetWare Operating 
System, T echnical Account Manager, T echnical Newsletter, SW adivity review (6-3 Pari Number for 
U.S.) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Support for Novell 

NetWare Operating System (6-3 Pari Number for U.S.) 

NOTE: For more info rma tion, customer/ resel lers can contact http://www.hp.com/ services/ ca repack 
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QuickSpecs HP ProLiant ML350 Generation 3 

~Memory 
' 
v 

HP Proliont ML350 G3 Arroy Models 
The ML350 G3 supports both interleoved ond non-interleoved memory configurotions. Arroy models ship stondord with one 512MB DIMM, non-interleoved. 
For best performance outomoticolly invoke interleoving by populoting memory in identicol poirs. lnterleoving memory ond instolling in poirs is not required. 
Add any combinotion of memory DIMMs to operote in non-interleoved mode. 

Stondord Memory 
512MB (expondoble to 8GB) of 2-woy interleoving copoble PC21 00 DOR SDRAM running ot 200MHz on 400MHz models ar 266MHz on 533MHz models, 
with Advonced ECC copobilities (1 x 512MB) 

NOTE: Advonced ECC Memory- ECC protection provides the obility to detect ond correct sing le bit memory errors while Advonced ECC extends this 
coveroge to include protection ogoinst multiple simultoneous errors on o DIMM. Advonced ECC detects ond corrects 4bit memory errors thot occur within o 
single ORAM chip on o DIMM. Advonced ECC olgorithms work in combinotion with industry stondord ECC DIMMS. 

Stondord Memory Plus OptiOJlol Memory 
Up to 6.7 GB of total memory can· be implemented with the instollotion of three optionol PC21 00-MHz Registered ECC DOR SDRAM DIMMs. 

Stondord Memory Reploced with Optionol Memory 
Up to 8.2 GB of total memory con be implemented with the removo! of the stondord 512-MB DIMM ond the optionol instollotion of PC2 1 00-MHz 
Registered ECC DOR SDRAM DIMMs. 

NOTE: Chorts do not represent ali possible memory configurotions. 

Slot 1 Slot 2 

Stondord 512MB 512MB Empty 

Optional 6656MB 512MB 2048MB 

Moximum 8192MB 2048MB 2048MB 

2x1 lnterleoved Memory 
Pair 1 

(Recommended) 

Total Memory Slot 1 Slot 2 

Recommended 1GB 512MB 512MB 

Configurotions fo 1.5GB 512MB 512MB 
Arroy Models 2GB 512MB 512MB 

Following ore memory options ovoiloble from HP: 

e 128MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 128 MB) 

• 256MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 256 MB) 

• 512MB of Advonced ECC PC21 00 DOR sqRAM DIMM Memory Kit (1 x 512 MB) 

Slot 3 

Empty 

2048MB 

2048MB 

Pair 2 

Slot 3 

Empty 

256MB 

512MB 

Slot 4 

Empty 

2048MB 

2048MB 

Slot 4 

Empty 

256MB 

512MB 

287494-B21 

287495-B21 

287496-B21 

NOTE: To invoke interleoving in your orroy model, arder this kit for o total of 1-GB of interleoved memory. 

• , 1024MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 1024MB) 

e 2048MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 2048MB) 

287497-B21 -o 
301044-B21 

'> 

_} 

~~·----------------------------
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QuickSpecs HP ProLiant ML350 Generation 3 

Memory 

HP Proliant ML350 G3 Non-Array Models 
The ML350 G3 supports both interleaved and non-interleoved memory configurations. Base models ship standard with one 256MB DIMM, non-interleaved. 
For best performance aulomalically invoke interleaving by populating memory in identical pairs. lnterleaving memory and installing in pairs is no! required. 
Add any combination of memory DIMMs to operate in non-interleaved mede. 

Standard Memory 
256MB (expandable to 8GB) of 2-way interleaving capable PC2100 DDR SDRAM running ai 200MHz on 400MHz models or 266MHz on 533MHz models 
with Advanced ECC capabilities (l x 256MB) 

NOTE: Advonced ECC Memory- ECC protection provides the obi lity to detect ond correct sing le bit memory errors while Advonced ECC extends th is 
coveroge to include protection agoinst mu ltiple simultaneous errors on o DIMM. Advonced ECC detects ond corrects 4bi t memory errors thot occur within o 
sing le ORAM chip on o DIMM. Advonced ECC olgorithms work in combinotion with industry stondord ECC DIMMS. 

Standard Memory Plus Opti~mal Memory 
Up to 6.4 GB optional memory is available with lhe installotion of PC21 00-MHz Reg istered ECC DDR SDRAM DIMMs. 

Standard Memory Replaced with Optionol Memory 
U~ .<:'B of memory is available with lhe removei of lhe standard 256-MB of memory and the optional installation of PC21 00-MHz Registered ECC 
D~ DIMM instolled. 

NOTE: Chorts do not represent ali poss ible memory conligurotions 

Memory 

Slot 1 Slot 2 

Standard 256MB 256MB Empty 

Optional 6400MB 256MB 2048MB 

Maximum 8192MB 2048MB 2048MB 

Total Memory 
1 2 

Recommended Desired 

Configurations fo 512MB 256MB 256MB 
Base Models 1GB 256MB 256MB 

1.5GB 256MB 256MB 

Total Memory 
1 2 

Recommended Desired 

Configurations fo 1GB 512MB 512MB 
Array models 1.5GB 512MB 512MB 

2GB ·, 512MB 512MB 

.Folb.:;ing are memory options availoble fram HP: 

e 128MB oi Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 128 MB) 

e 256MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 256MB) 

NOTE: To invoke interleoving in your base model, arder th is kit for o total of 5 12MB of interleoved memory. 

e 512MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Kit ( 1 x 512 MB) 

e 1024MB of Advanced ECC PC2100 DDR SDRAM DIMM Memory Kit (1 x 1024MB) 

e 2048MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Kit ( 1 x 2048 MB) 

Slot 3 

Empty 

2048MB 

2048MB 

3 

Empty 

256MB 

512MB 

3 

Empty 

256MB 

512MB 

DA - 11430 North America- Version 23- July 17, 2003 
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Slot 4 

Empty 

2048MB 

2048MB 

4 

Empty 

256MB 

512MB 

4 

Empty 

256MB 

512MB 

287494-821 

287495-B21 

287496-821 

287497-821 

301044-B21 
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QuickSpecs 
SJ.orage 
~ -

::) ·.,; 

. 
• •-• ~e 

Drive Support 

Removable Media 

Quantity 
Supported 

1 .44-MB Diskette Drive Up to 1 

IDE (ATAPI) CD-ROM Drive Up to 2 

DVD-ROM Drive Option Kit Up to 2 

ML3xx Two Bay Hot Plug SCSI Up to 1 
Drive Cage 

i n v • n t 

HP ProLiant ML350 Generation 3 

0-5 6 x 1 in SCSI Hard Drive Bays 

A 3.5 in Diskette Drive 

B 48x CD-ROM 

C, O Available half height bay 

..... 1) 

Position ,Q, Supported Controller 

A lntegrated 

B, C, O lntegrated IDE (ATAPI) 

B, C, O lntegrated IDE 

C, O lntegrated SCSI 

·. ,Q(!0"\01· , 
' '. . 
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QuickSpecs 
Storage 

Hord Drives 

Ultro320 Hot Pluggoble Drives 

Quontity 
Supported 

1-inch 
146.8-GB 1 0,000 rpm 
72.8-GB 10,000 rpm 
36.4-GB 10,000 rpm 
72.8-GB 15,000 rpm 
36.4-GB 15,000 rpm 
18.2-GB 15,000 rpm 

Upto 6 

Position 
Supported 

0-5 

HP ProLiant ML350 Generation 3 

Controller 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
Smart Array 532 Controller 
Compaq RAID LC2 Controller 
Smart Array 5302/128 Controller 
Smart Array 5304/256 Controller 
Smart Array 5312 Controller 
Smart Array· 641 Controller 
(NO TE : The Smart Array 64 1 Controller ships standard wi th 2.8 GHz Array 
models.) 

Smart Array 642 Controller 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

NOTE : Al i U320 Universal Hard Drives are backward compatible to U2 or U3 speeds. U320 drives require on optiona l U320 Smart Array Controller or 
U320 SCSI HBA to support U320 tronsfer roles. 

Wo/tro320 SCSI - Non-Hot P/ug 

1- inch 
36-GB 1 0,000 rpm 

Externai Storoge 

Quontity 
Supported 

Up to 2 

Quontity 
Supported 

StorageWorks Enclosure 4300 Up to 24 

O (supports 
/'Uitro320 1" drives) 

3U Rackmount Kit Up to 3 
5U Rockmount Kit 

Position 
Supported 

C,D 

Position 
Supported 

Externai 

Externai 

MSA 1000 Pleose see the MSA Externai 
1 000 QuickSpecs 
below to determine 
conliguration 
requirements 

Controller 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
Smart Array 532 Controller 
Compaq RAID LC2 Controller 
Smart Array 5302/128 Controller 
Smart Array 5304/256 Controller 
Smart Array 531 2 Controller 
Smart Array 64 1 Controller 
(NOTE: The Smort Arroy 641 Controller ships standord with 2.8 GHz Arroy 
models.) 
Smart Array 642 Controller 
64-Bit/133Mhz Dual Chonnel Ultra320 SCSI Adapter 

Controller 

lntegroted Dual Chonnel Wide Ultra3 SCSI Adapter 
Smart Array 532 Controller 
Smart Array 5302/128 Controller 
Smart Arroy 5304/256 Controller 
Smort Array 5312 Controller 
Smart Array 642 Controller 
64-Bit/133Mhz Dual Chonnel Ultra320 SCSI Adopter 

64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

Pleose see the MSA 1000 QuickSpecs (URL below) for the lotes! list of supported 
HBAs 

MSA l 000: http://wwwS.compoq.com/ products/ quickspecs/ ll 033 no/ ll 033 no.HTML 
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QuickSpecs HP ProLiant ML350 Generation 3 

Storc;J4' 
~- y · 

Maximum Storage Capacity- (StorogeWorks Enclosure) 

Interno i 1. 1 7 4 TB (6 x 146.B-GB 1" Ultro320 hot plug hord drives with slondord interno! drive coge + 2 x 
72.8-GB 12"Uitro320 Hot plug hord drive using the optionol ML3xx Two Boy Hot Plug SCSI Drive 
Coge) 

Externai 49 .324 TB (14 x 146.8 GB) x 24 

Total 50.498 TB 

Tape Drives 

NOTE: For an up- to -date listing oi lhe lotes! 0/S Support details for each oi the Tape Drives listed below, please see lhe following: 
hHp: / /www5 . compoq . com/ products/ qu ickspecs/North .. America/ I 02 33. htm I 

NOTE : For on up-lo-dote listing oi lhe lotes! 0/S Support detai ls for each oi lhe Tope Storoge Systems listed below, please see the following: 
hHp:/ /www5 .compoq .com/products/quickspecs/North __ Ame ri ca/ I 0809 .html 

Quantity 
Supported 

Interno! AIT 100-GB, Hot Plug Up to 3 
Interno! AIT 50-GB, Hot Plug 
Interno! AIT 35-GB, LVD Hot 
Plug 
Interno! 20/40-GB DAT Drive, 
Hot Plug 
Internai DAT 72, Hot Plug 
'lnstallation oi AIT/ DAT hot 
plug drives in D+ C requires 
the opt ionol Two Boy Hot Plug 
SCSI Drive Cage (PN 244059-

82 1) 

20/40-GB DAT DDS-4 Tope Up to 2 
Drive 
Interno! 12/24-GB DAT Drive 
Interno! DAT 72 

AIT 35GB, Autolooder 

Interno! 40/80-GB DLT 
Enhonced 

Interno! 40/80-GB DLT VS 

Up to 4 

Upto 1 

Up to 2 

Up to 2 

Position 
Supported 

0+ 1, 2+ 3, 
D+C 

C, D 

Externai 

C + D 

C, D 

C,D 

Controller 

Smart Arroy 532 Conlroller 
Smart Array 5302/ 128 Controller 
Smart Array 5304/ 256 Controller 
Smart Array 5312 Controller 
Srnart Array 641 Controller 
(N O TE: The Smart Array 64 1 ships sta ndard with 2.8 GHz Arroy models.) 
Smart Array 642 Controller 
64-Bit/133Mhz Dual Channel Ultro320 SCSI Adapter 
' NOTE: The Sma rt Arroy 532 Controller does not support lhe AIT I 00-GB Hot 
Plug Tope Drive. 

lntegrated Dual Channel Wide Ultro3 SCSI Adapler 
64 -Bit/ 133Mhz Dual Channel Ultra320 SCSI Adapter 

lntegrated Dual Channel Wide Ultro3 SCSI Adapter (requires Internai-to-Externai 
SCSI cable option) 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

lntegroted Dual Channel Wide Ultra3 SCSI Adapter 
64 -Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

o 

AIT 100-GB Interno! 
AIT 50-GB Internai 

, AIT 35-GB, LVD Internai 

LTO Ultriurn 230, Internai 
LTO Ultriurn 460, Internai 

SDLT 11 0/ 220-GB, Internai 
SDLT 160/ 320-GB, Internai 

Up to 1 

Upto 1 

C+D 

C+D 

64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapler 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
64-Bit/133Mhz Dual Channel Ultro320 SCSI Adapter 

~ o 
Externai DAT 72 

AIT 100-GB Externai 
AIT 50-GB Externai 
AIT 35-GB, LVD Externai 

Externai 40/80-GB DLT 
Enhanced 
Externai 40/80-GB DL T VS 
Externai 20/40-GB DLT 

LTO Ultrium 215, Externai 
LTO Ultriurn 230, Externai 
LTO Ultriurn 460, Externai 

I n w e n t 

2 

2 

Up to 3 

Up to 2 

Externai 

Externai 

Externai 

Externai 

64-Bit/133-MHz Dual Channel Ultro320 SCSI Adapter 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter (requires Internai-to-Externai 
SCSI cable option) 
64-Bit/133Mhz Dual Channel Ultro320 SCSI Adapter 

lntegroted Dual Channel Wide Ultro3 SCSI Adapter (requires Interna i-to-Externai 
SCSI cable option) 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 
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QuickSpecs 
Storage 

SDL T 11 0/220-GB, Externai Up to 2 

SDL T 160/320-GB, Externai 

20/40-GB DAT 8 Cassette Up to 1 

Autoloader Extemal 

SSL2020 AIT Library 2 drives per SCSI 
channel 

MSL5026DL.X (40/BOGB DLT- 2 drives per SCSI 
based) chonnel 
MSL5026SL (SDLT-based) 
Librory 
MSL5052SL (SDLT-based) 

Library 
MSL5030L (LTO-based) LibrÇJrY 
MSL5060S (LTO-based) Library 

o 

o 

Externai 

Externai 

Externai 

Externai 

HP ProLiant ML350 Generation 3 

. , C:({ 
"b-~ 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter (requires lnternal-to-Extekl · 

SCSI cable option) 
64-Bit/133Mhz Dual Channel Ultro320 SCSI Adapter 

64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

SAN Access Module for Smart Array 5302 Controller 

64-Bit/66-MHz Dual Channel Wide Ultro3 SCSI Adapter, Alternate OS 

ROS n° 03/2005 - N 
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QuickSpecs HP ProLiant ML350 Generation 3 

16wer Specifications 
\:) \J 

Part Number 

Spare Kit 

Operational lnput Voltage 
Range (V rms) 

Frequency Range (Nominal) 
(Hz) 

Nominal lnput Voltage (Vrms) 

Max Roted Output Wottoge Roting 

Nominal lnput Current (A rms) 

264166-001 

292237-001 

90 to 264 

47 to 63 (50/ 60) 

Max Roted lnput Wottoge Roting (Wotts) 

Max. Roted VA (Volt-Amp) 

Efficiency (%) • 
Power Foctor 

Leokoge Current (mA) 

Moximum lnrush Current (A peok) 

Moximum lnrush Current durotion (miliseconds) 

System Specifications 
ML350 Generation 3 (G3) Fully Configured 

100 115 

500 500 

7.8 6.7 

769 758 

785 773 

65 66 

0.98 0.98 

0 .31 0.36 

21 24 

20 20 

208 220 230 240 

500 500 500 500 

3.7 3.4 3.2 3.0 

74 6 735 725 714 

761 750 739 729 

67 68 68 70 

0.98 0.98 0 .98 0 .98 

0.65 0.69 0.72 0.75 

43 46 48 50 

20 20 20 20 

Up to 2 Processors, 4 Memory Slots, 8 Hard Drives, 5 PCI Slots, and 2 Hot Plug Power Suppl ies 

Nominal lnput Voltage (Vrms) 100 115 

Fully Looded System lnput Wottoge (W) 557 549 

Fully Looded System lnput Current (A nms) 5.7 4.9 

Fully Looded System Thermol (BTU-Hr) 1900 1872 

Fully Looded System VA (Volt-Amp) 569 560 

System Leokoge with ali power suppl ies looded (mA) 0 .63 0 .72 

System lnrush Current with ali power supplies looded (A) 42 48 

Power cord requirements Nem o 5- 15P to IEC320-C 13 

IEC320-C13 to IEC320-C14 

NOTES: 
Act iveAnswers Power Co lculotion 
Power colculoto r is LIVE o n ActiveAnswers Web site. This is on exte rnai li nk. 
Follow this link: http://h30099.www3. hp.com/confi guro tor/powerco lcs.osp 
NO TE : This Web site is ovoiloble in Eng lish o nl y. 

To drill down to co lculotors: 
- Click on: "Pro liont Servers" 
- Click .on the Serve r of interest. Exomple: ML350 G3 
-' Ciick on: "Power Colculotor" link. (You moy need to scrol l down to see it) 

208 220 230 240 

541 534 526 519 

2.7 2.5 2.3 2.2 

1846 1820 1794 1770 

552 545 537 530 

1.30 1.38 1.44 1.50 

86 92 96 100 

Option no./Spore no: See Power Co rd chort 

Option no./Spore no: 142257-001 / 142258-821 

I n v e n t .. 
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QuickSpecs 
TechSpecs 

System Unit- Tower 

o 

o 

Dimensions (HxWxD) 
(with feet/bezel) 

Dimensions (HxWxD) 
(without feet/bezel) 

Weight(approximate) 

lnput Requirements 
(per power supply) 

Line Frequency 

BTU Rating 

~CSI Connectors 

Power Supply Output 
Power 
(per power supply) 

Temperature Range 

Maximum Wet Bulb 
T emperature 

Relative Humidity 
(non-eondensing) 

Acoustic Noise 

HP ProLiant ML350 Generation 3 

18.5 X 10.25 X 26 in (46.99 X 26.04 X 66.04 em) 

17.5 X 8.5 X 24 in (44 .50 X 21 .59 X 60.96 em) 

60 lb (27.24 kg) (without hard drives) 

Range Line Voltage 100 to 120 VAC/200 to 240 VAC 

Rated lnput Frequeney 

lnput Power 

Rated lnput Current 

50 to 60Hz 

1 , 839 BTU/hr 

T wo internai HD68 eonnedors 

50Hz to 60Hz 

538W@ 110 VAC 

7.4N3.7A 

(Support for either two internai , two externa i, ora mix of interna i/externai is avai lable. This 
is achieved using an internai to externai SCSI cable option kit (PN 15954 7 -822) and either 
of the two SCSI knockouts.) 

Rated Steady-State Power 

Operating 

Storage (up to one year) 

82.4° F (28° C) 

Operating 

Non-operating 

ldle 
(Fixed Disk Drives Spinning) 

soow 

soe to 95° F (1 oo to 35° C) 

(No dired sustaining sunlight) 

-40° to 158° F (-40° to 70o C) 

10%to 90% 

5% to 90% 

L WAd (BELS) 6.0 

L pAm (dBA) 46.3 

Operoting 
(Rondam Seeks to Fixed Disks) 

L WAd (BELS) 6.0 

L pAm (dBA) 46.5 

ROS n' 0312~~J CN 
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QuickSpecs 
Tech~~et~ 

Do" v 
System Unit - Rack 

1 .44-MB Diskette Drive 

Dimensions (HxWxD) 

Weight(approximate) 

lnput Requirements 
(per power supply) 

Line Frequency 

BTU Rating 

SCSI Connectors 

~ 
.Power Supply Output 
Power 
(per power supply) 

Temperature Range 

Maximum Wet Bulb 
Temperature 

Relative Humidity 
(non-condensing) 

Acoustic Noise 

LED lndicators 
(front pone l) 

HP ProLiant ML350 Generation 3 

8.61 x 19 x 24 in (21.87 x48.26 x 60.96 em) 

60 lb (27.24 kg) (without hord drives) 

Range line Voltage 1 00 to 120 VAC/200 to 240 VAC 

Rated lnput Frequency 

lnput Power 

Rated lnput Current 

50 to 60Hz 

1 , 839 BTU/hr 

Two internai HD68 connectors 

50Hz to 60Hz 

538W @ 110 VAC 

7.4N3.7A 

(Support for either two interna i, two externai , a r a mix of internai/externai is avai lab le. Th is 
is achieved using an interna i to externa i SCS I cable opti on ki t (PN 15954 7 -822) and either 
of the two SCSI knockouts.) 

Rated Steady-State Power 

Operoting 

Storage (up to one year) 

82.4° F (28° C) 

Operoting 

Non-operoting 

ldle 
(Fixed Disk Drives Spinning) 

500W 

50° to 95o F (1 0° to 35° C) 
(No direct sustaining sunlight) 

-40° to 158° F (-40° to 70° C) 

10% to 90% 

5% to 90% 

L WAd (BELS) 6.0 

L pAm (dBA) 

Operoting 
(Rondam Seeks to Fixed Disks) 

46 .3 

L WAd (BELS) 6.0 

L pAm (dBA) 46.5 

Green 

o 

Read/Write Capacity per 1.44 MB/ 720 KB 
Diskette (high/ IOw density) 

Drive Supported 

Drive Height 

Drive Rotation 

T ransfer Rate 
(high/ low) 

Bytes/Sector 

Sectors/T rack (high/ low) 

T racks/ Side (high/low) 

Access Times 

Cylinders (high/ low) 

Read/Write Heads 

DA - 11430 

One 

One-third 

300 rpm 

500 K/250 K bits/s 

512 

18/ 9 

80/ 80 

T rack-to-T rack (h igh/ low) 

Averoge (h igh/ low) 

Settling Time 

Latency Averoge 

80/ 80 

Two 

3/ 6 ms 

169/ 94 ms 

15 ms 

100 ms 

North America - Version 23 - July 17, 2003 
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QuickSpecs 
TechSpecs 

48X Max IDE (ATAPI) 
CD-ROM Drive 

o 

Disk 

Block Size 

lf,terface 

Access Times (typ ical) 

Data Transfer Rate 

Coche Buffer 

Start-up Time (typical) 

Stop Time 

Laser Parameters 

Operating Conditions 

Dimensions 

NC7760 PCI Gigabit Network Interface 

Server Adapter (embedded) Compatibility 

o Data Transfer Method 

Network T ransf~r Rat~ 

Connector 

Cable Support 

Applicable Disk 

Capacity 

Mede 1 

Mede 2 

CD-DA 

CD-XA 

IDE (ATAPI) 

Rondam 

Fuii-Stroke 

Sustoined 

Burst 

Bus Rale 

128 KB 

< 7seconds 

< 4seconds 

Type 

Wave Length 

T emperoture 

Humidity 

(HxWxD, maximum) 

Weight 

HP ProLiant ML350 Generation 3 

;;_50 
"'3. · 

).__, . 
CD-ROM, CD-XA, CD-DA (Mede 1, Mede 2, Form 1 
and 2) 

Photo CD (Single and Multi -session) 

Mixed Mode (Audio and Data combined) 

CD-R 

540 MB (Mede 1 , 12 em) 

650 MB (Mede 2, 12 em) 

2,048 bytes 

2,340 bytes, 2,336 bytes 

2,352 bytes 

2,328 bytes 

< 100 ms 

< 150 ms 

3000 to 7200 KB/s (20X to 48X) 

1 50 KBps to 7,200 KBps 

16.7 MBps 

Semiconductor Laser GaA 1 As 

780::!: 25 nm 

4 1 o to 113° F (5° to 45° C) 

10%to 80% 

1.7 X 5 .85 X 8.11 in (4 .29 X 14.86 X 2Q.6Q em) 

2 .09 lb (0.95 kg) 

1 OBase-T/1 OOBose-TX/1 OOOBose·TX 

IEEE 802 .3 1 OBase-T 

IEEE 802 .3ob 1000Bose-T 

IEEE 80.3u 1 OOBose-TX 

32-bit bus-master PCI 

1 O Base-T(Half-Duplex) 

1 O Base-T(Fuii-Duplex) 

1 OOBase-TX(Half-Duplex) 

1 OOBase-TX(Fuii-Duplex) 

1 OOOBose-TX 

RJ-45 

10Base-T 

1 0/1 00/1 OOOBose-TX 

10 Mb/s 

20 Mb/s 

100 Mb/s 

200 Mb/s 

1000Mb/s 

Categories 3, 4 or 5 UTP; up to 328ft (100m) 

Category 5 UTP; up to 328ft (100m) 

---·-----if'r-1 
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QuickSpecs HP ProLiant ML350 Generation 3 

TechSpecs 

lntegrated Dual Channel Drives Supported 

Wide Ultra3 SCSI Adapter Data Transfer Method 

Up to 28 SCSI devices {14 per channel) 

64-bit PCI bus-master 

!;) SCSI Channel Transfer 80 MB/s per channel 

Smart Array 64 1 
Controller 
(NOTE: The Smart Array 641 
Controller ships standord with 
the 2.8 GHz Array Models only) 

I n v • " t 

R ate 

Maximum Transfer Rate 

per PCI Bus {peak) 

SCSI Protocols 

Electrical Protocol 

SCSI Termination 

133 MB/s per channel 

Wide Ultra2 SCSI 

Wide-Uitra SCSI-3 

Fast SCSI-2 

Low Voltage Differentiol (LVD) 

Active Termination 

Externai SCSI Connectors Two 80-Pin VHDCI connectors 
• 

. lrtternal SCSI Connectors Two 68-Pin Wide-Uitra SCSI-3 connectors 

Protocol 

SCSI Electrical Interface 

Drives Supported 

SCSI Port Connectors SA-
641 

Data Transfer Method 

PCI Bus Speed 

PCI 

Simultaneous Drive 
Transfer Channels 

Channel Transfer Rate 

Software upgradeable 
Firmware 

Coche Memory 

Logical Drives Supported 

Maximum Capacity 

Memory Addressing 

RAIO Support 

Upgradeable Firmware 

Disl<; Drive and Enclosure 

Protocol Support 

Warranty 

Ultro320 SCSI 

Low Voltage Differential (LVD) 

Up to 6 Ultro 320, Ultra3 and Ultra2 SCSI hard drives 

one internai SCSI port 

64-Bit PCI bus-master 

64-bit, 133-MHz PCI-X ( 1 GB/s moximum bandwidth) 

3 .3 volt PCI slot compotibility only 

Two 

320-MB/s total; 320-MB/s per channel 

Yes 

64-MB ORAM used for code, transfer buffers, and non-battery backed read coche 

32 

880.8 GB (6 X 146.8 GB) 

64-bit, supporting servers memory greater than 4 GB 

RAID 5 (Distributed Dato Guarding) 
RAID 1 + O (Striping & Mirroring) 

RAID 1 (Mirroring) 
RAID O (Striping) 

2-MB Flashable ROM 

Ultra 320, Ultra2 and Ultro3 

Maximum: The remaining warranty of the HP server product in which it is installed (to a 
maximum three-year limited warranty) 
Minimum: One-year, on-site limited warranty 
Pre-Foilure Warranty: Drives attached to the Smart Array Controller and monitored under 
lnsight Manager are supported by a Pre-Failure (replacement) Warranty. For complete 
details, consult the HP Support Center o r reler to your HP Server Documentotion. 
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QuickSpecs HP ProLiant ML350 Generation 3 

TechSpecs 

Video Controller Controller Chip ATI RAGE XL 

Video ORAM 8 MB Video SDRAM /._.,.. 

Data T ransfer Method 32-bit PCI 

Support Resolution Supported Color Depths: 

640 X 480 16.7M, 64K, 256, 16 

800 X 600 16.7M, 64K, 256, 16 

1024 X 768 16.7M, 64K, 256, 16 

1152 X 864 16.7M, 64K, 256, 16 

1280 x 1024 16.7M, 64K, 256, 16 

1600 X 1200 64K, 256, 16 

Connector VGA 

© Copyright 2003 Hewlett-Packard Development Company, L.P. 

Theo ation contained herein is subjed to change without notice. 

Microsoft and Windows NT are US registered trademarks of Microsoft Corporation. Intel is a US registered trademark of Intel Corporalion. 

The only warronties for HP produds and services are set Íorth in the express warranty statements occompanying such produds and services. Nothing herein 
should be construed as constituting an additional warranty. HP shall not be liable for technical or editorial errors or omissions contoined herein. 
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QuickSpecs HP ProLiant ML350 Generation 3 

Overview 

o 

1. Twa Remavable Media Bays 6. System fan 

2. 48X Max IDE (ATAPI) CD-ROM Drive 7. DIMM sockets for up lo 8GB of memory, optionally interleaved 

3. 1.44 Flappy Drive 8. Optianal 2nd Power Supply for hat-pluggable 1 + 1 redundancy 

4. Six 1' Hat Plug Drive Bays 

S. five expansion slats(faur 64-bit/ 1 00-MHz PCI-X, ane 32-bit/33-MHz PCI) 

What's New , 

O ow available with lntei®Xean 2.8 GHz Pracessors with 533MHz syslem bus. 

DA- 11430 North America - Version 23- July 17, 2003 
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QuickSpecs HP ProLiant ML350 Generation 3 

Overv.tpw 
(\," \J 

AtA Glance 

• The Proliant ML350 G3 is an expandable rack ar tower plotform delivering affordable 2-woy performance and essential avoilability to corporate 

workgroups and growing businesses 
e Intel Xeon 2.4 GHz ar 2.8 GHz processors (dual processar capability) with 512-KB levei 2 coche standard (fui I speed) and Hyper-Threoding 

Technology 
• ServerWarks Grand Champion LE Chipset with 533-MHz Front Side Bus for 2 .8GHz processar models ar 400-MHz FSB for models < 2.8 GHz 

• lntegroted Dual Channel Wide Ultra3 SCSI Adapter 

• Smart Array Controller (standard in Array Models only) 

• NC7760 PCI Gigabit Server Adapter (embedded) 
• 512MB of 2-way interleaving capable PC2l 00 DOR SDRAM, with Advanced ECC capabilities (Array models only; 256MB sta ndard on other 

models): Expandoble to 8GB 
• Flexible memory configurations allow interleoving (2x l) ar non-interleoving 

• Five available expansion slots: four 64-bit/1 00-MHz PCI-X, one 32-bit/33-MHz PCI 

• Two USB ports 
• Standord 6 x l" Wide UIÚo320 reody Hot Plug Drive Cage 
e Internai storage capacity of up to 880GB (6 x 146.8 GB l "), 1.174-TB (2 x 146.8 GB l" + 6 x 146.8 GB l ") with optianal 2-bay hot plug drive cage 

option 
• 500W Hot-Piuggable Power Supply (standard) and on optional 500W Hot-Piuggable Redundant Power Supply (l + l) available 

• T ool-free entry to chassis and access to components 
e RBSU (ROM bosed setup utility) support, redundant ROM 
• lnsight Manager, SmartStart, ROM-based BIOS Setup Utility, ond Automatic Server Recovery (ASR-2) 

• Protected by HP Services, including a three-year, next business day, on-site, limited global warranty and extended Pre-Failure Warranty. 

o 
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QuickSpecs HP ProLiant ML350 Generotion 3 

Standard Features 

Processo r 
One oi the following 

depending on Model : 

Coche Memory 

Upgradability 

Chipset 

~Ohe following 

depending 
on model) 

Network Controller 

Expansion Slots 

Storage Controller 

/ 

i n v e n f 

Intel Xeon Processar 2.8 GHz/533-512KB 

Intel Xeon Processar 2.4 GHz/400-512KB 

lntegroted 512-KB Levei 2 coche (full speed) 

Upgradable to dual processing 

ServerWorks Grand Champion LE Chipset with 400-MHz ar 533-MHz Front Side Bus (model dependent) 

l'JOTE : For more informotion regording ServerWorks, please see the following URL: 
:htt p :/ / www. serverworks. com/ prod ucts/ overview. ht ml 
NOTE: Th is Web site is avoilable in English only. 

2-way interleaving capable PC21 00 DOR SDRAM running at 200MHz on 400MHz models ar 266MHz on 533MHz models 
with Advanced ECC capabilities 

Standard (Non-Array Models) 256MB 

Standard (Array Models) 

Maximum 

512MB 

8GB 

NC77 60 Gigabit Server Adapter (embedded) 

PCI Voltage: 1/0 (5 Total, 5 Available) 

64-bit/l OOMHz, PCI 4 (4 available) 3.3 Volt ar universal cards 
(Array model has 3 available) 

32-bit/33MHz, PCI 1 (1 available) 5 Volt or universal cards 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
Smart Array 641 Controller (2.8 GHz Array Models Only) 

Diskette Drives 

CD-ROM 

Hard Drives 

Maximum Internai Storoge 

Externai Storoge 

DA- 11430 

1.44MB 

48x IDE (ATAPI) CD-ROM Drive 

Nane 

1.1 7 4 TB GB (6 x 146.8 GB 1" with standard internai hot plug drive cage + 
(2 x 146.8 GB 1 ") with optional ML3xx Two Bay Hot Plug SCSI Drive Cage) 

Two externai SCSI knockouts available, optional Proliant ML350 Internai to Externai SCSI 

Cable Option Kit required 

• HD68 Internai to Externai SCSI Coble Option Kit PN 15954 7 -B22 
e VHDCIInternal to Externai SCSI Cable Option Kit PN 333370-B21 

North America - Version 23 - July 17, 2003 
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HP ProLiant ML350 Generation 3 Qu-ickSpecs 
.~-------------------------------­Stan~ Features 

L\:; v 
'Interfaces 

Graphics 

Form Factor 

i n " e n t 

Parai lei 

Serial 

Pointing Device (Mause) 

Graphics 

Keybaard 

Netwark RJ -4 5 

USB 

1 

2 
NOTE: Please see the fallawing URL for additianal information regarding USB support: 

ht t p :/ /www . com poq . com/ prod ucts/ se rvers/ pio f f orm s/ usb-su pport. h tml . 

NOTE: This Web site is ovoiloble in English only. 

Externai SCSI knockouts 2 

lntegrated ATI RAGE XL Video Controller with 8-MB SDRAM Video Memory 

T ower or rack (5U) 

NOTE: Rack models (and rock conversion kit) support: 

• Square hole rocks from 27''. 32" deep (including Compaq/HP 7000, 9000, 10000 ond H9 series) 

• Square or round hole rocks, from 24"- 35" deep (including HP Rack System /E and HP Systems, with an odjustment) 

• T elco racks with 3rd pari option kit from Rack So lutions 

h H p :/ /www. rockso lut i ons. com/ com poq/ prod ucts . ht m 

NOTE: This Web site is availoble in English only. 

o 

o 
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QuickSpecs HP ProLiant ML350 .Gerieratlon '3 
I 

Standard Features 

Proliant Essentials 

Foundation Pack 

Software 

o 

o 

lndustry Stondard 
Complionce 

lnsight Manager 7 

Manogement Agents 

SmartStart 

ActiveUpdote 

ROMPoq, suppart software, 

ond configuration utilities 

Survey Utility ond diognostics 

utilities 

Optionol Proliont Essentiols 

Volue Pocks 

lnsight Manoger 7 helps maximize system uptime ond 'performance ond ;e-duces the-cost·ÓÍ 

mointoining the IT infrostruclure by providing proaclive notificotion of proble.;,·s l ielore 

those problems result in costly downtime ond reduced productivity. lnsight Monoger 7 is 
easy to sei up ond provides ropid occess to detoiled foult ond performance informotion 

gothered by the Monogement Agents. One-click-occess to the Remate lnsight Lights Out 

Edition 11 boord ollows systems odministrotors to toke full grophicol contrai of Proliont 

servers in remate locotions ar lights-out doto centers. Finolly, lnsight Monoger 7 in concert 

with the Version Contrai Agenls ond Version Contrai Repository Monoger enables systems 

odministrotors to version monoge ond updote system software ocross groups of Prolionl 

servers. 

lhe Monogement Agents form the foundolion for HP's lnlelligenl Monogeobility strotegy. 

They provide direct, browser-bosed occess to in-depth instrumentolion built into HP servers, 

workstotions, desktops, ond portobles, ond send olerts to lnsight Monoger 7 ond other 

enterprise monogement opplicotions in cose of subsystem or environmentol foilures . For 

odditionol informotion obout the Monogement Agents ond other monogemenl products 

from HP, pleose visit the monogement Web site ot http ://www.hp.com/ servers/ monoge. 

SmortStarl is a tool thot simplifies server setup, providing o ropid woy to deploy relioble 

ond consislent serve r configurotions. For more informotion, pleose visit the SmortStart 
website ot hltp :/ /www. hp.com/servers/ rno noge. 

SmortStorl version supported (minimum) : SmortSiort 5.50 

ActiveUpdole is o web-bosed opplicotion thot keeps IT monogers directly connected to HP 
for prooctive notificotion and delivery of lhe lotes! software updotes. 

lhe lotes! software, drivers, ond firmwore fully optimized ond tested for your Proliont server 

ond options. 

The most odvonced configurotion onolysis, reporting ond lroubleshooling ulilities used by 

HP ond ot your fingertips. 

Optionol software offerings thot selectively extend lhe functionolity of on Adoptive 

lnfrostructure to oddress specific business problems ond needs: 

• Rapid Deployment Pock- an automoted solutian for multi-server deployment ond 

provisioning, enobling componies to quickly ond eosily odopt to changing 
business demonds. 

• Worklood Monogement Pock- provides eosier monogement of complex 

environmenls, improving overoll server utilizolion and enabling Windows 2000 

customers for the first time to confidently deploy multiple opplicalions on o single 

multiprocessar Proliont Server. 

• Performance Monagement Pack - a performance monogement solution thot 

identifies ond exploins hardware performance bottlenecks on Proliont servers and 

ottoched options enobling users to better utilize lhe ir voluoble resources. 

NOTE : Flexible and volume quonlily license kits ore ovoiloble for Prolionl Essenl iols Value Pocks. Reler lo 

http:/ / www.hp.com/servers/prolionlessenlials o r lhe vorious Prolianl Essenliols V alue Pack producl QuickSpecs for more 

informotion. 

NOTE: For more informalion regording Prolionl Essenliols Software, pleose see lhe following URL: 

http:/ /www.hp.com/servers/pro lianlessenliols 

NOTE: These Web siles ore ovoiloble in English only. 

ACPI Vl .OB Compliant 
PCI 2 .2 Compliont 

WOL Support 

PCI-X 1 .O Complianl 

m~~rt ~· 
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QuickSpecs HP ProLiant ML350 Generation 3 

Stàndarâ Features 

'\)..~ 
Ma.Q/geability 

~ \) 

Security 

Server Power Cards 

Power Supply 

System Fans 

Required Cabling 

OS Support 

i n " • n t 

lnsight Monoger 7 

Redundont ROM 

System Firmwore Updote 

ROMPoq 

Remate lnsight Lights-Out Edition 11 (optionol) 

Proliont RBSU (ROM-Bosed Setup Utility) 

Automotic Server Recovery-2 (ASR-2) 

Drive Poro meter T rocking (with Smort Arroy Controller) 

Dynomic Sector Repoiring (with Smort Arroy Contrai ler) 

Pre-Foilure Worronty (covers processors, memory ond hord drives) 

Power-on possword 

Setup possword 
•oiskette boot contrai 

Porollel ond serial interface contrai 

Disk configurotion lock 

Power switch security 

One Lowline NEMA power cord ond one Highline IEC Power cord ship stondord 

T ower models ship with stondord country specilic power cords. 

Rock models ship with IEC cobles. Depending on the country, some olso ship with country specific power cords 

Redundont power supply options ship with country specific power cords with the exception of the -821 Rock SKU which 

ships with on IEC coble only. 

500 Wotts, Power Foctor Correction (PFC), Hot Plug 100 to 240 VAC Roted lnput Voltoge (Auto-sensing), CE Mork 

Compliont 

Optionol 2nd Power Supply for hot-pluggoble 1 + 1 redundoncy. 

2 fons ship stondord, 2 fons total supported (does not include power supply fons) 

For required cobling informotion, reler to the HP Web site ot http://www.hp.com/servers/proliontM L350 . 

NOTE: This Web site is ovoiloble in English only . 

Microsoft Windoyts NT® Server 4.0 ond Terminal Server 4.0 
Microsoft BockOffice Small Business Server 2000 

Microsoft Windows 2000 Server ond Advonced Server 

Windows Server 2003 

Nove li NetWore 5 .1, 6.0 

Novell NetWore Smoll Business Suite 6.0 

SCO OpenServer 5 .0 .6o 

SCO OpenUnix 8 SCO UnixWore 7.1.1 

IBM OS/2 Worp Server for e-business 

LINUX (Red Hot, 2.1 Advonced Server, Red Hot 8 .0 ond Red Hot 7.3, SuSE, SLES7, Unitedlinux 1.0) 

NOTE: For o more complete ond up-to-dote listing oi supported OSs ond versions, pleose visit ourOS Support Motrix ot: 

ftp:/ /ltp.compoq .corn / pub/ products/servers/ os-support -motrix-31 O. pdf 

NOTE: Optionol hardware moy be required to support some operoting systems. 

NOTE: For on up- to-dote listing of the lotest drive rs ovoiloble for the Proliont ML350, pleose see : 

ht t p :/ /www. com poq . com/ su ppori/fi I e s/ se rver I us/i ndex . ht rn I. 

NOTE: These Web sites ore ovoiloble in Eng lish only. 

o 

o 
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QuickSpecs HP ProLiant ML350 Generation 3 

Standard Features 

Rack Airflow Requirements 

o 

lnstallation of Server into 

Telco Racks 

HP Factory Express 

Capabilities 

o 

i n v e n t 

• Rock 9000 ond 10000 series Cobinets 

The increosing power of new high-performonce processar technology requires increosed coo ling efficiency for rock­

mounted servers. The 9000 ond 10000 Series Rocks provide enhonced oirflow for moximum cooling, ~llowing these 

rocks to be fully looded with servers using the lotes! processors. 

• Rock 7000 series Cobinets 

When instolling o server with processors running ot speeds of 550 MHz or greoter in Rock 7000 series rocks with 

gloss doors (165753-001 (42U), ond 163747-001 (22U)), the new processar technology requires the instollotion of 

HP's new High Airflow Rock Doar lnserts (327281 -821 (42U), 327281-822 (42U 6 pock), o r 15784 7-821 (22U)) to 
promete enhonced oirflow for moximum cooling . 

CAUTION : I f o third-porty rock is used, observe the following odditionol requirements to ensure odequote oirflow ond to 

preveni domoge to lhe equipment: 

O Front ond reor doors : 11 your 42U server rock includes closing front ond reor doors, you must ollow 830 

squore inches (5,350 sq em) oi hole evenly distributed lrom top to bottom to permit odequote oirflow 

(equivo lent to the required 64 percent open oreo for ventilotion). 

O Side: The cleoronce between the instolled rock component ond lhe side ponels oi the rock must be o 

minimum o12.75 inches (7 em). 

CAUTION : Alwoys use blonking ponels to fill ali remoining empty front ponel U-spoces in the rock. This orrongement 

ensures proper oirflow. Using o rock without blonking ponels results in improper coo ling thot con leod to thermo l domoge. 

NOTE: For odditiono l inlormotion, reler to the Setup ond lnstollotion Guide or the Documentotion CD provided with the 

server, or to the server documentotion locoted in the Support section ot the lollowing URL: 

http: / /wwwS. hp .com/servers/proliontm1350 

NOTE: This Web site is ovoiloble in English only. 

ML350 G3 rock model support: Support for ali 2-post Telco rocks requires the use of the rock kit ond on odditionol option 

kit from Rock Solutions. http://www.rocksolut ions.com/compoq 

NOTE : This Web site is ovoiloble in English only. 

HP Foctory Express gives you the flexibility to choose from o full menu of foctory copobilities ali in one manufacturing 

facility, in one process, with one touch giving you full contrai and access to HP's World class manufocturing facility 

anytime. This opproach provides you the speed to deploy yaur IT needs, with total quality assuronce, reliability, and 

predictability to lower your total cost of ownership by letting HP insta li, rock, ond custamize your software and hardware 

options for you. 

DA- 11430 North Americo- Version 23 - July 17, 2003 



QuickSpecs HP ProLiant ML350 Generation 3 

Standard Features 

S~ce and Support 

Ir 
4> \J 

i n v e n t 

HP Services provides o three-year, limited warronly, including Pre-Failure Wa rronly (coveroge of hard drives, memory and 

processors) fully supported by a worldwide nelwork of resellers and service providers and lifetime toll-free 7 x 24 hardware 

lechnical phane suppart. In additian, available service offerings include: 

NOTE: Limited Warranty includes 3 year Paris, 3 year Labor, 3-year on-site supporl . 

A full range of HP Core Pack packaged hardware and software services: 

• lnstallation and slarl up 

• Extended coverage hours and enhanced response times 

• System management and performance services 

• Availability and recovery services 

NOTE: For more infomation, visit http: //www. hp .com / services/ corepack. 

,Piease see lhe following URL regarding Warranty lnformation For Your HP Products: 

. http:/ /www.compaq .com/ support/ warronty upgrades/web statements/ 1 76738.html. 

For additianal informalion regarding Worldwide Limited Warranty and Technical Support, please see the following URL: 

ftp:/ /ftp.compaq .com/pub/ supportinformot ion/ ejourney/ 1 7 6 7 38 . pdf. 

NOTE: These Web sites are available in English only. 

NOTE: Certa in restriclions and exclusions apply. Consult the Customer Support Center ai 1-800-34 5-151 8 for details. O 

DA- 11430 North America- Version 23- July 17, 2003 
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QuickSpecs 
Models 

ML350T03 X2.8-
512KB/533, 
256MB 
311523-001 

ML350R03 X2.8-
512KB/533, 
256MB 
311524-001 

o 

ML350T03 X2 .8-
512KB/533, 
512MB Arroy 
311525-001 

MQ03X2.8-
512 '/533, 

· 512MB Arroy 
311526-001 

... 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storoge Controller 

Hord Orive 

Internai Storoge 

Optical Orive 

Form Foctor 

"rocessor(s) 

Coche Memory 

Memory 

Network Controller 

Storoge Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storoge Controller 

RAIO Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storoge Controller 

RAIO Controller 

Hord Orive 

Internai Storage 

Optical Orive 

Form Foctor 

HP ProLiant ML350 Generàtiõn 3 

(1) Intel Xeon Processar 2.8 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar , 

256 MB Advonced ECC PC21 00 DDR SDRAM DIMM (Stondord) to 8 GB (Moxim~-,;,) 
NC7760 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Nane ship stondord 

1.174 TB moximum hot plug (with optionol drive coge & hord drives) 

48x IDE (ATAPI) CD-ROM Drive 

Tower (5U) 

(1) Xeon 2.8 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB Advonced ECC PC21 00 DOR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC7760 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Nane ship stondord 

. 1.174 TB moximum hot plug (with optionol drive coge & hord drives) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (5U) 

(1) Intel Xeon Processar 2.8 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

512 MB Advonced ECC PC21 00 DOR SDRAM DIMM (Stondard) to 8 GB (Moximum) 

NC7760 PCI Gigobit Server Adapter (lntegroted/ Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Smort Arroy 64 1 

Nane ship standord 

1.174 TB moximum hot plug (with optionol drive coge & hard drives) 

48x IDE (ATAPI) CD-ROM Drive 

Tower (5U) 

(1) Xeon 2 .8 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

512 MB of Advonced ECC PC21 00 DOR SDRAM DIMM (Standord) to 8 GB (Moximum) 

NC7760 PCI Gigobit Server Adapter (lntegroted/Embedded) 

lntegroted Dual Channel Wide Ultro3 SCSI Adopter 

Smort Arroy 641 

Nane ship stondord 

1.174 TB moximum hot plug (with optionol hord drive coge) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (SU) 

ROS no 03/2005 - Ctf 
CPMi . - . CORREIOS ' 

DA - 11430 North Americo - Version 23 - July 1 7, 2003 
i n v e n f 

· Doc. _ __ _ 



QuickSpecs 
Models 

ML350T03 X2.4-
512KB/400, 
p-õ6MB 
269786-0~ 

"}_) 

r)__ f} 
•, \.J 

ML350R03 X2 .4-
512KB/400, 
256MB 
269787-001 

i n v e ti t 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storoge Controller 

Hard Drive 

Internai Storoge 

Optical Drive 

Form Factor 

• · Processor(s) 

Coche Memory 

Memory 

Nelwork Controller 

Storoge Controller 

Hard Drive 

Internai Storoge 

Optical Drive 

Form Factor 

DA - 114 30 

HP ProLiant ML350 Generation 3 

(l) Intel Xeon Processar 2.4 GHz Processar stondord .(up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (Stondord) to 8 GB 
(/v\oximum) 

NC7760 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopler 

Nane ship stondord 

1 .17 4 TB moximum hot plug (with oplionol hord drive coge) 

48x IDE (ATAPI) CD-ROM Drive 

Tower (5U) 

(1) Xeon 2.4 GHz Processar stondord (up lo 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB oi Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (Stondord) to 8 GB 
(Moximum) 

NC7760 PCI Gigobit Server Adopler (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Nane ship stondord 

1.174 TB moximum hot plug (with optionol hord drives & drive coge) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (5U) 

~ .)I v 

o 
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QuickSpecs HP ProLiant ML35Q·Generàtion 3 

Options 

Proliant ML350 G3 
Unique Options 

Pro[lont Essentiols 

Volue Pock Software 

HP NetServer Tronsition 

Services o 

i n v e n I 

Hat Plug Redundont Power Supply Option Kit 

Hot Plug Redundont Power Supply Option Kit (coble) 

NOTE: PN 283655-821 SKU contoins the 2nd power supply with on IEC power cob le. Only 

purchose if connecting to PDU/UPS thot supporls IEC cobles. Ali other SKUs conto in country specific 

power cobles. 

Intel Xeon 2.80 GHz-512K8 Processar Option Kit 

NOTE: The 2.8 GHz processar option kit (PN 314 763-821) supporls Proliont ML350 G3 systems 

with 533 MHz front side bus only. This kit connot be used in 400 MHz front side bus systems such os 

those with 2.4 GHz, 2 .2GHz or 2.0 GHz processors. 

Intel Xeon 2.40 GHz-512K8 Processar Option Kit 

NOTE: This processar option kit (PN 2579 13-821) supporls the Proliont ML350 G3 servers. 

Intel Xeon 2.20 GHz-512K8 Processar Option Kit 
~OTE: This processar option kit (PN 283702-821) supporls the Proliont ML350 G3 servers . 

Intel Xeon 2.0 GHz-512K8 Processar Option Kit 
NOTE: This processar option kit (PN 283701-821) supporls the Proliont ML350 G3 servers . 

Proliont ML350 G3 T ower to Rock Conversion Kit (CPQ brand) 

Ropid Deployment Pock, 1 User, V1 .x 

NOTE: This license ollows 1 server to be monoged ond deployed via the Deployment Serve r. 

Ropid Deployment Pock, 1 O Users, V1.x 

NOTE: This license ollows 1 O servers to be monaged ond deployed via the Deployment Server. 

Flexible Quontity License Kit 

License-Only - for use with o Moster License Agreement 

Proliont Essentiols Worklood Monogement Pock 2.0 (Feoturing Compoq Resource Porlitioning 

Monoger version 2.0) 

Proliont Essentiols Performance Monogement Pock Flexible License 

NOTE: Flexible ond volume quontity license kits ore ovoiloble for Proliont Essentiols Volue Pocks. 

Reler to http ://www.hp.com/servers/prol iontessentio ls or the vorious Proliont Essentiols Volue Pock 

product QuickSpecs for more informotion . 
NOTE: For more informotion regording Proliont Essentiols Software, pleose see the following URL: 

http :/ /www. hp. com/ servers/ pro l iontessent ia ls. 

NOTE: These Web sites ore ovoiloble in English only. 

HP NetServer to Proliont integrotion ond ossessment service 

NOTE: HP identjfies current leve is of NetServer supporl, services, ond monogement. This service 

helps maximize c~stomer1s obility to odd Proliont plotforms into their current environment. 

HP TopTools to lnsight Monoger 7 installotion ond stortup service 

NOTE: Provides on-site review, insta llotion ond configurotion services for lnsight Monoger 7. HP 

wi ll .olso re-creote, os closely os possible, the views ond reporls from the customer's current TopTools 

configuration. This service ossures o smooth tronsition to the Proliont Essentiols software. 

HP NetServer to Proliont Essentiols Ropid Deployment Pock installotion ond stortup service 

NOTE: lnstoll ond configure Ropid Deployment Pock in o test environment, then deploy o server 

imoge to o moximum oi 250 systems in the production environment. This service helps to ossure 

successfu l system deployment. 

DA- 11430 Norlh Americo - Version 23 - July 17, 2003 
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QuickSpecs HP ProLiant ML350 Generation 3 

, Options 

Processors 

~~Zb 
f\ " 

Memory (DIMMs) 

Internai Storage 

Optical Drives 

Hard Dri ves 

i n v • n t 

Intel Xeon 2.80 GHz-512K8 Processar Option Kit 
NOTE: The 2.8 GHz processar option kit (PN 314 763·B21) supports Proliont ML350 G3 syslems 
with 533 MHz fronl side bus on ly. This kit connot be used in 400 MHz front side bus syslerns such os 
thhose wi th 2.4 GHz, 2.2GHz ar 2.0 GHz processors . 

Intel Xeon 2.40 GHz-512KB Processar Option Ki t 

NOTE: This processar option kit supporls Proliont ML350 G3 servers with 400 MHz front side bus 
only. This kit (PN 2579 13-B2 1) connot be used in 533 MHz front side bus systems such os the 2 .8 
GHz systems. 

Intel Xeon 2.20 GHz-512KB Processar Option Kit 
NOTE : This processar oplion kit supporls Prolionl ML350 G3 servers with 400 MHz fronl side bus 
only. This kit (PN 283702-B2 1) connot be used in 533 MHz front side bus syslems such os lhe 2.8 
GHz systems. 

Intel Xeon 2.0 GHz-512KB Processar Option Kit 
:NOTE: This processar option kit supporls Proliont ML350 G3 servers with 400 MHz front side bus 
only. This kit (PN 283701-B21) connot be used in 533 MHz front side bus systems such os lhe 2.8 
GHz systems. 

NOTE: The ML350 G3 supporls both interleoved ond non-interleoved memory configurotions. Base 
models ship stondord with one 256MB DIMM o r one 512MB DIMM (Arroy models) . For best 
performance outomoticolly invoke interleoving by populoting memory in identico l poirs. I f 1GB oi 

total memory is desired odd three 256MB DIMMs to lhe base configurotion. 11 1.5GB of memory is 
desired odd one 256MB DIMM (to pai r with the stondord DIMM) ond two 512MB DIMMs. 
lnterleoving ond instollotion of memory in poirs is not required. Add ony combinotion of memory 
DIMMs below to opero te in non-interleoved mode. 
NOTE: Eoch SDRAM Memory kit contoins one (1) DIMM. 

128MB oi Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 128 MB) 

256MB of Advonced ECC PC2 1 00 DOR SDRAM DIMM Memory Kit (1 x 256 MB) 

5 12MB oi Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 512 MB) 

1024MB oi Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 1 024 MB) 

2048MB oi Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 2048 MB) 

ML3xx Two Boy Hot Plug SCSI Drive Coge 
NOTE: The drive coge option kit (PN 244059·B21) hos one 1" drive boy and one 1.6" drive bay. 
instolls in two ovoi loble removoble media boys . 

16X DVD-ROM Drive Option Kit (Corbon) 

CD-RW/DVD-ROM 48X Combo Drive Option Kit 

U/tra320 - Universal Hot Plug 

146.8-GB 10,000 rpm U320 Universo/ Hord Orive (1") 

72.8-GB 10,000 rpm U320 Universal Hord Drive (1 ") 

36.4 -GB 10,000 rpm U320 Universal Hord Drive (1 ") 

72 8-GB 15,000 rpm U320 Unrversol Hord Drrve (1 ") 

364-GB 15,000 rpm U320 Unrversal Hard Drrve (1 ") ~ 
182-GB 15,000 rpm U320 Unrversal Hard Drrve (1 ") 

NOTE: Ali U320 Unrversa l Hard Drrves ore bockward compatrb le to U2 ar U3 speeds U320 drrv 
requ rre an oplronol U320 Smart Array Controller ar U320 SCSI HBA to supporl U320 tronsfer roles 

NOTE: Please see the Wrde Ultro320 Unrversol Hot Plug QurckSpecs for oddr tronol technrcal 
informotion on lhe hord drives Supporl detoils, pleose see the following: 
http://www5.compoq .com/products/ quickspecs/1 1531 na/ 11 53 1 na .HTML 

DA. 11430 North America - Version 23 - Ju ly 17, 2003 
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286714-B22 

2867 13-B22 

286778-B22 

286776-B22 

286775-B22 
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QuickSpecs HP ProLiant ML350 Gêneration 3 

Options 

Storage Controllers 

o 

0~. 

Wireless HAP Solution 

i n v e n t 

Smort Arroy 6402/ 128 Controller 

Smort Arroy 641 Controller 

Smort Arroy 642 Controller 

Compoq RAIO LC2 Controller 

Smort Arroy 532 Contrai ler 

Smort Arroy 5302/ 128 Controller 

Smort Arroy 5304/256 Controller 

Smort Arroy 5312 Controller 

Smort Arroy 641 Controller 

Smort Arroy 642 Controller 

~ltro3 Chonnel Exponsion Module for Smort Arroy 5300 Conlroller 

128-MB Coche Module for Smort Arroy 5302 Controller 

RAIO ADG Upgrode for Smort Arroy 5302 

256-MB Bottery Bocked Coche Module 
NOTE: This 256-MB Bottery Backed Coche Module supports lhe Smort Arroy 5300 series controllers, 
MSA 1 000 ond lhe Smort Arroy Cl usler Storoge. 

256MB Coche Upgrode for SA-6402 
NOTE: This 256-MB Bottery-Bocked Coche Modu le upgrode kit supports lhe Smo rt Arroy 64 00 series 
control ler only. 

64-Bit/66-MHz Dual Chonnel Wide Ultro3 SCSI Adopter, Alternole OS 

64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adopter 

NOTE: Pleose see lhe fol lowing Conlroller or SCSI Adopler Q uickSpecs for T echnicol Specil icalions 
such os PCI Bus, PCI Peok Doto Tronsler Role, SCSI Prolocols supported, SCSI Peak Data Transfer 
Role, Channels, SCSI Ports, Drives supported, Coche, RAIO support , and additional inlormalion: 
http://www5.cornpaq.com/products/quickspecs/1 0652 no/ 1 0652 _n a.HTML 
(RAIO LC2) 

http://www5.compaq.com/ producls/ qu ickspecs/ 1 085 1 na/ 1 085 1_ na. HTML 
(Smort Arroy 532) 
http://wwwS.compoq .com/products/qu ickspecs/ 1 0640_n o/ 1 0640 no.HTML 
(Smort Arroy 5300 Series) 
http://wwwS.compaq.corn/ products/ qu ickspecs/ 11 328 no/ 11328 na.HTML 
(Smarl Arroy 531 2) 
http://wwwS.com poq.com/products/quickspecs/ 11 587 no/ 11 587 no .HTML 
(Smart Arroy 6402) 
http://www5.cornpaq.com/ products/ qu ickspecs/ 11 563 na/ 11563 no.HTML 
(Smart Arroy 641) 
http://wwwS.compaq.com/products/quickspecs/ 11 563 na/ 11 563 na.HTML 
(Smort Arroy 642) 
http: //wwwS.cornpaq.com/ products/ qu ickspecs/ 1 0429 na/ 1 0429 no. HTML 

(SCSI Adopter) 
http"://www5.compaq.corn/products/quickspecs/ 11 555 nov/ 11 555 na.HTML 
(U320 Adapler) 

273915-B2 1 

291966-B21 

291967-B21 

188044-821 

225338-821 

283552-B21 

283551-B21 

238633-B21 

291966-821 

291967-B21 

153507-B21 

153506-821 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

Communications 

Management Options 

Security 

Monitors 

i n \' • n t 

NC3123 Fast Ethernet NIC PCI 1 0/1 00 WOL and PXE 

NC3134 Fast Ethernet NIC 64 PCI Dual Part 1 0/1 00 

NC3135 Fost Ethernet Module Dual 1 0/1 00 Upgrode Module for NC3134 

NC6132 1000 SX Upgrode Module for NC3134 

NC6136 Gigobit Server Adopter, 64-bit/66MHz, PC I, 1 000 SX 

NC6170 Dual Port PC I-X 1 OOOSX Gigobit Server Adopter 

NC6770 PCI-X Gigobit Server Adopter, 1 000-SX 

NC7170 Dual Port PCI-X 1 OOOT Gigabit Server Adapter 

NC7132 Gigobit Upgrode Module 1 0/1 00/1 000-T 

NC7770 PCI-X Gigabit server odopter 

56K v.90 PCI Modem 

_NOTE: Any NC31 XX, NC61 XX, NC71 XX ar NC77XX NIC con be used for redundoncy with the 
embedded NC7760 Network Controller. 

Rernote lnsight Lights-Out Edition 11 

HP/Atalla AXL600L SSL Acceleralor Card for Proliant Servers 

Essentia/ Series 

Compaq 59500 CRT Monitor (19-inch, Carbon/Si/ver) 

Compaq $7500 CRT Monitor (17-inch, Carbon/Silver) 

Compaq $5500 CRT Monitor (15-inch Carbon/Silver) 

Compaq TFT1501 Flat Panel Monitor (15-inch, Carbon/Silver) 

Compaq TFT1701 Fiai Ponel Monitor (17-inch, Carbon/Silver) 

Advantage Series 

Compaq V7550 CRT Co/ar Monitor (17-inch, Carbon/Silver) 

Compoq TFT1720 Flot Panel Monitor (17-inch, Carbon/Silver) 

Compaq FTl 720M Fiai Panel Monitor 
(17 -inch, Carbon/Silver, includes speaker, U$8 port, headphone) 

Compaq TFT1520 Flat Panel Monitor (15-inch, Carbon/Silver) 

Compaq TFT152QM Flat Ponel Monitor 
(15-inch, Carbon/Silver in,cludes speaker, US8 port, headphone) 

Performance Series 

HP P930 CRT Monitor (19-inch, Flat-screen, Carbon/Silver) 

HP P1130 CRT Monitor (21-inch, Flat-screen, Carbon/Silver) 

HP L 1825 Flat Panel Monitor (18-inch, Carbon/Silver) 

HP L2025 Fiai Panel Monitor (20-inch, Carbon/Silver) 

Compaq TFT1825 Flat Panel Monitor (18-inch, Carbon/Silver) 

Compaq TFT2025 Flat Panel Monitor (20-inch, Corbon/Silver) 

Rackmount Flat Pane/ Monitors 

TFT511 OR Flat Pane/ Monitor (Corbon) 

NOTE: Monifors larger thon 17" may be foo heovy for use in rack sysfems. 

DA- 11430 North America - Version 23 - July 17, 2003 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

Tope Drives 

o 

o 

i n .., e n t 

NOTE : In a rder to insto ll certoin to pe drives inte rnolly, you moy need to remove the roils thot come 

stondord o n the drives ond then re-insert lhe. screws in lhe mounting ho les. To ensure pro per fit, instai I 

the mounting screws os described in the tope option kit. 

Interno/ ond Externo/ DAT Tope Drives 

/ntemo/12/24-GB DAT Drive (Opa/) 

NOTE : Pleose see the 12/24-G B DAT Drive OuickSpecs for odditionol options such os cossettes ond 
for on up-to-dote li sting of the lotes! 0/S Support detoils, pleose see the following: 
http ://www5.compoq.com/ producls/ qu ickspecs/ 1 0239 no/ 1 0239 no .Hllv\L 

HP StorogeWorks 20/ 40-GB DAT DDS-4 Tope Drive, Internai (Corbon) 

HP StorogeWorks 20/40-G8 DAT DDS-4 Tope Drive, Externai {Corbon) 

HP StorogeWorks Internai 20/ 40-G8 DAT, Hot Plug (Corbon) 

~OTE: Pleose see the 20/40-GB DAT Tope Drive OuickSpecs for odditionol options such os host 
. ous odopters, contro llers, cosseHes, ond for on up-lo-dote li sting of lhe lotes! 0/S Support deto il s, 

pleose see the following : 
http :/ /wwwS.compoq.com/ products/ qu ickspecs/ 1 0426_ no/ 1 04 26 no .HTiv\L 

Interno/ ond Externai DAT 72 Tope Bockup Drive 

HP StorogeWorks DAT 72 Tape Drive Internai (Carbon) 

HP StorogeWorks DAT 72 Tope Drive, Externai {Corbon) 

HP StorogeWorks DAT 72h Internai Hot Plug {Corbon) 

NOTE : Pleose see the DAT 72 Tope Drive O uickSpecs for odd itionol options such os odopters, 
controllers, ond cossettes, ond for on up-to-dote li sting of the lotes! 0/S Support detoils, pleose see 
the fo ll owing : 
http: //www5.compoq.com/products/ quickspecs/11597 no/ 11597 no.HTiv\L 

Internai ond Externai LTO Ultrium Tope Drives 

HP StorogeWorks Ultrium 215 Tope Drive for ProLiont, Infernal {Corbon} 

HP StorogeWorks Ultrium 215 Tope Drive for Prolionl, Externai (Corbon) 

NOTE : Pleose see lhe HP StorogeWorks Ultrium 230 Tope Drive OuickSpecs for odditionol oplions 
such os controllers, ond o the r reloted ilems, ond for on up-lo-dote listing oi lhe lotes! 0/S Support 
detoils, pleose see lhe following: 
http://h 18006 .www 1.hp.com/ products/quickspecs/1 1678 no/ 11 678 no .html 

HP StorogeWorks LTO Ultrium 230 Tope Drive, Internai (Corbon) 

HP StorogeWorks LTO Ultrium 230 Tope Drive, Externai {Corbon) 

NOTE: Pleose see lhe HP StorogeWorks LTO Ultrium QuickSpecs for odditionol options such os 
doto ond cleoning cortridges, ond for on up-lo-dote listing oi the lotes! 0 / S Support deto ils, pleose 
see lhe fo llowing : 

http://www5.com~oq.com/product s/quickspecs/114 1 5 no/ 11415 no .HTML 

HP StorogeWorks Ultrium 460 tope drive for Prolionl, Internai {Corbon) 

HP StorogeWorks Ultrium 460 tope drive for Prolionl, Externai (Corbon) 

NOTE : Pleose see lhe HP StorogeWorks Ultri um 460 Tope Drive OuickSpecs for odditionol options 
such os conlrollers, ond other reloted ilems, ond fo r on up-lo-dote lisling of lhe lotes! 0/S Support 
detoils, pleose see lhe following: 
http://www5.compoq .com/products/quickspecs/11530 no/ 11530 no.HTiv\L 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

i n v • n 1 

Internai ond Externo/ AIT Tope Drives 

NOTE: The In fe rnal AIT Hof Plug Drives are supported in ho! plug drive boys only. When insfalling 

a non ho! plug AIT tope drive info an ML350 Prolionf server use lhe special screw included with the 

drive kif proper fi! in lhe rernovable rnedio boy. 

HP StorageWorks Infernal AIT 35-GB, LVD Tope Drive (Carbon) 

HP StorageWorks Externai AIT 35-GB, LVD Tape Drive (Carbon) 

HP StorageWorks Interno! AIT 35-GB, LVD, Hot Plug (Corbon) 

NOTE: Please see lhe AIT 35-GB, LVD Tape Drive OuickSpecs for odditionol opfions sue h as 

adapfers, confrollers, and cassettes, and for on up-to-dote lisfing of lhe lotes! 0/S Support defails, 
please see lhe following: 
h!tp//www5.compoq.com/prod ucts/quickspecs/1 0712 no/1 0712 na .HTML 

HP StorageWorks AIT 50-GB Tape Drive, Internai (Corbon) 

HP StorageWorks AIT 50-GB Tape Drive, Externai (Carbon) 

HP StorageWorks Internai AIT 50-GB, Hot Plug (carbon) 

HP StorageWorks Rackmount AIT 50-GB, 3U (Single Drive) 

NOTE: Please see lhe AIT 50-GB Tape Drive OuickSpecs for addifional opfions such os adapfers, 
confrollers, and cassetfes, and for an up-to-dafe listing of lhe lates! 0/S Support defails, please see 
lhe following: 

ht!p://www5.compaq .com/proclucfs/quickspecs/1 0425 na/1 0425 na.HTML 

HP StarageWorks Internai AIT 100-GB Tape Drive (Corban) 

HP StarageWorks Externai AIT 100-GB Tape Drive (Carban) 

HP StarageWorks Internai AIT 100-GB, Hot-Piug (Carbon) 

NOTE: Please see lhe AIT 100-GB Tape Drive OuickSpecs for addifional opfions such as adapfers, 

confrollers, and casseftes, and for an up-fo-dafe lisfing af the lates! 0/S Support defails, please see 
the following: 
h!tp://www5.compaq.com/products/quickspecs/11 062 na/11 062 no.HTML 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

o 

o 

i n v e n t 

Interna/ and Externai DL T / SOL T Tape Drives 

NOTE: When instolling o DLT o r SDLT tope drive into o Pro liont ML350, use the specio l screw 

included with lhe drive kit to e nsure proper fit in the removoble media boy. 

HP StorogeWorks 40/80-G8 DLT Tope Drive, Internai (Corbon) 

HP StorogeWorks 40/ 80-G8 DLT Tape Orive, Externo! (Carbon) 

HP StorogeWorks Rockmount DLT 40/80, 3U (Single Orive) 

HP StorogeWorks Rockmount DLT 40/80, Duoi-Drive, 3U (Two Orives) 

HP StorogeWorks Rockmounl DLT 40/ 80, Tope Arroy 111 , SU (Four Drives) 

NOTE: Pleose see the 40/80-G8 DLT Drive Ou ickSpecs for odditionol options such os host bus 
odopters, contro lle rs, cosselles, ond for on up-to-dote lisling of lhe lotes! 0 / S Support deto ils, pleose 
see lhe following: 

http://wwwS.compoq .corn/ products/ quickspecs/ 1 0658_ no/ 1 0658 no .HTML 

· HP StorogeWorks DLT VS 40/80 Tape Drive, Internai (Corbon) 

HP StorageWorks DLT VS 40/80 Tope Drive, Externai (Corbon) 

NOTE : Pleose see the 40/ 80-G8 DLT VS Drive OuickSpecs for odditiono l options such os host bus 
odopte rs, controllers, cossettes, ond fo r on up-to-dote listing of the lotes! 0/S Support detoils, pleose 
see lhe following : 

http://www5 .compoq .com/ products/ quickspecs/1 1403 no/ 11403 no .HTML 

HP StorageWorks SDLT 110/220, Interna i (carbon) 

HP StorogeWorks SDLT 11 0/220, Externai (Corbon) 

HP StorogeWorks Rockmount SDLT 110/220, 3U (Single Drive) 

HP StorogeWorks Rackmount SDLT 110/220, Duoi-Drive, 3U (Two Drives) 

HP StorogeWorks Rockmount SOL T 110/220, Tope Arroy 111, 5U (Four Drives) 

NOTE: Pleose see lhe SDLT 11 0/220-G8 Tope Drive OuickSpecs for odditionol oplions such os 
odopters, contro llers , ond media, and for an up-to-dote li sting of lhe lotes! 0/S Support detoils, 
pleose see lhe following: 
http://www5.compoq.corn/products/qu ickspecs/ 1 0772 no/1 0772 no.HTML 

HP StorogeWorks SDLT 160/ 320, Inte rnai (corbon) 

HP StorogeWorks SD LT 160/ 320, Externai (corbon) 

NOTE : Pleose see lhe SDLT 160/320G8 Tope Drive OuickSpecs for odditionol options such os 
odopters, contro llers, ond media, ond for on up-to-dote listing of lhe lotes! 0/S Support detoi ls, 
pleose see lhe following: 
hHp://www5 .compoq.com/ products/ qu ickspecs/ 11 406 no/ 11 406 no.HTML 

Interna/ and Externa/ DAT Autoloader 

20/40-GB DAT 8., Cosse~e Autolooder Internai (Opa /) 

20/40-G8 DAT 8 Cossette Autolooder Externai (Opol) 

NOTE : Pleose see the 20/4 0-G8 DAT DDS-4 8 CosseHe Auto looder OuickSpecs for odditionol 
oplions such os odopters , controllers, ond cossettes, ond for on up-ta-dote listing of the lates! 0/S 
Sup.port detoils, pleose see lhe following: 
htt p://www5.compoq.com/ products/quickspecs/1 0518 no/1 0518 no.HTML 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

i n v e n I 

AIT Autolooder 

HP StorogeWorks AIT 35GB Autofooder, Rackmount {carbon) 

HP StorogeWorks AIT 35GB Autoloader T abletop (carbon) 

NOTE: Please see the HP StorogeWorks AIT 35GB Autolooder OuickSpecs for odditionol options 
such os odopters, controllers, ond cosseHes, ond for on up-to-dote listing of the lotes! 0/S Support 
detoils, pleose see the following: 
http://wwwS.compoq.com/products/quickspecs/11404 no/ 11404 no.HTML 

HP StorogeWorks 1/8 Autolooder 

HP StorogeWorks 1/8 Autoloader, Tabletop, U/trium 230 

HP StorogeWorks 1/8 Autolooder, Tobletop, DLT VS80 

HP StorageWorks 1 /8 Autolooder, Rockmount kit 

NOTE: Pleose see the HP StorogeWorks 1/8 Autolooder OuickSpecs for odditionol options such os 
~dopters, controllers, ond cossettes, ond for on up-to-dote listing of the lates! 0/S Support detoils, 
pleose see the following: 
http://www5.cornpoq.com/products/quickspecs/11496 na/11496 na.HTML 

SSL 1 O 16 tape autolooder 

SSL 1 O 16 DL T1 tape autoloader {includes two 8-cartridge magazines and a barcode reader} 

NOTE: Please see the SSL 1 O 16 DL Tl tape outolooder Ouick Specs for odditional infarmation : 
http/ / h 18000.www 1 .hp.com/products/quickspecs/1 1626 no/ 1 1626 na .HTML 

SSL 1016 SDLT 160/320 tape autolooder (includes two 8-cartridge magazines onda borcode reader) 

NOTE: Pleose see the SSL 1 O 16 SOL Tl60/320 tape outolooder Ouick Specs for additionol 
informotion: 
http://h 18000.www 1.hp.com/products/qu ickspecs/11609 no/11609 no. HTML 

Add-on drives ond occessories 

SSLJ O 16 DLT /SOL T 8-cartridge magazine 

Rockmount Tope Drive Kits 

3U Rackmount Kit 

NOTE: lhe 3U Rockmount Kit (PN 274338-B21) con support up to (2) full-height or (4) holf-height 
tope drives ond compotible with multiple Single-Ended ond LVD SCSI Tope Drives including the 
12/24-GB DAT, 20/40-GB DAT, DAT 72-GB, 20/40-GB DAT DDS-4 8 Cossette Au tolooder, AIT 
35GB LVD, AIT 50GB, AIT 100-GB, 40/80-GB DLT, DLT VS 40/80-GB, SDLT 11 0/220-GB, SDLT 
160/320-GB, Ultriurn 215, Ultrium 230 ond Ultrium 460 Tope Drives. 

5U Rockmount Kit 

NOTE: The 5U Rockmount Kit (PN 27 4339-B21) can supporl up to (4) full-height tope drives ond is 
compotible with DLT/SDLT/LTO tope drives including the 40/80-GB DLT, SDLT 110/220, SDLT 
160/320, Ultrium,230, ond Ultrium 460 Tope Drives. 

NOTE: Pleose see the R~ckmount Tope Drive Kits OuickSpecs for odditionol inlormation regording 
these kits, pleose see the following: 
http: / /www5.compoq.corn/products/quickspecs/1 0854 no/1 0854 no. HTML 

Tape Storage Enclosure Coble Kits 

L VD Cable Kit, VHDCI!HD68 

NOTE: For use with the 3U RM Storoge Enclosure ond DLT Tope Arroy 111 only. 

LVD Coble Kit, HD68/HD68 

NOTE: For use with the 3U RM Storoge Enclosure ond DLT Tope Arroy 111 only. 

DA- 11430 North Americo- Version 23- July 17, 2003 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

Tape Automation 

o 

o 

i n v e n I 

StorogeWorks SSL2000 smo/1 system librory 

SSL2020 - AITSO bosed library with up to 2 drives and 20 slots 

SSL2020 AIT Mini-Librory ) drive, 20 s/ot Table Top 

SSL2020 AIT Mini-Library 2 drive, 20 slot T able T op 

SSL2020 AIT Mini-Library 1 drive, 20 slot Rackmaunt 

SSL2020 AIT Mini-Library 2 drive, 20 slot Rackmount 

SSL2020 AIT Library Pass Thru with T ransport 

Add-on drives ond a ccessories 

SSL2020 AIT Librory Pass Thru Extender 

AIT 50GB Drive Add-On LVD Drive for SSL2020 AIT Library 

19 Slot Magazine for SSL2020 AIT Library 

· ÁIT 50-GB Dato Cossette (5 pock) 

AIT Cleoning Cossette 

NOTE: Pleose see lhe SSL2020 Automoted AIT Tope Librory Solution OuickSpecs for oddit iono l 
informotion including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed 
for o complete so lution oi : 
http:/ /www5.compoq .corn/ products/ quickspecs/1 0580 na/ 1 0580 _no .HTML 

StorogeWorks MSL6000 and MSLSOOO Deportmento/ tope librories 

MSL6060L 7 - Ultrium 460 7 based departmentallibrary up to 4 drives and 60 slots 

MSL6060L 1, O DRV Ultrium 460 RM Library 

MSL6060L 1, 2 DRV Ultrium 460 RM Library 

MSL6060L 1, 2 DRV Ultrium 460 TT Library 

MSL6060L 1 FC, 2 DRV Ultrium 460 embedded Fibre RM Library 

NOTE: Pleose see lhe StorogeWorks MSL6060 LTO Librory OuickSpecs for additional information 

including Upgrade Kits, Accessori es, ond SCSI Cable Ki ts ond odd itionol options needed for o 
complete solution ot: 
http://www5.compoq.com/ products/ quickspecs/ 11608 _no/ 11608 no .HTML 

StorogeWorks MSL6000 and MSLSOOO deportmentol librories 

MSL5060L 7 - L TO Ultrium 7 bosed departmental library up to 4 drives and 60 slots 

MSL5060L 1, O DRV LTO 1 RM Library 

MSL5060Ll, 2 DRV LTO 1 RM Library 

MSL5060L 1, 2 DRV LTO 1 TT Librory 

MSL5060L 1 F C, 2. DRV L TO 1 RM-with integrated FC router 

NOTE : Pleose see lhe StorogeWorks MSL5060 LTO Librory OuickSpecs for odditionol informotion 

including Upgrade Kits, Accessories, ond SCSI Coble Ki ts ond odditionol opt ions needed for o 
complete solution ot: 
http"://www5.cornpoq.com/ products/ quickspecs/ 11438 no/ 11438 no.HTML 

MSL5052S2 - SOL T160 bosed deportmentol librory up to 4 drives ond 52 slots 

MSL505252, RM O DRV SOL T ALL 

MSL5052S2, 2 DRV SDLT2 TT LIB 

MSL5052S2, 2 DRV SDLT2 RM LIB 

MSL5052S2FC 2 DRV SDL T2 RM-· with integroted FC router 

NOTE: Pleose see lhe StorogeWorks MSL5052S2 Librory Ou ickSpecs for odditionol inforrnotion 
including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed for o 
comp lete solution oi: 
http://www5.compoq.com/ products/quickspecs/11 442 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

MSL6030- LTO Ultrium 460 mid-range library up to 2 drives and 30 slc;>ts 

MSL6030 0-drive, LTO, LVDS, RM 

MSL6030 1-drive, LTO Gen2, LVDS, RM 

MSL6030 2-drive, LTO Gen2, LVDS, RM 

MSL6030 1-drive, LTO Gen2, Fibre, RM 

MSL6030 2-drive, LTO Gen2, Fibre, RM 

MSL6030 1-drive, LTO Gen2, LVDS, TI 

MSL6030 2-drive, LTO Gen2, LVDS, n 

MSL5030L 1 - L TO Ultrium 1 mid-ronge library up to 2 drives and 30 slots 

MSL5030L 1, O DRV L TO 1 RM Librory 

MSL5030L 1, 1 DRV LTO 1 RM Library 
• 
MSL5030L1 , 2 DRV LT01 RM Library 

MSL5030L1, 1 DRVLT01 TILibrary 

MSL5030Ll, 2 DRV LTO 1 TT Library 

MSL5030Ll FC, 1 DRV LTOl RM- with integrated FC rauter 

NOTE: Please see the StorageWorks MSL5030 LTO Librory OuickSpecs for additional information 
including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditiona l oplions needed for o 
complete so lution ot: 

http ://wwwS.compoq.com/ products/ qu ickspecs/11439 no/ 11 439 _no.HTML 
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QuickSpecs ' · 
HP ProLiant ML35Ó Generation 3 

Options 

o 

o 

i n v e n t 

MSL502652 - SOL Tl60 based mid-range library up to 2 drives and 26 s/ots 

MSL5026S2, O DRV SDLT2 RM Librory 

MSL5026S2, 1 DRV SDLT2 RM Librory 

MSL5026S2, 2 DRV SDLT2 RM Librory 

MSL5026S2, 1 DRV SDLT2 TT Librory 

MSL5026S2, 2 DRV SDLT2 TT Librory 

MSL5026S2FC, 1 DRV SDLT2 RM- with integroted FC router 

MSL5026S2FC, 2 DRV SDLT2 RM- with integroted FC router 

NOTE: Pleose see the StorogeWorks MSL5026SL Librory QuickSpecs for odditionol informotion 
including Upgrode Kits, Accessories, ond SCSI Coble Kits ond oddit ionol options needed for o 
com plete solution oi: 

hllp://www5.compoq .com/producls/quickspecs/ 11453_no/11453 no.HTML 

MSL5026SL Graphite- SDLT11 O based mid-range library up to 2 drives and 26 slots 

MSL5026SL, 1 DRV SDLT TT, grophite 

MSL5026SL, 2 DRV SDLT TT, grophite 

MSL5026SL, 1 DRV SDLT RM, grophite 

MSL5026SL, 2 DRV SDLT RM, grophite 

NOTE: Pleose see the StorogeWorks MSL5026SL Grophile Librory Q uickSpecs for odditionol 
informolion including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odd itionol options needed 
for o complete solution oi: 
http://www5.compoq.com/products/quickspecs/11440 no/11440 no. HTML 

MSL5026DLX- 40/BOGB DL T based mid-range library up to 2 drives and 26 slots 

MSL5026DLX, 1 40/80G8 DLT, LVD, TT 

MSL5026DLX, 2 40/80G8 DLT, LVD, TT 

MSL5026DLX, 1 40/80G8 DLT, LVD, RM 

MSL5026DLX, 2 40/80G8 DLT, LVD, RM 

NOTE: Pleose see lhe StorogeWorks MSL5026DLX Librory QuickSpecs for odditionol inlormotion 
including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol oplions needed for o 
comp lete solution oi: 
http://www5.compoq.com/producls/quickspecs/1 0860 no/1 0860 no.HTML 

MSL6000 and MSL5000 Add-on drives & accessories 

MSL SDLT 160/3'2'0 Upgrode DRV 

MSL Ultrium 460 upgrode drive in hot plug conister 

MSL5000 SDLT 110/220 Upgrode DRV 

MSL5000 40/80G8 DL T Upgrode DRV 

MSL Dual Magazine DLT (2 X 13 slot magazines) 

MSL Universal possthrough mechonism 

MSL 5U possthrough extender 

MSL 1 OU possthrough extender 

MSL Dual Magazine - Ultrium 
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2(i34 72-821 

293472-822 

293472-823 

293473-821 

293473-822 

293472-824 

293472-825 

302511-821 

302511-822 

302512-821 

302512-822 

231821-821 

231821-822 

231891-821 

231891-822 

293475-821 

330729-821 

231823-822 

23 1823-821 

232136-821 

304825-821 

231824-822 

231824-823 

301902-821 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

Smart Array Cluster 
Storage 

Externai Storage - T ower 
and Rack 

MSA1000 

Network Storage Router 

StorageWorks Options 

i n v e n t 

Smart Array Cluster Storage 

Smart Array Cluster Storage Redundant Controller Option Kit 

128MB Coche Module for Smart Array 5302 Controller 

256MB Battery Backed Coche Module 

4-Port Shared Storage Module with Smart Array Multipath Software for Smart Array Cluster Storage 

NOTE Ali 128MB Coche modules must be removed when 256MB coche modules are installed. 

NOTE: Please see lhe Smart Array Clusler Storage QuickSpecs for additiona l inlormalion including 
conliguration steps and additional options needed lar o comp lete solution ai: 
http //www5 .cornpoq.com/products/ quickspecs/11 050 na/11 050 no.htm l 

StorageWorks Enclosure Model 4314T (tower) 

JblorageWorks Enclosure Model 4314R (rack-mountable) 

StorageWorks Enclosure Model 4354R (rack-mountable) 

NOTE: The StorageWorks Enclosure 4300 Family support lhe Wide Ultra2/Uitra3 1" Hot Plug Hard 
Drives. 

Redundant Power Supply Option 

Ultra3 Single Bus 1/0 Module Option 

Ultra3 Dual Bus 1/0 Module Option 

StorageWorks Enclosure T ower to Rack Conversion Kit 

MSA1000 

MSA 1 000 Controller 

MSA Fibre Channel 1/0 Module 

MSA 1 000 Fabric Switch 

MSA1000 Fibre Channel Adapter (FCA) 2101 

HP StorageWorks msa hub 2/3 

NOTE: Please see the StorageWorks by Compaq Modular SAN Array 1000 QuickSpecs for 
odditional options and conliguration inlormation at: 
http://www5.carnpaq.com/products/quickspecs/11 033 na/11 033 na.HTML 

M2402 2FCX 4SCSI LVD Network Storage Router 

M2402 2FCX 4SCSI HVD Network Starage Router 

M2402 4 chann~l LVD SCSI Module 

M2402 4 channel HVD SCSI Module 

M2402 2 channel FC Module 

MSLSOOO Embedded Router Fibre Option Kit - Graphite 

MSL5026 Embedded Router Fibre Option Kit - Opal 

StorageWorks Fibre Channel SAN Switches 8-EL 

StorageWorks SAN Switch 2/8-EL 

StorageWorks SAN Switch 2/16-ÉL 

StorageWorks SAN Switch 2/8-EL Upgrade Kit 

StorageWorks SAN Switch 2/16-EL Upgrade Kit 

DA- 11430 North America - Versian 23- July 17, 2003 

~ 

201724-B21 

218252-B21 

153506-B21 

254786-B21 

292944-B21 

190210-001 

190209-001 

190211-001 

119826-B21 

190212-B2 0 

190213-B21 

150213-B21 

201723-B22 

218231-B22 -~ 

218960-B21 .... _ :7 
218232-B21 

245299-B21 

286763-B21 

262653-B21 

262654-B21 

262659-B21 

262660-82 0 

262661-821 

262672-821 

286694-B21 

176219-821 

258707-821 

283056-821 

288162-821 

288250-821 

Page 22 



QuickSpecs HP ProLiant ML350 Generation 3 

Options 

UPS ond PDU Power 

Cord Matrix 

Uninterruptible Power 
Systems - Tower UPSs 

Uninterruptible Power 
Systems- HP Rock UPSs 

a· 

UPS Options 

c 

g :J-;L5 
Pleose see the UPS ond PDU coble motrix thot lists coble descriptions, .requirements, and A . 
specificotions for UPS and PDU units: 
f lp ://fi p. cornpoq . com/ pub/ prod ucls/ servers/ Prolio nlsloroge/ power ·prol e c! ion/ powercord mal rix. pdf . ' 
NOTE: This Web sile is ovoiloble in English only. 

HP UPS Model T700 (700VA, 500 Wott), Low Voltoge 

HP UPS T1 000 XR (1 000 VA, 700 Wotts), Low Voltoge 

HP UPS T1500 XR (1440 VA, 1050 Wotts) 

HP UPS T2200 XR (1920 VA, 1600 Wotts) Low Volloge 

HP UPS T2200 XR (2200 VA, 1600 Wotts) High Volloge 

· HPUPSR1500XR(1001o127) 

HP UPS R3000 XR (120V) 

HP UPS R3000 XR (208V) 

Rack-Mounloble UPS R6000 (208V) 
NOTE: UPS R6000 hos o hordwired inpul; ond lhe UPS R 12000 XR hos a hordwired in pu! ond 
output connection . 

HP UPS R 12000 XR N + x (200-240V) 

NOTE: The UPS R12000 XR hos o hordwired inpul ond outpul. 

NOTE: HP UPS R6000 h os o hordwired inpul; lhe UPS R 12000 XR h os o hordwired inpul ond oulpul 
connection . 

SNMP Serial Port Card 
NOTE: Supports lower ond rock UPS XR models rong ing frorn 1000 - 3000VA 

Six Port Cord 
NOTE: Supports lower ond rock UPS XR models ronging from 1000 - 3000VA. 

High lo Low Volloge Tronsformer (250VA) 
NOTE: Supports R6000 UPS series only . 2.5A @ 125 Volts mox outpul ocross two NEMA 5-15. 

Extended Runlime Module, T1 000 XR 

Exlended Runlime Module, T1500 XR/T2200 XR 

Extended Runlime Module, R 1500 XR 
NOTE: 2U eoch, two ERM moximum. 

Exlended Runlim~ Module, R3000 XR 
NOTE: 2U eoch; one ERM moximum. 

Extended Runlime Module, R6000 
NOTE: 3U eoch, two ERM moximum. 

ExiEinded Runlime Module, R12000 XR, 4U eoch, two ERMs moximum 

R12000 XR 8ackPiole Receplocle Kil, (2) L6-30R 
NOTE: The R12000 XR 8ockPiote Kit hos o hordwired inpul. 

R12000 XR 8ackPiole Receplocle Kil, (2) IEC-309R 
NOTE: The R 12000 XR 8ockPiole Kit hos o hordwired in pu!. 

SNMP-EN Adopler 

NOTE: Supports R6000 UPS series only. 

Multi-Server UPS Cord 
NOTE: Supporls R6000 UPS seri es only. 

Scoloble UPS Cord 
NOTE: Supporl s R6000 UPS series only . 

204015-001 

204155-001 

204155-002 

204451-001 

204451 -002 

204404-001 

192186-001 

192186-002 

347207-001 

207552-822 

192189-821 

192185-821 

388643-821 

218967-821 

218969-821 

218971-821 

192188-821 

347224-821 

217800-821 

325361-001 

325361-821 

347225-821 

123508-821 

123509-821 

. rJ/0'1" _____;._____;_______;__ __ _____;__;_____;._____;_ __ 1-T-rn:n--~~ /v 
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, QuickSpecs HP ProLiont ML350 Generotion 3 

Options 

~g. ~: 
Modular PDU s 1 U/OU 

(Up to 32 outlets) 

NOTE: 1 U/OU mounting 
brockets shipped with 
the unit (opt imized for 10000 
o nd 9000 series rocks) . 

PDU Options 

USB Options 

Other 

HP Modular Power Distri bution Units (mPDU), Low Volt Model, 24A (1 00-127 VAC) . 

NOTE: This rnPDU (252663-071) moy olso be used to connect the low volt model of the UPS 
R3000 XR . 

HP Modular Power Distribution Units (mPDU), High Volt Model, 24A (200-240 VAC) 

HP Modular Power Distribution Units (mPDU), High Volt Model, 40A (200-240 VAC) 

NOTE: This rnPDU (252663-82 1), 40A model hos o hordwired input. 

HP Modular Power Distribution Units (mPDU), High Volt Model, 16A (200-240 VAC) 

NOTE: This PDU hos o detochoble input power cord ond ollows for odoptobility to counlry specific 
power requirernenls. Th is rnode l moy olso be used with lhe high vo lt UPSs R3000 XR ond R6000. 
Order coble PN 340653-001. 

NOTE: Pleose see lhe following Modular Power Oistribution Unit (Zero-U/1 U Modular PDUs) 

QuickSpecs for odditionol opt ions including shorter jumper cobles ond country specific power cords: 
illttp://www5.compoq.com/products/quickspecs/11 041 no/11 04 1 no.HTML 

Third Porty Modular PDU Modular Kit 
NOTE : This kit ollows you to mount the Modular PDUs in (1 U configurotion only) in rocks other 
thon lhe 9000/1 0000 Series rocks (ony rocks using the stondord 19" roi I, including the 7000 Series 
rocks). For more detoil s pleose reler the Modular PDU OuickSpecs. 

4.5' IEC C 13 to IEC C14 PDU Jumper Coble (1 per pock) 

4.5' IEC C 13 to IEC C14 PDU Jumper Coble (15 per pock) 

US8 Eosy Access Keyboord (corbon) 

US8 Eosy Access Keyboord (corbonite) 

US8 2-8utton Scroll Mouse (corbon) 

US8 2-8utton Scroll Mouse (corbonite) 

US8 Floppy 

Enhonced Keyboord (Corbon) 

Proliont ML330/ML350 Internai to Externai SCSI Cable Option Kit (HD68) 

Proliont ML330/ML350 Internai to Externai SCSI Coble Option Kit (VHDCI) 
NOTE: The Proliont ML330/ML350 Internai to Externai SCSI Coble Option Kits (PN 15954 7-821 
ond 333370-821) ore supported by the ML330/ML350 Fomily. 

252663-071 

252663-072 

252663-821 

252663-824 

310777-821 

142257-0060 

142257-007 

267146-008 

DC1688#A8A 

195255-825 

DC1728 

304707-821 

296435-005 

159547-822 

333370-821 

-~-a-c_k~B-u--ild_e __ ,. ____________ P_I_ea_s_e_s_e_e-th-e--Ra_c_k_8_u_i_ld_e_r_fo_r_c_o_n_fig_u_r_a_tio_n __ a_ss-is-to_n_c_e_a_t_h_tt_p_:/_/ww __ w __ .c_o_rn_p_a_q_.c_o_m_/_ra_c_k_b_u_ild-e-r/-------------------O 

Rack Conversion Kit Proliant ML350 Generotion 3 T ower to Rack Conversion Kit (CPQ branded) 290683-821 
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QuickSpecs HP ProLiant ML350 GeneraÚon 3 

Options 

HP Rack 10000 Series 

(Grophite Metallic) 

O. 

HP S 10614 (14U) Rack Cabine! - Shack Paliei 

HP 10842 (42U) Rack Cabine!- Paliei 

HP 10842 (42U) Rack Cabine!- Shock Paliei 

HP 10647 (47U) - Pallet 

HP 10647 (47U)- Croted 

HP 10642 (42U)- Pallet 

HP 10642 (42U) - Shock Paliei 

HP 10642 (42U) - Crated 

HP 1 0636 (36U) - Pallet 

HP 10636 (36U) - Shock Pallet 

HP 1 0636 (36U) - Croted 

. AP 1 0622 (22U) - Paliei 

HP 1 0622 (22U) - Shock Pallet 

HP 1 0622 (22U) - Crated 

NOTE: -821 (paliei) used to ship empty rocks shipped on a truck 
-822 (shock pollet) used to ship rocks with equipment instolled (by custam systems, VARs ond 
Channels) 

-823 (crated) used for a ir shipmenfs of empty rocks 

NOTE: lt is mondotory to use o shock po llet in arder to ship rocks wi.th equ iprnent instolled. Not ali 
Compaq equipmenf is qualified to be shipped in the Rock 1 0000 series . 

NOTE: Pleose see the Rack 10000 QuickSpecs for Technicol Specificofions such os height, width, 
depth, weight, and colar: 
hHp:/ /www5.compaq.com/products/quickspecs/ 1 0995 na/ 1 0995 no. HTML 

NOTE: for odditional information regording Rock Cobinefs, pleose see the following URL: 
hHp:/ / h 18000.www l.hp.cam/products/servers/proliontstaroge/ 
rock-options/ index. htm I 
NOTE: This Web site is ovoiloble in English anly. 

Compaq Rack 9000 Series Campoq Rack 9142 (42U)- Paliei 

(opal) Compaq Rack 9142 (42U)- Shock Paliei 

Compaq Rack 9142 (42U) - Crated 

0-

i n Y e n t 

NOTE: - 821 (paliei) used to ship empty rocks shipped on a fruck 
- 822 (shock pallet) used ta ship racks with equipmenf installed (by custam systems, VARs and 
Channels) 
- 823 (croted) usebJ for air,shipments of empfy racks 

NOTE: Please see the Rack 9000 QuickSpecs for Technical Specifications such os height, width, 
depth, weight, and colar: 
http://www5.compaq.com/ products/ quickspecs/ 1 0366 na/ 1 0366 no.HTML 

NOTE: for additional informafion regarding Rack Cabinets, please see the following URL: 
http ://h 18000.wwwl.hp.com/ products/ servers/prolionfsforage/ 
rock-ptions/ index. htm I 
NOTE: This Web sife is available in English only. 
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292302-822 

257415-821 

257415-822 

245160-821 

245160-823 

245161-821 

245161-822 

245161-823 

245162-821 

245162-822 

245162-823 

245163-821 

245163-822 

245163-823 

120663-821 

120663-822 

120663-823 
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.QuickSpecs HP ProLiant ML350 Generation 3 

Options'J­
~P- ~0. 

Rock Options for HP Rock Rack Blanking Panels- Graphite (Multi) 

10000 Series NOTE : Contains ane each of 1 U, 2U, 4U and 8U. 

i n v e n I 

Rack 81anking Ponels - Graphite (1 U) 

NOTE: The Rack Blanking Panels (PN 253214-821) contains 1 O each of (1 U). 

Rack Blanking Panels - Graphite (2U) 

NOTE : The Rack Blanking Panels (PN 253214-822) contoins 1 O each of (2 U). 

Rack Blanking Panels- Graphite (3U) 

NOTE: The Rack 81anking Panels (PN 253214-823) contains 1 O each of (3U). 

Rock Blanking Panels- Graphite (4U) 

NOTE: The Rack 81anking Panels (PN 253214-824) con tains 1 O each of (4 U) . 

Rack Blanking Panels- Graphite (5U) 

:NOTE: The Rack 81anking Panels (PN 253214-825) contains 1 O each oi (5U). 

600mm Stabilizer Kit- Graphite 

800mm Wide Stabilizer Kit (Graphite) 

NOTE: Supparted by the Rack 1 084 2 cabine! only. 

Baying Kit for Rack 1 0000 series (Carbon) 

42U Side Panel- Graphite Metallic 

11 OV Fan Kit (Graphite) 

NOTE: Roof Mo uni lncludes power card with IEC320-C 13 to Nemo 5-15P. 

220V Fan Kit (Graphite) 

NOTE: Roof Mount lncludes power cord with IEC320-C13 to Nema 6-15P. 

36U Side Panel - Graphite Metallic 

47U Side Panel - Graphite Metallic 

9000/10000 Series Offset Baying Kit (42U) 

NOTE: This kit can be used to cannect 9000 and 10000 series racks oi the some U height together. 
Ki t contents include hardware for connecting racks and a pane I to cover the 1 OOmm gap at the rear 
of the two racks. 

NOTE: For additianal inlormation regarding Rack Options, please see the lollowing URL: 
http:/ /h 18000.www 1.hp.com/products/serve rs/pro liantstorage/ 
rock-ptions/ index. htm I 
NOTE: This Web site is available in English only. 
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253214-826 

253214-821 

253214-822 

253214-823 

253214-824 

253214-825 

246107-821 

255488-821 

248929-821 

246099-821 0 

257413-821 

257414-821 

246102-821 

255486-821 

248931-821 
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QuickSpecs HP ProLiant ML350 Generption 3 

Options 

Rack Options for 8oying/Coupling Kit 

Compaq Rack 9000 Series 42U Side Ponel 

o 

NOTE : The 42U Side Penei (PN 120670-82 1) supporis lhe Compoq Rock 9142 ond Compoq Rock 
9842. 

36U Side Ponel 

NOTE: The 36U Si de Penei (PN 120671-821) supporis lhe Compoq Rock 9136 . 

600mm Slobilizer Oplion Kil 

800mm Slobilizer Oplion Kil (Opa I) 

NOTE: The 800mm Slobilizer Kil (PN 234493-821) supporls lhe Rock 9842 only. 

9142 Exlension Kil 

NOTE: The 9142 Extension Kil (PN 120679-821) supporis lhe Compoq Rock 9142 only. 

~lobilizer Oplion Kil 

Rock 8lonking Penei Kil for Rock 9000 series (Opol) (U.S.) 
NOTE: The Rock 8lonking Penei Kil (PN 169940-821) conlo ins 4 peneis - one eoch of 1 U, 2U, 4U 
ond 8U. 

Rock 81onking Peneis (1 U) 
NOTE: The Rock 81onking Peneis (PN 189453-821) conlo ins 1 O eoch of (1 U). 

Rock 8lonking Peneis (2U) 
NOTE: The Rock 81onking Peneis (PN 189453-822) conloins 1 O eoch of (2U) . 

Rock 8lonking Peneis (3U) 
NOTE: The Rock 81onking Peneis (PN 189453-823) contoins 1 O eoch of (3U) . 

Rock 8lonking Peneis (4U) 
NOTE: The Rock 81onking Peneis (PN 189453-824) contoins 1 O eoch of (4U) . 

Rock 81onking Peneis (5U) 
NOTE: The Rock 81onking Peneis (PN 189453-825) conloins 1 O eoch of (5U) 

9136 Extension Kil 

91 4 2 Shori Reor Doar 
NOTE: The 914 2 Shori Reor Doar (PN 21821 7-821) supporis lhe Compoq Rock 91 42 only. 

Split Reor Doar (Opol) 
NOTE: The Split Reor Doar (PN 254045-821) supporis the 600 mm wide, 42U 9000 series rock . 

9136 Shori Reor Doar 

91 4 2 Spl il Reor Doar 

9000/1 0000 Offsel 8oying Kit (42U) 
NOTE: This kil con be used to connecl 9000 ond 10000 series rocks of some U 
heighl logelher. Kil confenls include hardware for connecling rocks ond o penei to cover lhe 1 OOmm 
gop ot the reor or"the fwo' rocks. 

NOTE: For oddilionol informolion regording Rock Cobinels, pleose see lhe following URL: 
hHp:/ / h 18000.www 1 .hp.corn /producfs/servers/prolionfstoroge/ 
rock-options/ index.html 
NOTE: This Web sife is ovoiloble in English only. 

Rack Options for High Air Flow Rock Doar Inseri for lhe 7122 Rock 

Compaq Rack 7000 Series High Air Flow Rock Doar Inseri for lhe 7142 Rock (single) 

High Ai r Flow Rock Doar Inseri for lhe 7142 Rock (6-pock) 

Compoq Networking Coble Monogemenl Kil 

Compoq Rock Exlension Kil for 7142 

NOTE: For odditionol informotion regording Rock Cobinets, pleose see theJoll wi ng URL: 
http:/ /h 18000.www 1 .hp.corn / products/serve rs/ prolionlsloroge/ 
rock-opl ions/ index .ht1nl 
NOTE: This Web site is ovo iloble in Engl ish only . ~ 

gg-621 
!l-

120669-821 

120670-821 

120671-821 

120673-821 

234493-821 

120679-821 

120673-821 

169940-821 

189453-821 

189453-822 

189453-823 

189453-824 

189453-825 

218216-821 

218217-821 

254045-821 

218218-821 

254045-821 

248931-821 

157847-821 

327281-821 

327281-822 

292407-821 

154392-821 

.. 
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QuickSpecs HP ProLiant ML350 Generation 3 
/ 

Options - Qf) 
9-..~~ Rac'K' Op - s for Rack 

7000, 90 O and 10000 
Series 

i n Y e n t 

Monitor Utility Shelf 

Bai las! Option Ki t 

1 OOkg Sliding Shelf 

Rock Roi l Adopter Ki t (25-inch depth) 

Coble Monogement D-Rings Kit 

Console Monogement Controller (CMC) Option Kit 

Console Monogement Control ler (CMC) Sensors Option Kit 

Console Monogement Controller (CMC) Locking Option Kit 

Console Monogement Controller (CMC) Smoke Sensors Option Kit 

Server Console Switch 1 x 2 port (1 00 to 230 VAC) 

Server Console Switch 1 x 4 port (1 00 to 230 VAC) 

~rver Console Switch 1 x 8 port (1 00 to 230 VAC) 

. Server Console Switch 2 x B port (1 00 to 230 VAC) 

Server Console Switch 2 x 8 port (48 VDC) 

IP Console Switch 8ox, 1 x 1 x 16 

IP Console Swi tch 8ox, 3x 1 x 16 

IP Console Interface Adopter, 8 pock 

IP Console Interface Adopter, 1 pock 

IP Console Exponsion Module 

KVM 9 PIN Adopter (4 Pock) 

CPU to Server Console Coble, 12' 

CPU to Server Console Coble, 20' 

CPU to Server Console Coble, 40' 

CPU to Server Console Coble, 3' 

CPU to Server Console Coble, 7' 

CPU to Serve r Console Coble (Pienum Roted) 20' 

CPU to Serve r Console Coble (Pienum Roted) 40' 

IP CAT5 Coble 3', 4 pock 

IP CAT5 Coble 6', 8 pock 

IP CAT5 Coble 12', 8 pock 

IP CAT5 Coble 20', 4 pock 

IP CAT5 Coble 40', 1 pock 

Switch Box Connector Kit (115 V) 

Switch 8ox Connedor Kit (230 V) 

1 U Rock Keyboord & Drower (Corbon) 

NOTE: The 1 U Rock Keyboord & Drower (PN 257054-001) isto be used with the 
Keyboords for Rocks with Trockboll (PN 158649-001) . 

TFT5600 Rock Keyboord Monitor 

lnput Device Adjustoble Roils 

NOTE: lnput Device Ad justoble Roils (2871 39-821) ore for use ONLY with the TFT5 110R, 
TFT5600RKM ond integroted keyboord/drower which is used in mounting into third porty rocks. 

lnput Device Telco Roil 

NOTE: lnput Device Telco Roil s (287138- 821) ore for use O NLY with the TFT511 OR, TFT5600RKM 
ond integroted keyboo rd/ drower which is used in mounling into third porty rock s. 

Keyboord/ Monitor/ Mouse extension cobles 

NOTE: For odditiono l infonnotion rego rd ing Rock Options, pleose see the fo llowing URL : 
http ://h 18000.www l .hp.com/ producls/ servers/ prolionlstoroge/ 
rock -oplions/ index.html 
NOTE: This Web site is ovoiloble in Engl ish on ly. 
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303606-821 

120672-821 

234672-821 

120675-821 

168233-82 1 

203039-82 1 

203039-822 

203039-823 

203039-824 

120206-00 1 

400336-00 1 

400337-00 1 

400338-001 

400542-821 

262585-821 

262586-821 

262587-82 10 

262588-821 

262589-821 

14936 1-82 1 

110936-82 1 

110936-822 

110936-823 ·~ 

110936-824 ... · 
110936-825 

149363-82 1 

149364-82 1 

263474-82 1 

263474-822 

263474-823 

263474-824 

263474-825 

144007-001 

144007-002 

257054-001_0 

22 1546-001 

287139-82 1 

287138-821 

169989-001 
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QuickSpecs HP ProLiant ML350 Generafiõn 3 

Options 

HP Factory Exp ress 

. 'Service and Supporl 

Offerings (HP Core Pack 

Services) 

i n " e n I 

Factory lnstallation, Racking, and Customization Services 

Factory Express Server Conliguration Levei 1 

NOTE: Free lnstallation o f HP Options - lnstallation o f HP Options memory, NICs, hard drives, 

controllers, processors, 1/0 cords, pre-instoll stondard OEM OS image, ond tape drives. lnstallation 

fees wil l apply to ali non-HP certified hardware and assei tags. 

NOTE: Avoilab le on ProLiant ML370 G3 Rack Models Only. 

Factory Express Server Configuration Levei 2 

NOTE: lncludes Leve i 1 Customer lntent of a ProLiant server ond options configuration, OS 

installation, custam imoge download, IP addressing, network setting, and custam packaging . 

Customer unique requirements (quick restare creotion, cd duplicotion, test reports, real-time reporting 

of server MAC oddress, possword, ond RILOE). Customer access, vol idot ion ond contrai through VPN 

(price/server). 

~OTE: Avoilable on ProLiont ML370 G3 Rock Models Only. 

foctory Express Rock lntegration Levei 3 with 1 - 3 servers ar storage enclosures 

Foctory Express Rock lntegration Levei 3 with 4 - 9 servers ar storage enclosures 

Foctory Express Rock lntegrotion Levei 3 with 1 O ar more servers ar storage enclosures 

NOTE: lncludes Levei 1 Customer lntent for standard mounted servers ond storage units plus 

stondord coble mgmt, RAIO configurotion, servers & storoge, power distribution, networking gear and 

occessories (price/ro520ck) . 

NOTE: Avoiloble on ProLiont ML370 G3 Rack Models Only. 

Foctory Express Rock lntegrotion Levei 4 with 1 - 3 servers ar storoge enclosures 

Foctory Express Rock lntegrotion Levei 4 with 4 - 9 servers ar storoge enclosures 

Foctory Express Rack lntegration Levei 4 with 1 O ar more servers ar storage enclosures 

NOTE: lncludes Leve i 2 Customer lntent plus customer defined coble monogement and naming 

convention, customer furnished image download, IP addressing, cluster configurations (SOL, Externai 

storoge RAIO). Quick restare creotion, cd duplicotion, test reports, real-time reporting of server MAC 

address, possword, RILOE) . Customer occess ond validation through VPN (price/rock). 

NOTE: Avoiloble on Proliont ML370 G3 Rock Models Only. 

Factory Express Rock lntegrotion Levei 5 with 1 - 3 servers ar storoge enclosures 

Foctory Express Rock lntegralion Levei 5 with 4 - 9 servers ar storage enclosures 

Foctory Express Rock lntegrotion Levei 5 with 1 O ar more servers ar storoge enclosures 

NOTE : lncludes Levei 4 Cuslomer lntent plus Custam SW layering and extended test, Customer 
occess, volidation ond contrai through VPN, Clustered racks with nelworking gear and/or externo I 

storoge orroy, Stort-up instollotion services custam quote. (price/ rock). 
NOTE: Foctory Express Engineered Solution Levei 6 is a custam solutions ovoilable through Factory 

Express. Pleose contoct a your local reseller ar Account Monoger. 

NOTE: Availoble on Proliont ML370 G3 Rack Models Only . 

Hardware Services On-site Service 

4 -Hour On-site Service, 5-Day x 7 3-Hour Coverage, 3 Yeors (Canadian Port NumberJ 

4-Hour On-site Service, 5-0oy x 13-Hour, 3 Years (U.S. Part Number) 

4-Hour On-site Service, 7-0ay x 24-Hour Coveroge, 3 Years (Conadian Part Number) 

4-Hour On-sile Service, 7-0oy x 24-Hour Coverage, 3 Yeors (U.S. Part Number) 

6-Hour Call to Repair, On-site Service, 7-0ay x 24-Hour Coverage, 3 Years (Canadian Part Number) 

6-Hour Call to Repair, On-site SerVice 7-0ay x 24 -Hour Coverage, 3 Years (U.S. Part Number) 

,. 

293355-888 

266326-888 

325736-888 

232539-888 

325735-888 

325734-888 

232540-888 

325733-888 

325732-888 

232541-888 

325731-888 

FP-EL3EC-36 

331045-002 

FP-EL7EC-36 

162675-002 

FP-ELCEC-36 

331046-002 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

i n , e n t 

lnstallation & Start-up Services 

Hardware lnslollolion (Conodion Pari Number) 

Hardware lnslollolion (U.S. Port Number) 

lnstollotion & Stort-Up of o ProLionl server ond Microsoft 0/S per lhe Cuslomer Description ond/or 
Dato Sheet. To be delivered on a scheduled basis Som-Spm, 
M-F, excl. HP holidays . (U.S. Pari Number) 

lnstallation & Stari-Up of a ProLiant server and Microsoft 0/S per the Customer Description and/or 
Dato Sheet. To be delivered on o scheduled basis Som-Spm, 
M-F, excl. HP holidays. (Conadian Port Number) 

lnstollation & Stari-Up of a Prolianl server and Linux 0/S per the Cuslomer Description ond/or Dota 
Sheel. To be delivered on a scheduled basis Sam-Spm, 
M-F, excl. HP holidays. (U .S. Pari Number) 

lnstallotion & Stori-Up of o Proliant server ond Linux 0/S per the Customer Description and/or Dato 
Sheel. To be delivered on o scheduled basis Som-Spm, 
M-F, excl. HP holidays. (Canadian Pari Number) 

Support Plus 

Onsile HW support, 8om-9pm, M-F, 4hr response ond Microsoft OIS SW Tech support oHsite, onsite 
ot HP's discretion, 8am-9pm, M-F 2hr response time excl. HP holidays . (U.S. Pari Number) 

Onsite HW suppori, 8om-9pm, M-F, 4hr response and Microsoft 0/S SW Tech suppori offsite, onsite 
at HP's discretion, 8om-9pm, M-F 2hr response lime excl. HP holidoys. (Canodion Pari Number) 

Onsite HW suppori, 8om-9pm, M-F, 4hr response ond Linux 0/S SW Tech suppori offsite, onsite ot 
HP's discretion, 8am-9pm, M-F 2hr response time excl. HP holidoys. (U.S. Pari Number) 

Onsite HW suppori, 8am-9pm, M-F, 4hr response ond Linux 0/S SW Tech suppori offsile, onsite ai 
HP's discretion, 8am-9pm, M-F 2hr response time excl. HP holidoys . (Conadion Pari Number) 

Supporl P/us 24 

Onsile HW support 24x7, 4hr response ond Microsoft OIS SW Tech supporl oHsile, onsile oi HP's 
discrelion, 24x7 2hr response time incl. HP holidoys. (U.S. Pori Number) 

Onsite HW suppori 24x7, 4hr response and Microsoft 0/S SW Tech suppori offsite, onsite at HP's 
discretion, 24x7 2hr response time incl. HP holidoys. (Canodion Pari Number 

Onsite HW suppori 24x7, 4hr response ond Linux 0/S SW Tech suppori offsile, onsite ot HP's 

discretion, 24x7 2hr response lime incl. HP holidoys. (U.S. Pari Number 

Onsite HW suppori 24x7, 4hr response and Linux 0/S SW Tech suppori offsite, onsite ot HP's 
discretion, 24x7 2hr response time incl. HP holidoys. (Conodion Pari Number 

DA- 11430 Narih America- Version 23- July 17, 2003 

FP-ELINS-EC 

401791-002 

240013-002 

FM-MSTEC-01 

331051-002 

FM-LSTEC-0 1 

239928-002 

FM-M01E1-360 

331049-002 

FM-L01 E1-36 

239930-002 

FM-M02E 1-36 

331050-002 

FM-L02E1-36 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

o 

i n v e n t 

CarePaq Priority Services for ProLiant Servers - Priority Si/ver 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Silve r Software Support, 1-hr response, 
Mondoy- Friday, 8AM- 5PM local time, 2-hr response ofter hours for Windows NT, Windows 2000, 

Professionol, Server ar Advonced Serve r Operating System, T echnical Account Manager, Technical 

Newsletter, SW octivity review, prooctive potch notificotion, 1 System Heolthcheck per yeor (2-5-2 Port 
Number for Co nada) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Support for 
Windows NT, Windows 2000, Prafessianal, Server ar Advanced Server Operating System (2-5-2 Part 
Number for Co nada) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Support, 1 -hr response, 
Monday- Friday, 8AM - 5PM local time, 2-hr response after hours for Novel I NetWare Operating 
System, Technical Account Manager, Technical Newsletter, SW activity review (2-5-2 Part Number for 

Canada) 

. 14 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Support for Novell 
NetWore Operating System (2-5-2 Part Number for Co nada) 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Silver Software Support, 1 -hr response, 
Monday - Friday, 8AM- 5PM local time, 2-hr response after hours for Windows NT, Windows 2000, 
Professional, Server or Advanced Server Operating System, Technical Account Manager, Technical 
Newsletter, SW activity review, proactive patch notification, 1 System Healthcheck per year (6-3 Part 
Number for U.S.) 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Silver Subsequent System Support for 
Windows NT, Windows 2000, Professional , Server ar Advanced Server Operating System (6-3 Port 
Number for U.S.) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Support, 1-hr response, 
Monday- Friday, 8AM- 5PM local time, 2-hr respanse after hours for Novel I NetWare Operating 
System, Technical Account Manager, Technical Newsletter, SW activity review (6-3 Part Number for 
U.S.) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Suppart for Novell 
NetWare Operating System (6-3 Part Number for U.S.) 

NOTE: Fo r more infarmation , customer/ resellers can contact http ://www.hp .com/services/corepack 

86211 
/I­

FM-M04 E 1-36 

FM-M24E1-36 

FM-N04E1-36 

FM-N24E1-36 

239932-002 

239934-002 

239972-002 

239974-002 
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QuickSpecs HP ProLiant ML350 Generation 3 

Memory 

H;b~::nt ML350 G3 Array Models . 

The ML$0 G3 supports both interleaved and non-interleaved memory configurations. Array models ship standard with one 512MB DIMM, non-interleaved. 
For best performance automatically invoke interleaving by populating memory in identical pairs. lnterleaving memary and installing in pairs is not required . 
Add any combination of memory DIMMs to aperate in non-interleaved mode. 

Standard Memory 
512MB (expandable to 8GB) of 2-way interleaving capable PC21 00 DDR SDRAM running at 200MHz on 400MHz models o r 266MHz on 533MHz models, 
with Advanced ECC capabilities (1 x 512MB) 

NOTE: Advanced ECC Memary- ECC pratection provides the ability to detect and correct single bit memory errors while Advonced ECC exlends thi s 
coveroge to include prolection againsl multiple simultoneous errors on a DI MM. Advanced ECC detecls and correcls 4 bit rnernory errors that occur within o 
single ORAM chip on a DIMM. Advanced ECC algorithms work in combination with induslry standard ECC DIMMS. 

Standard Memory Plus OptiOnal Memory 
Up to 6.7 GB of total memory ·cón be implemented with the instollotion of three optionol PC21 00-MHz Registered ECC DDR SDRAM DIMMs. 

Standard Memory Replaced with Optional Memory 
Up to 8.2 GB of total memory can be implemented with the removal of lhe standard 512-MB DIMM and the optional installation of PC21 00-MHz 
Registered ECC DDR SDRAM DIMMs. o NOTE: Charts do not represent ali possible memory configurations. 

Slot 1 Slot 2 

Standard 512MB 512MB Empty 

Optional 6656MB 512MB 2048MB 

Maximum 8192MB 2048MB 2048MB 

2x 1 lnterleaved Memory 
Pair 1 

(Recom mended) 

Total Memory Slot 1 Slot 2 

Recommended 1GB 512MB 512MB 

Configurations fo 1.5GB 512MB 512MB 
Array Models 2GB 512MB 512MB 

Following are memory options available from HP: 

• 128MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 128 MB) 

• 256MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 256MB) 

• 512MB of Advanced ECC PC21 00 DDR SÇ>RAM ~IMM Memory Kit (1 x 512 MB) 

NOTE: To invoke interleaving in your array model, arder this kit for a total of 1-GB of interleaved memory. 

•. 1024MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 1 024 MB) 

• 2048MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 2048 MB) 

Slot 3 

Empty 

2048MB 

2048MB 

Slot 3 

Empty 

256MB 

512MB 

DA - 11430 North America - Ve rs ion 23 - July 17, 2003 
i n v e n t 

Pai r 2 

Slot 4 

Empty 

2048MB 

2048MB 

Slot 4 

Empty 

256MB 

512MB 

287494-821 

287495-821 

287496-821 

287497-B2 0 

301044-B21 
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QuickSpecs HP ProLiant ML350 Generation 3 

Memory 

g[2 J5 
HP Proliant ML350 G3 Non-Array Models (-t · 
The ML350 G3 supports both interleoved ond non-interleoved memory configurotions. Bose models ship stondord with one 256MB DIMM, non-interleoved. 
For best performance outomoticolly invoke interleoving by populating memory in identical pairs. lnterleaving memory and installing in pairs is na! required. 
Add any combinalion of memory DIMMs lo operale in non-interleaved mode. 

Standard Memory 
256MB (expandable to 8GB) of 2-woy interleaving capable PC21 00 DOR SDRAM running ai 200MHz on 400MHz models or 266MHz on 533MHz models 
with Advanced ECC capabilities (1 x 256MB) 

NOTE: Advanced ECC Memory- ECC protection provides the ability to detect ond correct single bi t memory errors whi le Advanced ECC extends th is 
coverage lo include proleclion ogainsl rnultiple simultaneous errors on a DtMM. Advonced ECC detecls and correcls 4bit mernory errors tha t occur within o 
single ORAM chip on a DIMM. Advanced ECC olgorithms work in combination with induslry standard ECC DIMMS. 

Standard Memory Plus Optibnal Memory 
Up to 6.4 GB optionol memor( i~ avoilable with lhe installation of PC21 00-MHz Registered ECC DOR SDRAM DIMMs. 

Standard Memory Replaced with Optional Memory 
U~ .GB of memory is available with the remova I of the standard 256-MB of memory and the optional installation of PC21 00-MHz Registered ECC 
D~M DIMM installed. 

NOTE: Chorts do nol represent ali possible memory configurations 

Memary 
i Slot 1 Slot 2 

Standard 256MB 256MB Empty 

Optional 6400MB 256MB 2048MB 

Maximum 8192MB 2048MB 2048MB 

Total Memory 
1 2 

Recommended Desired 

Configurations for 512MB 256MB 256MB 

Base Models 1GB 256MB 256MB 

1.5GB 256MB 256MB 

Total Memory 
1 2 

Recommended Desired 

Configurations fo 1GB 512MB 512MB 

Array models 1.5GB 512MB 512MB 

2GB ·, 512MB 512MB 
( 

following are memory options available from HP: 

• 128MB o f Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 128 MB) 

e 256MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 256MB) 

1 

~ 

; 

l 

NOTE: To invoke interleaving in your base model, arder this ki t for a total of 512MB of interleoved memory. 

e 51 2MB o f Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 512 MB) 

• 1024MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 1024 MB) 

• 2048MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 2048 MB) 

Slot 3 
~ Empty 

2048MB 

2048MB 

3 
~ 

Empty 

256MB 

512MB 

3 I 

Empty 

256MB 

512MB 

Slot 4 

Empty 

2048MB 

2048MB 

4 

Empty 

256MB 

512MB 

4 

Empty 

256MB 

512MB 

287494-B21 

287495-821 

287496-821 

287497-821 

301044-82 1 

! 

~ 

' 
,' 

! 
j 
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QuickSpecs 
Storage 
·' 
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Drive Support 

Removable Media 

Quantity 
Supported 

l .44-MB DiskeHe Drive Up to l 

IDE (ATAPI) CD-ROM Drive Up to 2 

DVD-ROM Drive Option Kit Up to 2 

ML3xx T wo Boy Hot Plug SCSI Up to l 
Drive Coge 

i n w e n t 

Position 
Supported 

A 

B, C, D 

B,C,D 

C,D 

HP ProLiant ML350 Generation 3 

0-5 

A 

B 

C,D 

Controller 

lntegroted 

lntegroted IDE (ATAPI) 

lntegroted IDE 

lntegroted SCSI 

6 x l in SCSI Hord Drive Boys 

3.5 in DiskeHe Drive 

48x CD-ROM 

Avoiloble holf height boy 

o · ~ 
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QuickSpecs 
Storage 

Hord Drives 

Ultra320 Hot Pluggable Drives 

Quontity 

Supported 

1-inch 
146.8-GB 1 0,000 rpm 
72 .8-GB 1 0,000 rpm 
36.4-GB 1 0,000 rpm 
72.8-GB 15,000 rpm 
36.4-GB 1 5,000 rpm 
18.2-GB 1 5,000 rpm 

Up to 6 

Position 

Supported 

0-5 

HP ProLiant ML350 Generation 3 

Contra/ler 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
Smart Array 532 Contra/ler 
Compaq RAIO LC2 Contra/ler 
Smart Array 5302/ 128 Controller 
Smart Array 5304/256 Controller 
Smart Array 5312 Contrai ler 
Smart Array 641 Contra/ler 
(NOTE : The Smart Array 64 1 Confroller ships sto ndord with 2.8 GHz Arroy 

models.) 
Smart Array 642 Contrai ler 
64-8it/ 133Mhz Dual Channel Ultra320 SCSI Adopfer 

NOTE: Al i U320 Universal Hard Drives are bockword compotible to U2 ar U3 speeds. U320 drives require on optionol U320 Smart Array Contro ller ar 
U320 SCSI HBA to support U320 fronsfer roles . 

w 0 1tra320 SCSI - Non-Hot Plug 

1 - inch 
36-GB 1 0,000 rpm 

Externo/ Storage 

Quontity 

Supported 

Up to 2 

Quantity 
Supported 

StarageWorks Enclasure 4300 Up to 24 

O (supparts 
VU1tra320 1" drives) 

3U Rackmaunt Kif Up to 3 
5U Rackmaunt Kit 

Position 

Supported 

C,D 

Position 

Supported 

Externai 

Externa/ 

MSA 1000 Please see lhe MSA Externai 
1 000 QuickSpecs 
belaw ta determine 
conliguration 
requi remenfs 

Controller 

lntegrated Dual Channel Wide Ultro3 SCSI Adapter 
Smart Array 532 Contraller 
Compaq RAIO LC2 Controller 
Smart Array 5302/ 128 Controller 
Smart Array 5304/256 Controller 
Smart Array 5312 Controller 
Smart Array 641 Controller 
(NOTE: The Smort Array 641 Confraller ships sta ndord with 2. 8 GHz Arroy 

mode/s.) 
Smart Array 642 Controller 
64-Bit/133Mhz Dual Chonnel Ultra320 SCSI Adapter 

Controller 

lntegrated Dual Channel Wide Ultra3 SCSI Adopter 
Smart Array 532 Cantraller 

Smart Array 5302/ 128 Cantraller 
Smart Array 5304/256 Cantroller 

Smart Array 5312 Contra/ler 
Smart Array 642 Cantraller 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

64-Bit/ 133Mhz Dual Channel Ultra320 SCSI Adapter 

Please see the MSA 1 000 QuickSpecs (URL below) for lhe lotes! lisf ai supported 

HBAs 

MSA 1000 http://wwwS.compaq com/produc ts/q~ i ckspecs/ 11 033 no/ 11 033 no .HTML 
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QuickSpecs 
Storage 

~~ 
f' Maximum Storage Capacity - (StorageWorks Enclosure) 

HP Pro Liant ML350 G eneration 3 

Internai 1.1 7 4 TB (6 x 146.8-GB 1" Ultra320 hot plug hord drives with standard internai drive cage + 2 x 
72 .8-GB 12"U itro320 Hot plug hard drive using the optiona l ML3xx Two Bay Hot Plug SCSI Drive 
Cage) 

Externa i 49.324 TB (14 x 146.8 GB) x 24 

Total 50.498 TB 

Tape Drives 

NOTE : For an up-to-date listing of the lates! 0/S Support details for eoch of the Tape Drives listed below, please see lhe following : 
http:/ /www5 .compaq .com/produc ts/ quickspecs/ North_ Ame rico/ 1 0233 .html 

NOTE: For on up-lo-date lisling• of the lates! 0/S Support detai ls for each of the Tape Storage Syslems listed below, please see lhe following: 
http:/ /www5 .campaq.com/praçJucts/quickspecs/North _Arnerico/ 1 0809 .h! ml 

Internai AIT 100-GB, Hot Plug 
Internai AIT 50-GB, Hot Plug 
Internai AIT 35-GB, LVD Hot 
Plug 

Quantity 
Supported 

Up to 3 

Pos it ion 
Supported Control ler 

0+ 1, 2+ 3, Smart Array 532 Controller 

D+ c· Smart Array 5302/128 Controller 
Smart Array 5304/ 256 Conlroller 
Smart Array 53 12 Control ler 
Smart Array 64 1 Conlroller 

o 
Interna i 20/ 40-GB DAT Drive, 
Hot Plug (NOTE: The Smarl Array 64 1 ships slandard with 2.8 GHz Array models .) 
Internai DAT 72, Hot Plug 
'lnsta llation of AIT/DAT hot 
plug drives in D+ C requ ires 
lhe oplional Two Bay Hot Plug 
SCSI Drive Cage (PN 244059-
B21) 

20/40-GB DAT DDS-4 Tape 
Drive 
Interna i 12/24-GB DAT Drive 
Internai DAT 72 

AIT 35GB, Autoloader 

Internai 40/80-GB DLT 
Enhanced 

Internai 40/80-GB DL T VS 

AIT 100-GB Interna i 
AIT,50-GB Internai 
AIT 35-GB, LVD Internai 

LTO Ultrium 230, Interna i 
LTO Ultrium 460, Interna i 

SDLT 11 0/220-GB, Interna i 
SDLT 160/320-GB, Interna i 

Externai DAT 72 

AIT 100-GB Externai 
AIT 50-GB Externai 
AIT 35-GB, LVD Externai 

Externa i 40/80-GB DLT 
Enhanced 
Externai 40/80-GB DLT VS 
Externai 20/40-GB DLT 

LTO Ultrium 215, Externai 
LTO Ultrium 230, Externai 
LTO Ul trium 460, Externa i 

i n v • n t 

Up to 2 

Up to 4 

Up to 1 

Up to 2 

Up to 2 

Up to 1 

Up lo 1 

2 

2 

Up to 3 

Up to 2 

Smart Array 642 Conlra ller 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 
• NOTE: The Smart Arroy 532 Cantrol ler does no! support the AIT 100-GB H oi 
Plug Tape Drive. 

C,D lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
64 -Bit/133Mhz Dua l Channel Ultra320 SCSI Adapter 

Externa i lntegrated Dual Channel Wide Ultra3 SCSI Adapter (requires Interna i-to-Externai 
SCSI cable option) 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

C+D lntegrated Dual Channe l Wide Ultra3 SCSI Adapter 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

C,D lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

C,D 64-Bit/133Mhz Dua l Channel Ultra320 SCSI Adapter 

C+D 64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

C+D lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

Externa i 64-Bit/133-MHz Dua l Channel Ultra320 SCSI Adapler 

Externai lntegrated Dual Channel Wide Ultra3 SCSI Adapter (requires Interna i-to-Externa i 
SCSI coble oplion) 
64-Bit/ 133Mhz Dual Channel Ultra320 SCSI Adapter 

Externai lntegrated Dual Channel Wide Ultra3 SCSI Adapter (requires Internai-to-Externai 
SCSI coble oplion) 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

Externai 64-Bit/ 133Mhz Dual Channel Ultra320 SCSI Adapter 
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QuickSpecs 
Storage 

SDLT 11 0/220-GB, Externai Up to 2 
SDLT 160/320-GB, Externai 

20/ 40-GB DAT B Cassette Up to 1 
Autoloader Externai 

SSL2020 AIT Librory 

MSL5026DL.X (40/ BOGB DLT­

based) 
MSL5026SL (SDLT-based) 

Library 
MSL5052SL (SDLT-based) 
Librory 
MSL5030L (LTO-based) Library 

MSL5060S (LTO-based) Libràry 

o 

O. 

2 drives per SCSI 
channel 

2 drives per SCSI 
channel 

Externai 

Externai 

Externai 

Externai 

HP ProLiant ML350 Generation 3 

lntegroted Dual Channel Wide Ultro3 SCS! Adapter (requires Internai-to-Externai 
SCSI cable option) 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

64-Bit/ 133Mhz Dual Channel Ultra320 SCSI Adapter 

SAN Access Module for Smort Arroy 5302 Controller 

64-Bit/ 66-MHz Dual Channel Wide Ultra3 SCSI Adapter, Alternate OS 
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QuickSpecs 

Spare Kit 

Operotional lnput Voltage 
Range (V rms) 

Frequency Range {Nominal) 
{H z) 

~ Nominal lnput Voltage (Vrms) 

'Mox Rated Output Wattage Rating 

'Nomina l ln pu t Current (A rm s) 

264 166-001 

292237-001 

90 to 264 

47 to 63 (50/60) 

Max Rated lnput Wattage Rating (Watts) 

(Max. Rated VA (Volt-Amp) 

1 
Efficie ncy (%) • 

,Power Factor 
F 
•Leakage Current (mA) 

Maxim um lnrush Current (A peak) 

Maximum lnrush Current durotion (miliseconds) 

System Specifications 
ML350 Generation 3 {G3) Fully Configured 

100 11 5 

500 500 -· 
7.8 6.7 

769 758 

785 773 

65 66 

0.98 0.98 

0.3 1 I 0.36 

21 24 

20 20 

HP ProLiant ML350 Generation 3 

208 ! 220 I 230 H 240 ! 

-~___222____! 500 ' 500 J 500 ' 
3.7 3.4 3. 2 3.0 i 

j 746 735 725 714 
I 76 1 750 739 729 

67 68 68 70 

0.98 

' 
0 .98 

i 
0. 98 0.98 I 

I ' I 0.65 0.69 0. 72 0.75 

43 46 48 50 ! 

20 20 20 20 

o 
Up to 2 Processors, 4 Memory Slots, 8 Hord Drives, 5 PCI S lots, ond 2 Hot Plug Power Supp lies 

Nominal lnput Voltoge (Vrms) 100 115 

Fully Loaded System lnput Wattage (W) 557 549 

Fully Loaded System lnput Current (A rms) 5.7 4.9 

Fully Loaded System The rmal (BTU-Hr) 1900 1872 

Fully Loaded System VA (Volt-Amp) 569 560 

System Leakage with ali power supplies loaded (mA) 0.63 0.72 

System lnrush Current with ali power supplies loaded (A) 42 48 

Power cord requirements Nema 5-15P to IEC320-C 13 

IEC320-C13 to IEC320-C14 

NOT ES: 
ActiveAnswers Power Colculolion 
Power ca lculalor is LIVE on AcliveAnswers Web sile. This is an externa i link. 
Fo llow this lin k: hl1p ://h30099 .www3 .hp.com/configurolor/powercolcs .osp 
NOTE : This Web sile is available in English on ly. 

To dri ll down to calculators: 
- C lick on: "Prolionl Servers" 

. - Click on the Server of inleresl. Example: ML350 G3 
' _ C lick on: "Power Calculolor" link. (You moy need lo scro ll down lo see il) 

208 220 2 3 0 240 

54 1 534 526 5 19 

2.7 2.5 2.3 2.2 ........ ,_ 

1846 1820 1794 1770 .... ' 

552 545 537 530 

1.30 1.38 1.44 1.50 

86 92 96 100 

Option no./Spore no: See Power Cord chart 

Option no./Spore no: 142257-001/142258-821 

o 
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QuickSpecs 
TechSpecs 

System Unit - T ower 

o 

o 

Dimensions (HxWxD) 
(with feet/bezel) 

Dimensions (HxWxD) 

(without feet/bezel) 

Weight(approximate) 

lnput Requirements 
(per power supply) 

Une Frequency 

BTU Roting 

~CSI Connectors 

Power Supply Output 
Power 

(per power supply) 

Temperoture Range 

Moximum Wet Bulb 
Temperature 

Relotive Humidity 
(non-eondensing) 

Acoustic Noise 

HP ProLiant ML350 Generation 3 

18.5 X 10.25 X 26 in (46. 99 X 26.04 X 66.04 em) 

17.5 X 8.5 X 24 in (44 .50 X 21.59 X 60.96 em) 

60 lb (27.24 kg) (without hard drives) 

8c?CB 
.A· 

Range Line Voltage 

Roted lnput Frequeney 

lnput Power 

100 to 120 VAC/200 to 240 VAC 

50Hz to 60Hz 

Rated lnput Current 

50 to 60Hz 

1, 839 BTU/hr 

Two internai HD68 eonnectors 

538W@ 110 VAC 

7.4N3.7A 

(Support for either two internai, two externai, ora mix of internai/externai is ovailable. This 
is aehieved using an internai to externai SCSI eoble option kit (PN 15954 7-822) ond either 
of the two SCSI knoekouts.) 

Rated Steady-State Power 

Operating 

Storage (up to one year) 

82.4° F (28° C) 

Operating 

Non-operating 

ldle 
(Fixed Disk Drives Spinning) 

500W 

50° to 95o F (1 oo to 35° C) 
(No direet sustaining sunlight) 

-40° to 158° F (-40° to 70o C) 

10% to 90% 

5% to 90% 

L WAd (BELS) 6.0 

L pAm (dBA) 46.3 

Operating 
(Rondem Seeks to Fixed Disks) 

L WAd (BELS) 6.0 

L pAm (dBA) 46.5 

RQS n° 03/2005 - CN 
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QuickSpecs 
TechSpecs 

System Uni!- Rack 

OI)._ 
co~ f(\, 

1 .44-MB Diskette Drive 

1 n .., • n t 

Dimensions (HxWxD) 

Weig ht(approximate) 

lnput Requirements 
(per power supply) 

Li ne Frequency 

BTU Rating 

SCS I Connectors 

• 
Po wer Supp ly Output 
Power 
(per power supply) 

Temperatu re Ra nge 

Maximum Wet Bu lb 
Tem perature 

Re lative Hu mid ity 
(non-condens ing) 

Acoustic Noise 

LED lndicators 
(lront panel) 

Read/Write Capacity per 
D iskette (high/ldw density) 

Drive Supported 

Drive Heig ht 

Drive Rotation 

Transfer Ra te 
(high/ low) 

Bytes/Sector 

Sectors/T rack (high/low) 

T racks/Side (high/ low) 

Access Times 

Cyli nders (high/low) 

Read/Write Heads 

DA- 11430 

HP ProLiant M L350 Generation 3 

8 .61 x 19 x 24 in (21 .87 x4 8 .26 x 60.96 em) 

60 lb (27.24 kg) (without hord drives) 

Range Line Voltage 100 to 120 VAC/200 to 240 VAC 

Ra ted lnput f requency 

lnput Power 

Rated lnput Current 

50 to 60Hz 

1 , 839 BTU/ hr 

Two internai HD68 connectors 

50Hz to 60Hz 

538W@ 110 VAC 

7.4N3.7A 

(Support fo r either two internai, two externa i, ar a mix oi infernal/externai is ovoiloble. This 
is ochieved using on inferna l to externai SCSI coble oplion kit (PN 15954 7 -822) and ei ther 
oi the two SCSI knockouts.) 

Roted Steady-State Power 500W 

Operoting 50° lo 95° f (1 oo to 35o C) 
(No d i reei suslaining sunlight) 

Storoge (up to one yeor) -40° to 158° f (-40° to 70o C) 

82.4° f (28° C) 

Operoling 10% to 90% 

Non-operaling 5% to 90% 

ldle 
(fixed Disk Drives Spinning) 

L WAd (BE LS) 6.0 

L pAm (dBA) 46.3 

Operoting 
(Rondam Seeks to f ixed Disks) 

L WAd (BELS) 6.0 

L pAm (dBA) 46.5 

G reen 

1.44 MB/720 KB 

One 

One-third 

300 rpm 

500 K/250 K bi ts/s 

5 12 

18/9 

80/80 

-~ T rock-to-T rack (high/ low) 3/6 ms 

Averoge (high/low) 169/94 ms 

Settling Time 15 ms ~ Lotency Averoge 100 ms 

80/80 

Two 

o 

o 
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QuickSpecs 
TechSpecs 

48X Max IDE (ATAPI) 
CD-ROM Drive 

o 

Disk 

Block Size 

~nterface 

Access Times (typical) 

Data Transfer Rate 

Coche Buffer 

Start-up Time (typical) 

Stop Time 

Laser Parometers 

Operoting Conditions 

Dimensions 

NC7760 PCI Gigabit Network Interface 

Server Adapter (embedded) Compatibility 

o 
Data Transfer Method 

Network T ransfer Raté 

Connector 

Cable Support 

Applieable Oisk 

Capaeity 

Made 1 

Made 2 

CO-DA 

CO-XA 

IDE (ATAPI) 

Rondam 

Fuii-Stroke 

Sustained 

Burst 

Bus Rale 

128 KB 

< 7seeands 

< 4seeonds 

Type 

Wave Length 

T emperature 

Humidity 

(HxWxD, maximum) 

Weight 

HP ProLiant ML350 Generation 3 

8J20ó 
CD-ROM, CD-XA, ÇD-DA (Mode 1, Mode 2, Form 1 

and 2) ;4 
Phota CD (Single and Multi-session) 

Mixed Mode (Audio and Data eombined) 

CO-R 

540 MB (Made 1, 12 em) 

650 MB (Mode 2, 12 em) 

2,048 bytes 

2,340 bytes, 2,336 bytes 

2,352 bytes 

2,328 bytes 

< 100 ms 

< 150 ms 

3000 to 7200 KB/ s (20X to 48X) 

150 KBps to 7,200 KBps 

16.7 MBps 

Sem ieonductor Laser GaA 1 As 

780 ± 25 nm 

41 o ta 113° F (5° ta 45o C) 

10% to 80% 

1.7 X 5.85 X 8.11 in (4.29 X 14.86 X 20.60 em) 

2.09 lb (0 .95 kg) 

1 OBase-T/1 OOBase-TX/1 OOOBase-TX 

IEEE 802.3 1 OBase-T 

IEEE 802.3ob 1000Bose-T 

IEEE 80.3u 1 OOBose-TX 

32-bit bus-master PCI 

1 O Base-T(Half-Duplex) 

1 OBase-T(Fuii-Duplex) 

1 OOBase-TX(Half-Duplex) 

1 OOBase-TX(Fuii-Duplex) 

1 OOOBose-TX 

RJ-45 

1 OBase-T 

10/ 100/1 OOOBase-TX 

10 Mb/ s 

20 Mb/s 

100 Mb/s 

200 Mb/s 

1000Mb/s 

Cotegories 3, 4 or 5 UTP; up to 328ft (100m) 

Cotegory 5 UTP; up to 328ft (100m) 

DA- 11430 North America - Version 23 - July 17, 2003 
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QuickSpecs HP ProLiant ML350 Generation 3 

TechSpecs 

lntegrated Dual Channel Drives Supparted 

Wide Ultra3 SCSI Adapter Data Transfer Method 

\ o0 SCSI Channel T ronsfer 

Up to 28 SCSI devices (14 per channel) 

64-bit PCI bus-master 

80 MB/s per channel 

r)' Do.: Rale 

~ ' Maximum T ransfer Rale 

per PCI Bus (peak} 

133 MB/s per channel 

Smart Array 64 l 

Contrai ler 

(NOTE: lhe Smarl Array 641 

Controller ships stondord with 

the 2.8 GHz Array Models only) 

SCSI Protocals Wide Ultra2 SCSI 

Wide-Uitra SCSI-3 

Fast SCSI-2 

Electrical Protocol Low Voltage Differential (LVD) 

SCSI Termination Aclive Terminotion 

Externai SCSI Cannectors lwo 80-Pin VHDCI connectors • 
'Internai SCSI Connectors lwo 68-Pin Wide-Uitro SCSI-3 connectors 

Protocol 

SCSI Electrical Interface 

Drives Supported 

SCSI Part Connectars SA-

641 

Data T ransfer Methad 

PCI Bus Speed 

PCI 

Simultaneous Drive 

T ransfer Channels 

Channel Transfer Rale 

Software upgradeable 
Firmwore 

Coche Memary 

Logical Drives Supported 

Maximum Capacity 

Memory Addressing 

Ultra320 SCSI 

Low Voltoge Differential (LVD) 

Up to 6 Ultra 320, Ultra3 ond Ultra2 SCSI hard drives 

one internai SCSI port 

64-Bit PCI bus-mosler 

64-bit, 133-MHz PCI-X (1 GB/s maximum bandwidth) 

3.3 volt PCI slot compatibility only 

lwo 

320-MB/s total; 320-MB/s per channel 

Yes 

64-MB DRAM used for code, transler buffers, and non-battery backed read coche 

32 

880.8 GB (6 X 146.8 GB) 

64-bit, supporting servers memory greater than 4 GB 

RAIO Suppart RAID 5 (Distributed Data Guarding) 

RAID 1 + O (Striping & Mirroring) 

RAID 1 (Mirroring) 

RAID O (Striping) 

Upgradeable Firmware 2-MB Flashable ROM 

Disk Drive and Enclosure Ultra 320, Ultra2 and Ultra3 

Protocol Support 

Warronty Maximum: lhe remaining warronty oi the HP server product in which i! is installed (to a 

maximum three-year limited warranty) 

Minimum: One-year, on-sile limited warranly 

Pre-Failure Warranty: Drives attached to lhe Smart Array Controller and monitored under 

lnsight Manager are supported by a Pre-Failu re (replacement) Warranty. For complete 

details, consult the HP Support Center or reler to your HP Server Documentation. 

o 
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QuickSpecs HP ProLiant ML350 Generation 3 

TechSpecs 

Vi deo Contro ller Control ler C h ip ATI RAGE XL 

Video DRAM 8 MB Video SDRAM 

Data Transfer Method 32-bit PCI 

Support Resolution Supported Colar Depths: 

640 X 480 16.7M, 64K, 256, 16 

800 X 600 16.7M, 64K, 256, 16 

1024 X 768 16.7M, 64K, 256, 16 

1152 X 864 16.7M, 64K, 256, 16 

1280x1024 16.7M, 64K, 256, 16 

1600 X 1200 64K, 256, 16 

Connector VGA 

© Copyright 2003 Hewlett-Packord Development Compony, L. P. 

Thr~motion contained here in is sub ject to change without notice . 

Mi~ft and Windows NT a re US reg istered trodemorks of Microsoft Corporotion. Inte l is o US registe red trodemork of Intel Corporotion. 

The only warranties for HP products and services are set fo rth in the express warronty stotements occomponying such products a nd services. Nothing herein 
sho uld be construed as constituting a n additiona l warranty. HP sha ll not be liable fo r technica l ar editoria l errors ar omiss ions contained herein. 
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CISCO SVSTEMS 

CiscoWorks VPN/Security Management Solution Version 
2.2 

o 

o 

CiscoWorks VPN/Security Management 

Solution (VMS) is the flagship integrated 

security management solution from Cisco, 

and is an integral part ofthe SAFE Blueprint 

from Cisco for network security. 

CiscoWorks VMS protects the productivity 

and reduces operating costs for enterprises, 

by combining Web-based tools for 

configuring, monitoring, and 

troubleshooting enterprise VPNs, firewalls, 

and network and host-based intrusion 

detection systems (IDS) . CiscoWorks VMS 

delivers the industry's first robust and 

scalable foundation and feature set that 

addresses the needs of small and large-scale 

VPN and security deployments. 

Today's business challenges and resulting 

security deployments require more 

scalability than merely supporting a large 

number of devices. Many customers have 

limited staffing, yet are asked to manage a 

myriad of security devices. These customers 

must manage the security and network 

infràstructure; frequently update many 

remote devices; implement change control 

and auditing when multiple organizations 

are involved in defining and deploying 

policies: enhance security without adding 

more headcount; or roll out remote access 

VPNs to ali employees and monitor the 

VPN service. 

Cisco Systems. Inc. 

CiscoWorks VMS enables customers to 

deploy security infrastructures from a small 

to large environment, using the following 

multifaceted scalability features: 

• Complete SAFE Blueprint Coverage 

To completely manage a SAFE 

environment, a network management 

solution must manage SAFE 

infrastructure components, support 

features based upon an appliance or 

Cisco lOS® Software, and support a 

range of management functions. 

ClscoWorks VMS ls uniquely able to 

scale across SAFE Blueprint 

components, including firewalls, VPNs, 

and network- and host-based IDSs. 

CiscoWorks VMS also takes advantage 

of Cisco Secure Access Control Server 

(ACS) by using a common ACS logon. 

CiscoWorks VMS can manage a feature 

set through an appliance, for example, 

the Cisco PIX® Firewall, or through the 

Cisco lOS Software. Scalable 

management also involves more than 

configuring devices. CiscoWorks VMS 

provides the complete range of 

management wlth features to configure, 

monitor, and troubleshoot the network. 

• Scalable Foundation 

CiscoWorks VMS lmplements a 

foundation with a consistent user 

experience, whlch makes it easier to 

scale management to many devices. 

CiscoWorks VMS provides users with a 

consistent GUI. workflow, ACS logon, 

roles definitlon, platforms, database 

Ali contents are Copyright 0 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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engine, installation, and more. An industry-leading feature of this foundation is the Auto Update feature, which 

· allows numerous devices to be updated easily and quickly. Auto Update enables devices, even remote and 

dynamlcally addressed devices, to periodically "call home" to an update server and "pull" the most current 

security configurations or Cisco PIX operating system. Auto Update is required to effectively scale remote office 

firewall deployments across intermittent links or dynamic addresses. Prior policy updating methods relied on a 

"pus h" mo dei. AI though this model works for known devices, it does not work for remote devices with unknown 

addresses or devices that are not always active. Without Auto Update a more manual process is required to update 

each remote device. The Auto Update feature provides a dramatic scalability improvement for organizations that 

want to deploy devices with many remote and local locations. In addition to easier and faster policy updates, 

Auto Update also provides consistent policy deployments. 

• Enterprise Operational Integration 

CiscoWorks VMS enables organizations to easily integrate management into their operations. One operational 

need is to replicate policies to multi pie locations. The Smart Rules hierarchy addresses this need, by enabling 

administrators to define device groups and implement policy inheritance. For example, an administrator can 

define a device group for the New York sales office and deploy that same policy to ali other sales offices quickly 

and consistently. The Command and Control Workflow feature provides change control and auditing, and is 

particularly important for customers who have separate groups for network and security operations. The solution 

includes processes for generating, approving, and deploying configurations. This can help security operations to 

define and approve new policies. Network operations can )ater deploy the new policies during their regular 

maintenance window. An audit of the changes can be maintained. 

• Centralized Role-Based Access Control (RBAC) 

Role-based access control enables organizations to scale access privileges. CiscoWorks VMS conveniently uses a 

common ACS logon for users, administrators, devices, and applications. CiscoWorks VMS enables different 

groups to have different access rights across different devices and applications. 

• Integrated Infrastructure Management 

Scalability requires that multiple components be managed, notjust firewalls, but also VPNs, network- and 

host-based IDSs, routers, and switches. CiscoWorks VMS not only manages the security infrastructure, but also 

manages the network infrastructure. Customers benefit from being able to manage these components from one 

solution. Integrated monitoring is also required to see the larger picture. CiscoWorks VMS provides integrated 

monitoring o f Cisco PIX and Cisco lOS syslogs, and events from network and host -based IDSs, along with event 

correlation. 

CiscoWorks VMS Functions 

CiscoWorks VMS is launched from the CiscoWorks dashboard and is organized into severa) functional areas: 

• Firewall management 

• Auto Update Server 

• IDS management, network and host-based 

• VPN router management 

• Security monitoring 

• VPN monitoring 

• Operational management 

Cisco Systems. Inc. 
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These functional areas supply multifaceted scalability by offering features such as a consistent user experience, auto 

update, command and contrai workflow, and role-based access contrai. 

Figure 1 shows CiscoWorks VMS displayed as a "drawer" in the CiscoWorks dashboard. 

Figu,.1 
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Firewall Management 

CiscoWorks VMS enables the large-scale deployment of Cisco PIX firewalls, by providing the following features: 

• Smart Rules hierarchy and lnheritance 

• User-defined device and customer groups including nesting 

• Global role-based access wlth administrative privlleges per devlce and customer groups with other CiscoWorks 

products and Cisco Secure ACS 

• Mandatory and default device settings inheritance 

• Workflow deployment to device, directory, ar Auto Update Server 

• Look and feel of Cisco PIX Device Manager but wlth scalability to thousands of PIX firewalls 

• lntegration with other CiscoWorks network management software 

• Complete SAFE Blueprint coverage for centralized management of Cisco PIX firewalls, lncluding access control, 

VPN, IDS, and authentic<~.tion, authorization, and accounting (AAA) 

Smart Rules is an ln~ovativé feature that allows common information lncluding <~.ccess rules and settings to be 

inherited for ali firew<~.lls in a device ar customer group. Smart Rules allows a user to define commori rules once, 

which results in reduced configuration time, fewer administrative errors, and hlgher devlce scalability. Using Smart 

Rules, a user can configure a common rule such as allowing ali HTTP traffic once and can apply this rule globally to 

ali firewalls. Smart Rules can also be defined on a device or customer group basis. For specific lnformation on the 

firewall management functionality of VMS, refer to: http://www.cisco.com/en!US/products/sw/cscowork/ps3992/ 

index.html 

Auto Update Server for Firew~ll Management 

CiscoWorks VMS introduces the industry's first firewall Auto Update Server that allows users to implement a "pull " 

model for security and Cisco PIX operating system management. Auto Update Server permits remate firewall 

networks wlth unprecedented scalability. The Auto Update Server allows Cisco PIX firewalls to both periodically and 

automatlcally contact the update server for any security configuration, Cisco PIX Operatlng System, <~.nd PIX Device 

Manager (PDM) updates. The Auto Update Server supports the followlng features: 

Cisco Systems. Inc. 
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o Security management of remote Cisco PIX firewalls that use Dynamic Host Control Protocol (DHCP) 

o Automated Cisco PIX OS distribution to groups of Cisco PIX firewalls 

o Automated Cisco PDM updates to remote firewalls 

o Configuration verification at periodic intervals 

o Automated replacement of inaccurate or tampered configurations 

o New firewalls configured at "boot time" 

The Auto Update Server is an indispensable component of any large-scale remote Cisco PIX firewall deployment. 

Auto Update Server is an easy-to-use solution to automatically update ali remote or local firewalls with new 

oper<~-tfng system releases. Cisco is the industry's first vendor to provide this pull model of security policy and 

operating system management. For specific information on the Auto Update Server component of VMS, refer to: 

http://www.cisco.com/en/US/products/sw/cscowork/ps3993/index.html 

,J'." . 

' 

Network-Based lOS Management 

Administrators can use CiscoWorks VMS to configure network and switch IDS sensors. Many sensors can be quickly O 
configured using group profiles. Additionally, a more powerful signature management feature is included to increase 

the accuracy and specificity of detection. Some prominent features are: 

o Easy-to-use Web-based interface 

o Wizards that Iead users through common management tasks 

o Access to the Network Security Database (NSDB), which provides meaningful information about alarmi> for users 

without IDS security expertise 

o Ability to define a hierarchy of sensors containing groups and subgroups, and the ability to configure multi pie 

sensors concurrently using group profiles 

o Support for severa! hundred sensor deployments from each console 

o Use of a robust relational data base to store a high volume of data 

For specific information on the network-based IDS management functionality of VMS, refer to: 

http://www.cisco.com/en/US/products/sw/cscowork/ps3990/index.html 

Host-Based lOS M~nagement 

CiscoWorks VMS provides threat protection for server and desktop computing systems, also known as "endpoints." 

VMS goes beyond conventional endpoint security solutions by identifying and preventing malicious behavior before 

it can occur, thereby removing potential known and unknown security risks that threaten enterprise networks and 

applicatlons. Because CiscoWorks VMS analyzes behavior rather than relying on signature matching, its solution 

provides robust protection with reduced operational costs. Features of host-based IDS management include: 

o Aggregates and extends multiple endpoint security functions by providing host intrusion prevention, distributed 

firewall, malicious mobile code protection, operating system integrity assurance, and audit Iog consolidation ali 

within a single agent. 

o Provides preventive protection against entire classes of attacks including port scans, buffer overflows, Trojan 

horses, malformed péickets, and e-mail worms. 

o Offers "zero update" preventlon for known and unknown attacks 

Cisco Systems. Inc. 
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• Provides industry-leading protection for UNIX and Windows servers and Windows desktops allowing customers 

to patch systems on their own schedules. 

• Open and extensible architecture offers the capability to define and enforce security according to corporate 

policy. 

• Scalable to thousands of agents per manager to support large enterprise deployments. 

For specific information on the host-based IDS management functionality ofVMS, refer to: the Management Center 

for Cisco Security Agents Datasheet. 

VP.~ Router Management 

CiscoWorks VMS includes functions for the setup and maintenance of Iarge deployments of VPN connections and 

provides users with a point-and-click interface for setting up and deploying connections. This application is intended 

for scalable configuration of site-to-site VPN connections in a hub-and-spoke topology for centralized, multidevice 

configuration and deployment of Internet Key Exchange (IKE) and IP Security (IPsec) tunneling policies on VPN 

routers. 

Major features include: 

• Wizard-based interface for the creation of IKE and VPN tunneling policies. 

• Hierarchical inheritance and Smart Rules hierarchy to reflect the organizational and common setup o f devices 

and simplified device management 

• IKE-KA (IKE Keepalive) or generic routing encapsulation (GRE) with Open Shortest Path First (OSPF) and 

Enhanced Interior Gateway Routing Protocol (EIGRP) for failover routing scenarios. 

• Centralized role-based access control model allows for centralized management of users and accounts. 

For specific information on the VPN router management functionality of VMS, refer to: http://www.cisco.com/en/ 

US/products/sw/cscowork/ps3994/index.html 

Security Monitoring 

CiscoWorks VMS provides integrated monitoring to reduce the number of security monitoring consoles, reduce the 

number of events to monitor, and provide a broader view of security status. 

• Integrated monitoring is used to capture, store, view, correlate, and report on events from many of the devices in 

the SAFE Blueprint such as Cisco network IDSs, switch IDSs, host IDSs, firewalls, and routers. 

• Event correlation is used to identify attacks that are not easily recognizable from a single event. A flexible 

notification scheme and automated responses to criticai events also aid in quick action. 

• The event viewer can read both real-time and historical events. 

• Events are color-coded and administrators can quickly isolate problems. Administrators can also define 

thresholds and time periods when rules can be triggered to provide notification. 

• On-demand and scheduled reports facilitate ongoing monitoring. 

For specific information on the security monitoring component of VMS, refer to: http://www.cisco.com/en/US/ 

products/sw/cscowork/ps3991/index.html 
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VPN Monitoring 

CiscoWorks VMS offers a Web-based management tool that allows network admlnistrators to collect, store, and 

view informatlon on IPsec VPN connections for remote-access or site-to-site VPN terminations. Multi pie devices can 

be viewed from an easy-to-use dashboard that ls configured using a Web browser. This dashboard provides the 

following capabilities: 

• Provides data on system resources related to real-time memory usage, percent CPU usage per device, and active 

tunnel and active sessions. This data simplifies the identification of devices with potential performance problems 

and devices with the highest usage. 

• Enables viewing of current and long-term packet rates and packet dropped percentage which can ald in 

determining where excess capacity can be tapped or quickly identify bottlenecks and devlce throughput problems. 

• Enables identification o f the devlces with the most persistent problems through the event log; key device and VPN 

statistlcs are evaluated against a set of global and device-specific thresholds, and exceptlons are recorded in the 

event log. 

• Provides graphing of important common metrics. Device performance comparisons provide a global view o f 

short-term trends in VPN performance, enabling administrators to identify problem areas before they become 

criticai failures. 

For speclfic information on the VPN monitoring component ofVMS, refer to: http://www.cisco.com/en!US/products/ 

sw/cscowork/ps2326/index.html 

Operational Management 

CiscoWorks VMS provides the operational management for the network, allowing network managers to perform the 

followlng: 

• Quickly build a complete network inventory 

• Manage device credentials lnformation 

• Monitor and report on hardware, software, configuration, and inventory changes 

• Manage and deploy configuration changes and software image updates to multiple devices 

• Monitor and troubleshoot criticai LAN and WAN resources 

• Quickly identify devices that can be used for VPNs, if upgraded with the appropriate Cisco lOS Software 
\ 

• Discover which VPN devíces l)a;ve hardware encryptlon modules 

• Graphically compare configurations of VPN devices 

• Isolate IPsec-related problems by running customized Syslog reports 

For speclfic lnformation on the operational management functionality of VMS, refer to: http://www.cisco.com/en/ 

US/products/sw/cscowork/ps2073/index.html 

Server Specifications (Minimum requirements) 

Server Hardware 

• PC-compatible compu ter wlth 1 GHz or faster Pentium processor 

• Sun UltraSPARC 60 MP with 440 MHz or faster processor 

• Sun UltraSPARCIII (Sun Blade 2000 Workstation or Sun Fire 280R Workgroup Server) 

Cisco Systems. Inc. 
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• CD-ROM drive 

• 100BASE-T or faster connection 

• 1 GBRAM 

• 9 GB available disk drive space 

• 2 GB virtual memory 

• Color monitor with vídeo card capable of 16-bit color 

Server Operating System 
• CiscoWorks VMS requires the following operating systems: 

• Windows 2000 Professional, Server, and Advanced Server (Service Pack 3) 

Note: Support for Advanced Server requires that Terminal Services be turned off. 

Sun Solaris 2.8 with patches: 

109742 has been replaced by 108528-13 

109322 has been replaced by 108827-15 

109279 has been replaced by 108528-13 

108991 has been replaced by 108827-15 

Java Requirements 

Sun Java plug-in 1.3.1-b24 

Client Requirements 

Hardware 

• PC-compatible computer with 300 MHz or faster Pentium processor 

• Solaris SPARCstation or Sun Ultra 10 

Client Operating System 

• Windows 2000 Server or Professional Edition with Service Pack 3, or Windows XP SP1 with Microsoft VM. 

• Solaris 2.8 

Client Browser 

• Internet Explorer 6.0 Service Pack 1, on Windows operatlng systems 

• Netscape Navigator 4. 79, on Windows 2000 Server or Professional Edition with Service Pack 3, or Windows XP; 

Netscape Navigator 4.76 on Solaris 2.8 

The ClscoWorks Management Center for Firewalls, and CiscoWorks Management Center for VPN Routers, are 

supported on Internet Explorer 6.0,' but not on Netscape Navigator. In additlon to supporting Internet Explorer The 

Management Center for IDS and the Monitoring Center for Security are also supported on Netscape Navigator. 

ROS n' ;~;JN '\ 
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Service and Support 

,I_ CiscoWorks products are eliglble for coverage under the Cisco 

~oftware Application Servlce (SAS) program. This seiVice program 

offers customers contract-based 24-hour access to the Cisco 

~Technical 'Assistance Center (TAC), full Cisco.com privileges, and 

software malntenance updates. A SAS contract ensures that 

customers have easy access to the information and servlces needed 

to stay current with newly supported device packages, patches, and 

minor updates. For further information about seiVice and support 

offerlngs, contact your local sales office. 

Ordering lnformation 

CiscoWorks VMS is available for purchase through regular Cisco 

sales and distributlon channels worldwide. CiscoWorks VMS 

includes ali the necessary components needed for an independent 

installation on a Microsoft Windows or Sun Solaris workstation. 

For More lnformation 

For more information, go to http://www.cisco.com/warp/publidcc/ 

pd/wr2k/vpmnso/prodlit/ or send e-mail to ciscoworks@cisco.com 
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Administrators and Administrative 
Policy 

This chapter addresses the Cisco Secure Access Control Server 
(Cisco Secure ACS) Appliance version 3.2 features found in the Administration 
Control section ofthe HTML interface. It contains the following sections: 

• Administrator Accounts, page 12-1 

• Access Policy, page 12-11 

• Session Policy, page 12-16 

Administrator Accounts 

c 

78-14698-01 

This section provides details about Cisco Secure ACS administrators. 1t contains 
the following topics: 

• Abou't Administrator Accounts, page 12-2 

• Administrator Privileges, page 12-2 

• Adding an Administrator Account, page 12-6 

• Editing an Administrator Account, page 12-8 

• Unlocking a Locked Out Administrator Account, page 12-l O 

• Deleting an Administrator Account, page 12-ll 
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Chapter 12 Administrators and Administrative Policy 

Administrator Accounts 

About Administrator Accounts 

~ .. 

Administrators are the only users o f the Cisco Secure ACS HTML interface. To 
access the Cisco Secure ACS HTML interface from a browser, you must log in to 
Cisco Secure ACS using an administrator account. 

Note Cisco Secure ACS administrator accounts are unique to Cisco Secure ACS . They 
are not related to administrator accounts for your network, operating systems, or 
other software. 

In the HTML interface, an administrator can configure any o f the features 
provided in Cisco Secure ACS; however, the ability to access various parts o f the 
HTML interface can be limited by revoking privileges to those parts ofthe HTML 
interface that a given administrator is not permitted to access. 

For example, you may want to limit access to the Network Configuration section 
o f the HTML interface to the administrators whose responsibilities include 
network management. To do so, you would select only the Network Configuration 
privilege for the applicable administrator accounts. For more information about 
administrator privileges, see Administrator Privileges, page 12-2. 

Cisco Secure ACS administrator accounts have no correlation with 
Cisco Secure ACS user accounts or network user authentication. 
Cisco Secure ACS stores accounts created for authentication o f network service 
requests and those created for Cisco Secure ACS administrative access in 
separate internai databases. 

Administrator Privileges 
' \ ' 

You can grant appropriate privileges to each Cisco Secure ACS administrator by 
assigning privileges on an administrator-by-administrator basis. You control 
privileges by selecting the options in the Administrator Privileges table on the 
Add Administrator or Edit Administrator pages. These options are listed below: 

User and Group Setup-Contains the following privilege options for the 
User Setup and Group Setup sections of the HTML interface: 

- Add/Edit users in these groups-Enables the administrator to add or 
edit users ánd to assign users to groups in the Editable groups list. 

User Guide for Cisco Secure ACS liance, version 3.2 
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Administrator Accounts .. 

- Setup ofthese groups-Enables the administrator to edit the settings for 
the groups in the Editable groups list. 

- Available Groups-Lists the user groups for which the administrator 
does not have edit privileges and to which the administrator cannot add 
users . 

- Editable Groups- Lists the user groups for which the administrator 
does have edit privileges and to which the administrator account can add 
users. 

• Shared Profile Components-Contains the following privilege options for 
the Shared Pro file Components section o f the HTML interface: 

- Network Access Restriction Sets-Allows the administrator full access 
to the Network Access Restriction Sets feature. 

- Downloadable ACLs-Allows the administrator full access to the 
Downloadable PIX ACLs feature . 

- Create New Device Command Set Type-Allows the administrator 
account to be used as valid credentials by another Cisco application for 
adding new device command set types. New device command set types 
that are added to Cisco Secure ACS using this privilege appear in the 
Shared Pro file Components section o f the HTML interface. 

- Shell Command Authorization Sets-Allows the administrator full 
access to the Shell Command Authorization Sets feature. 

- PIX Command Authorization Sets-Allows the administrator full 
access to the PIX Command Authorization Sets feature . 

~ .. 
Note Additional command authorization set privilege options may appear, 

if other Cisco network management applications, such as 
Cisco Works2000, have updated the configuration o f 
Cisco Secure ACS. 

• Network Configuration-Allows the administrator full access to the 
features in the Network Configuration section of the HTML interface. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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System Configuration ... -Contains the privilege options for the features 
found in the System Configuration section of the HTML interface. For each 
o f the following features, enabling the option allows the administrator full 
access to the feature. 

- Service Control-For more information about this feature , see Service 
Control, page 8-2. 

- Date/Time Format Control-For more information about this feature, 
see Date Format Control, page 8-3. 

Logging Control-For more information about this feature, see 
Logging, page 8-3. 

- Local Password Management-For more information about this 
feature, see Local Password Management, page 8-5. 

- DB Replication-For more information about this feature, see 
CiscoSecure Database Replication, page 9-1. 

- RDBMS Synchronization-For more information about this feature, 
see RDBMS Synchronization, page 9-23. 

- IP Pool Address Recovery-For more information about this feature, 
see IP Pools Address Recovery, page 9-44. 

- IP Pool Server Configuration-For more information about this 
feature, see IP Pools Server, page 9-37. 

- ACS Backup-For more information about this feature, see 
Cisco Secure ACS Backup, page 8-8. 

- ACS Restore-For more information about this feature, see 
Cisco Se cure ACS System Restore, page 8-13. 

- ACS Service Management-For more information about this feature, 
see Cisco Se cure ACS Active Service Management, page 8-1 7. 

o 

- VoiP Accounting Configuration-For more information about this Q 
feature, see VoiP Accounting Configuration, page 8-21. 

- ACS Certificate Setup-For more information about this feature, see 
Cisco Se cure ACS Certifica te Setup, page 10-15. 

- Global Authentication Setup-For more information about this feature, _ ~ 
see Global Authentication Setup, page 10-11. ~ 

Appliance Configuration-For more information about this feature, see 
Appliance Configuration, page 8-22. 
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- Support Operations- For more information about this feature, see 
Support, page 8-24. 

- View Diagnostic Logs-For more information about this feature, see 
Viewing or Down1oading Diagnostic Logs, page 8-27. 

- Appliance Upgrade Status-For more information about this feature, 
see Viewing or Down1oading Diagnostic Logs, page 8-27. 

• Interface Configuration-Allows the administrator full access to the 
features in the Interface Configuration section of the HTML interface. 

Administration Control-Allows the administrator full access to the 
features in the Administration Contro1 section of the HTML interface. 

• Externai User Databases-Allows the administrator full access to the 
features in the Externai User Databases section of the HTML interface. 

• Reports & Activity-Contains the privilege options for the reports and 
features found in the Reports and Activity section ofthe HTML interface. For 
each o f the following features, enabling the option allows the administrator 
full access to the feature. 

TACACS+ Accounting-For more information about this report, see 
Accounting Logs, page 11-5. 

- TACACS+ Administration-For more inforrnation about this report, 
se e Accounting Logs, page 11-5. 

- RADIUS Accounting-For more inforrnation about this report, see 
Accounting Logs, page 11-5. 

- VoiP Accounting-For more information about this report, see 
Accounting Logs, page 11-5. 

- ~assed Authentications- For more inforrnation about this report, see 
Accounting Logs, page 11-5. 

- Failed Attempts-For more information about this report, see 
Accounting Logs, page 11-5. 

- Logged-in Users- For more information about this report, see 
Accounting Logs, page 11-5. 

- Purge of Logged-in Users-For more inforrnation about this feature, 
see De1etingLogged-in Users, page 11-9. 

- Disabled Accounts-For more inforrnation about this report, see 
De1eting Logged-in Users, page 11-9. 
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- ACS Backup and Restore-For more information about this report, see 
Deleting Logged-in Users, page 11-9. 

- DB Replication-For more information about this report, see Deleting 
Logged-in Users, page 11-9. 

- RDBMS Synchronization-For more information about this report, see 
Deleting Logged-in Users, page 11-9. 

- Administration Audit-For more information about this report, see 
Deleting Logged-in Users, page 11-9. 

- ACS Service Monitor-For more information about this report, see 
Deleting Logged-in Users, page 11-9. 

- User Change Password-For more information about this report, see 
Deleting Logged-in Users, page 11-9. 

- Appliance Status-For more information about this report, see Deleting 
Logged-in Users, page 11-9. 

- Appliance Administration Audit-For more information about this 
report, see Deleting Logged-in Users, page 11-9. 

Adding an Administrator Account 

Before You Begin 

For descriptions ofthe options available while adding an administrator account, 
see Administrator Privileges, page 12-2. 

To add a Cisco Secure ACS administrator account, follow these steps: 

Step 1 In the navigation bar, click Administration Control. 

Step 2 

Step 3 

Click Add Administrator. 

Result: The Add Administrator page appears. 

Complete the boxes in the Administrator Details table: 

a. In the Administrator Name box, type the login name (up to 32 characters) for 
the new Cisco Secure ACS administrator account. ~ 
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b. In the Password box, type the password (up to 32 characters) for the new 
Cisco Secure ACS administrator account. 

c. In the Confirm Password box, type the password a second time. 

To select all privileges, including user group editing privileges for ali user groups, 
click Grant Ali . 

Result: All privilege options are selected. All user groups move to the Editable 
groups list. 

·p 
Tip To clear all privileges, including user group editing privileges for all user 

groups, click Revoke Ali. 

To grant user and user group editing privileges, follow these steps: 

a. Select the desired check boxes under User & Group Setup. 

b. To move a user group to the Editable groups list, select the group in the 
Available groups list, and then click -> (right arrow button) . 

Result: The selected group moves to the Editable groups list. 

c. To remove a user group from the Editable groups list, select the group in the 
Editable groups list, and then click <- (left arrow button) . 

Result: The selected group moves to the Available groups list. 

d. To move ali user groups to the Editable groups list, click >>. 

Result: The user groups in the Available groups list move to the Editable 
groups list. 

e. To remove all user groups from the Editable groups list, click <<. 

Result: The user groups in the Editable groups list move to the Available 
groups Iist. 

To grant any o f the remaining privilege options, in the Administrator Privileges 
table, select the applicable check boxes. 

Click Submit. 

Result: Cisco Secure ACS saves the new administrator account. The new account 
appears in the list of administrator accounts on the Administration Control page. 
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Editing an Administrator Account 

You can edita Cisco Secure ACS administrator account to change the privi1eges 
granted to the administrator. You can effective1y disab1e an administrator account 
by revoking all privi1eges. 

Note You cannot change the name ofan administrator account; however, you can de1ete 
an administrator account and then create an account with the new name. For 
information about de1eting an administrator account, see Deleting an 
Administrator Account, page 12-11. For information about creating an 
administrator account, see Adding an Administrator Account, page 12-6. 

For information about administrator privi1ege options, see Administrator 
Privileges, page 12-2. 

Before You Begin 

For descriptions o f the options avai1able while editing an administrator account, 
see Administrator Privileges, page 12-2. 

To edit Cisco Secure ACS administrator account privi1eges, follow these steps: ,_ ~} 

Step 1 

Step 2 

Step3 

In the navigation bar, click Administration Control. 

Result: Cisco Secure ACS disp1ays the Administration Contro1 page. 

C1ick the name o f the administrator account whose privi1eges you want to edit. 

Result: The Edit Administrator name page appears, where name is the name ofthe 
administrator account you just se1ected. 

To change the ~dministrator password, follow these steps: 

a. In the Password box, doub1e-click the asterisks, and then type the new 
password (up to 32 characters) for the administrator. 

Result: The new password rep1aces the existing, masked password. 

b. In the Confirm Password box, doub1e-click the asterisks, and then type the 
new administrator password a second time. 

Result: The new password is effective immediate1y after you click Submit i~ 
Step 9. · 

' 
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I f the Reset current failed attempts count check box appears below the Confirm 
Password box and you want to allow the administrator whose account you are 
editing to access the Cisco Secure ACS HTML interface, select the Reset current 
failed attempts count check box. 

~ ... 
Note If the Reset current failed attempts count check box appears below the 

Confirm Password box, the administrator cannot access 
Cisco Secure ACS unless you complete Step 4. For more information 
about re-enabling an administrator account, see Unlocking a Locked Out 
Administrator Account, page 12-1 O. 

To select all privileges, including user group editing privileges for all user groups, 
click Grant Ali. 

Result: All privilege options are selected. All user groups move to the Editable 
groups list. 

To clear all privileges, including user group editing privileges for all user groups, 
click Revoke Ali. 

Result: All privileges options are cleared. All user groups move to the Available 
groups list. 

To grant user and user group editing privileges, follow these steps: 

a. Under User & Group Setup, select the applicable check boxes. 

b. To move all user groups to the Editable groups list, click >>. 

Result: The user groups in the Available groups list move to the Editable 
groups list. 

c. To move a user group to the Editable groups list, select the group in the 
Avaifable groups list, and then click -> (right arrow button). 

Result: The selected group moves to the Editable groups list. 

· d. To remove all user groups from the Editable groups list, click <<. 

Result: The user groups in the Editable groups list move to the Available 

/ 

groups list. , 

e. To remove a user group from the Editable groups list, select the group in the ~ 
Editable groups list, and then click <- (left arrow button) . 

Result: The selected group moves to the Available groups list. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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Step 8 To grant any remaining privilege options, select the applicable check boxes in the 
Administrator Privileges table. 

Step 9 To revoke any remaining privilege options, clear the applicable check boxes in the 
Administrator Privileges table. 

Step 10 Click Submit. 

Result: Cisco Secure ACS saves the changes to the administrator account. 

Unlocking a Locked Out Administrator Account 

Cisco Se cure ACS disables the accounts o f administrators who have attempted to 
access the Cisco Secure ACS HTML interface and have provided an incorrect 
password in more successive attempts than is specified on the Session Policy 
Setup page. Until the failed attempts counter for a disabled administrator account 
is reset, the administrator cannot access the HTML interface. 

,._ .-... For more information about configuring how many successive failed login 
attempts can occur before Cisco Secure ACS disables an administrator account, 
see Session Policy, page 12-16. 

. } 

Step 1 

Step 2 

Step 3 

Step 4 

To reset the failed attempts count for an administrator, follow these steps: 

In the navigation bar, click Administration Control. 

Result: Cisco Secure ACS displays the Administration Control page. 

Click the name ofthe administrator account whose account you want to re-enable. 

Result: The Edit Administrator name page appears, where name is the name ofthe 
administr~tor account you just selected. 

I f the Reset current failed attempts count check box appears below the Confirm Q 
Password box, the administrator account cannot access the HTML interface. 

Select the Reset current failed attempts count check box. 

Click Submit. 

Resulte Cisco Secure ACS saves the changes to the administrator acco~d 

~ 
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G 

You can delete a Cisco Secure ACS administrator account when you no longer 
need it. We recommend deleting any unused administrator accounts. 

To delete a Cisco Secure ACS administrator account, follow these steps: 

Step 1 In the navigation bar, click Administration Control. 

Step2 

Step3 

Step4 

• Result: Cisco Secure ACS displays the Administration Control page. 

In the Administrators table, click the name o f the administrator account that you 
want to delete. 

Result: The Edit Administrator name page appears, where name is the name ofthe 
administrator account you just selected. 

Click Delete. 

Result: Cisco Secure ACS displays a confirmation dialog box. 

Click OK. 

Result: Cisco Secure ACS deletes the administrator account. The Administrators 
table on the Administration Control page no longer lists the administrator account 
that you deleted. 

Access Policy 

78-14698-01 

The Acce~s Policy feature affects access to the Cisco Secure ACS HTML 
interface. You can limit access by IP address and by the TCP port range used for 
administrative sessions. You can also enable secure socket layer (SSL) for access 
to the HTML interface. 

This section contains the following topics: 

• Access Policy Options, page 12-12 

Setting Up Session Policy, page 12-16 
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Access Policy Options 

You can configure the following options on the Access Policy Setup page: 

• IP Address Filtering- Contains the following IP address filtering options: 

- Allow ali IP addresses to connect-Allow access to the HTML 
interface from any IP address. 

- Allow only listed IP addresses to connect-Allow access to the HTML 
interface only from IP addresses inside the address range(s) specified in 
the IP Address Ranges table. 

- Reject connections from listed IP addresses-Allow access to the 
HTML interface only from IP addresses outside the address range(s) 
specified in the IP Address Ranges table. 

• IP Address Ranges-The IP Address Ranges table contains ten rows for 
configuring IP address ranges. The ranges are always inclusive; that is, the 
range includes the start and end IP addresses. The IP addresses entered to 
define a range must differ only in the last octet (Class C format). 

The IP Address Ranges table contains one column o f each o f the following 
boxes: 

- Start IP Address- Defines the lowest IP address o f the range specified 
in the current row. 

- End IP Address- Defines the highest IP address o f the range specified 
in the current row. 

• HTTP Port Allocation-Contains the following options for configuring 
TCP ports used for remote access to the HTML interface. 

- Allow any TCP ports to be used for Administration HTTP 
Àccess-Allow the ports used by administrative HTTP sessions to 
include the full range of TCP ports. 

- Restrict Administration Sessions to the following port range From 
Port X to Port Y-Restrict the ports used by administrative HTTP 
sessions to the range specified in the X and Y boxes, inclusive. The size 
o f the range specified determines the maximum number o f concurrent 
administrative sessions. 
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Cisco Secure ACS uses port 2002 to start all administrative sessions. You 
do not need to include port 2002 in the port range . Also, 
Cisco Secure ACS does not allow you to define an HTTP port range that 
consists only o f port 2002. Your port range must consist of at least one 
port other than port 2002. 

A firewall configured to permit HTTP traffic over the Cisco Secure ACS 
administrative port range must also permit HTTP traffic through port 
2002, because this is the port a web browser must address to initiate an 
administrative session. 

~ .. 
Note We do not recommend allowing administration of 

Cisco Secure ACS from outside a firewall. I f you do choose to 
allow access to the HTML interface from outside a firewall, keep 
the HTTP port range as narrow as possible. This can help prevent 
accidental discovery o f an active administra tive port by 
unauthorized users. An unauthorized user would have to 
impersonate, or "spoof," the IP address of a legitimate host to 
make use o f the active administrative session HTTP port. 

- Secure Socket Layer Setup- The Use HTTPS Transport for 
Administration Access check box defines whether Cisco Secure ACS 
uses secure socket layer protocol to encrypt HTTP traffic between the 
CSAdmin service anda web browser used to access the HTML interface. 
When this option is enabled, ali HTTP traffic between the browser and 
Cisco Secure ACS is encrypted, as reflected by the URLs, which begin 
with HTTPS. Additionally, most browsers include an indicator for when 
a connection is SSL-encrypted. 

To ena,ble SSL, you must have completed the steps in Installing a Cisco 
Secure ACS Certificate, page 10-15 and Adding a Certificate Authority 
Certifica te, page 10-18. 

Setting Up Access Policy 

78-14698-01 

For information about access policy options, see Access Policy Options, 
page 12-12. 
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Access Policy 

. ~· 

Before You Begin 

If you want to enable SSL for administrative access, before completing this 
procedure, you must have completed the steps in Installing a Cisco Secure ACS 
Certificate, page 10-15 and Adding a Certifica te Authority Certificate, 
page 10-18. 

To set up Cisco Secure ACS Access Policy, follow these steps: 

Step 1 In the navigation bar, click Administration Control. 

Step 2 

Step 3 

Step4 

Step 5 

Result: Cisco Secure ACS displays the Administration Control page. 

Click Access Policy. 

Result: The Access Policy Setup page appears . 

To allow remote access to the HTML interface from any IP address, in the IP 
Address Filtering table, select the Allow ali IP addresses to connect option. 

To allow remote access to the HTML interface only from IP addresseS' within a 
range or ranges o f IP addresses, follow these steps: 

a. In the IP Address Filtering table, select the Allow only listed IP addresses 
to connect option. 

b. For each IP address range from within which you want to allow remote access 
to the HTML interface, complete one row o f the IP Address Ranges table. In 
the Start IP Address box, type the lowest IP address ( up to 16 characters) in 
the range. In the End IP Address box, type the highest IP address (up to 16 
characters) in the range. Use dotted decimal forrnat. 

Note The IP addresses entered to define a range must differ only in the last 
\ octet. 

o 

To allow remote access to the HTML interface only from IP addresses outside a Ü 
range or ranges o f IP addresses, follow these steps: 

a. In the IP Address Filtering table, select the Reject connections from listed 
IP addresses option. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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G Step7 

Step 8 

o Step 9 
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'Access Policy 

A· 

b. For each IP address range from outside which you want to allow remate 
access to the HTML interface, complete one row of the IP Address Ranges 
table. Type the lowest IP address ( up to 16 characters) in the range in the S tart 
IP Address box. Type the highest IP address (up to 16 characters) in the range 
in the End IP Address box. 

~ .. 
Note The IP addresses entered to define a range must differ only in the last 

octet. 

If you want to allow Cisco Secure ACS to use any valid TCP port for 
administrative sessions, under HTTP Port Allocation, select the Allow any TCP 
ports to be used for Administration HTTP Access option. 

Ifyou want to allow Cisco Secure ACS to use only a specified range ofTCP ports 
for administrative sessions, follow these steps: 

a. Under HTTP Port Allocation, se1ect the Restrict Administration Sessions 
to the following port range From Port X to Port Y option. 

b. In the Xbox type the lowest TCP port (up to 5 characters) in the range. 

c. In the Ybox type the highest TCP port (up to 5 characters) in the range. 

I f you want to enable SSL encryption o f administrator access to the HTML 
interface, under Secure Socket Layer Setup, select the Use HTTPS Transport for 
Administration Access check box. 

~ .. 
Note To enable SSL, you must have completed the steps in Installing a Cisco 

Secure ACS Certificate, page 10-15 and Adding a Certificate Authority 
Certificate, page 1 0-18. 

C1ick Submit. 

Result: Cisco Secure ACS saves and begins enforcing the access policy settings. 

If you have enabled SSL, at the next administrator login, Cisco Secure ACS 
begins using HTTPS. Any current administrator sessions are unaffected. 
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,Session Policy 

Session Policy 
The Session Policy feature contrais various aspects of Cisco Secure ACS 
administrative sessions. This section contains the following topics: 

Session Policy Options, page 12-16 

Setting Up Session Po1icy, page 12-16 

Session Policy Options 

You can configure the following options on the Session Policy Setup page: 

Session idle timeout (minutes)-Defines the time in minutes that an 
administrative session must remain idle before Cisco Secure ACS terminates 
the connection. This parameter applies to the Cisco Secure ACS 
administrative session in the browser only. It does not apply to an 
administrator dial-up session. 

An administrator whose administra tive session is terminated receives a dialog 
box asking whether or not the administrator wants to continue. If the 
administrator chooses to continue, Cisco Secure ACS starts a new 
administrative session. 

Respond to Invalid IP Address Connections-Enables an errar message in 
response to attempts to start a remate administrative session using an IP 
address that is invalid according to the IP address ranges configured in Access 
Policy. Disabling this option can help prevent unauthorized users from 
discovering Cisco Secure ACS. 

o 

Lock out Administrator after X successive failed attempts -Enables 
Cisco Se cure ACS to lock out an administrator after the number o f successive 
failed login attempts specified in theXbox. A value ofü (zero) in the X box 
allows unlimited successive administrative login failures. Ifthis check box is Ü 
selected, the X box cannot be set to zero. 

Setting Up Session Policy 

For information about session policy options, see Session Policy Options, 
page 12-16. 
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Session Policy 

To setup Cisco Secure ACS Session Policy, follow these steps: 

Step 1 In the navigation bar, click Administration Control. 

Result: Cisco Secure ACS displays the Administration Control page. 

Step 2 Click Session Policy. 

Result: The Session Policy Setup page appears. 

Step 3 To define the number o f minutes o f inactivity after which Cisco Secure ACS ends 
• an administrative session, in the Session idle timeout (minutes) box, type the 

number o f minutes (up to 4 characters). 

Step 4 Set the invalid IP address response policy: 

C a. To configure Cisco Secure ACS to respond with a message when an 

Step 5 

Step 6 

o 

78-14698-01 

administrative session is requested from an invalid IP address, select the 
Respond to invalid IP address connections check box. 

b. To configure Cisco Secure ACS to send no message when an administrative 
session is requested from an invalid IP address, clear the Respond to invalid 
IP address connections check box. 

Set the failed administrative login attempts policy: 

a. To enable Cisco Secure ACS to lock out an administrator after a number of 
successive failed administrative login attempts, select the Lock out 
Administrator after X successive failed attempts check box. 

b. In the Xbox, type the number o f successive failed login attempts after which 
Cisco Se cure ACS locks out an administra to r. The X box accepts up to 4 
characters. 

Click Submit. 

Result: dsco Secure ACS saves and begins enforcing the session policy settings 
you made. 
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Cisco Secure Access Control Server Solution Engine 

G 

o 

The Cisco® Secure Access Control Server (ACS) provides a comprehensive identity 

networ1<ing solution and secure user experience for Cisco intelligent information 

networ1<s. lt is the integration and control layer among ali enterprise users, 

administrators, and the resources of the networ1< infrastructure. The Cisco Secure 

ACS Solution Engine adds new security improvements, simplified management, and 

reduced total cost of ownership (TCO) for the operation of the underlying ACS service. 

lntroduction 

The Cisco Secure ACS Solution Engine is a 

high-perfonnance and highly scalable user 

and administrative access control solution 

that operates as a centralized RADIUS or 

TACACS+ server system for the Cisco 1111 

platform. Packaged in a dedicated and 

secure 1-rack-unit (1-RU) hardened 

appliance, the Cisco Secure ACS Solution 

Engine provides a reduced-configuration, 

plug and play solution, and highly reliable 

platfonn with the unique ability to protect 

existing networking infrastructure through 

fully Web-based remote-access and 

configuration capabilities. 

The need for security appliances is rapidly 

inqeasing in today's IT space. Security, 

convenience, and ease of installation and 

troubleshooting are the important 

advantages o f security appliances compared 

to the many software-based security 

applications that exist in the marketplace 

today. The innovative, new, 1-RU, 

security-hardened Cisco Secure ACS 

Solution Engine was designed to specifically 

alleviate th.e security issue with a 

closed-device design that makes it 

substantially more difficult for intruders to 

penetrate than an open-platform system. 

Cisco Systems. Inc. 

Security appliances provide an all-in-one 

approach that simplifies product selection, 

product integration, and ongoing support. 

By combining ali necessary operating 

system installation and patching with the 

ACS software service, customers can avoid 

maintaining software versioning and 

proliferation of servers, patches, and 

operating system (OS) maintenance issues. 

This is particularly important in large 

networking environments where security 

solutions are required in remote sites with 

no IT professionals present to regularly 

manage and upgrade these solutions. In 

addition, a security appliance greatly 

simplifies support and troubleshooting in 

failure modes, hence enabling quick service 

restoration (through a one-stop support 

contact)-an important consideration, 

especially when the security application is 

mission-critical, a situation that is true with 

security authentication, authorization , and 

accounting (AAA) applications. 

Changing network dynamics and increased 

security threats have influenced new 

opportunities in access control 

management solutions. As AAA becomes 

more relevant and the requirement to 
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control user access expands beyondjust dialup, new trends {including expanded authentication, tracking, and audit 

management) are emerging that require identity-networking solutions to be pervasive, scalable, and available 

throughout the network. 

Cisco Secure ACS extends access security by combining authentication, user or administrator access, and policy 

contrai from a centralized location, allowing for greater flexibility and mobility, increased security, and user 

productivity gains. As an accounting service, the Cisco Secure ACS Solution Engine reduces IT operations costs by 

providing detailed reporting and monitoring capabilities of network users' behavior and by keeping a recordo f every 

access connection and device configuration change across the entire network. 

Cisco Secure ACS provides a centralized identity networking solution and simplified 
user-management experience across ali Cisco devices and security-management 
applications. Cisco Secure ACS ensures enforcement of assigned policies by allowing 
network administrators to contrai: 

Who can log in to the network 

• What privileges each user has in the network 

What accounting information is recorded in terms of security audits or account billing 

• What access and command contrais are enabled for each configuration administrator 

Like the Cisco Secure ACS for Windows, the Cisco Secure ACS Solution Engine supports a wide array of access 

connection types, including wired or wireless LAN, dialup, broadband, content, storage, voice over-IP (VoiP), 

firewall, and virtual private networks (VPNs) . 

Cisco Secure ACS Solution Engine Highlights 

The Cisco Secure ACS Solution Engine is a highly secure, OS-independent, and dedicated platform that offers a 

highly manageable access control solution with an increasingly reduced setup and troubleshooting time. The Cisco 

Secure ACS Solution Engine provides Plug and Play deployment, a highly reliable AAA solution, and increased TCO 

protection through the high availability and simplified day-to-day operation and management of the Cisco Secure 

ACS service. lt provides the same features and functions as the Cisco Secure ACS for Windows, in a dedicated, 

security-hardened, application-specific appliance package. Customers with existing Windows-based Cisco Secure 

ACS deployments can add or upgrade to Cisco Secure ACS Solution Engines without any effect on existing AAA 

configurations, inclu~ing remote logging and replication configurations. More information about the latest Cisco 

Secure ACS features is available from the Cisco Secure ACS for Windows data sheet. 

To ensure the high-security posture of the Cisco Secure ACS Solution Engine, additional functions specific to 

operating and managing the Cisco Secure ACS Solution Engine are provided. Additionally, a Cisco Secure ACS 

remote agent is available with each Cisco Secure ACS Solution Engine to enable remote logging and Windows 

authentication. Forwarding ali accounting data from the solution engine to a remote agent preserves disk space on 

the solution engine. lt also improves AAA performance by eliminating the frequent and time-consuming disk writes 

required for locallogging on the solution engine. Also, because a Cisco Secure ACS Solution Engine is never a 

member o f a Microsoft Windows domain, the Cisco Secure ACS remate agent establishes the necessary Windows 

domain trust relationships for Windows-based authentication. 

Table 1 lists additional functions provided by the Cisco Secure ACS Solution Engine. These functions are not 

available from the Cisco Secure ACS for Windows software product. \. 
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Table 1 Functions Provided by the Cisco Secure ACS Solution Engine 

Hardened under1ying • The Cisco Secure ACS Solution Engine is dedicated to run only the Cisco Secure 
operating system ACS service, thereby preventing any appliance-based OS changes. additions, or 

configuration modifications. 

Serial console interface . A serial console interface is provided on the Cisco Secure ACS Solution Engine 
for initial configuration, subsequent management of IP connections, access to the 
Cisco Secure ACS HTML interface, and application of upgrade and recovery 
procedures. 

. The serial console interface supports both serial line and Telnet connections 

.. through which the Cisco Secure ACS service can be reimaged, reloaded, and 
rebooted, both locally and remotely. 

Solution Engine-specific lntegrated into the existing Cisco Secure ACS HTML interface, Solution 
management tools Engine-specific management tools provide generic appliance-management 

capabilities, including backup, recovery. software upgrades, monitoring, 
maintenance, and troubleshooting functions. 

• The Cisco Secure ACS HTML interface is accessed though a secured Secure 
Sockets Layer (SSL)-based connection. 

Cisco Secure ACS remote . The Cisco Secure ACS remote agent provides two functions: authentication 
agent against Windows domains and remote logging capabilities of user accounting 

records. 

Administrators can provision primary and backup Cisco Secure ACS remote 
agents in distributed Cisco Secure ACS configurations. 

Port-based packet filtering The Cisco Secure ACS Solution Engine implements a packet-filtering service to 
block traffic on ali but the necessary Cisco Secure ACS-specific TCP and UDP 
ports. 

Network Timing Protocol • The Cisco Secure ACS Solution Engine has built-in NTP functions to maintain 
(NTP) support network timing synchronization and consistency with other Cisco Secure ACS 

appliances or network devices. 

Cisco Secure ACS Solution Engine-Specific Benefits 

In addition to the many benefits the Cisco Secure ACS solution brings in controlling user and administrative AAA 

inside your network, the Cisco Secure ACS Solution Engine, with its 1-RU hardened form factor, adds specific 

security and operat\onal advantages in the following areas: 

• Security-With a security-hardened service focused on running exclusively the Cisco Secure ACS service, the 

solution engine significantly increases the security posture of the Cisco Secure ACS system. Ali solution engine 

services and ports not used by the Cisco Secure ACS service are disabled to secure access to the Cisco Secure ACS 

Solution Engine. 

• Plug and Play solution-The Cisco Secure ACS Solution Engine provides a record service uptime before starting 

to configure the Cisco Secure ACS service. 

• Manageability-With a dedicated, exclusive, and complete Cisco Secure ACS solution, the appliance greatly ; 

simplifies manageability and support ofthe Cisco Secure ACS service while removing the necessity to manage any J 
UNIX or Windows network operating systems. 

Supportability-With no externai services or applications (other than the Cisco Secure ACS service) allowed to '\:.)) 

be installed on the solution engine, the support and the day-to-day management of the Cisco Secure ACS Solution \ 

Engine are greatly simplified. 
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• Reliability-Enabling only the services that are required by Cisco Secure ACS allows an increase in overall 

reliability and security of the Cisco Secure ACS service. 

• TCO-With a tumkey security-hardened solution engine that is easily deployed, Cisco is able to guarantee full 

support, maintenance, and serviceability of the overall Cisco Secure ACS system-notjust the Cisco Secure ACS 

software running on various hardware configurations. supported by third-party vendors. 

• Migration from Cisco Secure ACS UNIX-The Cisco Secure ACS Solution Engine provides a suitable alterna tive 

for Cisco Secure ACS UNIX customers not willing to install or manage Cisco Secure ACS on the Windows OS. 

Sy~tem Requirements 

Hardware Requirements 

The Cisco Secure ACS Solution Engine is available on Cisco 1111 platforms with the following specifications: 

• Pentium IV processar. 2.66 GHz 

• 1GB RAM 

• 40 GB free disk space 

• Two built-in 10/100 Ethemet controllers 

• 1 floppy disk drive 

• 1 CD-ROM drive 

The Cisco Secure ACS remote agent is available in a Windows version that can be installed on a Windows 2000 

Server (Windows Domain Controller or Member Server supported). 

The computer running Cisco Secure ACS remote agent for Windows must meet the following minimum hardware 

requirements: 

• Pentium III processar. 550 MHz or faster 

• 256MBRAM 

• 250 MB free disk space 

Ordering lnformation 

The Cisco Secure ACS Solu~ion Engine is available for purchase through normal Cisco sales and distribution channels 

worldwide. The Cisco Secure ACS Solution Engine is shipped with a preinstalled Cisco Secure ACS Software license. 

For More lnformation 

For more information about Cisco Secure ACS. visit: http://www.cisco.com/go/acs. 

For specific product functions or technical questions, send e-mail to the Cisco Secure ACS product marketing group 

at ACS-MKT@cisco.com. 

For questions about product ordering. availability, and support contract information, send e-mail to the product 

marketing group at ciscoworks@cisco.com. 
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Cisco Secure Access Control Server Solution Engine 
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Q. What is Cisco® Secure Access Contrai 

Server (ACS) Solution Engine? 

A. Cisco Secure ACS Solution Engine is a 

highly scalable, one-rack-unit (RU), 

dedicated platform that serves as a 

high-performance access contrai server 

supporting centralized Remote 

Authentication Dia!-In User Service 

(RADIUS) or Terminal Access Controller 

Access Contrai System (TACACS+) . Cisco 

Secure ACS Solution Engine contrais the 

authentication, authorization, and 

accounting (AAA) for users accessing 

corporate resources through the network. 

Q. What does Cisco Secure ACS Solution 

Engine do? 

A. Cisco Secure ACS Solution Engine 

enables you to contrai who can access the 

network, to authorize what types of 

network services are available for users or 

groups of users, and to keep an accounting 

record of ali user actions in the network. 

The Solution Engine supports access 

control and accounting for dial-up access 

servers, firewalls and VPNs, voice-over-IP 

(VoiP) solutions, content networking, 

storage networks, and switched and 

wireless LANs (WLANs) . In addition, the 

AAA framework can be used to manage the 

administrative roles and groups via 

TACACS+ and to contrai how network 

administrators are able to change, access, 

and configure the network internally. 

Cisco Systems. Inc. 

Q . Why did Cisco add an Solution Engine 

to the existing Windows server software 

packaging for Cisco Secure ACS? 

A. The decision to create a dedicated 

solution engine version o f Cisco Secure ACS 

was made based on severa! factors : 

• Security-The need to create a turnkey 

security-hardened service focused on 

running the Cisco Secure ACS service 

exclusively. The solution engine can 

remove ali extraneous services, block ali 

unused ports, and otherwise prevent ali 

other access to the Cisco Secure ACS 

server system-dramatically increasing 

the security posture of Cisco Secure 

ACS. 

• Manageability-Cisco Secure ACS 

Solution Engine is a dedicated, exclusive 

service for AAA with no ability to instai! 

or run other services or applications. 

This greatly facilitates the support and 

day-to-day management of the Cisco 

Secure ACS system. 

Reliability-By targeting only the 

operating system services required by 

Cisco Secure ACS, the solution engine 

offers greater operational reliability and 

security for the Cisco Secure ACS 

system. 

• Total cost of ownership-Customers 

choosing Cisco Secure ACS can 

optimize their total cost of ownership. 

Ci~o <nd~to~<nd 'upport now lndud" ~ 
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full support, maintenance, and serviceability of the Cisco Secure ACS system-notjust the Cisco Secure ACS 

software running on various hardware configurations and supported by various third-party vendors. 

• Plug and play-Cisco Secure ACS Solution Engine is shipped already installed with Cisco Secure ACS application 

software. greatly reducing the time it takes to set up and deploy Cisco Secure ACS in your network. 

• Migration from Cisco Secure ACS UNIX-Cisco Secure ACS Solution Engine was built and targeted as a suitable 

migration platform for Cisco Secure ACS for Unix customers not willing to install or manage Cisco Secure ACS 

on a Windows server. 

Q. What are the differences between the Cisco Secure ACS software server and Cisco Secure ACS Solution Engine? 
• 

A.· Cisco Secure ACS Solution Engine provides the same features and functions of the Cisco Secure ACS Windows 

version-in a dedicated, security-hardened, application-specific option. The appliance includes features specific to the 

operation and management of Cisco Secure ACS, and specific software features needed to be customized or removed 

due to the different underlying system architectures: 

Authentication 

• Authentication against a Windows domain requires a Cisco Secure ACS remote agent running on a domain 

controller or member server. The Cisco Secure ACS remo te agent is necessary to establish a Windows member or 

domain controller trust relationship. 

• Authentication against an Open Database Connectivity (ODBC) source is not supported. Lightweight Directory 

Access Protocol (LDAP) authentication can be used instead. 

• Authentication against One-Time Password (OTP) directories is performed using the generic RADIUS-based OTP 

interface on the appliance. Any OTP vendor that provides an RFC-compliant RADIUS interface can interface 

with Cisco Secure ACS. 

User Database Synchronization 

• User database synchronization with an ODBC source is not supported. lnstead, the administrator can configure 

Cisco Secure ACS to synchronize its user database with a comma-separated values (CSV) file on a remote File 

Transfer Protocol (FTP) server. 

ODBC Logging 

• ODBC logging is not supported. Administrators can use local or remote CSV logging. 

Backup/Restore andAppliance Diagnostics 

• Backup/restore and gathered appliance diagnostics are performed through a remote FTP server and configured o 
usin~ the current Cisco Secure ACS HTML graphical user interface (GUI) . 

Q. What additional features are available on Cisco Secure ACS Solution Engine but not available on the Windows 

version? 

A. To ensure the highly secure posture o f Cisco Secure ACS Solution Engine, functions specific to operating and 

managing the appliance have been added: 

• Security-hardened underlying operating system. 

• Port-based packet filtering, allowing connections only to the ports necessary for Cisco Secure ACS operation. 

• Serial console interface for initial configuration , subsequent management o f IP connections. Web interface, and 

application of upgrades and remote reboots. The serial console interface supports both serialline and Telnet 

connections . 
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• Backup/restore of Cisco Secure ACS data via FTP protocol. 

• Recovery procedures. 

• NTP (Network Time Protocol) support for maintaining network time consistency with other appliances or 

network devices. 

Q. Are there any additions to the existing Cisco Secure ACS GUI to support Cisco Secure ACS Solution Engine? 

A. Yes. New HTML pages specific to Cisco Secure ACS Solution Engine have been added to the Cisco Secure ACS 

GUI. These pages cover specific features around the operation and management of the solution engine and include: 

• Selution Engine configuration page 

• Solution Engine remate agent configuration page 

• Solution Engine upgrade page 

• Solution Engine status page 

• Solution Engine diagnostics log view 

Q. What ports and protocols access Cisco Secure ACS Solution Engine? 

A. Cisco Secure ACS Solution Engine implements a packet filtering service to block the traffic on ali but necessary 

TCP/User Datagram Protocol (UDP) ports. Only the ports listed in Table 1 are open for input traffic: 

Table 1 Cisco Secure ACS Solution Engine Ports Usage 

Service Name UDP 

DHCP 68 

RADIUS authentication and authorization (original draft RFC) 1645 

RADIUS accounting (original draft RFC) 1646 

RADIUS authentication and authorization (revised RFC) 1812 

RADIUS accounting (revised draft RFC) 1813 

TACACS+ AAA 

Replication and RD~MS synchronization 

Cisco Secure ACS remote logging 

Cisco Secure ACS distributed logging (appliance only) 

Hypertext Transfer Protocol (HTTP) administrative access (at login) 

Administrative access (after login) port range 

1. ACS assigns unique port number from the range to each administration session 

Cisco Systems. Inc. 
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Q. What is the hardware platform specification for Cisco Secure ACS Solution Engine? 

A. Cisco Secure ACS Solution Engine is a security-hardened Cisco Secure ACS server in a dedicated 1-RU box with 

the following configuration: 

• Intel ISP 1100 motherboard with a 2.66-GHz Pentium 4 processar 

• 1GB ofRAM 

• Two built-in 10/100 Ethemet controllers 

• 40-GB IDE hard drive 

• qne floppy drive 

• · One CD-ROM drive 

Q. How does Cisco Secure ACS Solution Engine authenticate to Windows domains? 

A. In general, to authenticate Windows NT 4.0 or Active Directory domain users, you must establish a Windows 

member or domain controller trust relationship. Since Cisco Secure ACS Solution Engine does not run the necessary 

Windows server services to establish this trust, an externai Cisco Secure ACS remote agent is provided with the 

appliance solution, allowing the trust relationship to be established. The Cisco Secure ACS remote agent can be 

installed on member servers, domain controllers, or backup domain controllers. NOTE: The best practice isto instai! 

the remote agent on a full Domain Controller (DC), as this would allow it to perform its authentication functions 

with the least extra configuration requirements. 

Q. What is the main purpose of the Cisco Secure ACS remo te agent? 

A. The Cisco Secure ACS remote agent has dual roles-it enables authentication against Windows domains, and it 

allows remote logging capabilities of user accounting records. 

Q. What operating systems can the Cisco Secure ACS remote agent be installed on? 

A. The Cisco Secure ACS remote agent can be installed on a Windows 2000 server {Windows Domain Controller 

o r Member Serve r supported). A Solaris version o f Cisco Secure ACS will be provided in the future for Sun Solaris 

installations. Please refer to the Cisco Secure ACS remote agent installation guide for the exact operating system 

versions and service packs supported. 

Q. Can a Cisco Secure ACS remote agent and Cisco Secure ACS Windows coexist on the same server? 

A. No. The Cisco S~cure ACS remote agent cannot be installed on a server that already has Cisco Secure ACS 

Windows installed. 

Q. Can. a solution engine be configured to use severa! remo te agents? 

A. Yes. A solution engine can be configured to use one or more agents. There is no restriction that the same agent 

be used for Windows services and logging services. For Windows services, an appliance can point to a primary and 

backup agent, in the event that the primary agent is unavailable. 

Q. Can a Cisco Secure ACS remote agent be shared with multiple solution engines? 

A. Yes. The Cisco Secure ACS remote agent can be shared with multiple solution engines. There is no hard limit to 

the number o f Cisco Secure ACS solution engines that can share a single remo te agent, but Cisco will support 

configurations with up to five solution engines sharing a single Cisco Secure ACS remo te agent. I f use r accounting 

records from multiple Cisco Secure ACS solution engines need to be consolidated and centralized, it is desired that 

{ ali these solution engi nes share a single Cisco Secure ACS remote agent. 

Cisco Systems. Inc. 
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Q. Can I perform locallogging on Cisco Secure ACS Solution Engine instead o f using the remo te logging capability 

of the Cisco Secure ACS remo te agent? 

A. Yes. However, locallogging on Cisco Secure ACS Solution Engine is constrained in size, forcing log files to be 

recycled after seven days. The Cisco Secure ACS remate agent provides full , unconstrained logging capability to a 

remote server. 

Q. Are there any differences in the type ofWindows databases supported by the Cisco Secure ACS remote agent and 

the ones supported by Cisco Secure ACS Windows? 

A. I'J.o. The Cisco Secure ACS remote agent supports the same Windows data bases supported by Cisco Secure ACS 

Windows. 

Q. What 802.1X authentication types does the Cisco Secure ACS remate agent support? 

A. The Cisco Secure ACS remate agent supports the same 802.1X authentication types available on Cisco Secure 

ACS for Windows. This includes Extensible Authentication Protocol (EAP)-MD5, EAP-TLS, EAP Cisco Wireless, 

LEAP. PEAP-EAP-GTC, and PEAP-EAP-MSCHAPv2. 

Q. Can a Cisco Secure ACS remote agent be provisioned for Cisco Secure ACS for Windows? 

A. No. In its initial release, the Cisco Secure ACS remote agent only operates with Cisco Secure ACS Solution 

Engine. No communication is possible between a Cisco Secure ACS remote agent anda Cisco Secure ACS service on 

Windows. However, this limitation does not prevent Cisco Secure ACS Windows and Cisco Secure ACS Solution 

Engine from operating in the same network environment. 

Q. What happens to the standard HTML reports on the solution engine? Do they stay the same? 

A. In general, these reports stay the same. The solution engine reports will be constrained in size with no support 

for multi pie rolled over files. The Cisco Secure ACS remote agent will provide full, unconstrained report capability 

on a remote FTP server. 

Q. What happens with third-party software tools, such as backup services from Legato? 

A. Cisco Secure ACS Solution Engine is a standalone, dedicated box for running Cisco Secure ACS. There are no 

interfaces or abilities to add third-party software of any kind to the box. Cisco will investiga te third-party 

extensibility, but at present, nothing can be installed on the Cisco Secure ACS Solution Engine other than Cisco 

Secure ACS images ànd patches downloaded via FTP. For Cisco Secure ACS backup, Cisco will create an export file 

that is automatically exported to an externai FTP server. Backup tools can be installed and used to backup the 

externai server. 

Q. Can I run Cisco Secure ACS in "mixed mode" (forexample, run instances ofthe Cisco Secure ACS Windows and 

additional instances of Cisco Secure ACS Solution Engine)? 

A. Yes. Cisco will support environments using both Cisco Secure ACS Windows and Cisco Secure ACS Solution 

Engine. 

Q. How is Cisco Secure ACS replication affected with the introduction of Cisco Secure ACS Solution Engine? 

A. Cisco Secure ACS replication functions will remain unchanged with the introduction o f Cisco Secure ACS 

Solution Engine. Replication between Cisco Secure ACS Solution Engine and Cisco Secure ACS Windows, as well as~1 

replication among Cisco Secure ACS solution engines, will be supported with no impact on any of the solution 

engines or Windows configurations. 
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Q. Are there any restrictions on whether Cisco Secure ACS Windows or Cisco Secure ACS Solution Engine can be a 

master database in a replicated configuration? 

A. No. Cisco Secure ACS Windows or Cisco Secure ACS Solution Engine can be the master databases replicating to 

Cisco Secure ACS Windows slaves, Cisco Secure ACS Solution Engine slaves, or both Windows and solution engine 

slaves at the same time. 

Q. Are there any changes to single logon and password aging capabilities in Cisco Secure ACS Solution Engine? 

A. No. With the appropriate Windows or domain controller trust relationships established with the Cisco Secure 

ACS remote agent, single logon and password aging capabilities remain unchanged from Cisco Secure ACS Windows 
• version. 

Q. How scalable is a Cisco Secure ACS Solution Engine? 

A. The Cisco Secure ACS Solution Engine follows, as a minimum, the same scalability performance as a 

Windows-based Cisco Secure ACS server. Cisco Secure ACS guidelines and performance analysis shows that each 

Cisco Secure ACS server can support anywhere from 20,000 to 80,000 users per server, and can scale to support in 

excess of 10,000 devices, depending on configuration, platform, and usage scenarios. The real challenge in scaling a 

user access contrai framework is on the back end. Linked to a high-performance back-end database such as Oracle 

or Sybase, Cisco has deployed Cisco Secure ACS for Windows 2000 and NT in clustered deployments into customers 

with hundreds of thousands of user records. 

Q. What Cisco Secure ACS Solution Engine features enhance Cisco Secure ACS reliability and remate management? _...~) 
A. The operating system is configured to automatically reboot on system crash. The serial console service is 

configured to automatically restart if it fails . Cisco Secure ACS software implements the monitor that will restart 

Cisco Secure ACS services if they fail. The solution engine also provides a remate administrator command line 

interface (CLI). The CLI supports both serialline and Telnet connections, and the Cisco Secure ACS service can be 

reimaged, reloaded, upgraded, and rebooted remotely from the CLI interface. 

Q. What support is there for LDAP? 

A. Support for LDAP on the appliance is identical to present support from the Cisco Secure ACS Software version. 

Cisco Secure ACS supports user authentication against records kept in a directory server through LDAP. Cisco Secure 

ACS supports the most popular directory servers, including Novell and Netscape LDAP Servers, through a generic 

LDAP interface. 

Q. Will Cisco Secure ACS Solution Engine allow "single login" for Windows networking? 

A. Yes. ·Cisco Secure ACS can be set up so that a user will only need to enter a user name and password once. This 

is considered a "single login." The Cisco Secure ACS remote agent is required to be installed on a Windows network 

server with the necessary trust relationships to the domain defined. 

Q. Does Cisco Secure ACS support OTP and token systems? 

A. Yes. Cisco Secure ACS can be configured to communicate with token solutions from ActiveCard, Cryptocard , 

PassGo Technologies, RSA Data Security, Secure Computing, and Vasco. Cisco Secure ACS Solution Engine includes 

a generic RADIUS interface for expanding OTP coverage to new vendors. Any OTP vendar that provides an 

RFC-compliant RADIUS interface should work with Cisco Secure ACS Solution Engine. 
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Q. What's new in Cisco Secure ACS Version 3.2 for access contrai functions and features? 

A. Cisco Secure ACS Version 3.2 is a minor update to Cisco Secure ACS Version 3.1. It adds the following main 

features: 

• Cisco Secure ACS Solution Engine support 

• EAP-MSCHAPv2 support within the Protected EAP (PEAP) framework (used for both wireless and wired 

environments) 

• Machine-based authentication (through EAP-TLS and EAP-MSCHAPv2) 

• P.fAP authentication against the internai Cisco Secure ACS database 

• · EAP-TLS authentication against ODBC data bases 

• EAP-TLS session resume support 

• Accounting support for Cisco Aironet® clients 

• LDAP multithreading 

• Downloadable access controllists (ACLs) for VPN solutions 

Please refer to the Cisco Secure ACS Version 3.2 data sheet for more information about the features and functions 

introduced in this release. 

Q. How is Cisco Secure ACS Solution Engine Version 3.2 licensed? 

A. Cisco Secure ACS Solution Engine is licensed per server, with unlimited ports, users, and network access servers. 

The following solution engine packages will be available for ordering. For exact part numbers, refer to the Cisco 

Secure ACS Version 3.2 product bulletin at: http://www.cisco.com/go/acs 

• Cisco Secure ACS Solution Engine Version 3.2 

• Cisco Secure ACS Solution Engine upgrade package-Used for upgrading from software versions of Cisco Secure 

ACS 3.x or Cisco Secure ACS for UNIX to Cisco Secure ACS Solution Engine Version 3.2 

Note: The Cisco Secure ACS Solution Engine upgrade package can be ordered when customers have deployed 

Cisco Secure ACS for Windows or Cisco Secure ACS for UNIX in their networks and want to upgrade to the solution 

engine version. Please refer to the Cisco Secure ACS Solution Engine user guide and release notes for supported 

upgrade paths. Current Cisco Secure ACS software maintenance entitlements do not provide a free upgrade to the 

Cisco Secure ACS Sólution Engine. 

Q. Can I upgrade to Cisco Secure ACS Version 3.2 from older software versions of Cisco Secure ACS? 

A. Yes .. A detailed upgrade procedure will be available to guide you through the required steps to complete an 

upgrade to Cisco Secure ACS Solution Engine. Please refer to the Cisco Secure ACS Solution Engine user guide for 

more information about the supported upgrade procedure. 

Q. Can I purchase or license a backup solution engine? 

A. No. An additional Cisco Secure ACS Solution Engine must be purchased as a separare Cisco Secure ACS server 

license to be used for recovery and .backup purposes. Cisco Secure ACS servers can be run as recovery or failover 

servers. Because Cisco Secure ACS is a central control service in your network, Cisco highly recommends that 

customers configure a backup server for failover and recovery. 
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Q. Does Cisco Secure ACS Solution Engine operating system need to be updated when upgrading the Cisco Secure 

ACS firmware? 

A. No. Future Cisco Secure ACS image upgrades are applied to Cisco Secure ACS Solution Engine without updating 

or modifying the underlying Cisco Secure ACS Solution Engine operating system. 

Q. Do I need to patch the solution engine with newer operating system releases. or patches? 

A. No. Ali operating system software updates and patches are handled by Cisco Secure ACS Solution Engine 

upgrades performed by Cisco. Any operating system patch that requires changes to Cisco Secure ACS Solution 

Engine will be provided in a new upgrade/patch. 

Q:Can Cisco Secure ACS Solution Engine software be upgraded remotely from a CD-ROM? 

A. Yes. Cisco Secure ACS Solution Engine supports remo te upgrades from CD-ROM without any FTP server posting 

requirements. 

Q. Can Cisco Secure ACS Solution Engine support software image rollback during patch update verification? 

A. Yes. Cisco Secure ACS Solution Engine can roll back to previously installed software when a software patch has 

been applied. This capability is used for debugging and verification purposes. 

Q. What is the status of Cisco Secure ACS for UNIX? 

A. Cisco Secure ACS for UNIX is expected to be discontinued, at which point an end-of-life, end-of-sale (EOL/EOS) 

announcement will be made. Cisco will support ali existing customers and provide smooth migration paths as the 

·~ 
) 

new platforms become available. The EOLIEOS date has not been determined, but Cisco will provide customer ·, ./ 

support for Cisco Secure ACS for UNIX customers for a period no shorter than 24 months after the EOL!EOS date. 

At present, no new features or releases are planned for Cisco Secure ACS for UNIX and only criticai, Priority 1 bugs 

will be addressed. 

Q. Can I use my current Cisco Secure ACS Windows maintenance contract to get support on Cisco Secure 

ACS Solution Engine? 

A. No. Separate hardware and software contracts need to be purchased for maintenance support on Cisco Secure 

ACS Solution Engine. Please refer to refer to the Cisco Secure ACS Version 3.2 product bulletin for more information. 

http:// www.cisco.com/go/acs 

Q. How can I obtairl a demo of Cisco Secure ACS Solution Engine? 

A. Please contact your Cisco account manager, who will be able to arrange for a limited time demo of Cisco Secure 

ACS Solution Engine. 

Q. Where can I find more information on Cisco Secure ACS? 

A. For additional product information, visit: http://www.cisco.com/go/acs 

For additional information or questions, please send e-mail to the Cisco Secure ACS product marketing group at 

ACS-MKT@cisco.com. 
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. Supported and lnteroperable 
Devices and Software T ables for 
Cisco Secure ACS Appliance 
version 3.2 

Revised: July 8, 2003 

' . ... 

Because the number of devices that Cisco Secure ACS Appliance version 3.2 
interoperates with runs into the hundreds, this device list differs significantly from 
those o f other Cisco products with which you may be familiar. This document lists 
supported devices and software, that is, those that we have tested against. 
However, this document also lists devices and software programs that are, to the 
best o f our knowledge, interoperable. Of the hundreds o f devices and software 
programs that Cisco Secure ACS Appliance version 3.2 interoperates with, Cisco 
officially supports only those that have been tested. 

For detail~ regarding other limitations and known problems see Release Notes for 
CiscoSecure Access Contra/ Server Appliance Version 3.2. On Cisco.com, you 
can find the latest version all documentation by selecting Products & Services > 
Security and VPN Software > Cisco Secure Access Control Server Appliance 
> Technical Documentation. 
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With regard to third-party RADIUS and TACACS+ clients, Cisco Secure ACS 
Appliance fully interoperates with devices that adhere to the governing protocols. 
Also, support for RADIUS and TACACS+ functions depends on device-specific 
implementation. On a given device, TACACS+ may not be available for user 
authentication and authorization. Likewise, RADIUS may not be available for 
administrative authentication and authorization. 

For RADIUS these include the following RFCs: 

• RFC 213~- Remote Authentication Dia I In User Service (RADI US) 

RFC 2139- R ADI US Accounting 

• RFC 2865- Remate Authentication Dial In User Service (RADIU S) 

• RFC 2866- RADIUS Accounting 

RFC 2867- RADIUS Accounting ror Tunnel Protocol Support 

RFC 2868 - RADI US Attributes ror Tunnel Protocol Suppon 

• RFC 2869- RADI US Extensions 

For details regarding the implementation ofvendor-specific attributes (VSAs), see 
User Guidefor Cisco Secure ACS Appliance Version 3.2. 

Cisco Secure ACS Appliance conforms to the TACACS+ protocol as defined by 
Cisco Systems in draft 1. 77 . 

The following tables show the devices and software that Cisco Secure ACS 
Appliance supports or with which it interoperates: 

• Table I, Web Browsers 

• Table 2, Device Operating Systems 

• Table 3, Routers 

• Table 4, Ac~ess' bevices/ Universal Gateways 

• Table 5, Cable Devices 

• Table 6, Contenl Networking Devices 

• Table 7, Security and VPN Dev ices 

• Table 8, Storage Networking Devices 

• Table <J, Switches 

• Table 10, Cisco Aironet Sonware (Access Points for Wireless LAN) 

• Table II, CiscoWorksVMS 
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lãble 1 

Program 

Tablc 12, PK 1/Ccrt i fi cate Scrvcrs 

Tahle 13, Token Servcrs 

Tablc 14, LDAP Scrvcrs 

• Tablc 15, User Databascs 

• Tahl e I ó, Proxy Support 

You can find information about new device support at Cisco.com, 
hltp :l /www.cisco.co m. 

A·· 

To ensure full capabilities, the clients you deploy to interoperate with Cisco 
Secure ACS Appliance should use the most recent operating systems available. 
Nonetheless, Tab le 2 provides details on the minimum acceptable client operating 
system versions. 

Web Browsers1 

Versions Notes 

Microsoft Internet Explorer 5.5 for Microsoft Windows- English Tested 
Language version 

6.0 for Microsoft Windows- English 
Language version 

Tested 

Netscape 7.0 for Microsoft Windows- English Tested 
Language version 

7.0 on Solaris 2.7- English Language Tested 
verswn 

1. To use a web browser to access the Cisco Secure ACS HTML interface, you must enable both Java and JavaScript 
in the browser. Also, the web brow~_er mu~t not be configured to use a proxy server. 

( 
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1ãble2 Oevice Operating Systems 

Operating System Minimum Version Notes 

lOS 11.2 For full RADIUS support 

CATOS 7.2 Cisco products-and other third-party 
products that are RFC compliant-will 
work with Cisco Secure ACS even when 
running earlier versions of CAT OS. 

• However, full functionalíty, including the 
802.1x VLAN assignment, is supported 
only when the listed version is used. 

1ãble3 Routers -- } 

Series Notes 

Cisco 1400 End of life (EOL) status 

Cisco 1600 RADIUS and TACACS+ interoperability 

Cisco 1700 Tested with lOS 12.2(8) 

RADIUS and TACACS+ interoperability 

Cisco 2500 EOL status 

Cisco 2600 RADIUS and TACACS+ interoperabílity 

Cisco 3600 RADIUS and TACACS+ interoperability 

Cisco 3700 Tested with lOS 12.2 

RADIUS an? TACACS+ interoperability 

Cisco 7100 RADIUS and TACACS+ interoperability 

Cisco 7200 Tested with lOS 12.2 ' ) 
RADIUS and TACACS+ interoperabilíty 

Cisco 7300 RADIUS and TACACS+ interoperability 

Cisco7400 RADIUS and TACACS+ interoperability 

Cisco 7500 RADIUS and TACACS+ interoperability 

iance version 3.2 
OL-4349-02 



Tab/e3 Routers (continued) 

Cisco 10000 RADIUS interoperability 

Cisco 10720 RADIUS and TACACS+ interoperability 

Table 4 Access Oevices/Universal Gateways 

Series Notes 

6400 Series RADIUS and TACACS+ interoperability 

AS5350 Series RADIUS and TACACS+ interoperability 

( 15400 Series Tested with IOS12.2(7c) 

RADIUS and TACACS+ interoperability 

AS5850 Series RADIUS and TACACS+ interoperability 

DSL Series I 6015, 6100, 6130, 6160, 6260 RADIUS and TACACS+ interoperability 

MGX Series I 8220, 8250, 8800, 8950 TACACS+ interoperability 

Table 5 Cable Oevices 

Devices Notes 

uBR7100 Tested with lOS 12.2BC 

RADIUS and TACACS+ interoperability 

uBR7200 EOL status 

TACACS+ interoperability 
( 

Table G Content Networking Oevices 

Series I Devices Notes 

CE7300 I CE 7320 Tested with ACNS 4.2 

RADIUS and TACACS+ interoperability 

version 3.2 
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lãble 6 Content Networking Devices (continued) 

Series I Devices Notes 

CDM4600 I CDM4630, CDM4650 RADlUS and TACACS+ interoperabi1ity 

4400 Content Routersl CR4430 Tested with ACNS 4.2 

RADlUS and TACACS+ interoperabi1ity 

Tãble 7 Security and VPN Devices 

Series I Devices 

3000 Series Concentrator I 
3005,3015,3030,3060,3080 

PlX 500 Series Firewall I 
501,506E,515,515E,525,535 

5000 Series Concentrator 

Notes 

Tested with 3015 

RADlUS and TACACS+ interoperability 

Tested with 515 and PlX OS v6.3 

RADlUS and TACACS+ interoperability 

EOL status 

lãbleB Storage Networking Devices 

Series Devices Supported Notes 

MDS 9000 MDS 9216, MDS9509 RADlUS interoperabi1ity 

(TACACS+ support in future release) 

7ãble9 Switches 

Se,ries I Devices Notes 

Catalyst 295013550 Tested with 3550 and lOS 12.1(12)EA1 

RADlUS and TACACS+ interoperabi1ity 

Cata1yst 400014500 Tested with Cat4503, CatOS 7.5, and lOS 12.1 

RADlUS and TACACS+ interoperabi1ity 

;. 

I ~ J 
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Tãble 9 Switches (continued) 

Series I Devices 

Catalyst 5000 

Catalyst 6500 

Notes 

EOL status 

Tested with C atOS 7.5, and lOS 12.1 

RADIUS and TACACS+ interoperability 

13ble 10 • Cisco Aironet Software (Access Points for Wireless LAN) 

Series 

-() 

AP1100 

AP1200 

Notes 

RADIUS interoperability 

RADIUS interoperability 

Tested with Aironet 11.23 

RADIUS interoperability 

13b/e 11 CiscoWorks VMS 

Series Devices Supported 

IOS/Router MC Version 1.1 

PIXMC Version 1.1 

IDSMC Version 1.1 

LMS - ·, 

_ .. m Version 1.7 

WLSE -

13ble 12 PKI/Certificate Servers 

Platform Versions 

Notes 
' 

TACACS+ interoperability 

Tested with VMS2.1 

TACACS+ interoperability 

TACACS+ interoperability 

TACACS+ interoperability (future release) 

TACACS+ interoperability 

TACACS+ interoperability (future release) 

Notes 

Microsoft CA Certificate Server Windows 2000 

Windows 2000 with SP3 

Tested 

t!JS6 
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Tãble 12 PKI/Certificate Servers (continued) 

Entrust PKI Version 6.0 

Verisign Onsite Version 5.0 

Tãble 13 Token Servers 1 

Platform Versions Client Requirement Notes 

ActivCard Server • Version 3.1 - -

CRYPTOCard CRYPTOAdmin Version 5.16 - -

PassGo Defender Version - -

4.1.3 

RSA ACE/Server Version 5.1 - Tested 

Safeword Premier Access Version 31. - -

Vasco Vacman Server Version - -

6.0.2 

1. Cisco Secure ACS Appliance uses a RADIUS interface to support ali token servers. For more information, see C hangcs tu 
Tuken Scrver Suppon. 

Tãble 14 lDAP Servers 

Platform Versions Notes 

SunONE Identity Server Version 5.1 Tested with Windows 2000 Active 

(Formerly iPlanet Directory) Directory with Windows Service 

' 
Pack 3 

Novell NetWare Directory Version 6.0 Tested 
Services (NDS) 

Novell eDirectory Version 8.6 Tested 

Tãble 15 User Databases1 

Platform Version Requirement 

SAM on Windows 2000 Tested with Service Pack 3 

OL-4349-02 
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lãble 15 User Databases1 (continued) 

AD on Windows 2000 - -

SAM on Windows NT 4.0 - -

LDAP Generic -

Novell NetWare Directory Version 6.0 Tested with eDirectory v.8.6 and Novell 
Services (NDS) Client 4.83 SP2 for Windows NT 4.0, 

Windows 2000, and Windows XP 

LEAP Proxy RADIUS servers - -

I. See also Tablc 13. 

( '. 
lãble 16 Proxy Support 

Platform Versions Notes 

Cisco Secure ACS 2.4 or later -

Funk Steel Belted Radius Enterprise Edition -

version 3.2 
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Preface 

This VPN C/ient User Guide tells you how to insta!!, use, and manage the Cisco VPN Client with Cisco 
Systems products. 

This guide is for users o f remo te clients who want to set up virtual private network (VPN) connections 
to a central site. Network administrators can also use this guide for inforrnation about configuring and 
managing VPN connections for remate clients. We assume that you are familiar with the Windows 
platforrn and know how to use Windows applications . A network administrator should be familiar with 
Windows system configuration and management and know how to install, configure, and manage 
internetworking systems. For inforrnation specific to a network administrator, see VPN Client 
Administrator Guide . 

Organization 
This guide is organized as follows: 

Chapter Title Description 

Chapter I Understanding the Cisco VPN Explains briefly what the VPN Client is and how 
Client it works . 

Chapter 2 Installing the VPN Client Tells you how to install the VPN Client. 

Chapter 3 Configuring the VPN Client Tells you how to configure the VPN Client, 
including setting optional parameters. 

Chapter 4 Connecting to a Private Network Tells you how to connect to a private network 
using the VPN Client and an Internet connection; 
shows how to get status information on your 
connection, and how to use auto initiation . 

Chapter 5 Managing the VPN Client Tells you how to manage VPN Client connections, 
upgrade or uninstall VPN Client software, 
reconfigure the VPN Client automatically, use the 
Log Viewer application and set up special features 
such as Start Before Logon. 
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Title Description 

Enrolling and Managing 
Certificares 

Tells you how to obtain digital certificares to use 
for authentication and how to manage these 
certificares on your system. 

Appendix A Copyrights and Licenses Provides copyright and license information for 
software that the VPN Client uses. 

Terminology 
In this user guide, the term Cisco VPN device refers to the following Cisco products : 

• Cisco VPN 3000 Series Concentrator 

• Cisco Secure PIX Firewall devices 

• lOS platform devices, such as the Cisco 7100 Series Routers 

Related documentation 
The VPN Client includes an extensive online HTML-based help system that you can access through a 
browser in severa! ways: 

• Click the Help icon on the Cisco Systems VPN Client programs menu 
(Start > Programs > Cisco Systems VPN Client > Help). 

• Press Fl while using the applications. 

• Click the Help button on screens that include it. 

The VPN Client Administra for Guide tells a network administrator how to : 

• Configure a VPN 3000 Concentrator for severa! specific features : 

- Configure a VPN 3000 Concentrator for remote access users 

- Configure VPN Client firewall policy on a VPN 3000 Concentrator 

- Notify remote users of a client update 

- Set up Local LAN Access for the VPN Client 

- Configure the VPN Concentrator to update VPN Client backup servers 

- Set up the VPN Concentrator and the VPN Client for NAT Transparency 

- Configure Entrust Entelligence for the VPN Client 

- Set up authentication using Smart Cards. 

• Automate remote user profiles 

• Configure auto initiation 

• Use the VPN Client command-Iine interface 

• Customize the VPN Client software (text, icons and installation) 

• Use the SetMTU application 

• Obtain troubleshooting information 

• Work with Microsoft Windows Installer 

VPN Client Use r Guide for Windows 
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Thc VPN Client guides are provided on the Cisco VPN 3000 Concentrator's s·o·ft"Y~~e distribut1 L -
CD-ROM in PDF format. To view the latest version on the Cisco Web si te, go to the following site an 
click VPN Client. 

http: //www.cisco.com/univercd/cc/td/doc/product/vpn/ index.htm. 

VPN 3000 Series Concentrator Documentation 

The VPN 3000 Concentrator Series Getting Started guide explains how to unpack and install the VPN 
Concentrator, and how to configure the minimal parameters. This is known as Quick Config. 

The VPN 3000 Series Concentrator Reference Volume!: Configuration explains how to start and use the 
VPN Concentrator Manager. lt details the Configuration screens and explains how to configure your 
device beyond the minimal parameters you set during quick configuration. 

The VPN 3000 Series Concentrator Reference Volume!!: Administration and Monitoring provides 
guidelines for administering and monitoring the VPN Concentrator. lt explains and defines ali functions 
available in the Administration and Monitoring screens ofthe VPN Concentrator Manager. Appendixes 
to this manual provide troubleshooting guidance and explain how to access and use the alternare 
command-line interface. 

The VPN Concentrator Manager also includes online help that you can access by clicking the Help icon 
on the toolbar in the Manager window. 

Other useful books, articles, and websites include: 

• Dictionary o f lnternetworking Terms and Acronyms. Cisco Press: 200 I 

• Kosiur, Dave. Building and Managing Virtual Private Networks. Wiley: 1998. 

• Sheldon, Tom. Encyclopedia ofNetworking. Osborne/McGraw-Hill : 1998. 

• www. ietf. org for Internet Engineering Task Force (IETF) Working Group drafts on IP Security 
Protocol (IPSec). 

Conventions 

78-14738-01 

This document uses the following conventions: 

Convention 

boldface font 

italic font 

screen font 

boldface screen 

font 

Description 

User actions and commands are in boldface. 

Arguments for which you supply values are in italics . 

Terminal sessions and information the system displays 
are in screen font. 

Information you must enter is in boldface screen font. 

VPN Client User G 
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Caution 

Data Formats 
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Preta c e 

Notes use the following conventions : 

Means reader take note. Notes conta in helpful suggestions or references to material not 
covered in the publication . 

Cautions use the following conventions: 

Means reader be careful. Cautions alert you to actions or conditions that could result in 
equipment damage or loss of data. 

As you configure and manage the system, enter data in the following formats unless the instructions 
indicate otherwise: 

Type of Data Format 

IP Addresses IP addresses use 4-byte dotted decimal notation (for example, 
192. 168 .12. 34); as the example indicates, you can omit leading zeros in a byte 
position. 

Subnet Masks and Subnet masks use 4-byte dotted decimal notation (for example, 
Wildcard Masks 255.255 . 255. o). Wildcard masks use the same notation (for example, 

o. o. o. 255 l; as the example illustrates, you can omit leading zeros in a byte 
position. 

MAC Addresses MAC addresses use 6-byte hexadecimal notation (for example, 
00 . 10.5A.1F . 4F.07). 

Hostnames Hostnames use legitima te network hostname or end-system name notation (for 
example, VPN01 l. Spaces are not allowed. A hostname must uniquely identify 
a specific system on a network. 

Text Strings Text strings use upper- and lower-case alphanumeric characters. Most text 
strings are case-sensitive (for example, simon and Simon represent different 
usemames). In most cases, the maximum length oftext strings is 48 
characters. 

Port Numbers Port numbers use decimal numbers from o to 6 55 35 . No commas or spaces are 
permitted in a number. 

VPN Client Use r Guide for Windows 
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Obtaining Documentation 
'· 

These sections explain how to obtain documentation from Cisco Systems. 

World Wide Web 

You can access the most current Cisco documentation on the World Wide Web at this URL: 

http ://www.cisco.com 

Translated documentation is available at this URL: 

http :/ /www. cisco. com/publ ic/coun tries_l anguages.sh tm I 

Documentation CD-ROM 

Cisco documentation and additional literature are available in a Cisco Documentation CD-ROM 
package, which is shipped with your product. The Documentation CD-ROM is updated monthly and may 
be more current than printed documentation. The CD-ROM package is available as a single unit or 
through an annual subscription. 

Ordering Documentation 

You can arder Cisco documentation in these ways: 

• Registered Cisco.com users (Cisco direct customers) can arder Cisco product documentation from 
the Networking Products MarketPlace: 

http: //www.cisco.com/cgi-bin/order/order_root.pl 

• Registered Cisco.com users can order the Documentation CD-ROM through the online Subscription 
Store: 

http ://www.cisco.com/go/subscription 

• Nonregistered Cisco.com users can arder documentation through a local account representative by 
calling Cisco Systems Corporate Headquarters (Califomia, U.S.A.) at 408 526-7208 or, elsewhere 
in North America, by calling 800 553-NETS (6387). 

Documentation Feedback 

78-14738-01 

You can submit comments electronically on Cisco.com. In the Cisco Documentation home page, click 
the Fax or Email option in the "Leave Feedback" section at the bottom o f the page. 

You can e-mail your comments to bug-doc@cisco.com . 

You can submit your comments by ma i! by using the response card behind the front co ver o f your 
document or by writing to the following address: 

Cisco Systems 
Attn: Document Resource Connection 
170 West Tasman Drive 
San Jose, CA 95134-9883 
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e appreciate your comments. 

Obtaining Technical Assistance 

Cisco.com 

Cisco provides Cisco.com as a starting point for ali technical assistance. Customers and partners can 
obtain online documentation, troubleshooting tips, and sample configurations from online tools by using 
the Cisco Technical Assistance Center (TAC) Web Site. Cisco.com registered users have complete 
access to the technical support resources on the Cisco TAC Web Site. 

Cisco.com is the foundation of a suíte of interactive, networked services that provides immediate, open 
access to Cisco information, networking solutions, services, programs, and resources at any time, from 
anywhere in the world. 

Cisco.com is a highly integrated Internet application and a powerful, easy-to-use tool that provides a 
broad range o f features and services to help you with these tasks: 

• Streamline business processes and improve productivity 

• Resolve technical issues with online support 

• Download and test software packages 

• Order Cisco leaming materiais and merchandise 

• Register for online skill assessment, training, and certification programs 

Ifyou want to obtain customized information and service, you can self-register on Cisco.com. To access 
Cisco.com, go to this URL: 

http: //www.cisco.com 

Technical Assistance Center 

MJPM 

The Cisco Technical Assistance Center (TAC) is available to ali customers who need technical assistance 
with a Cisco product, technology, or solution. Two leveis o f support are available: the Cisco TAC 
Web Site and the Cisco TAC Escalation Center. 

Cisco TAC inquiries are categorized according to the urgency o f the issue : 

• Priority level4 (P4)-You need information or assistance concern ing Cisco product capabilities, 
product installation, or basic product configuration. 

• Priority levei 3 (P3 )-Your network performance is degraded. Network functionality is noticeably 
impaired, but most business operations continue. 

• Priority leve i 2 (P2)-Your production network is severely degraded, affecting significant aspects 
o f business operations. No workaround is availab le. 

• Priority levei I (P I)-Your production network is down, anda criticai impact to business operations 
will occur i f service is not restored quickly. No workaround is ava ilab le. 

The Cisco TAC resource that you choose is based on the priority of the problem and the conditions o f 
service contracts, when applicable . 

VPN Client Use r Guide for Windows 
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Cisco TAC Web Site 

You can use the Cisco TAC Web Site to resolve P3 and P4 issues yourself, saving both cost and time. 
The si te provides around-the-clock access to online tools, knowledge bases, and software . To access the 
Cisco TAC Web Site, go to this URL: 

http: //www.cisco.com/tac 

Ali customers, partners, and resellers who have a valid Cisco service contract have complete access to 
the technical support resources on the Cisco TAC Web Site. The Cisco TAC Web Site requires a 
Cisco.com login ID and password. I f you h ave a valid service contract but do not h ave a login ID o r 
password, go to this URL to register: 

http :/ /www.c isco. com/register/ 

I f you are a Cisco.com registered user, and you cannot resolve your technical issues by using the Cisco 
TAC Web Site, you can open a case online by using the TAC Case Open tool at this URL: 

http: //www.cisco.com/tac/caseopen 

Ifyou have Internet access, we recommend that you open P3 and P4 cases through the Cisco TAC 
Web Site. 

Cisco TAC Escalation Center 

78-14738-01 

The Cisco TAC Escalation Center addresses priority levei I or priority levei 2 issues. These 
classifications are assigned when severe network degradation significantly impacts business operations. 
When you contact the TAC Escalation Center with a Pl or P2 problem, a Cisco TAC engineer 
automatically opens a case. 

To obtain a directory o f toll-free Cisco TAC telephone numbers for your country, go to this URL: 

http: //www.cisco.com/warp/public/687/Directory/DirTAC.shtml 

Before calling, please check with your network operations center to determine the levei ofCisco support 
services to which your company is entitled: for example, SMARTnet, SMARTnet Onsite, or Network 
Supported Accounts (NSA). When you call the center, please have available your service agreement 
number and your product serial number. 
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CHAPTER 1 
Understanding the Cisco VPN Client 

The Cisco VPN Client for Windows (referred to in this user guide as VPN Client) is a software program 
that runs on a Microsoft® Windows®-based PC. The VPN Client on a remote PC, communicating with 
a Cisco Easy VPN serve r on an enterprise network or with a service provi der, creates a se cure connection 
o ver the Internet. Through this connection you can access a priva te network as i f you were an on-site 
user. Thus you have a Virtual Private Network (VPN). The server verifies that incoming connections 
have up-to-date policies in place before establishing them. Cisco IOS, VPN 3000 Series Concentrators, 
and PIX central-site servers can all terminate VPN connections from VPN Clients. 

As a remote user (low speed or high speed), you first connect to the Internet. Then you use the VPN 
Client to securely access private enterprise networks through a Cisco VPN server that supports the VPN 
Client. 

The VPN Client comprises the following applications, which you select from the Programs menu: 

Figure 1-1 VPN Client Applications as lnsta//ed by lnstai/Shield 

(ê!1 Accessories ., 
(ê!1 S lartup ., 
M Command Prompt 

IJ Internet E xplorer 

liJ Windows NT Explorer 

~ Administrative T ools (Common) ., 
~ C1sco Syslems VPN Chent • 

~ Network ICE 

® Paint Shop Pro 6 

® Startup 

c~ winZip 

@j Certificate M anager 

I! Help 

ê® Log Viewer 

~ SetMTU 

g!! Uninstall VPN Oient 

~ VPN Dialer 

In logical o r der o f use, the applications are as follows: 

• Help-Displays an online manual with instructions on using the applications. 
• VPN Dialer-Lets you configure connections to a VPN server and lets you then start your 

connections. 
• Certificate Manager- Lets you enroll for certificates to authenticate your connections to VPN 

servers. 

• Log Viewer-Lets you display events from the log. 
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Chapter 1 Understanding the Cisco VPN Client 

• Uninstall VPN Client-Lets you safely remove the VPN Client software from your system and 
retain your connection and certifica te configurations. 

~ .. 
Note There are two ways to install the VPN Client: through the InstaliShield wizard or through the 

Microsoft Insta !ler. If you insta !I the VPN Client through the Microsoft Insta !ler, the Programs 
menu shown in Figure 1-1 does not contain the Uninstall application. 

• SetMTU-Lets you manually change the size ofthe maximum transmi ssion unit (see the VPN Client 
Administrator Guide, Chapter 6.) 

How the VPN Client Works 
The VPN Client works with a Cisco VPN server to create a secure connection, called a tunnel, between 
your computer and the private network. lt uses Internet Key Exchange (IKE) and Internet Protocol 
Security (IPSec) tunneling protocols to make and manage the secure connection. Some o f the steps 
include: 

• Negotiating tunnel parameters-Addresses, algorithms, lifetime, and so on. 

• Establishing tunnels according to the parameters. 

• Authenticating users-Making sure users are who they say they are, by way o f usernames, group 
names and passwords, and X.509 digital certificares. 

• Establishing user access rights-Hours o f access, connection time, allowed destinations, allowed 
protocols, and so on. 

• Managing security keys for encryption and decryption. 

• Authenticating, encrypting, and decrypting data through the tunnel. 

For example, to use a remote PC to read e-mail at your organization, you connect to the Internet, then 
start the VPN Client and establish a se cure connection through the Internet to your organization 's private 
network. When you open your e-mail, the Cisco VPN server uses IPSec to encrypt the e-mail message. 
lt then transmits the message through the tunnel to your VPN Client, which decrypts the message so you 
can read it on your remote PC. Ifyou reply to the e-mail message, the VPN Client uses IPSec to process 
and return the message to the private network through the Cisco VPN server. 

Connection Technologies 

The VPN Client lets you use any ofthe following technologies to connect to the Internet: 

• POTS (Plain Old Telephone Service)-Uses a dial-up modem to connect. 

• ISDN (lntegrated Services Digital Network)-May use a dial-up modem to connect. 

• Cable-Uses a cable modem; always connected. 

• DSL (Digital Subscriber Line)-Uses a DSL modem; always connected. 

You can also use the VPN Client on a PC with a direct LAN connection . 

• VPN Client Use r Guide for Windows 

78-14738-01 

) 



Chapter 1 Understanding the Cisco VPN Client 

VPN Client Features 
The VPN Client includes the following features: 

Program Features 

• Complete browser-based context-sensitive HTML-based Help 

• Support for VPN 3000 Series Concentrator platforms that run Release 3.0 and above. (VPN Client 
Release 3.0 and above will not work with Releases 2.x o f the VPN 3000 Concentrator.) 

• Command-line interface to the VPN Dialer 

• Local LAN access-The ability to access resources on a local LAN while connected through a 
secure gateway to a central-site VPN server (i f the central si te grants permission) 

• Automatic VPN Client configuration option- the ability to importa configuration file 

• Log Viewer-An application that collects events for viewing and analysis 

• Set MTU size-The VPN Client automatically sets a size that is optimal for your environment. 
However, you can set the MTU size manually as well. (For instructions on adjusting the MTU size, 
see the VPN Client Administrator Guide). 

• Application Launcher-The ability to launch an application o r a third-party dialer from the VPN 
Client. 

• Automatic uninstall ofthe Norte! Networks VPN Client and the 5000 VPN Client software with the 
InstallShield installation package 

• Automatic connection by way ofMicrosoft Dial-Up Networking or any other third-party remote 
access dialer 

• Software update notifications from the VPN server upon connection 

• . Ability to launch a location site containing upgrade software from a VPN server notification 

• The ability to automatically initiate secure wireless VPN connections seamlessly 

• NAT Transparency (NAT-T), which lets the VPN Client and the VPN Concentrator automatically 
detect when to use IPSec over UDP to work properly in Port Address Translation environments. 

• Update of centrally controlled backup server list-the VPN Client learns the backup VPN 
Concentrator list through connection establishment. This feature is configured on the VPN 3000 
Concentrator and pushed to the VPN Client. The addresses show in the VPN Dialer application in 
the Enable Backup Servers box under Options->Properties->Connections. 

• Support for Dynamic DNS (DDNS hostname population)-The VPN Client sends its hostname to the 
VPN Concentrator during connection establishment. The VPN Concentrator can send the hostname in a 
DHCP request that can cause a DNS server to update its data base to include the new hostname and Client 
address. 

Windows NT, Windows 2000, and Windows XP Features 

78·14738·01 

• Password expiration information when authenticating through a RADIUS server that references an 
NT user data base. When you log in, the VPN Concentrator sends a message that your password has 
expired and asks you to enter a new one and then confirm it. On pre-Release 3.5 VPN Clients, the 
prompt asks you to supply a PIN and to verify it. On a 3.5 or above VPN Client, the prompt asks 
you to enter and verify a password . 

VPN Cl;,., ""' Goido ,,w;odo~ • . . ~ f 
ROS no 03/20.0fl~·\ 
CPMI __ - CORREIOS 

6) ~) \ ..... , 

u ó , I f 1s. N° ___ _ 

L-D-oe_~_-___ \ 



Chapter 1 Understanding the Cisco VPN Client 

• Start Before Logon- The ability to establish a VPN connection befo re logging on to a Windows NT 
platform, which includes Windows NT 4.0, Windows 2000, and Windows XP systems. 

• Ability to disable automatic disconnect when logging off o f a Windows NT platform. This allows 
for roaming profile synchronization . 

IPSec Features 

.. 
·-...:: .. 

• IPSec tunneling protocol 

• Transparent tunneling-IPSec over UDP for NAT and PAT, and IPSec over TCP for NAT, PAT, and 
firewalls 

• IKE key management protocol 

• IKE Keepalives-Monitoring the continued presence of a peer and reporting the VPN Client's 
continued presence to the peer. This lets the VPN Client notify you when the peer is no longer 
present. Another type of keepalives keeps NAT ports alive. 

• Split tunneling-The ability to simultaneously direct packets o ver the Internet in clear text and 
encrypted through an IPSec tunnel. The VPN Serve r supplies a list o f networks to the VPN Client 
for tunneled traffic. You enable split tunneling on the VPN Client and configure the network list on 
the VPN Server, such as the VPN Concentrator. 

• Support for Split DNS-The ability to direct DNS packets in ele ar text over the Internet to domains 
served through an externai DNS (serving your ISP) or through an IPSec tunnel to domains served 
by the corporate DNS . The VPN Server supplies a list of domains to the VPN Client for tunneling 
packets to destinations in the private network. For example, a query for a packet destined for 
corporate.com would go through the tunnel to the DNS that serves the priva te network, while a query for 
a packet destined for myfavoritesearch.com would be handled by the ISP's DNS. This feature is 
configured on the VPN Server (VPN Concentrator) and enabled on the VPN Client by default. To use 
Split DNS, you must also have split tunneling configured . 

• LZS data compression, which can benefit modem users 

Authentication Features 

• User authentication by way o f VPN central-si te device: 

- Internai through the VPN device's database 

- RADIUS (Remote Authentication Dial-In User Service) 

- NT Domain (Windows NT) 

- RSA (formerly SDI) SecuriD or SoftiD 

• Certificate Manager-An application that lets you manage your identity certificates 

• Ability to use Entrust Entelligence certificates 

• Ability to authenticate using smart cards with certificates 

• Peer Certificate Doma in Name Verification-prevents a client from connecting to a invalid gateway 
by using a stolen but valid certificate and a hij acked IP address . Ifthe attempt to ve rify the domain 
name o f the peer certifica te fails, the client connection al so fa ils . 

• VPN Client Use r Guide for Windows ., •.. 78-14738-01 
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Chapter 1 Understanding lhe Cisco VPN Client 

Firewall Features 

• Support for Cisco Secure PIX Firewall platforms that run Release 6.0 and higher 

~ .. 
Note Instructions on configuring the VPN Client to interoperate with Cisco Secure PIX Firewall, 

Release 6.0 and above, are available in !PSec User Guide for Cisco Secure P!X Firewall. 

• Support for personal firewalls : 

- Cisco Integrated Firewall (CIC) 

- ZoneA!armPro 2.6.3.57 

- ZoneAlarm 2.6.3.57 

- Zone Integrity 

- Blackice Agent and Blackice Defender 2.5 

• Centralized Protection Policy- Support for firewall policies pushed to the VPN Client from a VPN 
Concentrator 

VPN Client IPSec Attributes 

78-14738-01 

The VPN Client supports these IPSec attributes: 

• Main mode for negotiating phase one of establishing ISAKMP Security Associations (SAs) 

• Aggressive mode for negotiating phase one o f establishing ISAKMP SAs 

• Authentication algorithms: 

- HMAC (Hashed Message Authentication Coding) with MD5 (Message Digest 5) hash function 

- HMAC with SHA-1 (Secure Hash Algorithm) hash function 

• Authentication Modes: 

- Preshared Keys 

- X.509 Digital Certificates 

• Diffie-Hellman Groups 1 (for digital certificates), 2, and 5 

• Encryption algorithms: 

- 56-bit DES (Data Encryption Standard) 

- 168-bit Triple-DES 

- AES 128-bit and 256-bit 

~ .. 
Note You must be running Release 3.6 o f the VPN Client to use the AES encryption algorithm 

• Extended Authentication (XAUTH) 

• Mode Configuration (also known as ISAKMP Configuration Method) 

• Tunnel Encapsulation Mode 

• IP compression (IPCOMP) using LZS 

VPN Client Use r Guide for Windows • 
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CHA.PTER 

lnstalling the VPN Client 

This chapter explains how to install the VPN Client on your PC and includes the following sections: 

• Verifying System Requirements 

• Gathering Information You Need 

• Installing the VPN Client Through InstallShield 

• Installing the VPN Client Through Microsoft Windows Installer 

To upgrade the VPN Client software, or to uninstall it, see "Managing the VPN Client." 

& 
Caution Installing the VPN Client software using InstaliShield on Windows NT or Windows 2000 requires 

Administrator privileges. Ifyou do not have Administrator privileges, you must have someone with 
Administrator privileges install the product for you. 

installation Applications 
You can install the VPN Client on your system through two different applications : InstallShield and 
Microsoft Windows Installer (MSI). Both applications use installation wizards to walk you through the 
installation. Installing the VPN Client through InstaliShield includes an Uninstall icon in the program 
group; MSI does not. In the latter case, to manually remove VPN Client applications, you can use the 
Microsoft Add/Remove Programs utility. 

\ Verifying System Requirements 
Verify that your computer meets these requirements : 

• Computer with a Pentium®-class processar or greater 

• One o f the following operating systems: 

- Microsoft®Windows® 95 (OSR2), Windows 98, or Windows 98 (second edition) 

- Windows ME 

- Windows NT® 4.0 (with Service Pack 6, or higher) 

- Windows 2000 

- Windows XP 

78-14738-01 
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Chapter 2 lnstalling the VPN Client 

• Microsoft TCP/IP installed. (Confirm via Start > Settings > Control Pane! > Network > Protocols or 
Configuration .) 

• lO MB hard disk space. 

• RAM : 

- 16MB for Windows 95/98 

- 32 MB for Windows NT and Windows ME 

- 64 MB for Windows 2000 

- 128 MB for Windows XP 

• To install the VPN Client: 

- CD-ROM drive 

- 3.5 inch high-density diskette drive 

- Administrator privileges i f installing on Windows NT o r Windows 2000 

• To use the VPN Client: 

- Direct network connection ( cable o r DSL modem and network adapter/interface card) 

- Internai or externai modem 

- For Windows 95, Microsoft Dial-Up Networking (DUN) version 1.2 or greater. (DUN 1.3 for 
Windows 95 is a recommended performance and security upgrade, and it is available as a free 
download from the Microsoft Web si te, www.microsoft .com. Windows 98 includes the DUN 1.3 
functionali ty.) 

• To connect using a digital certificare for authentication: 

- A digital certificare signed by one o f the following Certifica te Authorities (C As) installed on 
your PC: 

Baltimore Technologies (www.baltimoretechnologies.com) 

Entrust Technologies (www.entrust.com) 

Microsoft Certificare Services- Windows 2000 

Netscape (Security) 

Verisign, Inc . (www.verisign .com) 

- Ora digital certificare stored on a smart card. The VPN Client supports smart cards via the MS 
CAPI Interface. 

Gathering lnformation Vou Need 
To configure and use the VPN Client, you may need the inforrnation Iisted in this section. 

Ask for this inforrnation from the system administrator of the priva te network you want to access. Your 
system administrator may have preconfigured much of this data ; i f so , h e o r she will te li you which items 
you need. 

• Hostname or IP address o f the secure gateway to which you are connecting 

• Your IPSec Group Name (for preshared keys) 

• Your IPSec Group Password (for preshared keys) 

• I f authenticating with a digital certificate, the na me o f the certifica te 

VPN Client Use r Guide for Windows 
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• I f authenticating through the secure gateway's interna! server, your username and pass>y""'..__ _ _.-

• I f authenticating through a RADIUS server, your usemame and password 

• I f authenticating through an NT Doma in server, your username and password 

• I f authenticating through a token vendor, your usemame and PIN 

• I f authenticating through a smart card, your smart card, reader, PIN or passcode, and the name of 
the certificate stored on the smart card 

• I f you should configure backup server connections, the hostnames or IP addresses o f the backup 
servers 

lnstalling the VPN Client Through lnstaiiShield 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

~ .. 
Note 

78-14738-01 

To insta!! the VPN Client on your system, follow these steps. We suggest you accept the defaults unless 
your system administrator has instructed otherwise. 

Exit ali Windows programs, and disable any antivirus software. 

Insert the Cisco Systems CD-ROM in your system's CD-ROM drive. 

Choose Start > Run. The Run dialog box appears. 

Enter E:\VPN Client\CD-ROM\Instal!Shield\setup.exe, where E: is your system's CD-ROM drive. 

Click OK. 

Cisco does not allow you to insta li the VPN Client software from a network drive. I f you attempt to do 
so, you receive an error message. 

The program displays the Cisco Systems logo and InstallShield Setup window shown in Figure 2-1. 
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Step 6 

Starling lnstai/Shield lnstallation 

\rlelcome to the lnstallshield 'w'izard for VPN 
Client. 

T he lnstaiiShield 'w'izard will install VPN Client on your 
Compute r. To continue dck N ext. 

< fi .Jck I L:N~~~-J __ eanc __ el__, fõl 

~----------------------------------------------------~~ 

r 2 lnstalling the VPN Client 

I f the lnstaiiShield Wizard identifies an existing version o f the VPN Client, the Cisco 5000 Client, o r 
Norte! Networks Extranet Access Client, it displays a dialog box that asks i f you want to uninstall the 
existing client program. To continue, choose Yes. 

The VPN Client launches the appropriate uninstall wizard: the Cisco VPN Client uninstall wizard to 
uninstall a previous version ofthe VPN Client, the Extranet Access Client wizard program, or the Cisco 
5000 wizard. Follow the instructions on the uninstall wizard dialog boxes to automatically uninstall the 
program and reboot. 

Note Having more than one VPN client on your system is not advisable . 

Step 7 

Step 8 

After your system reboots, our own Cisco Systems VPN Client Setup wizard resumes. 

Follow the instructions on the screens and enter the following inforrnation: 

A destination foi der for the VPN Client files ( or click Next> to enter the default location C:\Program 
Files\Cisco Systems\VPN Client). 

After you have installed the VPN Client, the InstallShield Wizard displays the following screen. You 
must restart your computer before you can configure and use the VPN Client. (See Figure 2-2 .) 

VPN Client Use r Guide for Windows 
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Figure 2-2 Completing lnstai/Shield lnstallation 

lnstaiiShield Wizard Complete 

The lnstaiiShield Wizard has successfully installed VPN Client. 
Before you can use lhe program. you must restar! your 
computer. 

r No. I will restart my computer later. 

Remove any disks from their drives. and then click Finish to 
complete setup. 

Finish Cancel ~ :e 
~----------------------------------------------------~~ 

• To restart now, click Finish. Your system reboots. Be sure to remove any diskettefrom the drive 
before you reboot. 

• To restart !ater, click the No radio button and then click Finish. The VPN Client Setup closes. 
Remember: you must restar! your compute r before you can use the VPN Client. 

lnstalling the VPN Client Through Microsoft Windows lnstaller 
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Step 1 

Step 2 

Step 3 

Step 4 

Microsoft Windows Installer (MSI) is available for Windows NT, Windows 2000, and Windows XP. To 
install the VPN Client using MSI, use the following procedure. 

Exit ali Windows programs, and disable any antivirus software. 

Remove any VPN client software currently on your system including the following applications: 

• IRE/SafeNet Client 

• Norte! Networks VPN Client 

• Altiga VPN Client 

• Cisco VPN 3000 Client 

• Cisco VPN 5000 Client 

• Cisco VPN Client v3 .0 through v3.6 

To remove these applications, select Control Panel > Add/Remove Programs. Select the application 
and then click Add/Remove. After Windows removes the application, you must reboot your system. 

Insert the Cisco Systems CD-ROM in your system's CD-ROM drive . 

Choose Start > Run. The Run di alog box appears . 
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Chapter 2 lnstalling the VPN Client 
·ent Through Microsoft Windows lnstaller 

nter E:\VPN Client\CD-ROM\Msi\vpclient_en.exe, where E: is your system 's CD-ROM drive. 

K. 

Note Cisco does not allow you to instai! the VPN Client software from a network drive. Ifyou attempt to do 
so, you receive an error message. 

Step 7 

The program displays the Cisco Systems logo and Microsoft Installer Setup window shown in 
Figure 2-3 . 

Figure 2-3 Starting MS/Installation 

fi Cisco Systems VPN Clienl 3.6 (Rei) Setup l!lil EJ 

Welcome to the Cisco Systems 
VPN Client 3.6 (Rei) 
lnstallation Wizard 
I t is strongly recommended that you exit ali Windows progr ams 
before running this setup program. 

Click Cancel to quit the setup progr am. then elos e any progr ams 
you have running. Click N ext to continue lhe installalion. 

WARNING : This program is protected by copyright law and 
international treaties. 

U nauthorized reproduction ar distribution oi this progr am, ar any 
portion of it, may result in severe civil and criminal penalties, and 
will be prosecuted to lhe maximum extent possible under law. 

Click Next to start the installation and then follow the instructions on the dialogs. 

MSI installs the VPN Client in the default location C:\Program Files\Cisco Systems\VPN Client. lfyou 
want a different destination folder for the VPN Client files , enter the altem ative location when prompted 
to doso. 

When the installation has been completed, the installer displays the dialog in Figure 2-4. 
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lnstalling the VPN Client Through Microsoft Windows·! 

Figure 2-4 Completing MSI/nstallation 

fi Cisco Syslems VPN Clienl 3 (Rei} Selup 1!!1. 13 

Cisco Systems VPN Client 3.6 
(Rei) has been successfully 
installed. 
Click the Finish button to e"it this installation. 

I';" -.,..n·-·.-s-fi·-·~,.1 < B.::cK .. ·- r•M-.. ···-- ., • 

Step 8 Click Finish. MSI prompts you to restart your system. 

Step 9 Click Yes to restart your system. 

Note Ifyou have not removed the VPN Client 3.6, when you execute the vpnclient_en.exe command or 
vpnclien_en.msi, a maintenance and repair wizard displays. See Figure 2-5. You do not see these screens 
when you remove the software through the Add/Remove programs utility. 
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Step 1 

Chapter 2 lnstalling the VPN Client 
Through Microsoft Windows lnstaller 

re 2-5 Repairing/Removing VPN Client App/ications 

Application Maintenance 

Select the maintenance operation to perform. 

r B,epair 

r. R;;iTiõliei 
l .• ==·-·-····-.; 

Reinstan rrismg or corrupt fies. regislry keys. and shortcuts. 
Preferences st01ed in the registry may be reset to defauk values. 

·- - - ----- ------- .- --------· 
Uninstall Cisco Systems VPN Cüenl 3.6 (Ren from this computer. 

\Y~relnstalationWiza~~------------------------

Cancel o. 
~ 

~------------------------------------------------------------~ ~ 

To remove the VPN Client version 3.6 from your system, follow these steps: 

Click the Remove radio button and then click Next The maintenance wizard displays the Remove 
Configuration Files dialog. (See Figure 2-6) 

Figure 2-6 Removing Cisco VPN Client 3.6 

1~ Cisco Systems VPN Clrent 3.6 (ReQ Setup 11!'100 E) 

Remove Conf'~guration files 

Dele te files from system 

To pennanently remove comection p10foles 01 cert{ocates created with 
the Cisco Systems VPN Cient 3.6 (ReQ select the appropriate 
options below. 

r Remove ai connection prolies 

r Remove ai certificl!tes 

Wose lnstl!lation Wizard® 

Cancel ~ 

"' L----------------------------------1 ~-~ 
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Step 2 

Step 3 

What Next? 

78-14738-01 

Ifyou want to remove your connection profiles and/or certificates, click the box(es) on 
default , this wizard does not delete these files. To continue, press Next. 

The wizard continues and displays the dialog shown in Figure 2-7. 

Figure 2-7 Cisco Systems VPN Client 3.6 Uninsta/1 dialog 

ti Cisco Systems VPN Client 3.6 (Rei} Uninstall 1!1. f3 

Cisco Systems VPN Client 3.6 
(Rei) Uninstall 

This will remove Cisco Systems VPN C/ient 3.6 (Re~ Irem your 
machine. Are you sure you want to continue? 

C/ick lhe N eld button to remove the app/ication. 

C/ick the Cance/ button to ex~ the uninstall process. 

Cancel 
~ 
"' ~------------------------------------------------------~~ 

To remove the Cisco VPN Client version 3.6, click Next. Or to halt the wizard, click Cancel. 

When you click Next, the wizard removes the Cisco VPN Client version 3.6. lfyou elected to remove 
your connection profiles and/or certificates, these files are also removed; otherwise, these files remain 
on your system. 

When you click Cancel, the wizard prompts you to either Resume or Exit Setup. To stop remova!, click 
Exit Setup. Ifyou want to continue the remova!, click Resume. 

When the VPN Client software is installed on your PC, to configure it, see "Configuring the VPN 
Client." 
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CHAPTER 3 
Configuring the VPN Client 

This chapter explains how to configure the VPN Client. 

To configure the VPN Client, you enter values for a set ofparameters known as a connection entry. The 
VPN Client uses a connection entry to identify and connect securely to a specific private network. 

Parameters include a name and description for the connection, the na me o r address o f the VPN device 
(remote server), and information that identifies you to the VPN device. 

Note Ifyour system administrator has completely configured your connection entry for you, you can skip this 
chapter and go directly to "Connecting to a Private Network." 

This chapter explains the following configuration tasks: 

• How to Get Help 

• What Is a Connection Entry? 

• How To Create a New Connection Entry 

• Setting or Changing Connection Entry Properties 

• Changing the VPN Device Address for a Connection Entry 

How to Get Help 

78-14738-01 

The VPN Client comes with a complete, context-sensitive, browser-based help system. You can display 
help in the following ways: 

• On the Program Menu, choose Start > Programs > Cisco Systems VPN Client > Help. 
(Se e Figure 3-1.) This method displays the entire help file beginning with a listo f topics. 
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Chapter 3 Configuring the VPN Client 

Figure 3-1 Choosing He/p from the Cisco Systems VPN Client Program Menu 

-:3 Accessories 

~ Startup 

~ Command Prompt 

f! Internet Explorer 

~ Windows NT Explorer 

(§ Administrative T ools (Common) ~ 

~ Cisco Systems VPN Client ~ ~ Certilicate Manager 

(§ Network ICE 

@I Paint Shop Pro 6 

@I Startup 

1
-~ W&Jp 

~ Zonelabs 

~ ( Help 

~ s@ Log Viewer 

~ ~ SetMTU 

~ g!l Uninstall VPN Client 

~ ~ VPN Dialer "' M :e 
"' 

Note I f you installed the VPN Client via the Microsoft Windows Installer, the Cisco Systems VPN Client 
menu does not include the Uninstall VPN Client option. 

• Press Fl at any window while using the VPN Client, including the ma in window o f each application 
(VPN Dialer, Log Viewer, and Certificate Manager) . This method displays context-sensitive 
information. 

• Click the Help button on windows that display it. (See Figure 3-2.) This method displays 
context-sensitive information. 

VPN Client User Guide for Windows 
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Figure 3-2 Help Button 

New Connection Entrv \1/izard 13 

• Choose Help from the menu that appears when you click on the icon in the title bar. (See Figure 3-3.) 

Figure 3-3 Menu Containing Help Option 

Click hem and select Help 

"' "' "" o 

"' 

Determining the VPN Client Version 
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To display the version number o f the software release you are currently using, follow these steps: 

Step 1 Click the icon in the title bar. (See Figure 3-3.) 

The VPN Client displays a menu. 

Step 2 Click About VPN Client on the menu displayed. 

---·~-... ... 
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Figure 3-4 Displaying the VPN Client Software Version 

,jjn Cisco Systems VPN Client EJ 

Cuco Surus 

About Cisco Systems VPN Client EJ 

} 
r 

Version: !3.6 (inL 34) 

aient Type(s): \ifindows. \ifrnNT 

Copyrjghr® 1998·2002 Cisco Syste!Jl$.1nc. 

Con!ains fir~al software icensed from 
Zone Labs. Inc. 

Chapter 3 Configuring the VPN Client 

When you are connected, you can display the software version by clicking About... on the menu you 
display by right clicking the Dialer icon in the system tray. 

Figure 3-5 Displaying Version from Menu Available from System Tray 

~tatus ... 
.t:! otif~eations .. . 
Qisconnect 

~ Statefuf Eirewall (Aiways On) 
·-------------------~~ 

ê,bout . 
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What ls a Connection Entry? 
To use the VPN Client, you must create at least one connection entry, which identifies the following 
information: 

• The VPN device (the remote server) to access 

• Preshared keys-The IPSec group to which the system administrator assigned you . Your group 
determines how you access and use the remate network. For example, it specifies access hours, 
number o f simultaneous lo gins, user authentication method, and the IPSec algorithms your VPN 
Client uses 

• Certificates-The name of the certifica te you are using for authentication 

• Optional parameters that govem VPN Client operation and connection to the remate network 

You can create multiple connection entries ifyou use your VPN Client to connect to multiple networks 
(though not simultaneously) or ifyou belong to more than one VPN remate access group. 

For connection entry parameters, see "Gathering Information You Need". 

How To Create a New Connection Entry 
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Start the VPN Client by choosing Start > Programs >Cisco Systems VPN Client > VPN Dialer. 

Figure 3-6 Starting the VPN Dialer 

~ Accessories 

~ Startup 

B Command Prompt 

f! Internet Explorer 

GiJ \lf Jndows N T E xplorer 

~ Administr ative T ools (Common) ~ 

~ Cisco Sy stem~ VPN Client ~ ~ CertifiCate Manager 

~ 1/J Help ~ Network ICE 

~ Paint Shop Pro 6 

~ Startup 

- ® WinZip 

~ ZoneLabs 

~ ê® Log Viewer 

._ ~ SetMTU 

~ ~ Uninstall VPN Client 

~ .t VPN D1aler 
-,.. ____________________________ _. 

"' M 

:;; 

Note I f you installed the VPN Client via the Microsoft Windows Installer, the Cisco Systems VPN Client 
menu does not include the Uninstall VPN Client option. 

The VPN Dialer application starts and displays its main dialog box. (See Figure 3-7.) 
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Chapter 3 Configuring the VPN Client 

Step 1 

VPN Dialer Ma in Dialog Box 

Connection .E.ntÍ.v: 

I --

At the main dialog, click New. 

The first New Connection Entry Wizard dialog box appears. (See Figure 3-8 .) 

Figure 3-8 Entering Name and Description 

< ]Iack Next> Cancel Help · ., ., 
"" o 

~----------------------------------------------------------~~ 
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Step 2 Enter a unique na me for this new connection . You can use any name to identify this connection , -....~..~--~ 
example , Engineering. This name can contain spaces, and it is not case-sensitive. 

Step 3 Enter a description ofthis connection. This field is optional, but it helps further identify this connection. 
For example, Connection to Engineering remote server. 

Step 4 Click Next. 

Step 5 

The second New Connection Entry Wizard dialog box appears. (See Figure 3-9.) 

Figure 3-9 ldentifying Server 

New Connection Entry Wizard EJ 

C1sco SmEIIS --
The following information identifi~ the seryer to which 
you cqn~ct for a~ss to the. r.em~e ne\Work:. 

Host name or IP address of the server: 

lEngHost.com 

Ente r the hostname or IP address o f the remo te VPN device you want to access, and click Next. 

The third New Connection Entry Wizard dialog box appears. (See Figure 3-10.) 

\ Choosing an Authentication Method 

You can connect as part of a group (configured on a VPN device) or by supplying an identity digital 
certifica te. 

Group Authentication 
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For group authentication, perform the following procedure: (See Figure 3-1 0.) 
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Step 1 

Step 2 

Step 3 

Step 4 

nnection Entry 

Figure 3-10 Group Authentication 

Properlies for Engineering 

General Authentication j Connections I 

Your administrator may have provided you with group 
parameters ora digital cert~icate to authenticate your access to 
the remate server. I f so. select the appropriate authentication 
method and complete your entries. 

r. @:!.~0.e.~~~~·~~·~.r6!~~·~i!.iP..~J - -- - ---- --- -- - -
! 
: 

N-ªme: jvpnclient I 
I 

! 
lxxxxxxxxx .Eassword: 

CQnfirm ( xxxxxxxxx 

Password: 

r Certificate 

I· N~me: 1.6.1iice (Ciscoj 3 
I r Send C6. Cerl.ificate Chain ::Lalidate Celtificale ... I 

I OK I Cancel I Help 

13 

I c 

"' Ei 
"' 

Chapter 3 Configuring the VPN Client 

In the Name field, enter the name o f the IPSec group to which you belong. This entry is case-sensitive. 

In the Password field, enter the password (which is also case-sensitive) for your IPSec group. The field 
displays only asterisks. 

Verify your password by entering it again in the Confirm Password field . 

To continue, click Next. 

Certificate Authentication 

Step 1 

Step 2 

For certificate authentication, perform the following procedure, which varies according the type of 
certificate you are using: 

Click the Certificates radio button. 

Choose the na me o f the certificate you are using from the pull-down menu. (Se e Figure 3-11.) 
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Figure 3-11 Certifica te Authentication 

Properties for Engineering 13 

General Authentication J Connections j 

Your administrator may have providedyou with group 
parameters ora digital certificate to authenticate your access to 
the remote server. I f so. select the appropriate authentication 
method and complete your entries. 

I §roup Access lnformation --------~ 

' 

Con~irm 
F';.~ ::; r;. ,~<~·r d : 

lvonclienl I 

~----·-------------------------J 

lr.N~~~,--~A-1-iic_e_(C-is_c_o_) __ V_-a-lid- a-te __________ l 

~-Se~d CA Certificate Chain 

OK Cancel Help "' IX) 

15 
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Sending a Certificate Authority Certificate Chain 
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To send CA certificate chains, click Send CA Certifica te Chain. This parameter is disabled by default. 

The CA certifica te chain includes ali CA certificates in the hierarchy of certificates from the root 
certifica te, which must be installed on the VPN Client, to the identity certificate. This feature enables the 
a peer VPN Concentrator to trust the VPN Client's identity certificate given the same root certificate, 
without having ali the same subordinate CA certificates actually installed . 

Example 3-1 CA Certificate Chains 

1. On the VPN Client, you have this chain in the certificate hierarchy: 

- Root Certificate 

- CA Certificate 1 

- CA Certificate 2 

VPN Client Use r Guide for Windows 

ROS n° 03/20 
CPMI- - CORREIOS 

•> Q Q I ---- u ou 
Fls N°""'. ___ _ 



~ .. 

Chapter 3 Configuring the VPN Client 

- ldentity Certificate 

2. On the VPN Concentrator, you have this chain in the certificate hierarchy 

- Root Certificate 

- CA Certificate 3 

- Identity Certificate 

3. Though the identity certificates are issued by different CA certificates, the VPN Concentrator can 
still trust the VPN Client's identity certifica te, since it has received the chain of certificates installed 
on the VPN Client PC . 

This feature provides flexibility since the intermediate CA certificates don ' t need to be actually installed 
on the peer. 

Note Certificate chains are not supported for Entrust Entelligence. Therefore the Send CA Certificate Chain 
checkbox on the Authentication Tab is unchecked and disabled when you select Entelligence Certificate. 

Validating a Certificate 

Optionally you might want to verify that the certificate you are using is still valid, using the following 
procedure: 

Step 1 To verify the validity o f a certificate, click Validate Certifica te ... and enter the password. 

Step 2 

If the VPN Dialer prompts for a password to secure the certificate, enter the password. 

You receive a report letting you know whether the certificate is valid. I f the password is not valid, you 
need to try again. Ifyou do not know the password, see your system administrator. An identity certificate 
has a public and private key, and a time period within which it is valid. Make sure the certificate is valid 
before you continue. 

After you have verified that the certificate is valid, click Next. 

Configuring an Entrust Certificate for Authentication 

~\ 

If you h ave an Entrust Entelligence certifica te enrolled, the pull-down menu includes the entry 
"Entelligence Certificate (Entrust) ." (See Figure 3-12.) 
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Figure 3-12 Entrust Entelligence Certificate 

New Connection Entry Wizard ,:;, ~"' ~ · · 

CISCO STSTEII$ --
Your administrator niay have provided you with group 
par ameters or a digital certificate to authenticate your 
access to the remote server. I f so. select the appropriate 
authentication method and complete your entries . 

í Group Access lnformation·- ----------, 

Narne: 

F'assv·wrd: 

Confirrn 
F'assvvord: 

r. Certificate --------------, 

Name: I Entelligence Certificate (Entrust) i] 
V alidate Certificate... I 

< Back Next > Cancel Help "' (') 
1'-
0 

----------------------------------------------------------~"' 

An Entrust Entelligence certifica te is stored in a Profile, which you obtain when you log in to Entrust 
Entelligence. 

Choose Entelligence Certificate (Entrust) from the pull-down menu and click Next. 

For more information about connecting with Entrust Entelligence, see "Connecting with an Entrust 
Certifica te ." 

Configuring a Connection Entry for a Smart Card 
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I f you are using a smart card o r electronic token to authenticate a connection, c reate a connection entry 
that defines the certificate provided by the smart card. For example, ifyou are using ActivCard Gold, an 
accompanying certificate is in the Microsoft Certificate Store. When you create a new connection entry 
for using the smart card, select that certificate. (See Figure 3-13.) 
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Figure 3-13 Creating a Connection Entry for a Smart Card 

G ene1 ai Authentication I Connections I 
Your administr ator may have provided you with group 
par ameters or a digital certificate to authenticate yDI.I' access to 
lhe remote server. lf so. select lhe appropriate authentication 
method and complete J'O(S entries. 

r Group Access lnlormation - ----- -----, 

I.Jamt-. l1psec_g1oup 

Cüniirm 
Pass•Nord. 

r. ~icate---------------~ 

Name: I®MIUA§§M@I$114GRI!ii 3 
r s end CA CertfiCate Chain v alidate Cert{ICa!e... I 

OK Cancel Help lij 
IS 
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Smart Cards Supported 

~. 
WOjfW 

The VPN Client supports authentication with digital certificates through a smart card or an electronic 
token. There are severa! vendors that provide smart cards and tokens, including the following : 

Vendor Software and Version Card/Token Tested Vendo r Web site 

GemPLUS GemSAFE Workstation 2.0 or !ater GEM195 www.gemplus.com 

Activcard Activcard Gold version 2.0.1 or !ater Palmera 32K www.acti vcard.com 

Aladdin eToken Runtime Environment (RTE) PRO and R2 tokens www.ealaddin.com 
version 2.6 or !ater 

The VPN Client works only with smart cards and tokens that support CRYPT_NOHASHOID. 
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Completing the Connection Wizard 

Step 1 

Step 2 

What Next? 

78-14738-01 

After you enter authentication infonnation and click Next, the fourth New Connection Entry Wizard 
dialog box appears. (See Figure 3-14.) 

Figure 3-14 Completing the Connection Entry 

New Connection Entry Wizard EJ 

You have successfully creçted a new virtual priv9(e 
networking connection entry named: · 

To complete the connection entry configuration, use the following procedure. 

Review the connection entry name. Ifyou want to change any previous entries, click Back until you get 
to the desired dialog box. 

To complete your entry, click Finish. 

The final New Connection Entry Wizard dialog box closes. Your new connection entry now appears in 
the Connection Entry drop-down list on the VPN Client's main dialog box. 

I f you need to configure optional connection entry parameters o r change parameters for an existing 
connection entry, continue to the next section. 

Otherwise, you can skip to "Connecting to a Private Network. " 
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Step 1 

Step 2 

Chapter 3 Configuring the VPN Client 

anging Connection Entry Properties 
To change parameters or to set optional parameters for an existing connection entry, follow these steps: 

In the VPN Client 's main dialog box, click the Connection Entry drop-down menu button and choose 
the entry you want to configure. 

Then click Options and choose Properties from the menu . (See Figure 3-15.) 

Figure 3-15 VPN Client Options Menu 

Connection fntry: 

I Engineering 

New ... ICQ~~~:·~::ll 
.Clone E ntry ... 

!fost name or IP address of remote server: Qelete Entry 
~,1':"0.1':"'::0:-:.3':"2.":':32:---------- · fiename Entry ... 

!mport Entry ... 

4!nnect .1 
frase User PaSSWOid 

• Create lihortcut 
froperties .. . 

,Stateful firewall 

épplication Lat11che1... 
Wll'ldows Logo~ ProPeriies. :. 

Mo 

"' ~ -----------·"" 
The Properties dialog box appears. The fields in this dialog box differ according to the operating system 
you are using. 

• lfyou are using Microsoft Windows 95, Windows 98, or Windows ME, you see a dialog box that 
resembles the one in Figure 3-16. 

• Ifyou are using Microsoft Windows NT, Windows 2000, or Windows XP, you see the di alog box in 
Figure 3-17. 
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Figure 3-16 Connection Entry Properties Dialog Box (Windows 95, Windows 

Properties for To 3.0 VPN f3 

General j Authentication I Connections I 
.f;_nter a description oi this connection entry (optional): 

~ Enable Iransparent Tunneling - -- -·-- -

r. ê,llow IPSec over UDP (NAT /PAT) 

r .Use IPSec over TCP (NAT /PAT /Firewall) 

- )-' f-'~r: j·1 OOC~) 

í Allow local LAN access 

.Eeer response timeout: ~ (30 · 480 seconds) 

W _bogon to Microsoft Network --------~ 

[ r. Use flelault system logon credentials 1 

: r Pro.mpt for network logon credentials I 

OK Cancel Help 9 
:e 

--------------------------------------------~~ 
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ure 3-17 Connection Entry Properties Dialog Box (Windows NT; Windows 2000, and Windows XP) 

Step 3 

Properties for Engineering 13 

General J Authentication I Connections I 
fnter a description of this connection entry (optional): 

lconnection to Engineering VPN Device 

W Enable Iransparent Tunneling 

1 
r 811ow IPSec over UDP (NAT /PAT) 

r. l!J..S.:e.J.·~.~:~·~·.·.~.Y.~.i·.·rç.~.J.~Af!~Af/ti·i.~.~i.ii.J 

T CP p.Qrt: 11 0000 ___________________ j 

r Allow local LAN access 

feer response timeout ~ (30 - 480 seconds) 

OK Cancel Help ~ 

L_ ________ _!::::::~~======~========~~ 

Click the tab for the parameters you want to change: 

• General tab 

- Change the connection entry description 

- Enable transparent tunneling 

- Allow local LAN Access 

- Adjust the peer response time out 

- Log on to Microsoft Network 

• Authentication tab 

- Change the group name or group password 

- Change the certificare you want to use 

• Connections tab 

- Enable, add, and remove backup se rver connections 

- Connect to the Internet via Dial-Up Networking 

See the appropriate section of this chapter for each tab and parameter. 
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Chapter 3 Configuring the VPN Client 
Setting or Changing Connection Entry 

Step 4 When you have finished setting parameters, click OK. The Properties dialog box closes a~d the VPN 
Dia ler saves your changes. 

To discard your changes, click Cancel. The Properties dialog box closes and discards ali changes. 

Changing General Settings 

The Properties >General tab lets you set general parameters for this connection entry. (Se e Figure 3-17 .) 

Changing Connection Entry Description 

To change the description of this connection entry, enter or edit the description field . This field is 
optional, but it can help you identify this connection. 

Enabling Transparent Tunneling 

78-14738-01 

Transparent tunneling allows secure transmission between the VPN Client and a secure gateway through 
a router serving as a firewall, which may also be performing Network Address Translation (NAT) or Port 
Address Translations (PAT). Transparent tunneling encapsulates Protocol 50 (ESP) traffic within UDP 
packets and can allow for both IKE (UDP 500) and Protocol 50 to be encapsulated in TCP packets before 
they are sent through the NAT or PAT devices and/or firewalls. The most common application for 
transparent tunneling is behind a home router performing PAT. 

The VPN Client also sends keepalives frequently, ensuring that the mappings on the devices are kept 
active . 

Not ali devices support multiple simultaneous connections behind them. Some cannot map additional 
sessions to unique source ports. Be sure to check with your device's vendor to verify whether this 
limitation exists. Some vendors support Protocol-50 (ESP) Port Address Translation (IPSec 
passthrough), which might let you operate without enabling transparent tunneling. 

To use transparent tunneling, the central-site group in the Cisco VPN device must be configured to 
support it. For an example, refer to the VPN 3000 Concentrator Manager, Configuration I User 
Management I Groups I IPSec tab (refer to VPN 3000 Series Concentrator Reference Volume 1: 
Configuration or Help in the VPN 3000 Concentrator Manager browser). 

This parameter is enabled by default. To disable this parameter, clear the check. We recommend that you 
always keep this parameter checked. 

Then select a mo de o f transparent tunneling, o ver UDP o r o ver TCP. The mo de you use must match that 
used by the secure gateway to which you are connecting. Either mode operates properly through a PAT 
device . Multiple simultaneous connections might work better with TCP, and i f you are in an extranet 
environment, then in general, TCP mode is preferable. UDP does not opera te with stateful firewalls so in 
this case, you should use TCP. 
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AT) 

nable Allow IPSec over UDP, click the radio button. With UDP, the port number is negotiated. UDP 
IS the default mode. 

Use IPSec over TCP (NAT/PAT/Firewall) 

~ .. 

To enable Use IPSec over TCP, click the radio button. When using TCP, you must also enter the port 
number for TCP in the TCP port field. This port number must match the port number configured on the 
secure gateway. The default port number is I 0000. 

Note When using the VPN Client behind an ESP-aware NAT/Firewall, the port on the NAT/Firewall device 
may be closed dueto the VPN Client's keepalive implementation, called DPD (Dead Peer Detection). 
When a client is idle, it does not send a keepalive until it sends data and gets no response. 

To allow the VPN Client to work through ESP-aware NAT/Firewalls, add the ForceKeepAiives 
parameter to the * .pcf (profile configuration file) for the affected connection profile. This parameter 
enables IKE and ESP keepalives for the connection at approximately 20 second intervals. 

Use the following syntax when adding this para meter to the [Main] section o f any * .pcf file : 

ForceKeepAlives=l 

For more information, see "Connection Profile Configuration Parameters" in the VPN Client 
Administrator Guide. 

Allowing Local LAN Access 
~\. 

~ .. 

The Allow Local LAN Access parameter gives you access to the resources on your local LAN (printer, 
fax, shared files, other systems) when you are connected through a secure gateway to a central-site VPN 
device. When this parameter is enabled and your central site is configured to permit it, you can access 
local resources while connected. When this parameter is disabled, ali traffic from your Client system goes 
through the IPSec connection to the secure gateway. 

To enable this feature, check Allow Local LAN Access; to disable it, clear the check mark from the box. 
lfthe local LAN you are using is not secure, you should disable this feature. For example, you would 
disable this feature when you are using a local LAN in a hotel or airport. 

A network administrator at the central si te configures a list o f networks at the Client si de that you can 
access. You can access up to lO networks when this feature is enabled. When Allow Local LAN Access 
is enabled and you are connected to a central site, ali traffic from your system goes through the IPSec 
tunnel except traffic to the networks excluded from doing so (in the network list). 

When this feature is enabled and configured on the VPN Client and permitted on the central-site VPN 
device, you can see a list of the local LANs available by looking on the Statistics tab on the Connection 
Status dialog box. (See Figure 3-18 .) 

Note This feature works only on one NIC card, the same NIC card as the tunnel. 
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Setting or Changing Connection Entry Properties • 
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Figure 3-18 Local LAN Access 

Cisco Systems VPN Client Connection Status 

General Statistics j Firewall] 

Bytes in: o Bytes out: 
Packets decrypted: o Packets encrypted: 
Packets bypassed: 107 Packets discarded: 

Secured routes: 

Network I Subnet Mask I Bytes I 
· """.~ 0.0.0.0 0.0.0.0 o 
""' 10.10.32.32 255.255.255.255 o 

~I I 
Local LAN routes: 

Network I S ubnet M ask I SrcPort J 
209.154.69.0 255.255.255. o X 

209.154.68.0 255.255.255.0 X 

~I 

Time connected: 00:01.04 

OK Notifications ... j Reset 

o 
o 
2 

Src Port I Ds 
X 

X 

~ 

DstPort I ·I 
X ---1 

X 

~ I 

Disconnect o 
N 
00 
o 

~---------------------------------------------------------'0 
The Local LAN routes section on the Connection Status dialog box lists the IP address and subnet mask 
of each available network. The Src Port and Dst Port fields are not currently used. 

Note While connected, you cannot print or browse the local LAN by name; when disconnected, you can print 
and browse by name. For more information on this limitation refer to VPN Client Administrator Guide, 
Chapter I. 

Adjusting the Peer Response Timeout Value 
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The VPN Client uses a keepalive mechanism called Dead Peer Detection (DPD) to check the availability 
o f the VPN device on the other si de o f an IPSec tunnel. I f the network is unusually busy o r unreliable, 
you may need to increase the number of seconds to wait before the VPN Client decides that the peer is 
no longer active. The default number o f seconds to wait before terminating a connection is 90 seconds. 
The minimum number of seconds you can configure is 30 seconds and the maximum is 480 seconds. 

To adjust the setting, enter the number o f seconds in the Peer response timeout field . 

The VPN Client continues to send DPD requests every 5 seconds, until it reaches the number o f seconds 
specified by the Peer response timeout value . 
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Chapter 3 Configuring the VPN Client 
• Setting o r Changing Connection Entry Properties 

~ .. 
Note 

rosoft Network (Windows 95, Windows 98, and Windows ME) 

he Logon to Microsoft Network parameter registers your PC on the priva te Microsoft network and lets 
you browse and use network resources after the VPN Client establishes a secure connection. This 
parameter is enabled by default. 

To disable this parameter, clear the check. 

This parameter appears only on VPN Clients installed on systems running Windows 95, Windows 98, 
and Windows ME. For information on logging on to Windows NT and Windows 2000 systems, see the 
section "Starting a Connection Before Logging on to a Windows NT Platform." 

I f you do not need o r do not h ave privileges for Microsoft Windows resources on the priva te network, 
disable this param e ter. For example, i f you require only FTP access to the priva te network, you could 
disable this parameter. 

I f you enable this parameter, click one o f the radio buttons to choose the logon process: 

Use default system logon credentials-Use the Windows logon usemame and password on your PC 
to Iog on to the private network. With this option, you do not need to manually enter your logon 
usemame and password each time you connect to the private network. This is the default selection. 

Prompt for network logon credentials-The priva te network prompts you for a usemame and 
password to use its resources. Ifthe Iogon usemame or password on your PC differs from those on 
the private network, use this option. 

When you are done with the General tab, click OK or click another tab . 

Changing Authentication Settings 
.. 
.. .0. 

\\\ 

The Properties > Authentication tab (see Figure 3-19) Iets you change the name or password ofthe IPSec 
group to which you are assigned. Your group determines your access to, and use of, the remote network. 
The group na me and password are essential parameters in authenticating you as a user o f the remote 
network. 
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Setting o r Changing Connection Entrv. 

If yo u want to choose a different certificate , you also use thi s screen. 

Figure 3-19 Changing Authentication Parameters from the Authentication Tab 

Properties for Engineering EJ 
General Authentication J Connections j 

Your administrator ma_y have provided_you with group 
parameters ora digital certificate to authenticate _your access to 
the remote server. I f so. select the appropriate authentication 
method and complete _your entries. 

_r. @.i~·0.·P.·A~~~~.S.J:6!.~~~-~·i_l_~_6}---------------, 
I 
I Ngme: 

/ ~assword: 
! 

lvpnclient 

I XIOUC X XXXX 

i I XIOOCIO()C X )C C.Qnfirm 
Password: L__ _____________________________________ __ 

r Çertificate ---------------------------------. 

f t· l."J:!~ 1.6, liice [Crt co) ::::J 
! r ~('I d ,_ó_ Cerlll;cale Cha:n !,!alidate Certiticate.. . I 
L __________________________ __, 

Help ;:: 

L-------======~====~====~~ 
OK Cancel 

Changing Group Name or Group Password 
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You usually specify a group name and group password when you create a connection entry. However, you 
can use the Authentication tab to change a group name or group password i f your system administrator 
so instructs you; o r to enter the group name and password i f the connection entry does not already have 
them. 

In the Name field , enter or edit the group name. This entry is case-sensitive. 

In the Password fi eld, enter or edit the group password. This entry is case-sensitive . The field displays 
only asterisks. Veri fy your password by entering it again in the Confirm Password fi eld . 

I f either fi eld is empty when you leave this dialog box, the VPN Client reminds you to enter miss ing 
group information . (Se e Figure 3-20.) To proceed, click Yes, o r to terminate, click No. I f you click No, 
the message closes, which lets you enter the missing information. 
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ure 3-20 Reminder Dialog Box 

Cisco Systems VPN Client Ef 

/;\ 
w 

The Group field is empty. 
You wiU not be able to connect without this information. Proceed? 

"' .... 
o 

~------------------------------------------------~~ 

Chapter 3 Configuring lhe VPN Client 

When you are done with the Authentication tab, click OK or click another tab . 

Choosing a Different Certificate 

~ -•wt• 

To choose a different certificate, check the Certificate radio button, then click the drop-down menu of 
certificates installed on your PC and choose one. (See Figure 3-21.) 

Figure 3-21 Choosing a Certificate 

Properties for Engineering Ei 

General Authentication I Conneclions I 
Your administrator may have provided you with group 
parameters ora digital certificate to authenticate your access to 
the remate server. lf.so. select the appropriate a!Jhentication 
methocl and complete your entries. 

r liroup Access lnformation 
~ 

r~gme: l vpnclient 
• < 

Ea(<=>word: l ::xr."x)(X):;o~): . . ' 
Confirm 

.I'"'"'""' F'ã~S '/·.' O rd: ... 
r. .Çertificate 

~ . . 
I 

I ame: - . ~Aiiice (Cisco) :a l 

I 

r Send CA Ce Pat Clark (Cisco] I '!Patrick Clarkson (Microsoft] 

- - -

I OK I Cancel I Help I 

When you are done with the Authentication tab, click OK or click another tab. 
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Changing Connection Settings 
!"") 

- r. r CJ 
The Properties > Connections tab (shown in Figure 3-22) lets you set parameters that gov ~w. yo~ 
connect to the private network . You can enable and configure backup server connections, and 
automatically launch a dial-up networking application to connect to the Internet . 

Figure 3-22 Changing Parameter Values from the Connections tab 

Properties for Engineering EJ 

General I Authentication Connections I 
P fnable backup server(s) -------------, 

1 0.1 0.1 0.1 o 
10.10.10.12 
10.10.10.13 
1 0.1 0.1 0.14 

ê,dd.. Bemove I . Move !,!p Move .Qown I 
p ---·-··-----.. -.. ---··-.. ·-·-·~ 
.,. (Ç~~~~..!~-~.!~~~~~-~-c!~~ 
r Microsoft Diai-Up Networking 

' 
Pbonebook Entry: 

I 3 
I 

C.: lhid party dial-up application 
AQplication: I . ~ . I' 

;I 
' 

l .!l.rowse li~ I 

I ~ ' 
~ ·-"' ~ ~ . - -

Enabling and Adding Backup Servers 
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Step 1 

Step 2 

The private network may include one or more backup VPN servers to use i f the primary server is not 
avai lable.Your system administrator tells you whether to enable backup servers. Information on backup 
servers can download automatically from the VPN Concentrator or you can manually enter this 
information. 

To enable backup servers from the VPN Client, perform the following steps: 

Check Enable backup server(s). This is not checked by default. 

Cl ick Add to enter its address. 

The Backup Server Information dialog box appears. (See Figure 3-23 .) 
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Step 3 

Step 4 

Step 5 

OK Cancel ,·1 
"' o 
1'-
0 

L-----------------------------------~~ 

C h 

Enter the hostname or IP address o f the backup server. Use a maximum of 255 characters. 

Click OK. 

The hostname or IP address appears in the Enable backup server(s) list. (See Figure 3-22.) 

To add more backup devices, repeat Steps 2, 3, and 4. 

the VPN Client 

Removing Backup Servers 

To remove a server from the backup list, choose the server from the list and click Remove. There is no 
confirmation or undo. The server name no longer appears in the list. 

Changing the Order of the Servers 

.. 
'·\ ...... 

To reorder the servers in the list, choose a server and click Move Up to increase the server's priority or 
Move Down to decrease the server's priority . 

Disabling Backup Servers 

You can disable using backup servers without removing backup servers from the list. 

To disable using backup servers, clear the Enable backup server(s) check. 

Configuring a Connection to the Internet Through Dial-up Networking 

Step 1 

Step 2 

To connect to a private network using a dial-up connection, perform the fo llowing two steps: 

Use a dial-up connection to your Internet service provider (ISP) to connect to the Internet. 

Use the VPN Client to connect to the private network through the Internet. 

To enable and configure this feature, check Connect to the Internet via dial-up . This is not checked by 
default. (See Figure 3-24.) 
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Chapter 3 Configuring the VPN Client 

Figure 3-24 Connecting to the Internet Through Dial-up 
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You can connect to the Internet using the VPN Dialer application in two different ways: 

• Microsoft Dial-up Networking (DUN) 

• Third party dial-up program 

Microsoft Dial-up Networking 

78-14738-01 

Step 1 

Step 2 

I f you have DUN phonebook entries and have enabled Connect to the Internet via dial-up, Microsoft 
Dial-up Networking is enabled by default. To link a VPN Client connection entry to a Diai-Up 
Networking phonebook entry, perform the following steps : 

Click Microsoft Dial-up Networking (i f it is not already enabled). 

To link your VPN Client connection entry to a DUN entry, click the down arrow next to the Phonebook 
entry field and choose an entry from the drop-down menu. 

The VPN Client then uses this DUN entry to automatically dia! into the Microsoft network before making 
the VPN connection to the private network. 

--------------------------------------------------------------
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Step 1 

Step 2 

Chapter 3 Configuring the VPN Client 

1-up Program 

Ifyou have no DUN phonebook entries and have enabled Connect to the Internet via dial-up , then Third 
party dial-up application is enabled by default. 

To connect to the Internet using a third party dial-up program, follow these steps : 

Click Third party dial-up application, i f it is not already enabled. 

Use Browse to enter the name o f the program in the Application field . This application launches the 
connection to the Internet. 

This string you choose or enter here is the pathname to the command that starts the application and the 
name o f the command; for example: c:\isp\ispdialer.exe dia!Engineering. Your network administrator 
might have set this up for you. If not, consult your network administrator. 

Changing the VPN Device Address for a Connection Entry 

~\ 
•\.' . 

To change the address o f the VPN device in a connection entry, and to make the change temporary or 
permanent, follow these steps: 

Step 1 On the VPN Client main dialog box shown in Figure 3-25, click the Connection Entry drop-down menu 
button and choose the entry, i f it is not already displayed. 

Figure 3-25 Choosing a Connection Entry 

J::iost name or IP ada~ of !eroole ~ver: 

j1 0.1 0.99.30 
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• >-

Qose 1 .... 
"' .... 

~----------------------------------------~~ 

VPN Client Use r Guide for Windows 

78-14738-01 

' 
~-· 

"­
) 

) 

_} 

. ./ 



Chapter 3 Configu_ri_n=-g t_h_e _VP_N_ CI_ie_nt ________ _ _ _ _____ ---;;;;------c----,-;--;-o=;-;;---o----;--;--;-- -;------;;;- -71" 

Changing lhe VPN Device Address for a Co 
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Step 2 

Step 3 

Step 4 

Edit the address in the Host na me or IP address o f remo te serve r field. 

Click Connect. The VPN Client displays a confirmation dialog box . (See Figure 3-26.) 

Figure 3-26 Confirming Your Changes 

Cisco Syslems VPN Clienl t3 

(~ lhe server addressing information has been modified. Do you wish to save your changes? 

., 
"' "" 

L-------------------------------------------------------------~g 
Click one of the following : 

To use this address for the current session only, click No. The VPN Client begins connecting to the VPN 
device, but it does not save the change you have made to the connection entry. 

To perrnanently change the address for this connection entry, click Yes. The VPN Client begins 
connecting to the VPN device, and it saves the new address with the connection entry. 

For an explanation ofthe connection process, see "Connection Procedure". 
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CHAPTER 

Connecting to a Private Network 

This chapter explains how to connect to a private network with the VPN Client. 

We assume you have configured at least one VPN Client connection entry as described in "Configuring 
the VPN Client." To connect to a private network, you also need the following information: 

• ISP logon username and password, i f necessary. 

• User authentication information: 

- I f you are authenticated via the VPN 3000 Concentrator internai server, your use mame and 
password. 

- Ifyou are authenticated via a RADIUS server, your username and password. 

- I f you are authenticated via an Windows NT Doma in serve r, your username, password, and 
domain name. 

- lfyou are authenticated via RSA Data Security (formerly SDI) SecuriD or SoftiD, your 
usemame and PIN. 

- Ifyou use a digital certificate for authentication, the name ofthe certificate and your usemame 
and password. Ifyour priva te key is password protected for security reasons, you also need this 
password. 

Refer to your entries in "Gathering Information You Need," as you complete the steps described here, 
which include the following sections: 

• Starting the VPN Dialer 

• Using the VPN Client to Connect to the Internet via Dial-Up Networking 

• Authenticating to Connect to the Private Network 

• Connecting with Digital Certificates 

• Viewing Connection Status 

• Closing the VPN Client 

• Disconnecting your VPN Client Connection 
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Chapter 4 Connecting to a Private Network 

ing the VPN Dia ler 

Step 1 To start the VPN Dialer app lication, choose Start > Programs > Cisco Systems VPN Client > VPN 
Dia ler. 

The VPN Dialer displays the VPN Client 's main dialog box. (See Figure 4-1.) 

Figure 4-1 VPN Dialer Main Dialog Box 

~t Cisco Systems VPN Client EJ 

Ctsco Snrns -· 

Step 2 I f necessary, click the Connection Entry drop-down menu and choose the desired connection entry. 

Connection Procedure 

Step 1 

Step 2 

To connect to a private network, perform the following steps: 

Connect to the Internet, i f necessary. 

Connect to the private network through the Internet. 

• Systems with cable or DSL modems are usually connected to the Internet, sono additional action is 
necessary. Skip to "Authenticating to Connect to the Private Network ." 

• Systems with modems or ISDN modems must connect to the Internet via Dial-Up Networking: 

- Ifyou connect to the Internet via Dial-up Networking, proceed to "Using the VPN Client to 
Connect to the Internet via Diai-Up Networking." 

VPN Client User Guide for Windows 
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Chapter 4 Connecting to a Private Network 

- I f your system is already connected to the Internet via Dial-Up Networking , skip to 
"Authenticating to Connect to the Private Network." 

·--~-·-----~---------' 

Using the VPN Client to Connect to the Internet via Diai-Up 
Networking 

78-14738-01 

This section describes how to connect to the Internet via Dial-Up Networking by running only the VPN 
Client. Your connection entry must be configured with Connect to the Internet via Dial-Up Networking 
enabled; see "Configuring the VPN Client". 

Step 1 Click Connect on the VPN Client's ma in dialog box. (See Figure 4-1.) 

Step 2 

Step 3 

Ifyour credentials are not stored in the RAS database, the Dial-up Networking User Information dialog 
box appears. (See Figure 4-2.) This dialog box varies depending on the version ofWindows you are 
using . 

Figure 4-2 Entering User lnfonnation 

Diai-Up Nelworking User lnformalion EJ 
c-

"Enter lhe username and passw01d required f01 ~-1.4) 
Jlét~ 

... 
<? .... 
o 

._----------------------------------~~ 
Enter your username and password to access your ISP. These entries may be case-sensitive. The 
Password field displays only asterisks . 

Click OK. 

You see the Connection History dialog box. (See Figure 4-3.) 
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Figure 4-3 Confinning Connections to ISP 

Connecting to 200.70.50.250 

lnitiating remote access connection to your ISP. 
please wait.. . 

Conr:wction ·History 

lnitializing the connection .. 
I nitiating remote access comection to your I SP. please 
wait... 

Chapter 4 Connecting to a Private Network 

When the ISP connection is established, a Dial-Up Networking icon appears in the system tray on the 
Windows task bar. (See Figure 4-4.) 

Figure 4-4 Diai-Up Networlcing task bar lcon 

Authenticating to Connect to the Private Network 

~i 

This section assumes you are connected to the Internet. Ifyou connect using Dial-Up Networking, verify 
that its icon is visible in the Windows task bar system tray. (See Figure 4-4.) Ifnot, your Dial-Up 
Networking connection is not active and you need to establish it before continuing. 

Ifyou did not doso earlier, click Connect on the VPN Client's main dialog box. (See Figure 4-1.) 

The VPN Client starts tunnel negotiation and displays the Connection History dialog box. 
(See Figure 4-5.) 
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Chapter 4 Connecting to a Private Network 

Figure 4-5 Negotiating Dialog Box 

Cuco Suuu 
Connecting to 10.10.32.32 

~ Authenticating user ... 

The next phase in tunnel negotiation is user authentication. 

User Authentication 

User authentication means proving that you ·are a valid use r ofthis priva te network. User authentication 
is optional. Your administrator determines whether it is required. 

The VPN Client displays a user authentication dialog box that differs according to the authentication that 
your IPSec group uses. Your system administrator tells you which method to use. 

To continue, refer to your entries in "Gathering Information You Need" and go to the appropriate 
authentication section that follows . 

Authenticating Through the VPN Device Internai Server or RADIUS Server 

78·14738·01 

To display the user authentication dialog box, perform the following steps. The title bar identifies the 
connection entry name. 
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Chapter 4 Connecting to a Private Network 
Connect to the Private Network 

Step 1 

Step 2 

Step 3 

~ .. 
Note 

Figure 4-6 Authenticating Through an Interna/ or RADIUS Server 

User Authentication for Engineering 

~ The ~erver has requested the information 
li" spec1hed below to complete the user 

authentication . 

.!J.sername: 

patc 

OK Cancel ~ .... 

L-------------------~--------------~~ 

In the Username field, enter your username. This entry is case-sensitive. 

In the Password field, ente r your password. This entry is case-sensitive. The field displays only asterisks. 

Click OK. 

Ifyou cannot choose the Save Password option, your administrator does not allow this option. Ifyou can 
choose this option, be aware that using it might compromise system security, since your password is then 
stored on your PC and is available to anyone who uses your PC. 

I f Save Password is checked and authentication fails, your password may be invalid. To eliminate a 
saved password, click Options > Erase User Password . 

Proceed to the section "Viewing Connection Status." 

Authenticating Through a Windows NT Doma in 

To display the Windows NT Domain user authentication dialog box, perform the foll owing steps. The 
title bar identifies the connection entry name. 
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Chapter 4 Connecting to a Private Network 

Step 1 

Step 2 

Step 3 

Step 4 

Authenticating to Connect 

Figure 4-7 Authenticating Through a Windows NT Domain 

User Authentication for Companyx 

,.a The remete peer requires additional user 
~ authentication to authorize this connection. 

]Jsername: 

jsimonz 

fassword: 

r ~ave F'assword 

Qomain: 

OK ~ 
r­
o 

L---------------------------------~~~ 

In the Usemame field , enter your usemame. This entry is case-sensitive. 

In the Password field, ente r your password. This entry is case-sensitive. The field displays only asterisks. 

In the Domain field, enter your Windows NT Domain name, i f it is not already there. 

Click OK. 

Skip to "Viewing Connection Status." 

Changing your Password 

78·14738·01 

Your network administrator may have configured your group for RADIUS with Expiry authentication 
on the VPN 3000 Concentrator. lf this feature is in effect and your password has expired, a dialog box 
prompts you to enter and confirm a new password. 

After you have tried unsuccessfully to log in three times, you might receive one o f the following login 
messages: 

• Restricted login hours 

• Account disabled 

• No dial-in permission 

• Error changing password 

• Authentication failure 

These messages let you know the cause o f your inability to log in . For help , contact your network 
administrator. 

VPN Client Use r 

t:5oc. 

CORREIOS 

L1 o -A 
..li. v .lt 



(.) 

~ 

ect to the Private Network 
Chapter 4 Connecting to a Private Network 

ting Through RSA Data Security (RSA) SecuriD (SDI) 

RSA (formerly SDI) SecuriD authentication methods include physical SecuriD cards and keychain fobs , 
and PC software called SoftiD. SecuriD cards also vary: with some cards, the passcode is a combination 
o f a PIN and a cardcode; with others, you enter a PIN on the card and it displays a passcode. Ask your 
system administrator for the correct procedure. 

Authentication via these methods also varies slightly for different operating systems. Ifyou use an RSA 
method, the VPN Client displays the appropriate RSA user authentication dialog box. The title bar 
identifies the connection entry name. 

RSA User Authentication: SecuriD Tokencards (Tokencards, Pinpads, and Keyfobs) and 
SoftiD v1.0 (Windows 95, Windows 98, and Windows ME) 

.. ,, , .. 

To display an authentication dialog box asking for your username and passcode, perform the following 
steps. (See Figure 4-8.) Ifyou are using SoftiD, it must be running on your PC. 

Figure 4-8 Authenticating through RSA 

User Aulhenlicalion for MyCompany 

, ~ Enl~ Username andPasswprd 

.ú.sername: 

j~eus:r ~ 
P.i!sscode: 
Jx: IIUUC:IC IUUUCXX . 

OK 

._f 

Step 1 In the Username field , enter your username. This entry is case-sensitive. 

Step 2 In the Passcode field, enter a SecuriD code. With SoftiD, you can copy this code from the SoftiD 
window and paste it here. Your administrator will tell you what you need to enter here, depending on the 
type o f tokencard you are using. 

Step 3 After entering the code, click OK. 

VPN Client Use r Guide for Windows 
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RSA User Authentication: SoftiD v1.x (Windows NT Only) and SoftiD v2.0 (Ali Operat 

lfyou are using SoftiD under Windows NT, the VPN Client displays an authentication dialog box asking 
for your username and PIN. (See Figure 4-9). 

Figure 4-9 Authenticating Through Soft/D on Windows NT 

User AuthenticaticS for Engineering 

tê Enter Username and Password. 

J.!sername: 

lioeuser 

f in: 

OK Cancel !!! .... 
-~-· ·--------------------------------~~ 

Step 1 In the Username field, enter your username. This entry is case-sensitive. 

Step 2 In the PIN field, enter your SoftiD PIN. The VPN Client gets the passcode from SoftiD by 
communicating directly with SoftiD. The SoftiD application must be installed but does not have to be 
running on your PC. 

Step 3 After entering the PIN, click OK. 

RSA New PIN Mode 
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The first time you authenticate using SecuriD or SoftiD (ali operating systems), or ifyou are using a 
new SecuriD card, and ifthe RSA administrator allows you to create your own PIN, the authentication 
program asks ifyou want to create your own PIN. (See Figure 4-10.) 

Figure 4-10 Secur/D New PIN Request 

User Authenticalion for MyCompany 

A 

·~--· 
Do you wanllo enter your own pin? (y or n) [n) 

fiesponse: 

OK Cancel "' .... 
o 

----------------------------------~~ 

Step 1 Enter your response y for yes or n for no . No is the default response . Then, click OK. What happens next 
depends on your response. 
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Step 2 

Step 3 

Chapter 4 Connecting to a Private Network 

• !f you responded yes-Enter your new PIN in the New PIN field and enter it again in the Confirm 
PIN fi eld . Click OK. (See Figure 4-11.) 

Figure 4-11 Entering a New PIN Yourse/f 

User Authentication for M.vCompan.v 

.@.. E nter your new Access PIN. contairW-lg 4 to 8 
~ digits or 'x' to cancel the new PIN procedll"e: 

tl_ew Pin: 

!;onfirm Pin: 

OK o 
"' "" o 

------------------------------------~~ 

• Ifyou responded no-the authentication program asks ifyou will accept a system-generated PIN. 
(See Figure 4-12.) 

Figure 4-12 Accepting a PIN from the System 

User Aulhenticalion for Connecllo M.vCompan.v 

To receive a PIN, you must respond y for yes and then click OK. When you do, the authentication 
program generates a PIN for you and displays it. (See Figure 4-13 .) Be sure to remember your PIN. 

Figure 4-13 New PIN Received 

User Authenlication for M.vCompan.v 

PIN: 8317 Please rememtier your new PIN 
then press Return to contin!Je . 

OK Cancel "' "' "" o 

----------------------~------------~~ 

To continue, click OK. 
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SecuriD Next Cardcode Mode 

Sometimes SecuriD authentication prompts you to enter the next cardcode from your token card, as in 
Figure 4-14. SecuriD displays this prompt either to resynchronize the token card with the RSA server, 
or because it noticed severa! unsuccessful attempts to authenticate with thi s username. 

The SecuriD Next Cardcode Mode dialog box might appear. (See Figure 4-14.) 

Figure 4-14 Entering the Passcode for Secur/D Next Card 

User Aulhenlicalion for Engineering 

,. Enter Next ~SSCODE: 

!J.sername: 

lsoftid5083 

Pi!sscode: 

OK Cancel 
"' .... 
o 

------------------------------------~~ 

In the Passcode field, enter the next code from your token card. This field requires only a cardcode. Do 
not include your PIN as part o f the passcode. 

Now continue to "Viewing Connection Status." 

Connecting with Digital Certificates 

78-14738-01 

Before you created a connection entry using a digital certificate, you must have already enrolled in a 
Public Key Infrastructure (PKI), have received approval from the Certificate Authority (CA), and have 
one or more certificates installed on your system. Ifthis is not the case, then you need to obtain a digital 
certificate. In many cases, the network administrator ofyour organization can provide you with a 
certificate. I f not, then you can obtain one by enrolling with a PKI directly using the Certifica te Manager 
application, or you can obtain an Entrust profile through Entrust Entelligence. Currently, we support the 
following PKis: 

• UniCERT from Baltimore Technologies (www.baltimoretechnologies.com) 

• Entrust PKI™ from Entrust Technologies (www.entrust.com) 

• Versign (www.verisign.com) 

• Microsoft Certificate Services in Microsoft Windows 2000 Server 

• Cisco Certificate Store 

The websites listed in parentheses in this list contain information ~bout the digital certificates that each 
PKI provides. The easiest way to enroll in a PKI or importa certificate isto use the Certificate Manager 
(see "Enrolling and Managing Certificates") or Entrust Entelligence (see Entrust documentation). 
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Chapter 4 Connecting to a Private Network 

Note Every time you connect using a certificate, the VPN Client checks to verify that your certificare has not 
expired. Ifyour certificareis within one month of expiring, the VPN Client displays a message when 
you attempt to connect or when you use the Properties option. The message displays the certificare 
common na me, the "not before" date, the "not after" date, and the number o f days until the certifica te 
expires or since it has expired. 

There is one exception to this rule . When you are authenticating with a Microsoft certificare, the VPN 
Dia ler skips the automatic certificare validation process and starts the connection immediately. I f there 
is a problem with the certificate, the connection attempt fails. To obtain information about the failure, 
look in the connection log file (see "Viewing and Managing the VPN Client Event Log"). To validate 
the certificate manually, choose Properties > Authentication > Validate Certificate. 

What happens when you press Connect can depend on the levei o f priva te key protection on your 
certificate. lfyour certificate is password protected, you are prompted to enter the password. 

Connecting with an Entrust Certificate 

This section provides important information about what to expect when connecting with an Entrust 
certificate under certain conditions. 

Accessing Your Profile 

CSfW 

I f you are not already logged in, you must log in to Entrust Entelligence to access your Entrust 
Entelligence certificate profile, using the following procedure: 

After you choose Connect on the VPN Client main dialog box, the Entrust logon dialog box appears . 
(See Figure 4-15 .) 

Figure 4-15 Logging in to Entrost 

().. Entrust login _.EJr 
I 

• J 

:r .. Entrust® . 
Copyrightal IG94-2()00 fntrust Technologies Umited. Ali rights ~served . 

Profile name: I ~~rov,ons :::J · Browse ... 

Password: I ********** 
rv Work offfine 

OK Cancel Help 
~ 
"" o 

----------------------------------------------------------------~~ 
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Step 1 

Step 2 

Step 3 

Step 4 

78-14738-01 

Choose a profile name from the pull-down menu. 

Your network administrator has previously configured one or more profiles for you through Entrust 
Entelligence . Ifthe software is installed on your system but there are no profiles available, then you need 
to get a profile from your network administrator or directly through Entrust. Refer to Entrust 
Entelligence Quick Starf Cuide for instructions on obtaining a profile . The VPN C/ient Administrator 
Cuide contains supplementary configuration information. 

After choosing a profile, enter your Entrust password. 

Check the Work offline field to use Entrust Entelligence without connecting to the Entrust PKI. IfWork 
oftline is checked and you press OK, the Entrust wizard di splays the message shown in Figure 4-16 . 

Figure 4-16 Entrust Login Message 

Entrust login ~- .. ' : · ' • . 

Vou are worki1g offline because the Entrust Directory was unavailable. 

Worl<ing offline allows you to encrypt files for yourself and others using cached certificates; however, some of these 
certificates may be revoked. 

OK "' ~ 
o 

----------------------------------------------------------------------------__J~ 

You can ignore this message. Since you are connecting to your organization 's private network using an 
existing certifica te profile , you are not interacting with the Entrust PKI. I f you see this message, click 
OK to continue. 

After completing the Entrust Login dialog box (see Figure 4-15), click OK. 

You may receive a security waming message from Entrust. This waming occurs, for example, when an 
application attempts to access your Entelligence pro file for the first time o r when you are logging in after 
a VPN Client software update. The message happens because Entrust wants to verify that it is acceptable 
for the VPN Client to access your Entrust profile. 

Figure 4-17 Entrust Security Waming 

Entrust Security W arning - Cisco Systems VPN Client . .; -}nfll 

Cisco Systems VPN dient is trying to access Entrust. 

Do you wish to continue? 

__ v_e_s _ __.l ~.I __ N_o_..... Details » ~ 
-------------------------------~~ 
At the warning message, click Yes to continue. 

You can now use your Entrust certificate for authenticating your new connection entry. 
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Chapter 4 Connecting to a Private Network 
ith Digital Certificates 

lfyou have a secure connection and you see a padlock next to the Entelligence icon in the Windows 
system tray, Entelligence h as timed out. However, you have not lost your connection. I f you see the 
Entelligence icon with an X next to it, you are logged out o f Entrust, and you did not have a secure 
connection initially. To make a new connection, start from the beginning (see "Accessing Your Profile" ). 

Using Entrust SignOn and Start Before Logon Together 

t\ ....... 

Entrust SignOn™ is an optional Entrust application that lets you use one login and password to access 
Microsoft Windows and Entrust applications. This application is similar to start before logon, which is 
a VPN Client feature that enables you to dia! in before logging on to Windows NT. For information about 
start before logon, see "Starting a Connection Before Logging on to a Windows NT Platform". 

Ifyou want to use these two features together, you should make sure you have installed Entrust 
Entelligence with the Entrust SignOn module before installing the VPN Client. For information about 
installing Entrust SignOn, refer to Entrust documentation and the VPN Client Administrator Guide, 
Chapter I. 

To use these two features together, follow these steps: 

Step 1 Start your system. 

Step 2 

Step 3 

Step 4 

Step 5 

When the SignOn option is installed, Entrust displays its own Ctrl Alt Delete dialog box. 

Click Ctrl Alt Delete. 

The Entrust Options dialog box and the VPN Dia ler login dialog box both pop up. The VPN Dialer dialog 
box is active. 

To start your VPN connection, click Connect on the VPN Dialer main dialog box. 

The Entrust login dialog box becomes active . 

To log in to your Entrust profile, enter your Entrust password. 

The VPN Dialer password prompt dialog box becomes active. 

Enter your VPN dialer username and password. 

The VPN Client authenticates your credentials and optionally displays a banner and/or a notification. 
Respond to the banner or notification as required. Then the Windows NT logon dialog box is active . 

Step 6 To complete the connection, enter your Windows NT logon credentials in the Windows logon dialog box 
and you are dane. 

Connecting with a Smart Card o r Token 

The VPN Client supports authentication with digital certificates through a smart card or electronic token . 
Severa! vendors provi de smart cards and tokens. For an up-to-date listo f those that the VPN Client 
currently supports , see "Smart Cards Supported". Smart card support is provided through Microsoft 
Cryptographic API (MS CAPI). Any CryptoService provider you use must support signing with 
CRYPT_NOHASHOID. 

VPN Client Use r Guide for Windows 
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Connecting to a Private Network 
Connecting with Digital e if ~ 

~ .. 

~~ 
;6 - <::, 

Once you or your network administrator has configured a connection entry that uses a Micros l.. ~ ~ 
certificate provided by a smart card, you must insert the smart card into the receptor. When you start 
your connection, you are prompted to enter a password or PIN, depending on the vendor. For example, 
Figure 4-18 shows the authentication prompt from ActivCard Gold. 

Figure 4-18 ActivCard Gold PIN Prompt 

~ EnterPIN code: 

OK Cancel 
., 
~ 

------------------------------------~~ 

In above example, you would type your PIN code in the Enter PIN code field and click OK. 

The next example shows how to Iog in to eToken from Aladdin. You select the token in the eToken Name 
column, type a password in the User Password field, and click OK. 

Figure 4-19 eToken Prompt 

~eTCAPI: Select an eToken . ;; · 

eToken Name Reader Name 

e eToken AKS ifdh O 

~ User Password: 11 

~ to your e T oken to enable using/creating 
/ private key. 

Cancel 
~ 

"' ~ 
------------------------------------__j~ 

Note Ifyour smart card or token is not inserted, the authentication program displays an error message. Ifthis 
occurs, insert your smart card or token and try again. 
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leting the Private Network Connection 
After completing the user authentication phase, the VPN Client continues negotiating security 
parameters and displays a dialog box. (See Figure 4-20.) The title bar identifies the remote Cisco VPN 
device to which you are connecting. 

Figure 4-20 Completing Connection History 

i Your link is now secure ... 

Connection History 

ContactÍ'lg the security gaieway at 1 0.1 O. 32. 32. .. 
N egotiating security policies ... 
Sécuring ~tion cihannél .. t 
Y our link is now secure ... 

•• ~.; 00"0 • n;:".~ .r• .:/. m~~-··~~::;.:;;;:;;"n:f~-~ 

"' "' "" o 

&---------------------------------------~"' 
If the network administrator o f the Cisco VPN device has created a client banner, you see a message 
designated for ali clients connecting to that device; for example, The Documentation s erver will be 

down for routine maintenance on Sunday. 

After you complete your connection, the VPN Client minimizes to an icon in the system tray on the 
Windows task bar. 

You are now connected securely to the private network via a tunnel through the Internet, and you can 
access the priva te network as i f you were an onsite use r. 

Using Automatic VPN lnitiation 
Your VPN Client can automatically initiate a VPN connection based on the network to which your 
machine is connected. The name o f this feature is called auto initiation for on-site Wireless LANs 
(WLANs). Auto initiation makes the user experience resemble a traditional wired network in which 
VPNs secure WLANs. These environments are also known as WLANs. 

On-site WLAN VPNs are similar to remate access VPNs with an important distinction. In an on-site 
wireless VPN environment, enterprise administrators have deployed wireless 802.llx networks in 
corporate facilities and these networks use VPNs to secure the wireless parto f the network link. In this 
case, ifyour PC is on a WLAN without VPN, you cannot access network resources . If a VPN exists, 
your access is similar to what it is with wired Ethemet connections. Figure 4-21 shows the two different 
types o f VPN access. 

VPN Client Use r Guide for Windows 
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Figure 4-21 Remate Access VPN Versus On-Site Wireless Access VPN 

Traditional Remote Access VPN 

/__ 

Corporate Network 
On-site WLAN VPN 

In your connection profile, your network administrator can configure a list ofup to 64 matched networks 
(address/submasks) and corresponding connection profiles (.pcffiles) . When the VPN Client detects that 
your PC 's network address matches one o f the addresses in the auto initiation network list, it 
automatically establishes a VPN connection using the matching profile for that network. 

While auto initiation is primarily for an on-site WLAN application, you can also use auto initiation in 
any situation based on the presence of a specific network. For example, in your home office, you may 
want to create an entry for your VPN to auto initiate from your corporate PC whenever you are connected 
to your home network, whether that network is a wireless ora wired LAN. 

The VPN Dialer lets you know when your connection is auto initiating and informs you ofvarious stages 
in the process of an auto initiated connection. You can suspend, resume, disconnect or disable auto 
initiation. When you disconnect or the connection attempt fails, the VPN Dialer automatically retries 
auto initiation using a configured interval called the retry interval. From The VPN Dialer Options menu, 
you can disable auto initiation, and you can change the interval between connection attempts . 

Connecting Through Auto lnitiation 

78-14738-01 

Typically when you start your wireless system (norrnally a laptop ), your connection initiates 
automatically. You do not see the VPN Dialer's main dialog. As the connection goes forward, the VPN 
Dialer displays the dia! status screen (see Figure 4-22). 
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Chapter 4 Connecting to a Private Network 

Figure 4-22 Viewing Dia/ Status of an Auto lnitiated VPN Connection 

Auto-initiating VPN connection to 1 0.1 O. 32.32 

~ Authenticating user ... 

Connection History 

lnitializing the connection ... 
Contacting the gateway at 1 0.1 0.32.32 ... 
Authenticating user ... 

"' ~ 
L-----------------------------------------~~ 

Also, the VPN Dialer displays the authentication dialog such as the one shown in Figure 4-23 . 

Figure 4-23 Authenticating Auto lnitialized Connection 

User Authentication for Engineering 

' f) E~~~ Usern~ Md P;~s~~d . 

.!J.sername: 

lpatc 

fassword: 

OK 

., 

Cancel ~ ., 
~ 

------------------------------------~~ 

When you enter your authentication information, your connection starts immediately, as you can tell by 
viewing the closed yellow lock icon in the system tray. 

Figure 4-24 Closed Lock-Connected 

Or to cancel the connection attempt, click Cancel in the Dial Status dialog. When you cancel the 
connection attempt, the VPN Dialer displays the following message. 
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Figure 4-25 Canceling Connection Attempt During Authentication 

: Cisco Syslems VPN Clienl • 

You h ave canceled your VPN connection. Y ou wil not h ave access to your network resources. A VPN connection win 
be auto-initiated every 2 minutas. Do you wish to temporarily suspend the auto-in~iation functionality? 

,,, 
" <') 
co 

~------------------------------------------------------------------------~"-

To cancel, click No. I f you are using the Log Viewer application, in the event log, you se e the message 
"Connection canceled." 

To suspend, click Yes; in the event log, you see the message "Auto-initation has been suspended". When 
suspended, also in the task bar, you see that the yellow lock icon is now open. 

Figure 4-26 Open Lock-Suspended Auto lnitiation 

To resume auto initiation after canceling, right-click on the open yellow lock icon and select Resume 
Auto-initiation from the menu.(See Figure 4-27). 

Figure 4-27 Resuming Auto lnitiation 

!{.PN Dialer.__ 
8 esurrre .t..uto·lrrltlahon 

Qisable Auto~nitiation 

Stateful firewall (Aiways On) 
------------------------1~ g! 

~-8-b_oo_t_···--------------~~ 

Auto initiation resumes . This is the simplest scenario ofwhat happens during auto initiation. At various 
points, depending on the actions you take, you see messages, changes in the colo r o f the icon in the 
system tray, and differences in choices you can make. The rest o f this section describes these various 
altematives. 

Disconnecting Your Session 

78-14738-01 

To disconnect your session, either double-click the lock icon in the system tray and click the Disconnect 
button or right-click the lock and select Disconnect from the menu (in the standard way). The VPN 
Dialer displays the following message. (See Figure 4-28 .) 
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Figure 4-28 Disconnecting Your Session 

: Cisco Svstems VPN Client 81 

You have terminated your VPN connection. You no longer have access to your network resources. A VPN connection 
will be auto-initiated every 2 minutes. Do you wish to temporarily suspend the auto-initiation functionality? 

~----------------------------------------------------------------------------J~ 

To suspend auto initiation, click Yes. Auto initiation suspends until you resume it, disable it, or log off. 

When you click No, auto initiation stays in effect and the VPN Dialer automatically retri es auto initiation 
according to the retry interval; for example, every minute. 

Changing Option Values While Auto lnitiation is Suspended 

Step 1 

Step 2 

When auto initiation is suspended, you can change VPN Dialer options as follows : 

Double-click yellow lock icon in the system tray. 

Click Options. The VPN Dialer displays the Options menu. 

Disabling Auto lnitiation 

·­,, ...... 

~ 
-~'1·• 

Step 1 

Step 2 

To completely shut down auto initiation, you can disable it through the Options menu by following these 
steps: 

Display the VPN Dialer main dialog box and click Options. 

Select Automatic VPN Initiation . The VPN Dialer displays the dialog box shown in Figure 4-29. 

Figure 4-29 Setting Auto lnitiation Parameters 

Aulomatic VPN lniliation EJ 

P" f.nable 

B.etry lnterval: ~ (1 -10 minutes) 

Note: Enabfing of Automatic VPN lnitiation will not take 
effect until the VPN dialer has been closed. 

I r:::::~::::ºK:: : ~::::::JI Cancel C1 
T"" 

"' T"" 

~--------------------------------------J"' 
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Step 3 

Using Automaf 

,....,. 
~.r:, . 

Click to remove the check mark from Enable and click OK. The log displ ays a message, "i\ o-il.iiti 
has been disabled," and auto initiation terminares. When you click the dialer icon in the syste""'"-~ 
VPN Dialer is the only option displayed. 

·---- ----------·--·---·--.---

Note Unchecking Enable does not remove Automatic VPN Initiation option from the Options menu. 
This option always shows up in the menu as longas the feature has been confígured by your 
network administrator. 

Disabling While Suspended 

Step 1 

Step 2 

Step 3 

Altematively, when auto initiation is suspended and you want to disable it, follow these steps: 

Right-click on the icon in the system tray. 

Select Disable Auto-initiation. The VPN Dialer displays a waming message (See Figure 4-30.) 

Figure 4-30 Disabling an Auto lnitiated Connection 

Cisco Systems VPN Clienl 13 

. ?) 
~ 

Ale you sure you wanllo disable aulomalic VPN initiation? T his setting will remain in elfect until ~ is changed via the 
options menu. 

C\J 
g! 

~----------------------------------------------------------------------~~ 
To completely disable auto initiation and eliminate further automatic retries, click Yes . Or to cancel the 
action and keep auto initiation enabled, click No. 

Restarting After Disabling Auto lnitiation 

78-14738-01 

Step 1 

Step 2 

Step 3 

Step 4 

When you want to restart auto initiation, follow these steps: 

Launch the VPN Dialer from the Start > Programs > Cisco Systems VPN Dialer menu. 

Click Options. 

Select Automatic VPN Initiation. 

Check Enable and click OK. The log shows that auto initiation is now in effect. For an example, see 
Figure 4-31 . 
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Figure 4-31 Auto lnitation Log Messages 

15727 14:22:45.721 04/22102 Sev=lnfo/6 
Auto-initiation has been suspended. 

15728 16:24:25.578 04/22102 Sev=lnfo/6 
Auto-initiation has been disabled. 

15729 16:36:09.671 04/22102 Sev=lnfo/6 
Auto-initiation has been enabled. 

15730 16:36:09.671 04/22102 Sev=lnfo/6 
Auto-initiation condition detected: 

local IP 10.10.0.32 
Network 10.10.32.32 
Mask 0.0.0.0 
Connection Entry "Engineering" 
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D IAl E RIO x63300009 

D IAl E RIO x63300009 

DIAlERIOx63300009 

CM/0 x631 00036 
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L-----------------------------------------------------~~ 

Step 5 Close the VPN Dialer dialog . The Authentication dialog box displays. 

Connection Failures 

M!fJ'W 

I f the auto initiation attempt fails, the VPN Dialer notifies you with a dia! status dialog and a warning /~) 
message. 

Figure 4-32 Auto lnitiation Failure Message 

• Cn~co Systems VPN Chent ID 

( ?\ 
·~ 

A VPN comection could not be estabished. You wil not have access to y<U network resol6ces. A VPN cOIYieClion 
win be auto-initiated evef)l2 rnirx.ltes. Do you wish to temporariy suspend the auto-ilitiation ft.roctionaity? 

~ 
~--------------------------------------------------------------------~~ 

To suspend auto initiation, click Yes . To continue retrying, click No. When you click No, the VPN Dia ler 
keeps trying to connect until the connection goes through or you either disable auto ini tiation or log out. 
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Summary of Auto lnitiation States 

78-14738-01 

~ .. 
Note 

This section shows each stage of auto initiation as indicated through the changes in the appearance of 
the lock icon in the system tray. 

Closed lock-Connected. A secure connection is in effect. Note that the closed yellow lock always 
indicates a secure connection whether or not you are using auto initiation. 

Open yellow Jock-Not connected. Auto initiation is suspended and waiting for a user action (resuming 
or disabling) . 

Open green Jock-VPN Dialer is auto initiating a connection. The VPN Dialer is attempting to auto 
initiate from the Dial Status dialog. 

Closed yellow Jock with red X over it-Connection terminating. You have chosen to disconnect. The 
VPN Dialer asks i f you want to suspend (see Figure 4-28). (Note that this icon is not specific to auto 
initiation but occurs any time you choose to disconnect.) 

Open Blue Lock- Auto Initiation continues to be suspended with the VPN Dialer's main dialog box 
displaying. When you click on this Jock, VPN Dialer is the only menu choice displayed. Ifyou click 
Close, the VPN Dialer returns to the normal auto initiation suspended state. 

Open Red Lock-Auto Initiation is disabling from the suspended state. VPN Dia ler displays the Disable 
warning dialog box (see Figure 4-30) that lets you confirm or retreat. 

---------------- ----- --. --

Auto initiation does not connect i f the VPN Dia ler is opened by any means. 
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g Connection Status 
Thc VPN Client icon on the task bar ['lJ lets you view the status ofyour priva te network connection . 

• Double-click the icon, or 

• Click the icon with the right mouse button and choose Status from the pop-up menu. 

The VPN Client Connection Status dialog box appears. The dialog contains three tabs: 

• General (See Figure 4-33 .) 

• Statistics (See Figure 4-34.) 

• Firewall (See Figure 4-35). 

Generallnformation 
The General tab on the Connection Status dialog box provides IP security information, li sting the IPSec 
parameters that govem the use o f this VPN tunnel to the priva te network. 

Figure 4-33 Viewing IPSec Security lnformation 

Cisco Systems VPN Client Connection Status 

l . G"eneÍâl .l 'si~iwes 1: Frewa.l 
. •. .,~ . ' . . li{ 

t !: 

Comectioo Entry: Engí1eering 

Oent IP addless: 209.154.64.50 
Server IP addtess: 1 O. 10.32.32 

Encryption: 168~ 3.QES 

Aut_t!eooc~~tiQn;J{~-MD5 

Jransparert .T~ I~ 

.•. , . . . T~f.ort O -, 
Compression: None 

Local LAN ac<eess: Enabled 

1 Personal Frewal: Cisco lntegraled Client 
I Fiewal Poicy: Maized ProtectiorrPoicy·(CPP)-

l· ·:Note: Stateful FirewaU ~ OnJ status is nottepre~ted ,above. To.view this status. 
J .. ~ ~ the system ~ay jcon. I! éhecked. ~ h.:nctionality.is enabled 

I r ' ' • I 
r 

_______ _JJiimlLcomec!ed: .. 00:0.6.l5 ___ _ 

I c::=:::::::QK:::: : :::::~!I ' Notifications ... j Reset Disconnect 

The parameters are the following: 

• Connection Entry-The name of the pro file you are using to establish the connection. 

• Client IP address-The IP address assigned to the VPN Client for the current session. 

• Scrver IP address-The IP address of the VPN device to which the VPN Client is connected. 

~- VPN CHom Um Gofdo '" Wfodow• 

C!f{M. 78-14738-01 

) 

) 



Chapter 4 Connecting to a Private Network 

78-14738-01 

Viewing 

• Encryption-The data encryption method for traffic through this tunnel. Encryption makes data 
unreadable i f intercepted. · 

• Authentication-The data, or packet, authentication method used for traffic through this tunnel. 
Authentication verifies that no one has tampered with data . 

• Transparent Tunneling-The status o f tunnel transparent mode in the client, either active or 
inactive. 

• Tunnel Port-lfTransparent Mode is active, the tunnel port through which packets are passing. This 
field also identifies whether the VPN Client is sending packets through UDP or TCP. This port 
number comes from the VPN device . IfUDP, the port is negotiated; ifTCP the port is preconfigured. 
IfTransparent Tunneling is inactive, then the value ofTunnel Port is zero. 

• Compression-Whether data compression is in effect as well as the type of compression in use . 
Currently, LZS is the only type o f compression that the VPN Client supports. 

• Local LAN Access-Whether this parameter is enabled or disabled. (For inforrnation on 
configuring this feature, see "Allowing Local LAN Access".) 

• Personal Firewall- The name o f the firewall that the VPN Client is enforcing, such as the Cisco 
Integrated Client, Zone Labs ZoneAlarrn, ZoneAlarrn Pro, BlackiCE Defender, and so on. 

• Firewall Policy-The firewall policy in use: 

- AYT (Are You There) enforces the use ofa specific personal firewall but does not require you 
to have a specific firewall policy. 

- Centralized Protection Policy (CPP) or "Policy Pushed" as defined on the VPN Concentrator 
lets you define a stateful firewall policy that the VPN Client enforces for Internet traffic while 
a tunnel is in effect. CPP is for use during split tunneling and is not relevant for a tunnel 
everything configuration. In a tunnel everything configuration, ali traffic other than tunneled 
traffic is blocked during the tunneled connection. 

- Client/Server corresponding to "Policy from Server" (Zone Labs Integrity) on the VPN 
Concentrator 
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onnection Status 

The Statistics tab on the Connection Status dialog box shows statistics for data packets that the VPN 
Client has processed during the current session or since the statistics were reset. Reset affects only this 
tab. 

Figure 4-34 Viewing Statistics 

Cisco Systems VPN Client Connection Status 

1 General [~~-~~s~-~JI Firewalll 

:1 i _Bytes in: 
:f I Packets decrypted: 

1• i P~ets bypasse.d: 

720 Bytes out: · 
12 Pc:~Çkets encrypted: 

133. Packets disearded: .,. ; ~ .. 

1512 
.. 12 

3321 

i Secured routes: 
lr-------------~--~~~~~~~~~~~~~~~~r---~J 
i. ··NetwOik st.l!net Mask ~ 

l ' 

11 
~ I ..;:; 0.0.0.0 0.0.0.0 

. I ..;:; 1 o.1 o.32.32 255.255.255.255 1sos 

I 
I 

I ~ 

I 
i 
I 
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• Bytes in-The total amount o f data received after a secure packet has been successfully decrypted. 

• Bytes out-The total amount o f encrypted data transmitted through the tunnel. 

• Packets decrypted-The total number o f data packets received on the port. 

• Packets encrypted-The total number o f secured data packets transmitted out the port. 

• Packets bypassed-The total number o f data packets that the VPN Client did not process beca use 
they did not need to be encrypted. Local ARPs and DHCP fali into this category. 

• Packets discarded-The total number o f data packets that the VPN Client rejected because they did 
not come from the secure VPN device gateway. 

• VPN Client Use r Guide for Windows 
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Secured Routes 

The Secured Routes section li sts the IPSec Security Associations (SAs). 

In Figure 4-34 under Secured Routes, the columns show the following types of information. 

• Key icon-In the first row, you see a key icon at the start o f the connection entry. This key shows 
that the route is secure. The software generates a key as soon as the client needs to send secure data 
through the tunnel to the networks on the other si de. The absence o f a key means that the SA is no 
longer active. The SA may have timed out due to inactivity. Sending data to this network 
re-establishes the SA, and the key reappears . 

• Network-The IP address of the remo te private network with which this VPN Client has an SA. 

• Subnet Mask-The subnet mask o f the IP address for this SA. 

• Bytes-The total amount o f data this SA has processed. This includes data before encryption as well 
as encrypted data received. 

• Src Port, Dst Port, and Protocol are for future use. 

r Local LAN Routes 

Time Connected 

Firewall Tab 

78-14738-01 

I f active the Local LAN Routes box shows the network addresses ofthe networks you can access on your 
local LAN while you are connected to your organization's private network through an IPSec tunnel. You 
can access up to lO networks on the client side ofthe connection. A network administrator at the central 
site must configure the networks you can access from the client side. For inforrnation on configuring 
Local LAN Access on the VPN 3000 Concentrator, refer to VPN Client Administrator Guide, Chapter I . 

The Statistics tab also displays the time in days, hours, minutes and seconds, that has elapsed since you 
initiated the connection. 

The Firewall tab displays inforrnation about the VPN Client's firewall configuration. 

The VPN Concentrator's network manager sets up the firewall policy under Configuration I User 
Management I Base Group or Group I Client FW tab . There are three options: 

• Are You There-The supported personal firewall software on the VPN Client PC contrais its own 
rules. The VPN Client polls the firewall every 30 seconds to make sure it is still running, but does 
not confirrn that a specific policy is enforced. 

• Centralized Protection Policy-This policy takes advantage o f the Cisco lntegrated Client. The 
policy rules are defined on the VPN Concentrator and sent to the VPN Client during each connection 
attempt. The VPN Client enforces these rules for all non-tunneled traffic while the tunnel is active . 

• Client/Server-This policy relates to Zone Labs Integrity solution. The policy is defined on the 
Integrity Server in the priva te network and sent to the VPN Concentrator, which in tums sends it to 
the lntegrity Agent on the VPN Client PC to implement. Since Integrity is a fully functional personal 
firewall, it can intelligently decide on network traffic based on applications as well as data. 
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~ .. 
Note CPP affects Internet traffic only. Traffic across the tunnel is unaffected by its policy rules. 

!f you are operating in tunnel everything mode, enabling CPP has no affect. 

The information shown on this tab varies according to your firewall policy. 

• AYT-When the Are You there (AYT) is the supported capability, the Firewall tab shows only the 
firewall policy (AYT) and the name o f the firewall product (see Figure 4-35) . 

• Centralized Protection Policy (CPP)-When CPP is the supported capability, the Firewall tab 
includes the firewall policy, the firewall in use, and firewall rules (see Figure 4-36). 

• Client/Server-When the Client/Server is the supported capability, the Firewall tab displays the 
firewall policy as Client/Server, the name o f the product as ZoneLabs Integrity Agent, the user ID, 
session ID, and the addresses and port numbers ofthe firewall servers (see Figure 4-37) . 

AYT Firewall Tab 

~ 
Mf1=W 

The Firewall tab shows that AYT is running and displays the name o f the firewall product that supports 
AYT. 

Figure 4-35 Rrewa/1 Tab for AYT capability 

Cisco Syslems VPN Clienl Conneclion Status 

' Genetaij t S tatistics [!._!~~!!JI 
; Frewall Policy: Are you there? (AYT) 
Product: Zonelabs ZoneAJarm 

; ·' 

r: 

Time connected: 00:02.05 

OK N ot~ications. . . , F:eset. Disconnect c 

"' ~ 
----------------------------------------------------------~~ 
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Centralized Protection Policy (CPP) Using the Cisco lntegrated Client 

Firewall Rules 

78-14738-01 

CPP is a stateful firewall policy that is defined on and controlled from the VPN Concentrator. It can add 
protection for the VPN Client PC and priva te network from intrusion when split tunneling is in use . For 
CPP (see Figure 4-36), the Firewall tab shows you the firewall rules in effect. 

Figure 4-36 Firewa/1 Tab for CPP 

Cisco Systems VPN Client Connection Status 

General! Statistics Firewall j 
Firewall Policy; Centralized Protection Policy (CPP) 
Product: Cisco lntegrated Client 

. Firewall R ules: 

Act I Dir I SrcAddress I Dst Address I Prato I Src Portl Dst Pc ... 1 
Drop In ... Any 
For... 0 ... Local 
fBin .. . Any 
Drop 0 .. . Local 

~I 
Action 
Direction 
Source Address 
O estination Address 
Protocol 
Source Port 
Destination Port 

OK 

Local 
Any 
Local 
Any 

Drop 
lnbound 
Any 
Local 
Any 
N/A 
N/A 

Time connected: 00:00.31 

Notilications ... l 

Any N/A 
Any N/A 
Any N/A 
Any N/A 

Reset 

N/A 

N/~ N/A 
N/A .... 

I • 

Disconnect !:l 
i!? 

~--------------------------------------------------------~~ 

This status screen lists the following infonnation: 

• Firewall Policy- The policy established on the VPN Concentrator for this VPN Client. 

• Product-Lists the name o f the firewall currently in use, such as Cisco Integrated Client, Zone 
Alarm Pro, and so on. 

The Firewall Rules section shows ali of the firewall rules currently in effect on the VPN Client. Rules 
are in arder o f importance from highest to lowest levei. The rules at the top o f the table allow inbound 
and outbound traffic between the VPN Client and the secure gateway and between the VPN Client and 
the private networks with which it communicates. For example, there are two rules in effect for each 
priva te network that the VPN Client connects to through a tunnel ( one rui e that allows traffic outbound 
and another that allows traffic inbound) . These rules are part ofthe VPN Client software. Since they are 
at the top ofthe table, the VPN Client enforces them before examining CPP rules. This approach lets the 
traffic flow to and from private networks . 
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CPP rules ( defined on the VPN Concentrator) are only for nontunneled traffic and appear next in the 
table. For information on configuring filters and rules for CPP, see VPN C/ient Administrator Guide, 
Chapter I . A default rule "Firewall Filter for VPN Client (Default)" on the VPN Concentrator lets the 
VPN Client send any data out, but permits return traffic in response only to outbound traffic. 

Finally, there are two roles listed at the bottom of the table . These rules, defined on the VPN 
Concentrator, specify the filter's default action, either drop o r forward. I f not changed, the default action 
is drop. These roles are used only i f the traffic does not match any of the preceding rules in the table. 

Note The Cisco lntegrated Client firewall is stateful in nature, where the protocols TCP, UDP, and ICMP allow 
inbound responses to outbound packets. For exceptions, refer to VPN Client Administrator Guide, 
Chapter I. If you want to allow inbound responses to outbound packets for other protocols, such as 
HTTP, a network administrator must define specific filters on the VPN Concentrator. 

You can move the bars on the column headings at the top ofthe box to expand their size; for example, 
to display the complete words Action and Direction rather than Act or Dir. However, each time you exit 
from the display and then open this status tab again, you must expand the columns again. Default roles 
on the VPN Concentrator ( drop any inbound and drop any outbound) are always at the bottom o f the list. 
These two roles act as a safety net and are in effect only when traffic does not match any o f the roles 
higher in the hierarchy. 

To display the fields o f a specific rui e, click on the first column and observe the fields in the next area 
below the listo f roles. For example, the window section underneath the rules in Figure 4-36 displays the 
fields for the role that is highlighted in the list. 

A firewall role includes the following fields: 

• Action-The action taken i f the data traffic matches the rule: 

- Drop = Discard the session. 

- Forward = Allow the session to go through. 

• Direction-The direction o f traffic to be affected by the firewall: 

- Inbound = traffic coming into the PC, also called local machine. 

- Outbound = traffic going out from the PC to ali networks while the VPN Client is connected to 
a secure gateway. 

• Source Address-The address o f the traffic that this rule affects: 

- Any = ali traffic; for example, drop any inbound traffic. 

- This field can also contain a specific IP address and subnet mask. 

- Local = the local machine; i f the direction is Outbound then the Source Address is local. 

• Destination Address-The packet's destination address that this role checks (the address o f the 
recipient). 

- Any =ali traffic; for example, forward any outbound traffic. 

- Local = The local machine; i f the direction is Inbound, the Destination Address is local. 

• Protocol-The Internet Assigned Number Authority (IANA) number ofthe protocol that this rule 
concerns (6 for TCP; 17 for UDP and so on). 

• Source Port-Source port used by TCP or UDP. 

• Destination Port-Destination port used by TCP or UDP. 

~ • VPN Client User Guide for Windows 
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Viewing 

Client/Server Firewall Tab 

78-14738-01 

When Client/Server is the supported policy, the Firewall tab displays the na me o f the firewall policy, the 
na me o f the product, the user ID, session ID, and the addresses and port numbers o f the firewall servers 
in the private network (see Figure 4-37). Zone Labs Integrity is a Client/Server firewall solution in 
which the Integrity Server (IS) acts as the firewall server that pushes firewall policy to the Integrity 
Agent (IA) residing on the VPN Client PC. Zone Labs Integrity can also provide a centrally controlled 
always on personal firewall. 

Figure 4-37 Client/Server Firewa/1 Tab 

Cisco Systems VPN Client Connection Status 

G ener alj S tatistics Firewall J 

Firewall Policy: Clienl/Server 

Product: Zonelabs I ntegrity Agent 
---·-------------
UseriD: 

Session ID: 

un://200. 70.50. 248/1 ntegrityGroup/QADOMAI N \barney rubble 

1041 

Servers: 

_Addre~ ___ . ......!_.E'Qr.! _______ 1 ________________ ._ 

1 00. 50. 0.1 o 5000 

Time connected: 00:03.44 

OK Notifications ... , Fie:;et Disconnect 
"' "' :e 

-------------------------------------------------------------~ 

Firewall Policy-This field shows that Client/Server is the supported policy. 

Product-Lists the name o f the Client/Server solution currently in use, sue h as Zone Labs Integrity 
Client. 

User ID-In the format xx:IIIP address ofthe VPN Concentrator/group name and user name 

Where: xx can be un or dn: 

un = The gateway-based ID is based on the group and user name. 

dn = The gateway-based ID is based on the distinguished name (as is the case when using digital 
certificates). 

The User ID is used to initialize the firewall client. 

Session ID-The session ID o f the connection between ali o f the entities. This is used to initialize the 
firewall client and is helpful for troubleshooting. 

Servers-The IP address and port number o f each firewall server. For Release 3.6, there is only one. 

VPN Client Use r 

Doc. -----



Chapter 4 Connecting to a Private Network 
Client 
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Resetting Statistics 

To reset ali connection statistics to zero, click Reset. Th ere is no undo. Reset affects only the connection 
statistics, not the other sections o f this dialog box. 

Closing the VPN Client 
You may want to close the VPN Client when it is running on your PC but not connected to a remote 
network. 

To close the VPN Client when it is not connected to a remote network, do one o f the following: 

• Click Close on the VPN Dialer's main dialog box. (See Figure 4-1). 

• Press Esc on your keyboard. 

• Press Alt-F4 on your keyboard. 

Disconnecting your VPN Client Connection 

~ 
C!UW 

To disconnect your PC from the priva te network, do one o f the following: 

• Double-click the VPN Client icon on the Windows task bar. Click Disconnect on the Connection 
Status dialog box. (See Figure 4-33.) 

• Click the VPN Client icon with the secondary mouse button and choose Disconnect from the pop-up 
menu. 

Your IPSec session ends and the VPN Client closes. You must manually disconnect your dial-up 
networking connection (DUN). 

• VPN Client User Guide for Windows 
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CHAPTER 5 
Managing the VPN Client 

..... 

This chapter explains the tasks you can perform to manage connection entries, view and manage event 
reporting, and upgrade or uninstall the VPN Client software. The management features are available 
from the Cisco Systems VPN Client applications menu. (See Figure 5-1 .) 

Figure 5-1 Cisco Systems VPN Client Menu of Applications 

~ Accessories 

~ Startup 

IQ Command Prompt 

e Internet Explorer 

~ Windows NT Explorer 

C§ Administrative T ools (Common) ~ 

I'Ji C1sco S_ystems VPN Chent ~ ~ Certificate Manager 

~ e Help ~ Network ICE 

~ Paint Shop Pro 6 

® Startup 

- I~ WinZip 

~ ZoneLabs 

~ 00 Log Viewer 

~ ~ SetMTU 

~ ~ UninslaiiVPN Cient 

~ 
-,_ ____________________________ _. 

"' M 

c; 

Note Ifyou installed the VPN Client via the Microsoft Windows Installer, the Cisco Systems VPN Client 
menu does not include the Uninstall VPN Client option. 

This chapter includes the following sections: 

• Managing VPN Client Connection Entries 

• Enabling Stateful Firewall (Always On) 

• Launching an Application 

• Managing Windows NT Logon Properties 

• Viewing and Managing the VPN Client Event Log 

• Receiving Notifications From a VPN Device 

VPN Client 
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PN Client Connection Entries 

• Upgrading the VPN Client Software (Insta llShield) 

• Uninstalling the VPN C lient with the Uninstall Application 

To configure properties of connection entries, see "Configuring the VPN Client." 

~ .. 
Note I f you are a system administrator, refer to the VPN Client Administrator Guide for information on 

configuring the VPN 3000 Concentrator and preparing preconfigured profiles for VPN Client users . 

Managing VPN Client Connection Entries 
To manage a connection entry, start the Cisco VPN Client and choose VPN Dialer from the menu of 
applications. 

The VPN Client main dialog box appears. (See Figure 5-2.) 

Figure 5-2 VPN C/ient Main Dia/og Box (VPN Dia/er) 

ojl Cisco S.vstems VPN Client EJ 

Cuco SnHIS 

Click the Connection Entry drop-down menu arrow and choose an entry. 

Click Options to display the menu. 

VPN Client Use r Guide for Windows 
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Figure 5-3 VPN C/ient Options Menu 

Connection .E.ntry: 

I E ngineering 

New ... 

.!:iost name or IP address of remote server: 

j1 0.1 0.32.32 

CQnnect 

~ .. 

I LºP~~~::~:::J I 
Çlone Entry ... 

Qelele Entry 

.B.ename Entry ... 

!mport Entry ... 

,Srase IJ$er F'as~,wo rd 

Create .S,hortcut 

froperties ... 

~ Statefuf firewaD (Aiwa_ys On) 

épplication Launcher ... 
Y{lndows Logon Properties ... 

Managing VPN Client Conn 

. 
:e 

----------------------.-~ 

Note On a Windows 9x, Windows Me, or Windows XP home system, the VPN Client does not display 
Windows Logon Properties. 

Cloning a Connection Entry 

Step 1 

Step 2 

78-14738-01 

To clone a connection entry with ali its properties and use it as the basis for creating a new entry, follow 
these steps: 

On the VPN Client 's main dialog box, click the Connection Entry drop-down menu and choose the entry 
you want to clone. 

On the VPN Client Options menu, choose Clone Entry. (See Figure 5-3 .) 

The Clone Connection Entry dialog box appears . (See Figure 5-4.) 

VPN Client Use r 
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Client Connection Entries 

Figure 5-4 Clone Connection Entry Dia/og Box 

Clone Connection Enlry EJ 

Connection entry to be cloned: 

IEngineering 

.E.nter a new name for this connection entry: 

IEngEast 

OK Cancel 

Step 3 Enter a name for the new connection entry in the field and click OK. 

Step 4 The dialog box closes. The new name appears in the Connection Entry list in the VPN Client ma in dialog 
box. 

Step 5 To configure the properties ofthis new connection entry, click Options > Properties on the VPN Client 
main dialog box and see the "Setting or Changing Connection Entry Properties". 

Deleting a Connection Entry 

Step 1 

Step 2 

Step 3 

To delete a configured connection entry, follow these steps: 

On the VPN Client's main dialog box, click the Connection Entry drop-down menu arrow and choose 
the entry you want to delete . 

On the VPN Client Options menu, choose Delete entry. (See Figure 5-3.) 

A confirrnation dialog box appears. (See Figure 5-5.) 

Figure 5-5 Confirming Deletion of a Connection Entry 

Cisco Systems VPN Clienl EJ 

~ Are you sure you want to delete Engineering2? 

., 
"' ., 
o 

._----------------------------------~~ 

Click Yes orNo: 

• To permanently delete the connection entry, click Yes. Th ere is no undo. 

• To retain the connection entry, click No. 

The VPN Client returns to its main dialog box. 

--------- - - ---- ----- ... -·· -
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Renaming a Connection Entry 

Step 1 

Step 2 

Step 3 

You can rename a connection entry and retain ali its properties. Each connection entry name must be 
unique . Since these names are not case-sensitive, be sure the new name differs in content, not just case. 

On the VPN Client's main dialog box, click the Connection Entry drop-down menu and choose the entry 
you want to rename. 

On the VPN Client Options menu, choose Rename Entry. (See Figure 5-3 .) 

The Rename Connection Entry dialog box appears. (See Figure 5-6.) 

Figure 5-6 Entering a New Na me for a Connection Entry 

Rename Connection Enhy EJ 

Current connection entry narne: 

~ngineering 

.E.nter a new name for this connection entry: 

I OK 'I 

Enter a new name for this connection entry in the field and click OK. 

The dialog box closes. The new name appears in the Connection Entry list in the VPN Client main dialog 
box. 

lmporting a VPN Client Configuration File 

78-14738-01 

Step 1 

Step 2 

Step 3 

You can automatically configure your VPN Client with new settings by importing a new configuration 
file (a file with a . pcf extension, called a profile) that your system administrator supplies. 

To automatically configure a VPN Client, perform the following steps: 

Obtain a new VPN Client pro file (. pcf) file from your system administrator. 

Load the file on your hard disk. 

On the VPN Client main dialog box, click Options and choose lmport Entry from the menu. 

The VPN Client opens a window for you to choose the pro file file. (Se e Figure 5-7.) 

VPN Client Use r Gu 
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Chapter 5 Managing the VPN Client 

t Connection Entries 

Figure 5-7 Choosing a File to lmport 

Open 1113 
Lookjn: I ~~ VPN Client 

Certificates 
.:::.J Profiles 

Filename: 

Files Ot !Ype: I Profile Configuration File~ (•.pcf) 

Qpen 

Cancel 

Browse until you locate the profile file and when you have located it, choose it and click Open. 
(See Figure 5-8.) 

Figure 5-8 lmporting the Profile File 

Open ilEJ 

Lookjn: I~ Files_test 

o!J Doc2.pcf .,1&11 

Filename: 

File.s of !Ype: I Pr?file Co~figuration Files, (•.pcf) _ 

The VPN Client displays a message informing you that your file import was successful. (See Figure 5-9.) 
I f the pro file already exists, you receive a message asking i f you want to overwrite it. 

VPN Client Use r Guide for Windows 
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Step 5 

Figure 5-9 lmport Successful 

Comec (!,) 
J Engine 

To continue, click OK. 

Managing VPN Client Conn 

Alternatively, you can copy the .pcf file into the Profiles directory and restart the VPN Dialer 
application. 

Your VPN Client is now configured with the connection entries and parameters specified by this new 
profile file. You can examine or modify the connection entries by clicking the Connection Entry 
drop-down menu on the main dialog box, choosing an entry, and clicking Options > Properties. 

Erasing a Saved Password for a Connection Entry 

78-14738-01 

You or your administrator may have configured an entry to save the authentication password on your PC 
so you do not have to enter a password when you are connecting to the VPN device . Normally we 
recommend that you not use this feature, because storing the password on the PC can compromise 
security, and requiring a password to authenticate you every time you attempt to connect to the VPN 
device is fundamental to maintaining security on the private network. However, there may be reasons 
for temporarily bypassing the authentication dialog box, for example, when you want to create a batch 
file for your PC to log in to a VPN device to accomplish some task that requires using the priva te network 
behind the VPN device. 

I f there is a password saved on your system, and authentication fails, your password might be invalid . 

To eliminate a saved password, use the Erase User Password feature on the Options menu. Erase User 
Password is available only when you have previously checked Save Password on the User 
Authentication dialog box. (See Figure 5-l 0.) 



~ 

~~ 

onnection Entries 

Figure 5-10 Saving Password During Authentication 

Connecting to 10.10.32.32 

User Authentication for Engineering 

"' 
"' ~~~~~~~~~~~~~~ 

Chapter 5 Managing the VPN Client 

When the VPN device allows saving passwords on the remote si te and Save Password is in effect, then 
Erase User Password is available on the Options menu. (See Figure 5-11.) 

Note I f you get a failed-to-authenticate message, you should enable E rase User Password on the VPN Client 
and verify that your password is valid. When you attempt to connect, the VPN Client prompts you to 
enter your password. 

' , , • VPN Client Use r Guide for Windows 
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Managing VPN Cli 

Figure 5-11 Erase User Password Avai/able 

Connection &ntr.Y: 

l Engineering 

New ... 

!:!ost name or IP address of remete server: 

110.10.32 32 

CQnnect 

I L:t.i?~I~~::~:::JI 
J;;lone E ntr,Y ... 

Qelete Entr.Y 
fiename Entry ... 

!mport Entr,Y ... 

&rase User Password 

Create âhortcut 

froperties ... 

Statefuf .Eirewall (Aiwa.Ys On) 

éPplication Lat.11cher ... 
Windows Logon Properties ... "' "' :e 

-------------------------~ 

Note The VPN Client displays Windows Logon Properties only on Windows NT, Windows 2000, and 
Windows XP. 

To enable this feature, click Erase User Password. 

The VPN Client prompts you to confirm (See Figure 5-12 .) 

Figure 5-12 Verifying Erase User Password 

Cisco Syslems VPN Clienl 13 

('i\. ~ Are .YOU sure .YOU want to erase lhe user password for the "Engineering" connection entr.Y? 

~ 
"" o 

L-----------------------------------------------------------------~~ 

With Erase User Password in effect, the next time you connect, the authentication dialog box prompts 
you to enter your password: on the Options menu, the Erase User Password feature is no longer 
available. (See Figure 5-13.) 

VPN Client 
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Connection Entries 

Figure 5-13 Erase User Password Unavailable 

Connection .E.ntry: 

I E ngineering 

New ... 

.!::!.ost name or IP address of remete server: 

110.10.32.32 

CQnnect. 

I D2P.i.!~~~:~]l 
,Çione Entry .. . 

Qelete Entry 

fienarne Entry ... 
!mport Entry ... 

,!;_rase User P.;wNord 

Create ,S,hortcut 

froperties ... 

StatehJ [11ewal (Aiways On) 

âpplication Launcher ... 
~ndows Logon Properties... ~ ....................... ~ 

Note The VPN Client displays Windows Logon Properties only on Windows NT, Windows 2000, and 
WindowsXP. 

Creating a Shortcut for a Connection Entry 

Step 1 

Step 2 

You can create a shortcut on your desktop to quickly and directly launch a VPN Client connection entry 
that you use frequently. 

On the VPN Client's main dialog box, click the Connection Entry drop-down menu and choose an entry. 

On the VPN Client Options menu, choose Create Shortcut. (See Figure 5-3.) 
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The shortcut appears on your desktop, as in this example. (See Figure 5-14.) 

Figure 5-14 Connection Entry Shortcut 

.-·"'\.: 

~\~_.1 : 

~:~:~~!~~~~:(6:g} 

The VPN Client main dialog box remains open. 

Enabling Stateful Firewall (Aiways On) 
The VPN Client includes an integrated stateful firewall that provides protection when split tunneling is 
in effect and protects the VPN Client PC from Internet attacks while the VPN Client is connected to a 
VPN Concentrator through an IPSec tunnel. This integrated firewall includes a feature called Stateful 
Firewall (Always On). 

Stateful Firewall (Always On) provides even tighter security. When enabled, this feature allows no 
inbound sessions from ali networks, whether or not a VPN connection is in effect. Also, the firewall is 
active for both encrypted and non encrypted traffic. There are two exceptions to this rule . The first is 
DHCP, which sends requests to the DHCP server out one port but receives responses from DHCP 
through a different port. For DHCP, the stateful firewall allows inbound traffic . The second is ESP. The 
stateful firewall allows ESP traffic from the secure gateway, because ESP roles are packet filters and not 
session-based filters. For the latest information on other exceptions, if any, refer to Release Notes for 
Cisco VPN Client for Windows . 

To enable the stateful firewall, click Stateful Firewall (Aiways on) on the Options menu. When Stateful 
Firewall (Always On) is enabled, you see a check in front ofthe option. This feature is disabled by 
default. You can enable or disable this feature from the VPN Client Options menu. During a VPN 
connection, you can view the status ofthis feature by right-clicking the lock icon in the system tray. You 
can also enable or disable this feature from the same menu. 

Launching an Application 

78-14738-01 

You can configure the dialer to automatically launch an application before establishing a connection. 
Some examples ofwhy you would want to use this feature follow: 

• You are configured for start before logon and you need to start an authentication application at the 
logon desktop. 

• You want to launch a monitoring application such as the Log Viewer before each connection. 
(See Figure 5-15 to Figure 5-17.) 

To configure the VPN Dialer to launch an application from the logon desktop, use the Application 
Launcher. 

The Application Launcher starts the specified application once per session. To launch an application 
again, you must exit from the VPN Dial er, restart the VPN Dialer, and launch the application. 

VPN Client User 
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Chapter 5 Managing the VPN Client 

Open the VPN Dialer Options pull-down menu (shown in Figure 5-3) and click Application Launcher. 
(See Figure 5-15.) 

Figure 5-15 Application Launcher Option 

Connection ,Entry: 

I Engineering 

New ... 

!::!.ost name or IP address of remote server: 

j10.10.32.32 

I,
,_,_,_,_,_,_, ·-·I 
L.ºI~~!~!:!~.~-j 

!;lone Entry ... 
Qelete Entry 
flename Entry ... 
!mport Entry ... 

J;; ra~e User Password 

Create ~hortcut 
froperties ... 

Statefui.Eirewal (AI.,.,ays On) 

é,pphcat1on Launcher 

Y[indows Logon Properties... "" 
~ ....................... ~ 

~ .. 
Note The VPN Client displays Windows Logon Properties only on Windows NT, Windows 2000, and 

Windows XP. 

The VPN Dialer displays a dialog box prompting for the name o f the application . (See Figure 5-16.) 
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Step 2 

Step 3 

Figure 5-16 Entering the Name of the Application 

Application Launcher Ef 

To execute an application or command when establishing a 
comection, enter the fufty qualified file name and optional 
command line parameters associated with the application. 

81Jplication: 

OK I .!!.rowse Cancel 

Click Browse to !acate and then choose the complete pathname to the application as well as the name of 
the application. (See Figure 5-17.) 

The application name appears in the Application Launcher dialog box. In this example, the VPN Dialer 
is configured to launch the Log Viewer before a connection. 

Figure 5-17 Choosing an Application 

Apphcahon launche r EJ 

Click Enable and then click OK. 

Turning Off Application Launcher 
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Step 1 

Step 2 

To disable Application Launcher, follow these steps: 

Open the Options pull-down menu and choose Application Launcher. 

When the Application Launcher dialog box displays, clear the Enable checkbox. 
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indows NT Logon Properties 
This section describes special logon features for the Windows NT platform, which includes Windows 
NT 4.0, Windows 2000, and Windows XP. These features include: 

• Ability to start a connection before logging on to a Windows NT system 

• Permission to launch a third party application before logging on to a Windows NT system 

• Control over auto-disconnect when logging off of a Windows NT system 

To access the Windows logon properties, open the VPN Client Options pull-down menu (shown in 
Figure 5-3) and choose Windows Logon Properties. The VPN Client displays a dialog box containing 
three parameters. (See Figure 5-18 .) 

Note The VPN Client displays Windows Logon Properties only on Windows NT, Windows 2000, and 
Windows XP. 

Figure 5-18 Windows Logon Properties 

Windows Logon Properlies EJ 

Use lhese options lo resolve W"r.dows logon issues regaiding 
NT domains and roaming pro/iles. Press Fl for more.information. 

P' l f.~le slart befoíe logon 

P'1~ ~ õf lhid·party applications belote ~~~ 
_I(Appbtion_ e __ • __ launcher, T"!d ~di~ appication) 

Starting a Connection Before logging on to a Windows NT Platform 

On a Windows NT platform, you can connect to the private network before you log on to your system. 
This feature is called start before logon and its purpose is primarily to let you log in to the domain and 
run login scripts . 

Your administrator may have set this up for you. Once you establish a VPN connection, your credentials 
are sent to a domain controller for logging in to your system. Ifyou need to launch an application before 
you log on, see the section "Launching an Application" for information. 

When you have established a successful VPN connection, the VPN Dialer window closes, and your 
logon window displays . Ifthe connection is not successful, the VPN Dia ler window continues to display. 
Your administrator may have set up a banner that lets you know when you have a successful connection. 

To activate this feature , follow these steps: 

Step 1 Open the VPN Client Options pull-down menu (shown in Figure 5-3) and choose Windows Logon 
Properties . 
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Managing Windows NT 

Step 2 Check Enable start before Iogon and then click OK. (See Figure 5-18.) 

What Happens When Vou Use Start Before logon 

When start before logon is active, the following events occur when your system starts: 

• Your system logon dialog box displays . Other messages might display as well, depending on your 
setup. Wait until you see the VPN Dialer start . 

• The VPN Dialer starts and displays the connection dialog box over the system logon dialog box. 

• You establish your connection to the priva te network o f the VPN Device. 

• You log on to your system. 

Note You can use certificates for authentication with start before logon when your personal certificate, along 
with the CA or intermediary certificate(s), are in your Cisco certificate store and the Microsoft local 
machine but not your personal Microsoft store (CAPI certificates). However, to use a CAPI certificate, 
you can log on using cached credentials, make a VPN connection using your CAPI certificate, and 
disable the "Disconnect VPN connection when Iogging off' parameter (see "Disconnecting When 
Logging Off o f a Windows NT Platform," following) . This action keeps your connection open. Now you 
can log back on to the system. 

For information on enrolling certificates and importing certificates into your Cisco store, see "Enrolling 
and Managing Certificates." 

For information about using start before logon with the Entrust Signün feature, see "Connecting with 
an Entrust Certificate." 

Turning Off Start Before logon 

To tum this feature off, open the Options pull-down menu on the VPN Dialer connection dialog box and 
uncheck Enable start before Iogon. The next time you log on to your system, the VPN Dialer 
connection dialog box does not automatically display on your logon desktop. 

r Permission to Launch an Application Before Log On 
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Your system administrator determines whether you can launch applications and third-party dialers 
before you log on to a Windows NT platform. To protect system and network security, your system 
administrator might h ave disabled this feature. I f this feature is greyed out, you cannot launch 
applications and third-party dialers before logging on to a Windows NT platform. You must have system 
administrator privileges to change this parameter. 
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cting When Logging Off of a Windows NT Platform 

Note 

This parameter controls whether your VPN Client connection automatica ll y disconnects when you log 
off your Windows NT system. 

To always automatically terminate your connection when you log off, check this parameter. This 
parameter is checked by default. 

To disable auto-disconnect while logging off, remove the check from this parameter. When you remove 
the check, the VPN Client displays the waming message shown in Figure 5-19. 

Figure 5-19 Auto-disconnect Warning Message 

Cisco Syslems VPN Chenl Ei 

W~Jlrirq li you disable this leat~e.lhe VPN Cienl wil nol automatically disconnect ~ VPN conneclion when you logoll. As a result, 
~ cornpo.ter rnay remain connecled a/ter logoll. 

Disabling this parameter allows your connection to remain up during and after log off, which allows 
· profiles or folders to be synchronized during log off. You would disable this parameter when using the 

Windows roaming profiles feature . 

With this feature disabled, you must completely shut down your system to disconnect your VPN Client 
connection. 

Managing Auto lnitiation 

~-WJIW 

When your network administrator has configured your VPN Client for auto initiation (by including it in 
the vpnclient.ini file), the Options menu includes the option Automatic VPN Initiation. (See 
Figure 5-20.) When you select this option, the VPN Dialer displays a dialog box that lets you 
enable/disable auto initiation and change the setting ofthe retry interval. Disabling auto initiation in this 
way does not remove it from your configuration. Ifyou need to enable auto initiation after you have 
disabled it, you can retum to this dialog box and enable it again. The only way you can remove auto 
initiation from your configuration is through editing the vpnclient.ini file . 

For complete information on auto initiation, see "Using Automatic VPN Initiation". 
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Step 1 

Step 2 

Step 3 

Viewing an 

Figure 5-20 Automatic VPN lnitiation Option 

!;;fone E ntry ... 

Q.elete Entry 

flename Entry .. . 

!mport Entry ... 

Create ~hortcut 
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fletry lnterval: [2 (1 -10 minutes) 

Note: Enabling of Automatic VPN lnitiation will not take 
effect until the VPN dialer has been closed. 

I c:::::~:º-~::::::::::~11 Cancel 
"' "' 

Y:!indows Logon Properties ... 
~ 

~----------------------------------~~ 

To disable or enable auto initiation, follow these steps: 

Select Automatic VPN Initiation from the Options menu. 

To disable auto initiation, click to remove the check mark from Enabie. 

Or to enable auto initiation after it has been disabled, click Enabie to check it. 

Click OK. 

Step 4 Ifyou are enabling auto initiation, you then must close the VPN Dialer. The authentication dialog then 
prompts you to enter your authentication information. 

To change the setting o f the retry interval, enter the new value (I to I O) in the Retry Intervai box and 
click OK. 

Viewing and Managing the VPN Client Event Log 
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Examining the event Iog can often help a network administrator diagnose problems with an IPSec 
connection between a VPN Client and a peer device . The log viewer application collects event messages 
from ali processes that contribute to the client-peer connection. This section shows how to use the Log 
Viewer to retrieve and manage this information. 
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To start the Log Viewer, use the following path from the Start menu : 
Start > Programs >Cisco Systems VPN Client > Log Viewer. (See Figure 5-21 .) 

Figure 5-21 Starting the Log Viewer 

~§ Accessories 

C§ Startup 

jl3 Command Prompt 

f! Internet Explorer 

i! Windows NT Explorer 

® Administrative T ools (Common) ~ 

~ Cisco Systems VPN Chent • -~ Certif~eate. M anager 

® Network ICE 

® Paint Shop Pro 6 

~ f! Help 

• ;.ti log V1ewer 

® Startup • <$:l Set MTU 

® WtnZip • ~ UninstaiiVPN Client 

® Zone labs • ~ VPN Dialer ::; 
~, ......................................... ~ 

The Log Viewer starts, displaying its main window. (See Figure 5-22.) By default, the fi lter is set to low, 
so you may not see any events displayed in this window (see the section "Filtering Events") . 

For help on this window, press Fl. 
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Figure 5-22 Log Viewer Main Window 

)11 lpseclog.txt - Cisco System IPSec Log Viewer 1!!100 13 
Ma in Menus -----"*file Qptions .S.earcp .t!elp. 

Tool bar.> _______.--~~ - l~riPrWAf~ J ~ l ~;I-;T------·----: -·-------------------·- ---·· 
loading IPsec SA (Message ID = Ox2E1C84AB OUTBOUND SPI = Ox339C21FD 
INBOUND SPI = Ox33082882) 

69 11:13:45.839 01124/01 Sev=lnfo/5 IKE/Ox63000025 
loaded OUTBOUND ESP SPI: Ox339C21FD 

70 11:13:45.839 01124/01 Sev=lnfo/5 IKE/Ox63000026 
loaded INBOUND ESP SPI: Ox33082882 

log display areas 11 

71 11:13:45.839 01124/01 Sev=lnfo/4 CM/Ox63100021 
Additional Phase 2 SA established. 

72 11:13:46.460 01124/01 Sev=lnfo/4 IPSEC/Ox63700010 
Created a new key structure 

73 11:13:46.460 01124/01 Sev=lnfo/4 IPSEC/Ox6370000F 
Added key with SPI=Oxfd219c33 into key list 

74 11:13:46.460 01124/01 Sev=lnfo/4 IPSEC/Ox63700010 
Created a new key structure 

75 11:13:46.460 01124/01 Sev=lnfo/4 IPSEC/Ox6370000F 
Added key with SPI=Oxb22b0833 into key list 

Status bar.> .. B:~li};::;u·,m,r'' 1::: :~":t;::; ''':\~:'':·.': -~;., ·•. , .. 
jj. ~ 
:)~ § 

Displaying the Version of the Software 
To display a brief help message that gives you the version number o f the software, choose Help from 
the main menu or click the Help icon. 

lt_<v) __ .,_ 
~-

Collecting Events 

78-14738-01 

To start collecting event messages into the log file, choose Options > Capture. When a check mark 
appears in front o f the Capture option, Log Viewer is collecting events. This option is off by default. 
Alternatively, you can click the Capture icon. 

~~c _____ - .~ 
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• Viewing and Managing the VPN Client Event Log 

Each message in the log file comprises at least two !ines containing the following fields: 

Event# Time Date Severity/type/level EventClass/MessageiD 
Message text 

Table 5-1 describes the fields in an event message. Table 5-2 describes Event types and severity leveis . 

Table 5-1 Fields in an Event Message 

Field Meaning 
- ---

Event# The first field shows the event number. Events are numbered incrementally and 
never reset. 

-·-
Time The Time field shows the time ofthe event: hour:minutes:seconds. The hour 

is based on a 24-hour clock. For example 15:25:09 identifies an event that 
occurred at 3:25 :09 PM. 

Date The date field shows the date ofthe event: MMIDDIYYYY For example, 
2/03/2001 identifies an event that occurred on February 3, 2001. 

Severity/typellevel This field reports the severity type and levei o f the event; for example, 
Sev=Info/4, which identifies an informational event, severity levei 4. 
identifies event types and severity leveis 

Event Class/Message This field shows the module o r source o f the event and the message identifier 
ID associated with the module. For example, IPSEC/Ox63700012. 

Message Text A briefmessage describing the event. Usually, this message is no more than 80 
characters. For example, Dele te all keys associated wi th peer 
10.10.99 .40. In a message containing arrows, the arrows indica te the direction 
of the transmission: »>for sending and <« for receiving. 

Table 5-2 Event Types and Severity Leveis 

Type Levei Meaning 

Fault I A system failure or nonrecoverable error. 

Waming 2-3 Imminent system failure o r a serious problem that may require 
user intervention. 

Informational 4-6 Levei 4 provides the most general type (high levei) 
information. Leveis 5 and 6 provide more deta iled 
information about the connection. 

Filtering Events 

~ 

To contrai the amount o f information to view with the Log Viewer, choose Options > Filter. 
Alternatively, you can click the Filter icon. 

The Log Viewer displays the Log Viewer Fi I ter message to let you choose the amount of information 
you wa nt to capture. (See Figure 5-23 .) 
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Step 1 

Step 2 

Viewing and 

Figure 5-23 Log Viewer Fi/ter Message 

Filler log E vents f3 

A Low setting displays only criticai or warning events. A High setting 
displays ali events. 

To change filter levei: 
Double click on one item, or select more than one ~em and right click. 
Choose the levei from the menu that displays 

Log Class I Verbose Levei 
CERT H1oh 
CLI 
CM 
CVPND 
DIALER 
FIREWALL 
IKE 
IPSEC 
ppp 
XA.UTH 

OK 

High 
High 
High 
High 
High 
High 
High 
High 
High 

Cancell . 
~ 

~-----------------------------------------------~ 

To change the filter levei, do the foliowing: 

Double-click on one item, or choose more than one item and right click. 

Choose from the foliowing options that the Log Viewer displays : 

Disable- Inhibits event reporting for the chosen class. 

Low-Provides the least amount of information. This choice includes severity leveis I through 3 (ali 
faults and wamings). Low is the default for ali classes . 

Medium-Includes severity leveis I through 4; ali in Low plus the first levei informational events, 
which provi~e general information about the connection. Note that a first levei informational event is 
levei 4 and appears in the event display as Info/4. 

High-Includes severity leveis I through 6, thus adding two leveis of informational events (lnfo/5 and 
Info/6) . This setting can lower the performance of ali applications on your system, so use it only when 
your network administrator ora support engineer suggests that you do so. 

Table 5-3 defines the classes (modules) that generate events . 

VPN Client Use r Gui ,1 
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• ~d Nfn~ VI;'N Client Event Log 

~' ·· ( \ )(.) 
• ~)'l/e 5-3 Classes That Genemte Events In the VPN Cllent 

C' p L , 
Class Name Definition -
CERT Certificate management process (CERT), which handles getting, validating, and 

renewing certificates from certificate authorities . CERT also displays errors that occur 
as you use the application. 

CLI Command Line Interface, which lets managers start and end connections, get status 
information and so on through a command line rather than using the VPN Client 
graphical user interface. 

CM Connection manager (CM), which drives VPN connections. (CM dials a PPP device, 
configures IKE for establishing secure connections, and manages connection states. 

CVPND Cisco VPN Daemon (main daemon), which initializes client service and controls 
messaging process and flow. 

DIALER Windows-only component, which handles configuring a profile, initiating a 
connection, and monitoring it. 

FIREWALL Firewall component, which generates events related to connections through a firewall. 

IKE Internet Key Exchange (IKE) module, which manages secure associations. 

IPSEC IPSec module, which obtains network traffic and applies IPSec roles to it. 

ppp Point-to-Point Protocol. 

XAUTH Extended authorization application, which validates a remote user's credentials. 

Searching the Log File 
~­
~- . 

To locate specific events or event types in the window, choose Sear ch from the main menu. 
Altematively, you can click on the Search icon. 

The Log Viewer displays the Find message. (See Figure 5-24.) Enter a string to find and click Find Next. 
You can match on whole words and on case. 

VPN Client Use r Guide for W indows 
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Figure 5-24 Searching the Log Disp/ay 

file Qptions â_earch !:!elp 

1 15:06:29.660 05/U3/UO Sev=lnfo/4ANetiKE/Ux63000012 
SENOING »> I~ 

2 15:07:29.77 Fine! what: jiPSecDriver 
SENOING >» I~ 

r M atch ~hole WOid only 
' 3 15:08:29.86 
; SENOING »>~~ : r MatchQase 

I 

4 15:09:29.949 05/U3/UO Sev=lnfo/4ANetiKE/Ux63000012 

2.32 

find Ne><t 

2.32 
Cancel 

2.32 

' SENOING »> ISAKMP OAK IN FO "'(HASH, NOTIFY: KEEP _ALIVE) to 10.10.32.32 

5 15:10:30.036 05/U3/UO Sev=lnfo/4ANetiKE/Ux63000012 
SENOING »> ISAKMP OAK INFO "'(HASH, NOTIFY:KEEP _ALIVE) to 10.10.32.32 

. 6 15:11:30.122 05/U3/UO Sev=lnfo/4ANetiKE/Ux63000012 
• SENOING »> ISAKMP OAK IN FO "'(HASH, NOTIFY: KEEP _ALIVE) to 10.10.32.32 

~ 7 15:12:20.194 05/U3/UO Sev=lnfo/4ANetiKE/Ux63000012 
' SENOING »> ISAKMP OAK QM "'(HASH, SA, NON, 10, 10) to 10.10.32.32 

i 8 15:12:20.204 05/U3/UO Sev=lnfo/4ANetiKE/Ux63000013 
! RECEIVING «< ISAKMP OAK QM "'(HASH, SA, NON, 10, 10) from 10.10.32.32 
i 
9 15:12:20.214 05/U3/UO Sev=lnfo/4ANetiKE/Ux63000012 

i SENOING » > ISAKMP OAK QM "'(HASH) to 10.10.32.32 
I 

(Ready 

Printing the Log File 

78-14738-01 

To print the events displayed in the current window, choose File > Print from the main menu. 
Alternatively, you can click the Printer icon. 

j 
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Client Event Log 

To save the currently displayed events in the ipseclog file on your hard drive, choose File> Save as 
from the main menu. Alternatively, click the Disk icon. 

The ipseclog fileis a text (.txt) file in DOS format. The Log Viewer saves the information to the Client 
instai! directory, which by default is the pathname Program Files\Cisco Systems VPN Client\VPN 
Client\IPSECLOG.TXT. You can specify any directory and name. (See Figure 5-25.) 

Figure 5-25 Saving a Log File 

SaveAs IJEJ 

.Save ;,: • ·I ~ VPN Client 

Profiles 

Fllename: 

Save as !Ype: IIPSec Log ~iles ('.log) 

Clearing the Events Display 

WJ'&M 

To eliminate ali the events currently displayed in the Log Viewer main window, choose Options > 
ClearLog Display from the main menu. Alternatively, you can click the Erase Ali icon. 

Ifyou want to store the event messages, be sure you save them before you clear the display. Clearing the 
display does not reset event numbering, nor does it clear the log file itself. 
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Receiving Notifications From a VPN Device 
The VPN device (secure gateway) through which you connect to the private network at your 
organization can send you notifications . Currently you can receive a notification from your network 
administrator when it is time to update the VPN Client sOftware or when the VPN device that requires a 
specific firewall be running on the VPN Client PC detects that the firewall is not running. A notification 
typically shows up when you start your dialer connection. You can also display notifications while you 
are connected by cli cking Notifications on the Connection Status dialog box. (See Figure 5-26.) 

Figure 5-26 Disp/aying Notifications 

Cisco Svstems VPN Client Connection Status 

General Statistics I FirewaiiJ 

Bytes in: o Bytes out: 
Packets decrypted: o Packets encrypted: 

Packets bypassed: 107 Packets discarded: 

S ecured routes: 

Network I Subnet Mask J Bytes I 
~ 0. 0.0. 0 0.0.0.0 o 
<'<3 1 0.1032.32 255. 255.255.255 o 

•J I 
Local LAN routes: 

Network I Subnet Mask I Src Port I 
209.154.69. o 255. 255.255. o X 

209.154.68.0 255.255.255.0 X 

I •I 

Time connected: OO:m .04 

OK N otifications. .. I Reset 

o 
o 

2 

SrcPort J Os 
X 

X 

.!.1 

Dst Port I .a.J 
X --1 

X 

~ I 

Disconnect o 
N 

"' o 

~---------------------------------------------------------~~ 

Upgrade Notifications 

78-14738-01 

The notification shown in Figure 5-27 informs a remote user that it is time to upgrade the VPN Client 
software. The notification includes the location where the remote user can obtain the upgrade. When you 
receive an upgrade notification that includes a URL, click Launch to go to the site and retrieve the 
upgrade software. You will receive an upgrade notification every time you connect until you have 
installed the upgrade software. 

VPN Client Use 
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Notification of a Software Upgrade 

Ci&co Sy&tems VPN Client Notifications 

N otifications: 

Text 
Your network administrator has placed an update of the Cisco S_yst.. . 

N otif~eatibn Text: . 

Chapter 5 Managing the VPN Client 

<? 
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~----------------------------------------------------~~ 

Firçwall Notifications 
•.: , ., .. 

I f the VPN Client and VPN Concentrator firewall configurations do not match, the VPN Concentrator 
notifies the VPN Client while negotiating the connection. The notification includes the policy that the 
VPN Concentrator requires. For example, the notification in Figure 5-28 shows an example firewall 
notification. The message states that the policy required is AYT and the firewall required is any Zone 
Labs product. 

VPN Client User Guide for Windows 
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Upgrading lhe VPN Clienl Sol 

Figure 5-28 Firewall Notification 

Cisco Syslems VPN Clienl Nolificalions I 

N otifications: 

Text ____ _________ __ _____ Time 

The Client did not match any of the Concentrator's firewall configur.. . 08:58.19 

N otification T ext: 

The Client did not match an_y oi the Concentrator's firewall configurations. 
Firewall Polic_y: Product=Zonelabs An_y, Capability= (Are you There?). 

Laupcl1 M 
M :e 

~------------------------------------------------------~~ 

Upgrading the VPN Client Software (lnstaiiShield) 

Step 1 

78-t 4738-01 

Upgrading the VPN Client software using this method retains existing connection entries and their 
parameters. 

To insta li an upgrade o f the VPN Client o ver an existing version on your system, use the following 
procedure, which first uninstalls the existing version, and then reboots your PC and installs the new 
version. 

To begin the procedure, follow the instructions in the "Installing the VPN Client Through InstaiiShield" 
section in Chapter 2. 

When it starts, the installation wizard detects the existing version and asks you to confirm that you want 
to remove that version and reboot your PC. (See Figure 5-29.) 

VPN Cl;oMu,.,o,;<o!"!f'lbd•w• • ~r 
ROS nv 03/2005 ~jtM \(f"]~'-

:~1 ~.;~R7EIOS I ' 
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l::t) Setup has detected an existing version oi lhe Cisco Systemslnc. VPN Client. 

Before insteling e new version, setup rnust ll'linstal lhe existing version lf J.:lU choose to continue. setup willl'linstal lhe existing version 
oi lhe Cisco Systemslnc. VPN Client and then reboot your PC. 

After you PC reboots, lhe Cisco Systemslnc. VPN Client instellation wl continue. 

Do J.:lU wish to continue? 

~ 

"' ., 
o 

Managing the VPN Client 

~--------------------------------------------------------------------------------------~~ 

•tl• 

Step 2 

Step 3 

Step 4 

\ 

To continue, click Yes. 

The installation program removes the old version and asks you to confirm the system restart. (See 
Figure 5-30.) 

Figure 5-30 Confínníng the System Restart 

Cisco Syslems VPN Clienllnstaller 

Setup has finished removing lhe existing version of lhe Cisco 
S ystems VPN Client. 

To continue with lhe Cisco Systems VPN Cient installation. 
J.:lU MUST reboot your computer now. 

r. ~~Ti~~fl~!.~~~-~_:-~;;!:~1 

r No. I wil restart my computer later. 

S etup wiA continue after J")Ur computer reboots. 

. < .!l.aclt Finish l~ncel i 
~ 

~----------------------------------------------------------~~ 

Be sure to remove any diskette from its drive before you restart your system. 

I f you are installing from diskettes, reinsert Disk I after your system restarts and displays the Windows 
logo screen, but before the desktop appears. 

To restart your system, click Yes (the default) and click Finish. 

The installation wizard restarts your system. Once your system has restarted, installation continues 
automatically. 

Follow the instructions as ifyou were installing for the first time. See "fnstalling the VPN Client 
Through InstaliShield." 

------ -----
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Upgrading the VPN Client Software (MSI) 

Step 1 

Step 2 

Upgrading the VPN Client software using this MSI in this recommended way retains 
entries and their parameters. 

To insta li an upgrade o f the VPN Client over an existing version on your system, use the following 
procedure. 

Remove any existing version of the VPN Client software through the Adct/Remove available from the 
Windows Control Pane!. 

Install the VPN Client using the MSI installer (vpnclient_en.msi) . 

Uninstalling the VPN Client with the Uninstall Application 

78-14738-01 

~ .. 

This option is available only ifyou have installed the VPN Client via InstallShield. Uninstalling the VPN 
Client means completely removing ali VPN Client software from your computer. For example, ifyou 
are changing or upgrading your PC, you might want to uninstall the VPN Client. Also, ifyou are getting 
ready to instai! Cisco VPN Client 3.6 using Microsoft Windows Installer (MSI), you can run the 
Uninstall application to remove previous versions of the Cisco VPN Client. 

Note Do not attempt to uninstall or upgrade the VPN Client software from a mapped network drive . 

~ .. 

Before you run the uninstall program, make sure you have closed ali ofyour remote access (Dial-Up 
Networking) connections and ali VPN Client applications. Then use the following procedure. (See 
Figure 5-31.) 

Note lfyou installed the VPN Client via the Microsoft Windows Installer, the Cisco Systems VPN Client 
menu does not include the Uninstall VPN Client option. 

Step 1 Choose Start > Programs > Cisco Systems VPN Client > Uninstall VPN Client. 
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Step 2 

~ 

with lhe Uninstall Application 

5-31 Running the Uninstall Program 

-~ Startup 

1!3 Command Prompt 

f! Internet Explorer 

&.J Windows NT Explorer 

(~ Administrative T ools (Common) ~ 

'Ji Crsco Systems VPN Chent • 

@ Network ICE ~ 

@ Paint Shop Pro 6 ~ 

@ Startup ~ 

- ~ WinZ~ - ~ 

@ Zonelabs ~ 

@j Cert~icale M anager 

1/J Help 

6@ Log Viewer 

~ SetMTU 

~ Unrnstall VPN Clrent 

~ VPN Dialer "' M :e 
-----------------------------------------------.. ~ 

Chapter 5 Managing the VPN Client 

The Uninstall Wizard runs and asks ifyou want to really want to remove the VPN Client applications. 
(See Figure 5-32.) 

Figure 5-32 Confinning Uninsta/1 

Queslion 13 

To completely remove the VPN Client software from your system, click Yes. Otherwise, click No. 

Next, the Uninstall Wizard asks ifyou want to delete your connection profiles. (See Figure 5-33.) 

• VPN Client Use r Guide for Windows 
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Step 3 

Step 4 
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Figure 5-33 Confinning Your Connections 

Setup Status 

VPN Cient Sett..p is performing lhe requested operations. 

VPN Chent lndaller 11 

. ?. ) ~ Do you wish to delete your e•isting comection pcofiles? 

:ri. t .: ~./ ••·..: -- - --- - - - -----·-

Cancel 
~ 

~--------------------------------------------------------~~ 
To preserve your connection profiles (which contain configured connection entries), click No. 

Then the Uninstall Wizard asks i f you want to delete your certificates. (Se e Figure 5-34.) 

Figure 5-34 Confinning Your Certificates 

Setup Status 

VPN Cient Sett..p is performing the requested operations. 

VPN Chenl lnslaller J3 

<v Do you wish to delete JIO'.I" e>eisting Cisco certificates? 

Cancel 1:1' 
:e 

~--------------------------------------------------------~~ 

To keep your certificates, click No. 

Finally, the Uninstall Wizard prompts you to restart your system. To complete the uninstallation, you 
must restart your system. 



~ .. 

lient Software MSIInstallation 

To restart your system, click Yes (the default) and then click Finish. 

The installation program restarts your system. 

Chapter 5 Managing the VPN Client 

Be sure to remove any diskette from its drive before you restart your system. 

Note When you uninstall the VPN Client software after you have run the Log Viewer and you have cticked 
yes to remove your certificate and profile directories , the vpnclient.ini and ipseclog.txt files remain on 
your system. Since these files were generated after you instalted the software, they are not removed 
when you uninstall the software. You have to remove them manually. 

Removing the VPN Client Software MSIInstallation 

·-·~~ .. 

\. 
WJifW 

To remove the VPN Client when it has been instatled via MSI, use the Add/Remove utility available 
from the Control Pane!. You must remove any version o f the Cisco VPN Client o r any other VPN Client 
before upgrading the Cisco VPN Client with MSI. 

VPN Client Use r Guide for Windows 
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CHAPTER 6 
Enrolling and Managing Certificates 

This chapter explains how to enroll and manage personal certificates using the Certificate Manager 
application. Specifically, it describes how to perform the following tasks: 

• Obtain personal certificates through enrollment with a Certificate Authority (CA), which is an 
organization that issues digital certificates that verify that you are who you say you are . 

You can enroll for a certificate in two ways: 

- through the network (online enrollrnent) 

- through a file 

• Import certificates 

• Manage certificates 

- Viewing 

- Verifying 

- Deleting 

- Exporting 

• Manage enrollment requests 

This chapter covers the following topics : 

• Starting Certificate Manager 

• What are Certificare Stores? 

• Enrolling for a Certificare 

• Managing Personal and CA/RA Certificares 

• Managing Enrollment Requests 

VPN Client Use r Guide 
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ertificate Manager 
To get started with certificates, go to the Cisco Systems VPN Client menu (the same menu that you use 
to start the client, shown in Figure 6-1). 

Choose Start> Programs> Cisco Systems VPN Client> Certificate Manager. 

Figure 6-1 Choosing Certificate Manager 

~ Accessories 

L§ Startup 

~ Command Prompt 

f:! Internet Explorer 

bij Windows NT Explorer 

(S Aclministrative T ools (Commón) 

~ Cisco Systems VPN Client • ~ Certlfrcate Manager 

(~ Network ICE • f:! Help 

(S Paint Shop Pro 6 • 00 LogV~ewer 
(S Startup • G Set MTU 

(S WinZip • g!! UninstaDVPN Oient 

(S Zone Labs • 0 VPN Dialer ;:; .,. ............................................. ~ 
The Certificate Manager window opens. (See Figure 6-2.) 
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Figure 6-2 Certificate Manager Main Window 

Eiil Cisco Syslems VPN Clienl Cerlificale Manager Er 

I 

Personal certificates identify you to people and hosts you communicate with and 
are signed by a certificate authority. 

A certificate authority (CA) is an organization that issues certificates. 

Enrollment requests are certificate requests that a CA has yet to approve. 

Personal Certificates I CA Certificates I Enrollment Requests I 
Certificate 

Pat Clark 
Pat Clark 

Stores: I <Ali> 

I Store 

Cisco 
Microsoft 

New Options..,. 

r . lmporl.. 

. 

., 
"' r-
o 

~--------------------------------------------------------..lw 

Whatar 

What are Certificate Stores? 

78·14738·01 

The Certificare Manager uses the notion o f store to convey a location in your local file system for storing 
personal certificates. The major store for the VPN Client is the Cisco store. The Cisco store contains 
certificates you have enrolled for through the Simple Certificate Enrollment Protocol (SCEP). This 
application supports severa! standard enrollment protocols. Your system also includes a Microsoft 
certificate store that may contain certificates that your organization provides or that you have installed 
previously. You can manage them just like the certificates in your Cisco store, or you can import them 
to your Cisco store. New certificates obtained through enrollment or importing go into the Cisco store. 

There are two types o f Microsoft certificates: certificates for individuais to use and ais o a Microsoft 
certificate for your local PC itself. So ifseveral people are using the same PC, each person can have a 
certificate, and there can also be a certificate for the local system on Windows 2000 and Windows XP. 
On a Windows 9x system, you can only use it with Internet Explorer version 5.1 SP2. 

Microsoft certificates with non-exportable private keys are also avail able. 

Doc. ____ _ 
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rtificate 
stem administrator may have already set up your VPN Client with digital certificates. Ifnot, or 

ou want to add certificates, you can obtain a certifica te by enrolling with a Certificate Authority (CA) 
over the network or by creating a file request. In both cases, you complete the same form (shown in 
Figure 6-3.) 

Enrollment Form 

~· .. ~ .. 

This section describes the information required for filling out the certificate enrollment form. Make sure 
you h ave ali o f the following information before you start. 

Figure 6-3 Enrollment Form 

• Common Name-Your common name (CN), which is the unique name to use for this certificate. 
This field is required. The common name can be the name of a person, system, or other entity; it is 
the most specific levei in the identification hierarchy. The common na me becomes the name o f the 
certificate; for example, Alice Wonderland. 

• Department-The name ofthe department to which you belong; for example, Intemational Studies. 
This field correlates to the Organizational Unit (OU). The OU is the same as the Grou p Name 
configured in a VPN 3000 Series Concentrator, for example. 

• Company-The name ofthe company or organization (O) to which you belong; for example, 
University. 

• State-The na me o f your state (ST); for example, Massachusetts. 

. • VPN Client .Use r Guide for Windows 
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• 

• Email-Your email address (e); for example, alicew@university.edu. 

• IP Address-The IP address o f your system, for example, I 0.1 0.1 0.1. 

• Doma in-The Fully Qualified Doma in Name o f the host for your system; for example, 
Dialin Server. 

Together, ali these fields except IP address and domain comprise your distinguished name (DN). 

When you enroll a personal certifica te, either you go through a CA from which your system already h as 
a root certifica te o r you obtain a root certifica te from the CA as part o f the enrollment process . The CA 
Certificates tab displays the current list of CA certificates. (See Figure 6-2 .) 

Starting Enrollment 

To begin, click New on the Certificate Manager's main screen under the Personal Certificates tab. (See 
Figure 6-2.) The Certificate Manager prompts you to enter a password for the certificate you are 
enrolling. (See Figure 6-4.) The password is optional, but we recommend that you use one to protect 
your priva te key more effectively. The password can be up to 32 characters in length. Passwords are case 
sensitive. For example, sKate8 and Skate8 are different passwords. This password is called the personal 
certifica te password. 

Figure 6-4 Protecting a Certificate with a Password 

Certificate Password Protection Ei 

P~id P.fOI~yol.l çértificate p,rovides i!h ·· . 
,;aékiional'le'lel .ot ~ity. T.lii~ pas'swQid ~o~ :!.'· 

N~e i~(~:er,~~olmeríts .reqUi~tbep&s'~d )~ 1 , • . 

IJS'ed h~re to be re:-éntered whén lhe ãpp'r,á\le(f 
cerfficate 'is'~ported. · 

.fassword: 

< iiack I ,Mext > Cancel Help ;:; 
"' 

~--------------------------------------------------------~~ 
After entering a password, click Next to continue. The Certificate Manager lets you choose between 
enrolling via the network or by creating a file . (See Figure 6-5.) Enrolling via the network is also called 
online enrollment . 

.---------- - ---------------------V_P_N_C_Iie_n_t _Us_e_r G_u_id_e--i--'-:'-:"'··--=-:-:'~:_-.. -.. ·~----~ -C N ~~; D 
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Chapter 6 Enrolling and Managing Certificates 
• Enrolling for a Certificate 

Cuco Sm1u 

, .. 

rtu;; enrollment wizard allows you to n!quest a personal 
identity certificate from ~ Certificate Authority (CA~ . 

• < .. t ·. • . 1 • • • -· ' 

Network based enrolment allows you lo connect direcUy 
to a C6. over a nell')'ork_ connection. 

F~ baSed.~olmenl wi~ J)rodvce a certificate request 
fi!e''Which yo~.íheed tó Sübm~ !o yciur ádniihistrator. 

- . "" : :~ ... · . 

Enrplling Through the Network 

Step 1 

To enroll through the network, retrieve a certificate from a CA, and place it in the Cisco store, using the 
following procedure: 

Click Network and click Next. (See Figure 6-5.) 

The Certificate Manager asks you to enter the network address of the issuing CA. (See Figure 6-6.) 
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Figure 6-6 Entering Network Address 

EnroDment - CA Network Addten 13 Enrollment · CA Network Addren EJ 

Enter lhe URL 01 IP Addr.., olihe Certlicaie Althofiy. 

• RequiredF~ : 

Enter lhe URL <:! IP Address oi lhe Cerlilicale Autho!ity. 

J;erlilicale Althofiy: 

JIN1f11: 
l.!RL 01 Noiwork_Áddreio: • 

·Jhllp://161 .44.246. 41 /ce~lsrv/mscep/mscep.dl 

... - : ~., ·,.· · .... _; ··. ·;·:. ·;:·:rll"Jt .... 

.,.. ___ -· ____ ;.:._ ____ ~ ........ ____ ,_......:_....:___~_;_._:------·- ··--'--·_,__:_ ____ ___,_~ .. ------~~--1~~~~~~ ~~-·.:~ .. .. ::··-.. ~ .. ~~~~~ ~~ 
.. .. . , , ~ < ·á~ '· l .M~> . ·i :'~ :~:,_,;f ~ :~~ . J; ~ 
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Step 2 

Step 3 

Step 4 

Choose one o f the following procedures: 

• Choose an existing Certificate Authority from the drop-down menu. 

- The URL or Network Address and Domain fields are automatically filled . 

- Renter the Challenge password or enter a new password, which you can obtain from the CA o r 
your network administrator. 

• Choose <New> from the drop-down menu. 

- Enter the URL or Network Address ofthe CA and the CA's Domain, both ofwhich are required. 

- Some CAs require that you enter a password to access their si te. I f this is the case, enter the 
password in the Challenge Password field . You can get the password from the CA or from your 
network administrator. 

When you have completed the network address information, click Next. 

The Certificate Manager displays the enrollment form for you to complete. (See Figure 6-3.) 

Enter the information you collected before you started the enrollment process. The only field that the 
Certificate Manager requires is Common Name. However the CA may require some or ali ofthe other 
fields . Then click Next. 

After you enter the form, the Certifica te Manager displays a summary that looks something like the one 
in Figure 6-7. 
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Step 5 

C1sco Sm urs 

This is a summary ol the information you have provided for 
this ceriif~eate ·!lnrollment request. 

Select Ftnish to proceed with lhe enrollment or Back to 
make modifications. 

1 com 
Certificate Store: Cisco 
Common Name: Alice Wonderland 
Department: lnternational Studies 
Company: U niversity 
State: Massachusetts 
Country: US 
E mail: alicew@university. edu 
IP Address: 10.1 0.1 0.1 

~ .... 

&----------------------------------------------------------~~ 
To complete the enrollment, click Finish. 

The Certificate Manager displays a status window (shown in Figure 6-8) that lets you monitor the 
progress ofthe certificate retrieval. Ifthe enrollment failed , the status window indicates the cause so you 
can fix the problem and try again. 

• VPN Client Use r Guide for Windows 
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Step 6 

78-14738-01 

Figure 6-8 Certificare Status Messages 

Enrollment - Status f3 

CISCO SISTIIIS -· 
Enrollment status: 

Generating ke.Y pair 
Generating self-signed certificate 
S ubmitting request 
Status: 308 

,, 

I-------.. ----··- ""I L._ .. ____ º!S_ _______ j . ... 
"' 1'-
0 

~--------------------------------------------------~~ 
What happens next depends on your CA. (See Figure 6-8): 

• Some CAs may provide immediate response. I f so, the Enrollment- Status window reflects this fact 
and displays an OK button. 

- Click OK and you see a message that your enrollment succeeded. You can view and manage the 
certificate under the Personal Certificates tab. 

• Ifthe enrollment status is Request pending, your CA does not immediately approve your request and 
the Enrollment - Status window shows the Suspend button. 

- Click Suspend. 

- Your request appears under the Enrollment Requests tab, while you are waiting for the CA to 
issue the certificate. 

- When the CA issues your certificate, choose the certificate and then choose Resume from the 
Options pull-down menu to complete the enrollment. (See Figure 6-9.) 

VPN Client User Guide 
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Resuming Enrollment Request 

certificates identify you to people and hosts you communicate with and 
are signed by a certificate authority. 

A certificate authority (CA) is an organization that issues certificates. 

Enrollment requests are certificate requests that a CA has yet to approve. 

Personal Certificates I CA Certificates : Enrollment Requests I 

' . 
' Patrick Clarkson 

t I 
r ! 
1 

- After you have obtained the certificate, the status screen updates to show the result. 
(See Figure 6-1 0.) After viewing the screen, click OK. 

VPN Client Use r Guide for Windows 
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Figure 6-10 Receiving Status Update 

Enrollment - Status EJ 

Enrollment status: 

Cuco Sm E 11 s Request success --

Enrolling Through a File Request 

78-14738-01 

Alternatively, you can enroll by creating a file using the same form as network enrollment. (See 
Figure 6-3 .) Once you have created a request file, you can either e-mail it to the CA and receive a 
certificate back or you can access the CA's website and cut and paste the enrollment request in the area 
that the CA provides. 

To enroll through a file request, use the following procedure: 

Step 1 At the Enrollment- Network or File dialog box. (See Figure 6-5), click File and click Next. 

The Certificate Manager prompts you to choose a file type for your file request and to specify a file 
na me. (Se e Figure 6-11 .) 
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Chapter 6 Enrol and 

To create an enroDmeni request file. please select the 
type of file you wish to gerier ate. 

Contaçt you.r rietwork administr ator ~ you are ·not sure 
which encódéd.file type is requiied 

When you select a f~e extension ín the Browse dialog the 
~ssociáte'â 'file t,lipe wil be selected on this page. 

Step 2 Click one o f the following file types: 

Certificates 

• Binary encoded-A base-2 PKCSlO file (Public Key Cryptography Standard; for example, an 
X.509 DER file). You cannot display a binary-encoded file. 

• Base 64 encoded-An ASCII-encoded PKCS I O file that you can display in text format (for 
example, the request shown in Figure 6-12). Choose this type when you want to cut and paste the 
text into the CA website. 

Figure 6-12 A PKCS10 Certificate Request 

~~ ce1l.cec.txt - Notepad lf!!lliff!i 

-----BEGIH HEW CERTIFICATE REQUEST----- ~ 
MIIBzjCCATcCAQAwRjELMAkGA1UEBhMCUUMxCzAJBgHUBAgTAk1BMRMwEQYDUQQK 
EwpGb3UuZGFOaW9uMRUwEwYDUQQLEwxGdW5kiFJhaXHpbmcwg Z8wDQYJKoZihucH 
AQEBBQADgYOAMIGJAoGBAKxCHeWAwijmKWilAoQUhlUuWL8xZiUu5IfrrOrR5X30 
/bcA5CthU9QLQuTj96RQPcMKXu05Q/ct4rXOQZ9mEgUCo4CTZZDGHMjg1JgMG+xW 
XcOeinK9H1jlqdXHMBtAMuwJ962JHuUKXDBmrlkOGiqliXUMOapJ9D5hU1DZJKmJ 
AgMBAAGgSDBGBgkqhkiG9wOBCQ4xOTA3MDUGA1UdEQQuMCyHB AoKCgGBF2FsaWHl 
YkBucmdhbml6YXRpb24ub3JnggtEZXZlbG9wbWUudDAHBgkqhkiG9wOBAQQFAAO B 
gQAAFgzCAS5USkl06kmi2H6w4Bu0181WHYqXHQp6wPsUm4143J jD6ClXqU4U1+wh 
hth9MRP9Zxk3HF8WTaQl/OkbxZolHG9xpzOIWoqCMYJq+egiQFZeme3wOjf2Cnh+ 
yjscUGoSieedQM4b9wMnghpq4ZF2HLF4568ilEe07q7UOg== 
-----EHD HEW CERTIFICATE REQUEST-----

~~ 
~~------------------------------------------------------------~~~ 
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Step 3 

Step 4 

78-14738-01 

Figure 6-13 Specifying a Filename 

SaveAs IJEJ 
Savejn: j tj Certificates 

~ newcert.p10 

~p10req.p10 
~ p1 Oreq2.p1 O 

IIJDmJ!flíl 

File name: lp1 Oreq3.p1 O 

Save as !YPe: I PKCS1 O Encoded Request File(".p1 0) 

~ave 

Cancel o 
"' L_ ________________________________ _:::::::~~ 

In this example, the complete pathname is C:\Program Files\Cisco Systems\VPN 
Client\Certificates\pl Oreq3.pl O. 

Complete the form (see the "Enrollment Form" section) and click Next. 

The Certificate Manager displays the summary screen and a message to let you know that your request 
succeeded. (See Figure 6-14.) 

I o.o.c. I 
t~--------·--
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Step 5 

Enroll File Success Message 

CISCO STSTIIIS 

This is ~ summ~ of lhe inlorinatior\ you have provided for 
this certificate enroHment reqliest. 

)( 

Click OK on the message screen then click Finish on the summary screen. 

You can view the file request under the Enrollment Requests tab. (See Figure 6-15.) 
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User Group Management 

This chapter provides information about setting up and managing user groups in 
Cisco Secure Access Control Server (Cisco Secure ACS) Appliance version 3.2 
to control authorization. Cisco Secure ACS enables you to group network users 
for more efficient administration. Each user can belong to only one group in 
Cisco Secure ACS. You can establish up to 500 groups to effect different leveis of 
authorization. 

Cisco Secure ACS also supports externai database group mapping; that is, ifyour 
externai user database distinguishes user groups, these groups can be mapped into 
Cisco Secure ACS. And ifthe externai database does not support groups, you can 
map all users from that database to a Cisco Secure ACS user group. For 
information about externai database mapping, see Chapter 15, "User Group 
Mapping and Specification". 

Before you configure Group Setup, you should understand how this section 
functions. Cisco Secure ACS dynamically builds the Group Setup section 
interface depending on the configuration ofyour network devices and the security 
protocols being used. That is, what you see under Group Setup is affected by 
settings in the Network Configuration and Interface Configuration sections. 

This chapter contains the following sections: 

• User Group Selup Fealures anel Funclions, page 6-2-This section is an 
overview o f the features you find within Group Setup. 

C ornmon User Group Setlings, page 6-3-This section details procedures 
that you typically would perform regardless o f your particular network 
security configuration. 

User Guide for Cisco Secure ACS ance, version 3.2 
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Configuration-specitic Use r G roup Seuings, page 6-15-This section 
details procedures that you would perform only as applicable to your 
particular network security configuration. 

• Croup Setting IVIanagement, page 6-52-This section includes basic 
administrative procedures, such as determining the users in a group or 
renammg a group. 

User Group Setup Features and Functions 
The Group Setup section o f the Cisco Secure ACS HTML interface is the 
centralized location for operations regarding user group configuration and 
administration. For information about network device groups (NDGs), see 
Network Device Group Configuration, page 4-36. 

Default Group 

~- . 

I f you have not configured group mapping for an externai user database, 
Cisco Secure ACS assigns users who are authenticated by the Unknown User 
Policy to the Default Group the first time they log in. The privileges and 
restrictions for the default group are applied to first-time users. If you have 
upgraded from a previous version o f Cisco Secure ACS and kept your database 
information, Cisco Secure ACS retains the group mappings you configured before 
upgrading. 

Group TACACS+ Settings 

Cisco Secure ACS enables a full range of settings for TACACS+ at the group ) 
levei. I f a AAA client has been configured to use TACACS+ as the security control 
protocol, you can configure standard service protocols, including PPP IP, PPP 
LCP, ARAP, SLIP, and shell ( exec ), to be applied for the authorization o f each 
user who belongs to a particular group. 

~ .. 
Note You can also configure TACACS+ settings at the user levei. User-level settings 

always override group levei settings. 

78-14698-01 
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Common User Group Settin 

Cisco Secure ACS also enables you to enter and configure new TACACS+ 
services. For information about how to configure a new TACACS+ service to 
appear on the group setup page, see Pro toco l Co nli gurati on Ortion s for 
TAC ACS+. pagc 3-7 . 

If you have configured Cisco Secure ACS to interact with a Cisco 
device-management application, new TACACS+ services may appear 
automatically, as needed, to support the device-management application. For 
more information about Cisco Secure ACS interaction with device-management 
applications, see Supporl for Cisco Dev ice-M anage rn ent Arplicati ons, page 1-1 8. 

You can use the Shell Command Authorization Set feature to configure TACACS+ 
group settings. This feature enables you to apply shell commands to a particular 
user group in the following ways: 

• Assign a shell command authorization set, which you have already 
configured, for any network device. 

• Assign a shell command authorization set, which you have already 
configured, to particular NDGs. 

• Permit or deny specific shell commands, which you define, on a per-group 
basis. 

For more information about shell command authorization sets, see Chapter 5, 
"S hared Pro fil e Components". 

Common User Group Settings 

78-14698-01 

This section presents the basic activities you perform when configuring a new user 
group. This section contains the following procedures: 

Enabling VoiP Support for a Use r Group. page 6-4 

Sclling Default Timc-o f-Day Access for a User Group , page 6-5 

Se ttin g Ca llbac k Opti ons for a Use r Group , page 6-6 

Sclling Nctwo rk Access Rcs tr ic ti ons for a Use r Gro up , pagc 6-7 

Sc t1 in g Max Scss ions for a Usc r Group. pagc 6-1 I 

Sclling Usagc Quotas l'or a Uscr Group. page ó- 13 

User Guide for Cisco Secure ACS 
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Enabling VoiP Support for a User Group 

~ .. 
Note If this feature does not appear, click Interface Configuration, click Advanced 

Options, and then select the Voice-over-IP (VoiP) Group Settings check box. 

& 
Caution 

Step 1 

Step2 

Step3 

Step4 

Step 5 

Perform this procedure to enable support for the null password function o f VoiP. 
This enables users to authenticate (session or telephone call) on only the user ID 
(telephone number). 

When you enable VoiP at the group levei, ali users in this group become VoiP 
users, and the user IDs are treated similarly to a telephone number. VoiP users do 
not need to enter passwords to authenticate . 

Enabling VoiP disables password authentication and most advanced settings, 
including password aging and protocol attributes . 

To enable VoiP support for a group, follow these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select the group you want to configure for VoiP support, and 
then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

In the Voice-over-IP Support table, select the check box labeled This is a 
Voice-over-IP (VoiP) group- and ali users of this group are VoiP users . 

To save the group settings you have just made, click Submit. 
For more informatioli, see Saving Changes to Use r Group Se ttings, page 6-54. 

To continue, and specify other group settings, perform other procedures in this 
chapter, as applicable. 

--------
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Setting Default Time-of-Day Access for a User Group 

~~ 

78-14698-01 

Note I f this feature does not appear, click Interface Configuration, click Advanced 
Options, and then select the Default Time-of-Day I Day-of-Week Specification 
check box. 

To define the times during which users in a particular group are permitted or 
denied access, follow these steps: 

---·---- - .. -------· -· -----·~---~-
Step 1 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 2 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step 3 In the Default Time-of-Day Access Settings table, select the Setas default 
Access Times check box. 

Step4 

~~ 
Note You must select the Setas default Access Times check box to limit 

access based on time or day. 

Result: Times at which the system permits access are highlighted in green on the 
day and hour matrix. 

~~ 
Note The default sets accessibility during ali hours. 

In the day and hour matrix, click the times at which you do not want to permit 
access to members o f this group. 

p 
Tip Clicking times of day on the graph deselects those times; clicking again 

reselects them. 
At any time, you can click Clear Ali to clear ali hours, or you can click 
Set Ali to select ali hours. 

User Guide for Cisco Secure ACS 
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Step 6 
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To save the group settings you have just made, click Submit. 

For more information, see Sa v ing C hang~s to U s ~ r G roup S~ ttin gs , page 6-54 . 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

- - -----··-···--·- -·------- ---------·------

Setting Callback Options for a User Group 

·­-~~--

Step 1 

Step2 

Step3 

Callback is a command string that is passed back to the access server. You can use 
callback strings to initiate a modem to call the user back on a specific number for 
added security or reversal of line charges. There are three options, as follows : 

• No callback allowed-Disables callback for users in this group. This is the 
default setting. 

• Dialup client specifies callback number-Allows the dialup client to 
specify the callback number. The dialup client must support RFC 1570, PPP 
LCP Extensions. 

• Use Windows Database callback settings (where possible)-Uses the 
Microsoft Windows callback settings. I f a Windows account for a user resides 
in a remote domain, the domain in which Cisco Secure ACS resides must 
have a two-way trust with that domain for the Microsoft Windows callback 
settings to operate for that user. 

To set callback options for a user group, follow these steps: 

-------------------------------~------- ------------------------
In the navigation bar, click Group Setup. 

; 

Result: The Group Setup Select page opens. 

Select a group from the Group list, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top . 

In the Callback table, select one ofthe following three options: 

• No callback allowed 

• Dialup client specifies callback number 

• Use Windows Database callback settings (where possible) 

User Guide for Cisco Secure ACS iance, version 3.2 
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Step 4 

Step 5 

To save the group settings you have just made, click Submit. 

For more information, see Sa ving Changes to Uscr Group Scttings , page ó-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 
- ·-·- - -- --------·-. - -- -·- ·-- --- ---· -----------·--- ----

Setting Network Access Restrictions for a User Group 

78-14698-01 

The Network Access Restrictions table in Group Setup enables you to apply 
network access restrictions (NARs) in three distinct ways: 

• Apply existing shared NARs by name. 

• Define IP-based group access restrictions to permit or deny access to a 
specified AAA client or to specified ports on a AAA client when an IP 
connection has been established. 

• Define CLI/DNIS-based group NARs to permit or deny access to either, or 
both, the calling line ID (CLI) number or the Dialed Number Identification 
Service (DNIS) number used. 

~ .. 
Note You can also use the CLI/DNIS-based access restrictions area to 

specify other values. For more information, see About Network 
Access Restriction s, page 5-7 . 

Typically, you define (shared) NARs from within the Shared Components section 
so that these restrictions can be applied to more than one group or user. For more 
information, see Shared Network Access Restrictions Confi guration , page 5-9. 
You must have enabled the Group-Level Shared Network Access Restriction 
check box on the Advanced Options page o f the Interface Configuration section 
for these options to appear in the Cisco Secure ACS HTML interface. 

However, Cisco Secure ACS also enables you to define and apply a NAR for a 
single group from within the Group Setup section. You must have enabled the 
Group-Level Network Access Restriction setting under the Advanced Options 
page ofthe Interface Configuration section for single group IP-based filter options 
and single group CLI/DNIS-based filter options to appear in the 
Cisco Secure ACS HTML interface. 

User Guide for Cisco Secure ACS iance, version 3.2 
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~ .. 
Note When an authentication request is forwarded by proxy to a Cisco Secure ACS 

server, any NARs for TACACS+ requests are applied to the IP address ofthe 
forwarding AAA server, not to the IP address o f the originating AAA client. 

Step 1 

Step2 

Step 3 

To set NARs for a user group, follow these steps: 

------·----·-- --· -
In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

To apply a previously configured shared NAR to this group, follow these steps: 

~ .. 
Note To apply a shared NAR, you must have configured it under Network 

Access Restrictions in the Shared Profile Components section. For more 
information, see Shared Network Access Restrictions Configuration , 
page 5-9. 

a. Select the Only Allow network access when check box. 

b. To specify whether one or all shared NARs must apply for a member o f the 
group to be permitted access, select one o f the following options: 

• All selected shared NARS result in permit 

• Any one selected shared NAR results in permit 

c. Select a shared NAR name in the Shared NAR list, and then click -> (right 
arrow button) to move the name into the Selected Shared NARs list. 

p 
Tip To view the server details ofthe shared NARs you have selected to apply, 

you can click either View IP NAR or View CLID/DNIS NAR, as 
applicable. 
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78-14698-01 

) 



Chapter6 

( 

78-14698-01 

User Group Management . ~ 
Commo• """ G<oop Setti\9' ~ J 

Step4 ~ To define and apply a NAR, for this particular user group, that permits or denies 
access to this group based on IP address, or IP address and port, follow these 
steps : 

p 
Tip You should define most NARs from within the Shared Components 

section so that the restrictions can be applied to more than one group or 
user. For more information, see Shared Netw ork Access Restri cti ons 
Co nfi gurati on, r age 5-9. 

a. In the Per Group Defined Network Access Restrictions section o f the 
Network Access Restrictions table, select the Define IP-based access 
restrictions check box. 

b. To specify whether the subsequent listing specifies permitted or denied IP 
addresses, from the Table Defines list, select either Permitted Calling/Point 
of Access Locations or Denied Calling/Point of Access Locations. 

c. Select or enter the information in the following boxes: 

• AAA Client-Select either Ali AAA Clients or the name ofthe NDG or 
the name ofthe individual AAA client to which to permit or deny access. 

• Port-Type the number o f the port to which to permit o r deny access. 
You can use the wildcard asterisk (*)to permit or deny access to ali ports 
on the selected AAA client. 

• Address- Type the IP address or addresses to filter on when performing 
access restrictions. You can use the wildcard asterisk (*). 

~ .. 
Note The total number o f characters in the AAA Client list and the Port and 

Src IP Address boxes must not exceed 1024. Although 
Cisco Secure ACS accepts more than 1024 characters when you add 
a NAR, you cannot edit the NAR and Cisco Secure ACS cannot 
accurately apply it to users. 

d. Click Enter. 

Result: The specified the AAA client, port, and address information appears 
in the NAR Access Control list. 
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To permit or deny access to this user group based on calling location or values 
other than an established IP address, follow these steps: 

a. Select the Define CLI/DNIS-based access rest rictions check box. 

b. To specify whether the subsequent listing specifies permitted or denied 
values, from the Table Defines list, select one o f the following: 

• Permitted Calling/Point of Access Locations 

• Denied Calling/Point of Access Locations 

c. From the AAA Client list, select either All AAA Clients or the name o f the 
NDG or the name o f the particular AAA client to which to permit or deny 
access. 

d. Complete the following boxes: 

' ) 

p 

Note You must type an entry in each box. You can use the wildcard asterisk 
(*) for ali or part o f a value. The format you use must match the 
format ofthe string you receive from your AAA client. You can 
determine this format from your RADIUS Accounting Log. 

• PORT-Type the number o f the port to which to permit or deny access. 
You can use the wildcard asterisk (*)to permit or deny access to ali ports. 

• CLI-Type the CLI number to which to permit or deny access. You can 
use the wildcard asterisk (*)to permit or deny access based on part ofthe 
number or ali numbers. 

Tip This is also the selection to use i f you want to restrict access based on 
other values, such as a Cisco Aironet client MAC address. For more 
information, see About Network Access Restrictions, page 5-7. 

p 

• DNIS-Type the DNIS number to restrict access based on the number 
into which tl}e user wili be dialing. You can use the wildcard asterisk (*) 
to permit or deny access based on part o f the number or all numbers. 

Tip This is also the selection to use i f you want to restrict access based on 
other values, such as a Cisco Aironet AP MAC address. For more 
information, see About Network Access Restrictions. page 5-7 . 
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Step6 

Step7 

Common Use 

~ .. 
Note The total number of characters in the AAA Client list and the Port, 

CLI, and DNIS boxes must not exceed 1024. Although 
Cisco Secure ACS accepts more than 1024 characters when you add 
a NAR, you cannot edit the NAR and Cisco Secure ACS cannot 
accurately apply it to users. 

e. Click Enter. 

Result: The information, specifying the AAA client, port, CLI, and DNIS 
appears in the list. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Setting Max Sessions for a User Group 
' 

78-14698-01 

~. 
Note I f this feature does not appear, click lnterface Configuration, click Advanced 

Options, and then select the Max Sessions check box. 

p 

Perform this procedure to define the maximum number of sessions available to a 
group, or to each user in a group, or both. The settings are as follows: 

• Sessions available to group-Sets the maximum number of simultaneous 
connections for the entire group. 

• Sessions available to users of this group-Sets the maximum number o f 
total simultaneous connections for each user in this group. 

Tip As an example, Sessions available to group is set to 1 O and Sessions available to 
users ofthis group is set to 2. If each user is using the maximum 2 simultaneous 
sessions, no more than 5 users can log in. 
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Note A session is any type of connection supported by RADIUS or TACACS+, such as 
PPP, NAS prompt, Telnet, ARAP, IPX/SLIP. 

~. 
Note The default setting for group Max Sessions is Unlimited for both the group and 

the user within the group. 

Step 1 

Step2 

Step3 

Step4 

Step 5 

To configure max sessions settings for a user group, follow these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

In the Max Sessions table, under Sessions available to group, select one o f the 
following options: 

• U nlimited-Select to allow this group an unlimited number o f simultaneous 
sessions. (This effectively disables Max Sessions.) 

• n-Type the maximum number of simultaneous sessions to allow this group. 

In the lower portion o f the Max Sessions table, under Sessions available to users 
o f this group, select one o f the following two options: 

• U nlimited-Select to allow each individual in this group an unlimited 
number of simultaneous sessions. (This effectively disables Max Sessions.) 

• n-Type the maximum number o f simultaneous sessions to allow each user 
in this group. 

~. 
Note Settings made in User Setup override group settings. For more 

information, see Setting Ma x Sess ions Opti ons for a Use r, page 7-1 6 . 

To save the group settings you have just made, click Submit. 

For more information, see Sa ving Changes to User Group Se ttings , page 6-54 . 
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Step 6 

Common User Group 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Setting Usage Quotas for a User Group 

78-14698-01 

~~ 
Note 

~~ 

I f this feature does not appear, click Interface Configuration, click Advanced 
Options, and then select the Usage Quotas check box. 

Perform this procedure to define usage quotas for members of a group. Session 
quotas affect each user o f a group individually, not the group collectively. You can 
set quotas for a given period in two ways: 

• By total duration of session 

• By the total number of sessions 
I 

I f you make no selections in the Usage Quotas section for a group, no usage 
quotas are enforced on users assigned to that group, unless you configure usage 
quotas for the individual users. 

Note The Usage Quotas section on the Group Settings page does not show usage 
statistics. 

p 

Usage statistics are available only on the settings page for an individual user. For 
more information, see Sett ing Use r Usage Quotas Options, page 7-1 8. 

When a user exceeds his or her assigned quota, Cisco Secure ACS denies that user 
access upon attempting to start a session. If a quota is exceeded during a session, 
Cisco Secure ACS allows the session to continue. 

You can reset the usage quota counters for ali users of a group from the Group 
Settings page. For more information about resetting usage quota counters for a 
whole group, see Rese tting Usage Quota Co unt ers for a Use r Group . page 6-53 . 

Tip To support time-based quotas, we recommend enabling accounting update packets 
on ali AAA clients. I f update packets are not enabled, the quota is updated when 
the user logs off. I f the AAA client through which the user is accessing your 
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Step2 

Step3 

Step4 

Chapter 6 User Group Management 

network fails, the quota is not updated. In the case o f multi pie sessions, such as 
with ISDN, the quota is not updated until ali sessions terminate. This means that 
a second channel will be accepted even ifthe first channel has exhausted the quota 
for the user. 

To set user usage quotas for a user group, follow these steps: 

- -----··--- "''·--·-·-- ··· . ..... .. ~ . ··-·- .. -· -·---·-- · , __ _ 
In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

To define usage quotas based on duration of sessions, follow these steps: 

a. In the Usage Quotas table, select the Limit each user of this group to x 
hours of online time per time unit check box. 

b. Type the number o f hours to which you want to limit group members in the 
to x hours box. 
Use decimal values to indicate minutes. For example, a value of 10.5 would 
equal ten hours and 30 minutes. 

~ .. 
Note Up to 5 characters are allowed in the to x hours box. 

c. Select the period for which the quota is effective from the following: 

• per Day-From 12:01 a.m. until midnight. 

• per Week-From 12:01 a.m. Sunday until midnight Saturday. 

• per Month-From 12:01 a.m. on the first ofthe month until midnight on 
the last day o f the month. ) 

• Totai-An ongoing count o f hours, with no end. 

To define user session quotas based on number of sessions, follow these steps: 

a. In the Usage Quotas table, select the Limit each user of this group to x 
sessions check box. 
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Step 5 

Step6 

Configuration-specific User Group 

b. Type the number of sessions to which you want to limit users in the to x 
sessions box. 

~ .. 
Note Up to 5 characters are allowed in the to x sessions box. 

c. Select the period for which the session quota is effective from the following: 

• per Day-From 12:01 a.m. until midnight. 

• per Week-From 12:01 a.m. Sunday until midnight Saturday. 

• per Month-From 12:01 a.m. on the first ofthe month until midnight on 
the last day o f the month. 

• Total-An ongoing count o f session, with no end. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuration-specific User Group Settings 

78-14698-01 

This section details procedures that you perform only as applicable to your 
particular network security configuration. For instance, if you have no token 
server configured, you do not have to set token card settings for each group. 

This section contains the following procedures: 

Sctting Token Ca rd Scttings lor a User Group. page 6-17 

Sctting Enable Privilcge Options lor a User Group, page 6-18 

• Enabling Password Aging for tl1e CiscoSecure User Database. page 6-20 

• Enabling Password Aging lor Uscrs in Windows Databases. page 6-25 

Sett ing I r Addrcss Assignmcnt Mcthod lo r a Use r Group. pagc 6-27 

Assigning a Downlo<ldahlc IP ACL to a Group. page 6-2R 

• Conflguring TACACS 1 Scttings lor a User Group. pagc 6-29 
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roup Settings 

Conliguring a Shc ll Command Au th orization Set ro r a User Croup , page 6-3 1 

Conligu rin g a PIX Command Auth orization Set ror a User Group , page 6-33 

Co nli gur ing Device-Management Command Authorization ror a User Croup, 
page 6-35 

Contiguring I ETF RA DI US Seui ngs ror a Use r C roup, page 6-3 7 

Conliguring Cisco IOS/ PIX RADIUS Sell ings for a User Gro up, page 6-38 

• Configuring Cisco Aironet RADIUS Seuings for a User Group, page 6-39 

Configuri ng Ascend R ADI US Seuings for a User Group , page 6-41 

• Configuring Cisco VPN 3000 Concent rator RA DIUS Seuings for a User 
Group, page 6-42 

• Contiguring Cisco VPN 5000 Concentrator RA DIUS Settings for a User 
Group, page 6-44 

Configuring Microsoft RADIUS Sellings for a User Group, page 6-45 

• Contiguring Nonel RADIUS Se llings for a Use r Group, page 6-47 

• Configuring Juniper RADIUS Settings for a Use r Group, page 6-49 

• Conflguring BBSM R ADI US Sellings for a User Group, page 6-50 

Note When a vendor-specific variety o f RADIUS is configured for use by network 
devices, the RADIUS (IETF) attributes are available because they are the base set 
of attributes, used as the first 74 attributes for all RADIUS vendors. 

The content o f these subsections is dynamic and based on two factors as follows: 

For a particular protocol to be listed, a AAA client must be configured to 
authenticate using that protocol. For more information, see AAA C I ient 
Configuration, page 4-1 I. 

The specific attributes for a particular protocol must be configured for display 
at the group levei. For more information, see Protocol Co nligurati on Op ti ons 
for TACACS+, r-age 3-7 or Protocol Con li guration Options fo r RADIUS, 
page 3- 11. 
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Setting Token Card Settings for a User Group 

~'. 

78-14698-01 

~ .. 
Note I f this section does not appear, configure a token server. Then, click Externai 

User Databases, click Database Configuration, and then add the applicable 
token card server. 

6 

Perform this procedure to allow a token to be cached. This means users can use a 
second B channel without having to enter a second one-time password (OTP). 

Caution This option is for use with token caching only for ISDN terminal adapters. You 
should fully understand token caching and ISDN concepts and principies before 
implementing this option. Token caching allows you to connect to multiple B 
channels without having to provide a token for each channel connection. Token 
card settings are applied to all users in the selected group. 

Step 1 

Step2 

Step 3 

Options for token caching include the following: 

• Session-You can select Session to cache the token for the entire session. 
This allows the second B channel to dynamically go in and out of service. 

• Duration-You can select Duration and specify a period oftime to have the 
token cached (from the time of first authentication). lf this time period 
expires, the user cannot start a second B channel. 

• Session and Duration-You can select both Session and Duration so that, if 
the session runs longer than the duration value, a new token is required to 
open a second B channel. Type a value high enough to allow the token to be 
cached for the entire session. I f the session runs longer than the duration 
value, a new token is required to open a second B channel. 

To set token card settings for a user group, follow these steps: 

---------·---·---··----~-~---~- ·---~----

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

From the Jump To list at the top o f the page, choose Token Cards. 
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Step 5 

Step6 

Step7 

Chapter 6 User Group Management 

In the Token Card Settings table, to cache the token for the entire session, select 
Session. 

Also in the Token Card Settings table, to cache the token for a specified time 
period (measured from the time o f first authentication), follow these steps: 

a. Select Duration. 

b. Type the duration length in the box. 

c. Select the unit o f measure, either Seconds, Minutes or Hours. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings , page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Setting Enable Privi lege Options for a User Group 

~ .. 
.... 

Note If this section does not appear, click Interface Configuration and then click 
TACACS+ (Cisco). At the bottom ofthe page in the Advanced Configuration 
Options table, select the Advanced TACACS+ fea tures check box. 

Perform this procedure to configure group-level TACACS+ enable parameters. 
The three possible TACACS+ enable options are as follows: 

• No Enable Privilege-(default) Select this option to disallow enable 
privileges for this user group. 

• Max Privilege for Any AAA Client-Select this option to select the 
maximum privilege level for this user group for any AAA client on which this 
group is authorized. 

• Define max Privilege on a per-network device group basis-Select this 
option to define maximum privilege leveis for an NDG. To use this option, 
you create a list of device groups and corresponding maximum privilege 
leveis. See your AAA client documentation for information about privilege 
leveis. 
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Step 1 

Step2 

Step3 

Step4 

Step5 

Step6 

Configuration-specific Us 

Note To define leveis in this manner, you must have configured the option 
in Interface Configuration; i f you have not done so already, click 
Interface Configuration, click Advanced Settings, and then select 
the Network Device Groups check box. 

I f you are using NDGs, this option lets you configure the NDG for 
enable-level mapping rather than having to do it for each user in the group. 

To set enable privilege options for a user group, follow these steps: 

------------··- ----·-------
In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

From the Jump To list at the top o f the page, choose Enable Options. 

Do one o f the following: 

• To disallow enable privileges for this user group, select the No Enable 
Privilege option. 

• To set the maximum privilege levei for this user group, for any ACS on which 
this group is authorized, select the Max Privilege for Any Access Server 
option. Then, select the maximum privilege levei from the list. 

• To define the maximum NDG privilege levei for this user group, select the 
Define max Privilege on a per-network device group basis option. Then, 
from the lists, select the NDG and a corresponding privilege levei. Finally, 
click Add Association. 

Result: The association ofNDG and maximum privilege levei appears in the 
table. 

To save the group settings you have just made, click Submit. 

For more information, see Sav in g C ha nges to Use r Gro up Se ttin gs , page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

--------------- - ------~~~----~--
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ser Group Settings . . 

p 

The password aging feature o f Cisco Secure ACS enables you to force users to 
change their passwords under one or more of the following conditions: 

• After a specified number of days (age-by-date rules) 

• After a specified number of logins (age-by-uses rules) 

• The first time a new user logs in (password change rule) 

Varieties of Password Aging Supported by Cisco Secure ACS 

Cisco Secure ACS supports four distinct password aging mechanisms, as follows: 

• EAP-GTC Windows Password Aging-Users must be in the Windows user 
database and be using a Microsoft client that supports EAP, such as Windows 
XP. For information on the requirements and configuration o f this password 
aging mechanism, see Enabling Password Aging for Users in Windows 
Databases, page 6-25. 

• RADIUS-based Windows Password Aging-Users must be in the Windows 
user database and be using the Windows Dial-up Networking (DUN) client. 
For information on the requirements and configuration ofthis password aging 
mechanism, see Enabling Password Aging for Use rs in Windows Databases, 
page 6-25. 

• Password Aging for Device-hosted Sessions-Users must be in the 
CiscoSecure user database, the AAA client must be running TACACS+, and 
the connection must use Telnet. You can control the ability ofusers to change 
passwords during a device-hosted Telnet session. You can also control 
whether Cisco Secure ACS propagates passwords changed by this feature. 
For more information, see Local Password Managernent, page 8-5. 

• Password Aging for Transit Sessions-Users must be in the CiscoSecure 
user database. Users must use a PPP dialup client. Further, the end-user client 
must have CiscoSecure Authentication Agent (CAA) installed. 

Tip The CAA software is available at http ://www.cisco .com. 

Also, to run password aging for transit sessions, the AAA client can be 
running either RADIUS or TACACS+; and the AAA client must be using 
Cisco lOS Relea~e 11.2. 7 or later and be configured to send a watchdog 
accounting packét (aaa accounting new-info update) with the IP address of 
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Configuration-specific User 

the calling station. (Watchdog packets are ínterim packets-sent periodically 
during a session. They provide an approximate session length in the event that 
no stop packet is received to mark the end o f the session.) 

You can control whether Cisco Secure ACS propagates passwords changed 
by this feature . For more information, see Local Pass word Management, 
page R-5. 

Cisco Secure ACS supports password aging using the RADIUS protocol under 
MS CHAP versions I and 2. Cisco Secure ACS does not support password aging 
over Telnet connections using the RADIUS protocol. 

I f a user with a RADIUS connection tries to make a Telnet connection to the AAA 
client during or after the password aging waming or grace period, the change 
password option does not appear, and the user account is expired. 

Password Aging Feature Settings 

This section details only the Password Aging for Device-hosted Sessions and 
Password Aging for Transit Sessions mechanisms. For information on the 
Windows Password Aging mechanism, see Enabling Password Aging for Users in 
Windows Databases, page 6-25. For information on configuring local password 
validation options, see Local Password Management, page 8-5. 

The password aging feature in Cisco Secure ACS has the following options: 

• Apply age-by-date rules-Selecting this check box configures 
Cisco Secure ACS to determine password aging by date. The age-by-date 
rules contain the following settings: 

- Active period-The number of days users will be allowed to log in 
before being prompted to change their passwords. For example, if you 
enter 20, users can use their passwords for 20 days without being 
prompted to change them. The default Active period is 20 days, 

- Warning period-The number of days users will be notified to change 
their passwords. The existing password can be used, but the 
Cisco Secure ACS presents a waming indicating that the password must 
be changed and displays the number of days left before the password 
expires. For example, i f you enter 5 in this box and 20 in the Active 
period box, users will be notified to change their passwords on the 21st 
through 25th days . 
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- Grace period-The number of days to provide as the user grace period. 

~ .. 

The grace period allows a user to log in once to change the password. The 
existing password can be used one last time after the number of days 
specified in the active and waming period fields has been exceeded. 
Then, a dialog box wams the user that the account will be disabled ifthe 
password is not changed, and enables the user to change it. Continuing 
with the examples above, if you allow a 5-day grace period, a user who 
did not log in during the active and waming periods would be permitted 
to change passwords up to and including the 30th day. However, even 
though the grace period is set for 5 days, a user is allowed only one 
attempt to change the password when the password is in the grace period. 
Cisco Secure ACS displays the "last chance" waming only once. If the 
user does not change the password, this login is still permitted, but the 
password expires, and the next authentication is denied. An entry is 
logged in the Failed-Attempts log, and the user must contact an 
administrator to have the account reinstated. 

Note Ali passwords expire at midnight, not the time at which they were set. 

• Apply age-by-uses rules-Selecting this check box configures 
Cisco Secure ACS to determine password aging by the number oflogins . The 
age-by-uses rules contain the following settings: 

- lssue warning after x logins-The number o f the login upon which 
Cisco Secure ACS begins prompting users to change their passwords. 
For example, ifyou enter 10, users are allowed to log in 10 times without 
a change-password prompt. On the 11th login, they are prompted to 
change their''passwords. 

To allow users to log in an unlimited number o f times without changing their 
passwords, type -1. 

- Require change after x logins-The number ofthe login after which to 
notify users that they must to change their passwords. Continuing with 
the previous example, i f this number is set to 12, users receive prompts 
requesting them to change their passwords on their 11th and 12th login 
attempts. On the 13th login attempt, they receive a prompt telling them 
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that they must change their passwords. If users do not change their 
passwords now, their accounts expire and they cannot log in. This 
number must be greater than the Issue warning after x Iogin number. 

Tip To allow users to log in an unlimited number o f times without changing their 
passwords, type -1. 

• Apply password change rule-Selecting this check box forces new users to 
change their passwords the first time they log in. 

• Generate greetings for successfullogins-Selecting this check box enables 
a Greetings message to display whenever users log in successfully via the 
CAA client. The message contains op-to-date password information specific 
to this user account. 

The password aging rules are not mutually exclusive; a rule is applied for each 
check box that is selected. For example, users can be forced to change their 
passwords every 20 days, and every 1 O lo gins, and to receive wamings and grace 
periods accordingly. 

I f no options are checked, passwords never expire. 

Unlike most other parameters, which have corresponding settings at the user levei, 
password aging parameters are configured only on a group basis. 

Users who fail authentication because they have not changed their passwords and 
have exceeded their grace periods are logged in the Failed Attempts log. The 
accounts expire and appear in the Accounts Disabled list. 

Before You Begin 

• Verify that your AAA client is running the TACACS+ or RADIUS protocol. 
(TACACS+ only supports password aging for device-hosted sessions.) 

Set up your AAA client to perform authentication and accounting using the 
same protocol, either TACACS+ RADIUS. 

• Verify that you have configured your password validation options. For more 
information, see Local Password Manage ment. page R-5. 

Set up your AAA client to use Cisco lOS Release 11.2. 7 or later and to send 
a watchdog accounting packet (aaa accounting new-info update) with the IP 
address o f the calling station. 
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To set password aging rules for a user group, follow these steps: 

In the navigation bar, click Groop Setop. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

From the Jump To list at the top o f the page, choose Password Aging. 

Result: The Password Aging Rules table appears. 

To set password aging by date, select the Apply age-by-date roles check box and 
type the number of days for the following options, as applicable: 

• Active period 

• Waming period 

• Grace period 

Note Up to 5 characters are allowed in each field. 

To set password aging by use, select the Apply age-by-oses roles check box and 
type the number o f lo gins for each o f the following options, as applicable: 

• Issue waming after x logins 

• Require change after x logins 

~ .. 
Note UP to 5 characters are allowed in each field. 

To force the user to change the password on the first login after an administrator 
has changed it, seled the Apply password change role check box. 

To enable a Greetings message display, select the Generate greetings for 
soccessfollogins check box. 
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Step8 

Step 9 

To save the group settings you have just made, click Submit. 

For more information, see Sa ving Changes to Uscr Grour Scttings. pagc <1-5 4. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Enabling Password Aging for Users in Windows Databases 

78-14698-01 

~~ 

Cisco Se cure ACS supports two types o f password aging for users in Windows 
databases. Both types o f Windows password aging mechanisms are separa te and 
distinct from the other Cisco Secure ACS password aging mechanisms. For 
information on the requirements and settings for the password aging mechanisms 
that control users in the CiscoSecure user database, see Enabling Pa ssword Aging 
for the CiscoSecure User Database, page ó-20. 

Note You can run both Windows Password Aging and Cisco Secure ACS Password 
Aging for Transit Sessions mechanisms concurrently, provided that the users 
authenticate from the two different databases. 

The two types o f password aging in Windows databases are as follows: 

• RADIUS-based password aging-RADIUS-based password aging depends 
upon the RADIUS AAA protocol to send and receive the password change 
messages. Requirements for implementing the RADIUS-based Windows 
password aging mechanism include the following: 

- Communication between Cisco Secure ACS and the AAA client must be 
using RADIUS. 

- The AAA client must support MS CHAP password aging in addition to 
MS CHAP authentication. 

- Users must be in a Windows user database. 

- Users must be using the Windows DUN client. 

- You must enable MS CHAP version 1 or MS CHAP version 2, or both, 
in the Windows configuration within the Externai User Databases 
section. 

User Guide for Cisco Secure ACS liance, version 3.2 
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p Settings 

Tip For information on enabling MS CHAP for password changes, see Contlguring 
Windows Authcntic ation, pagc 13-22. For information on enabling MS CHAP in 
System Configuration, see G loba I Authcnticati on Sctup, pagc I O-I I. 

p 
Tip 

p 

• PEAP password aging-PEAP password aging depends upon the 
PEAP(EAP-GTC) or PEAP(EAP-MSCHAPv2) authentication protocol to 
send and receive the password change messages. Requirements for 
implementing the PEAP Windows password aging mechanism include the 
following: 

- The AAA client must support EAP. 

- Users must be in a Windows user database. 

- Users must be using a Microsoft PEAP client, such as Windows XP. 

- You must enable PEAP on the Global Authentication Configuration page 
within the System Configuration section. 

For information about enabling PEAP in System Configuration, see Global 
Authentication Setup, page I 0-11. 

You must enable PEAP password changes on the Windows 
Authentication Configuration page within the Externai User Databases 
section. 

Tip For information about enabling PEAP password changes, see Confi guring 
Windows Authenti cation , page 13-22. 

Users whose Windows accounts reside in "remote" domains (that is, not the 
domain within which Cisco Secure ACS is running) can only use the 
Windows-based password aging if they supply their domain names. 

The methods and functionality of Windows password aging differ according to 
which Microsoft Windows operating system you are using, and whether you 
employ Active Directory (AD) or Security Accounts Manager (SAM). Setting 
password aging for users in the Windows user data base is only one part o f the 
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larger task of setting security policies in Windows. For comprehens1ve , 
information on Windows procedures, refer to your Windows system 
documentation. 

Setting IP Address Assignment Method for a User Group 

78-14698-01 

Perform this procedure to configure the way Cisco Secure ACS assigns IP 
addresses to users in the group. The four possible methods are as follows: 

• No IP address assignment-No IP address is assigned to this group. 

• Assigned by dialup client-Use the IP address that is configured on the 
dialup client network settings for TCP/IP. 

• Assigned from AAA Client pooi-The IP address is assigned by an IP 
address pool assigned on the AAA client. 

• Assigned from AAA server pooi-The IP address is assigned by an IP 
address pool assigned on the AAA server. 

To set an IP address assignment method for a user group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Step2 

Stepl 

Step4 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

From the Jump To list at the top o f the page, choose IP Address Assignment. 

In the IP Assignment table, do one o f the following: 

• Select No IP address assignment. 

• Select Assigned by dialup client. 

• Select Assigned from AAA Client pool. Then, type the AAA client IP pool 
name. 
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ettings 

Select Assigned from AAA pool. Then, select the AAA server IP pool name 
in the Available Pools list and click -> (right arrow button) to move the 
name into the Selected Pools list. 

~.a 
Note lf there is more than one pool in the Selected Pools list, the users 

in this group are assigned to the first available pool in the order 
listed. 

Tip To change the position o f a pool in the list, select the pool name and click 
Up or Down until the pool is in the position you want. 

StepS To save the group settings you have just made, click Submit. 

Step6 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

A~signing a Downloadable_IP ACL to a Group 

~.a 

The Downloadable ACLs feature enables you to assign an IP ACL at the group 
levei. 

Note You must have established one or more IP ACLs before attempting to assign one. 

p 

For instructions on how to add a downloadable IP ACL using the Shared Profile 
Components section ofthe Cisco Secure ACS HTML interface, see Adding a 
Downloadable I P ACL, page 5-4. 

Tip The Downloadable ACLs table does not appear i f it has not been enabled. To 
enable the Downloadable ACLs table, click Interface Configuration, click 
Advanced Options, and then select the Group-Level Downloadable ACLs 
check box. 

User Guide for Cisco Secure ACS iance, version 3.2 
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To assign a downloadable IP ACL to a group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 2 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name of the group at its top. 

Step 3 From the Jump To list at the top ofthe page, choose Downloadable ACLs. 

Step 4 Under the Downloadable ACLs section, click the Assign IP ACL check box. 

Step 5 Select an IP ACL from the list. 

Step 6 To save the group settings you have just made, click Submit. 

For more information, see Sav ing Changes to Use r Group Sellings. page 6-5 4. 

Step 7 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

-----·--·---·- - -···----

Configuring TACACS+ Settings for a User Group 

78-14698-01 

~ ... 

Perform this procedure to configure and enable the service/protocol parameters to 
be applied for the authorization of each user who belongs to the group. For 
information on how to configure settings for the Shell Command Authorization 
Set, see Configuring a Shcll Co mmand Authori za tion Set íor a User Group. 
page 6-3 1. 

Note To display or hide additional services or protocols, click Interface 
Configuration, click TACACS+ (Cisco lOS), and then select or clear items in the 
group column, as applicable. 

To configure TACACS+ settings for a user group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 
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Step 2 

Step 3 

Step 4 

Chapter 6 User Group Management 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top . 

From the Jump To list at the top ofthe page, choose TACACS+. 

Result: The system displays the TACACS+ Settings table section. 

To configure services and protocols in the TACACS+ Settings table to be 
authorized for the group, follow these steps: 

a. Select one or more service/protocol check boxes (for example, PPP IP or 
ARAP). 

b. Under each service/protocol that you selected in Step a, select attributes and 
then type in the corresponding values, as applicable, to further define 
authorization for that service/protocol. 

p 
Tip 

To employ custom attributes for a particular service, you must select the 
Custom attributes check box under that service, and then specify the 
attribute/value in the box below the check box. 

For more information about attributes, see Ap pendix B, "TACACS+ 
Attribute- Value Pairs", or your AAA client documentation. 

For ACLs and IP address pools, the name o f the ACL or pool as defined 
on the AAA client should be entered. (An ACL is a list o f Cisco lOS 
commands used to restrict access to or from other devices and users on 
the network.) 

~ .. 
Note 

~ .. 
Note 

Leave the attribute value box blank ifthe default (as defined on the 
AAA client) should be used. 

You can define and download an ACL. Click Interface 
Configuration, click TACACS+ (Cisco lOS), and then select 
Display a window for each service selected in which you can enter 
customized TACACS+ attributes. A box opens under each 
service/protocol in which you can define an ACL. 
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Step5 

ih 

To allow ali services to be permitted unless specifically listed and disabled, you 
can select the Default (Undefined) Services check box under the Checking this 
option will PERMIT ali UNKNOWN Services table. 

Caution This is an advanced feature and should only be used by administrators who 
understand the security implications. 

Step 6 To save the group settings you have just made, click Submit. 

Step7 

For more inforrnation, see Sav ing Changes to Use r Group Settings, page 6-54. 

To continue specifying other group settings, perforrn other procedures in this 
chapter, as applicable. 

·-------·-·--·----------------~-----

Configuring a Shell Command Authorization Set for a User Group 

78-14698-01 

~~ 

Use this procedure to specify the shell command authorization set parameters for 
a group. There are four options: 

• None-No authorization for shell commands. 

• Assign a Shell Command Authorization Set for any network device-One 
shell command authorization set is assigned, and it applies to ali network 
devices. 

• Assign a Shell Command Authorization Set on a per Network Device 
Group Basis-Enables you to associate particular shell command 
authorization sets to be effective on particular NDGs. 

• Per Group Command Authorization-Enables you to perrnit or deny 
specific Cisco lOS commands and arguments at the group levei. 

Note This feature requires that you have previously configured a shell command 
authorization set. For detailed steps, see Co mmand Auth ori za ti on Sets 
Co nfi gurati on. page 5-1 9 . 
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Step 1 

Step 2 

Step3 

Step4 

Step5 

Step6 

Step7 

Chapter 6 User Group Management 

To specify shell command authorization set parameters for a user group, follow 
these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name of the group at its top. 

From the Jump To list at the top ofthe page, choose TACACS+. 

Result: The system displays the TACACS+ Settings table section. 

Use the vertical scrollbar to scroll to the Shell Command Authorization Set 
feature area. 

To prevent the application o f any shell command authorization set, select (o r 
accept the default of) the None option. 

To assign a particular shell command authorization set to be effective on any 
configured network device, follow these steps: 

a. Select the Assign a Shell Command Authorization Set for any network 
device option. 

b. Then, from the list directly below that option, select the shell command 
authorization set you want applied to this group. 

To create associations that assign a particular shell command authorization set to 
be effective on a particular NDG, for each association, follow these steps: 

a. Select the Assign a Shell Command Authorization Set on a per Network 
Device Group Basis option. 

b. Select a Device Group and a corresponding Command Set. 

p ) 
Tip You can select a Command Set that will be effective for all Device 

Groups, that are not otherwise assigned, by assigning that set to the 
<default> Device Group. 

c. Click Add Association. 

Result: The associated NDG and shell command authorization set appear in 
the table. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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Step 8 

6 

Configuration-specific User Gro 

To define the specific Cisco lOS commands and arguments to be permitted or 
denied at the group levei, follow these steps: 

a. Select the Per Group Command Authorization option. 

b. Under Unmatched Cisco lOS commands, select either Permit or Deny. 

If you select Permit, users can issue ali commands not specifically listed. lf 
you select Deny, users can issue only those commands listed. 

c. To list particular commands to be permitted or denied, select the Command 
check box and then type the name ofthe command, define its arguments using 
standard permit or deny syntax, and select whether unlisted arguments should 
be permitted or denied. 

Caution This is a powerful, advanced feature and should be used by an administrator 
skilled with Cisco lOS commands. Correct syntax is the responsibility o f the 
administrator. For information on how Cisco Secure ACS uses pattern matching 
in command arguments, see About Pattern Matching, page 5-19. 

p 
Tip To enter severa! commands, you must click Submit after specifying a 

command. A new command entry box appears below the box you just 
completed. 

_......,.._.....,..,...,..,_..._,.,_,.,.,..,.---·- -.-- .. _.,... --- ·· ·-~· ----.............. •-.. ·...----~· · -- ....... -~........,..,.- ... _--~--~~ ............... -~---------

Configuring a PIX Command Authorization Set for a User Group 

78-14698-01 

Use this procedure to specify the PlX command authorization set parameters for 
a user group. There are three options: 

• None-No authorization for PlX commands. 

• Assign a PIX Command Authorization Set for any network device-One 
PlX command authorization set is assigned, and it applies ali network 
devices. 

• Assign a PIX Command Authorization Set on a per Network Device 
Group Basis-Particular PlX command authorization sets are to be effective 
on particular NDGs. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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- ecific User Group Settings 

Step 1 

Step2 

Step3 

Step4 

Step5 

Step6 

Step7 

Before You Begin 

• Ensure that a AAA client has been configured to use TACACS+ as the 
security contrai protocol. 

• On the TACACS+ (Cisco) page oflnterface Configuration section, ensure 
that the PIX Shell (pixShell) option is selected in the Group column. 

• Make sure that you have already configured one or more PIX command 
authorization sets. For detailed steps, see Com mand Authoriza t ion Sets 
Configuration, page 5-1 <J. 

To specify PIX command authorization set parameters for a user group, 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

From the Jump To list at the top ofthe page, choose TACACS+. 

Result: The system displays the TACACS+ Settings table section. 

Scroll down to the PIX Command Authorization Set feature area within the 
TACACS+ Settings table. 

To prevent the application o f any PIX command authorization set, select ( or 
accept the default of) the None option. 

To assign a particular PIX command authorization set to be effective on any 
configured network device, follow these steps: 

a. Select the Assign a PIX Command Authorization Set for any network 
device option. 

b. From the list directly below that option, select the PIX command 
authorization set you want applied to this user group. 

To create associations that assign a particular PIX command authorization set to 
be effective on a particular NDG, for each association, follow these steps: 

a. Select the Assign a PIX Command Authorization Set on a per Network 
Device Group Basis option. 

b. Select a Device Group and an associated Command Set. 

User Guide for Cisco Secure ACS version 3.2 

78-14698-01 

) 

.. ,,., 



Chapter 6 User Group Management 

Configuration-specific User 

c. Click Add Association. 

Result: The associated NDG and PIX command authorization set appear in 
the table. 

~ .. 
Note To remove or edit an existing PIX command authorization set 

association, you can select the association from the list, and then click 
Remove Association. 

Configuring Device-Management Command Authorization for a 
User Group 

78-14698-01 

~ .. 

Use this procedure to specify the device-management command authorization set 
parameters for a group. Device-management command authorization sets support 
the authorization o f tasks in Cisco device-management applications that are 
configured to use Cisco Secure ACS for authorization. There are three options: 

• None-No authorization is performed for commands issued in the applicable 
Cisco device-management application. 

• Assign a device-management application for any network device-For the 
applicable device-management application, one command authorization set is 
assigned, and it applies to management tasks on ali network devices. 

• Assign a device-management application on a per Network Device Group 
Basis-For the applicable device-management application, this option 
enables you to apply command authorization sets to specific NDGs, so that it 
affects ali management tasks on the network devices belonging to the NDG. 

Note This feature requires that you have configured a command authorization set for 
the applicable Cisco device-management application. For detailed steps, see 
Co rnrnand A uth ori za ti on Scts Co nfi gurati on, page 5-1 9. 
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Step4 

Step5 

Step6 

Step7 
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User Group Settings 

To specify device-management application command authorization for a user 
group, follow these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name of the group at its top. 

From the Jump To list at the top of the page, choose TACACS+. 

Result: The system displays the TACACS+ Settings table section. 

Use the vertical scrollbar to scroll to the device-management application feature 
area, where device-mt;magement application is the name o f the applicable Cisco 
device-management application. 

To prevent the application of any command authorization set for the applicable 
device-management application, select the None option. 

To assign a particular command authorization set that affects device-management 
application actions on any network device, follow these steps: 

a. Select the Assign a device-management application for any network device 
option . 

b. Then, from the list directly below that option, select the command 
authorization set you want applied to this group. 

To create associations that assign a particular command authorization set that 
affects device-management application actions on a particular NDG, for each 
association, follow these steps: 

a. Select the Assign a device-management application on a per Network Device 
Group Basis option. 

b. Select a Device Group and a corresponding device-management 
application. 

c. Click Add Association. 

Result: The associated NDG and command authorization set appear in the 
table. 
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Configuring IETF RADIUS Settings for a User Group 

~- . 

78-14698-01 

Step 1 

Step2 

Step 3 

Step4 

Step 5 

Step6 

These parameters appear only when both the following are true: 

• A AAA client has been configured to use one o f the RADIUS protocols in 
Network Configuration. 

• Group-level RADIUS attributes have been enabled on the RADIUS (IETF) 
page in the Interface Configuration section o f the HTML interface. 

RADIUS attributes are sent as a profile for each user from Cisco Secure ACS to 
the requesting AAA client. To display or hide any ofthese attributes, see Pro tocol 
Co nfi guration Opti ons for RADI US , page 3- 11 . For a list and explanation of 
RADIUS attributes, see Appcndi x C, " RADIUS Attributes". For more 
information about how your AAA client uses RADIUS, refer to your AAA client 
vendor documentation. 

To configure IETF RADIUS attribute settings to be applied as an authorization for 
each user in the current group, follow these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

From the Jump To list at the top o f the page, choose RADIUS (IETF). 

For each IETF RADIUS attribute you need to authorize for the current group, 
select the check box next to the attribute and then define the authorization for the 
attribute in the field or fields next to it. 

To save the group settings you have just made, click Submit. 

For more information, see Sav ing Changes to User Group Settings , page 6-54. 

To configure the vendor-specific attributes (VSAs) for any RADIUS network 
device vendor supported by Cisco Secure ACS, see the appropriate section: 

Co nfi gurin g Cisco IOS/PI X RADI US Settings for a Use r Group. page 6-38 

• Co nfi guring Cisco Airon ct RADI US Scttings for a Usc r Group. page 6-39 

• Co nfi guring Asccnd RA DIUS Scttings for a Use r Group , page 6-41 

Co nfi gurin g Cisco VPN 3000 Con cc ntrator RADI US Settin gs for a User 
Group , pagc 6-4 2 
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• Conllguring Cisco VPN 5UUU Conccntrator RAOIUS Settings for a User 
Group, page 6-44 

• Conllguring Microsoft RADIUS Scttings for a Uscr Group, page 6-45 

• Configuring Norte! RAOIUS Settings for a User Group, page 6-47 

• Conflguring Juniper RADIUS Settings for a User Group, page 6-49 

• Conllguring BBSM R ADI US Settings for a Use r Group, page 6-50 

Step 7 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Cisco IOS/PIX RADIUS Settings for a User Group 

~- . 

~ .. 

The Cisco IOS/PIX RADIUS parameters appear only when both the following are 
true: 

• A AAA client has been configured to use RADIUS (Cisco IOS/PIX) in 
Network Configuration. 

• Group-level RADIUS (Cisco IOS/PIX) attributes have been enabled in 
Interface Configuration: RADIUS (Cisco IOS/PIX). 

Cisco IOS/PIX RADIUS represents only the Cisco VSAs. You must configure 
both the IETF RADIUS and Cisco IOS/PIX RADIUS attributes. 

Note To hide or display Cisco IOS/PIX RADIUS attributes, see Setting Protocol 
Configuration Options for Non-IETF RADIUS Attributes, page 3-16. A VSA 
applied as an authorization to a particular group persists, even when you remove 
or replace the associated AAA client; however, ifyou have no AAA clients ofthis 
(vendor) type configured, the VSA settings do not appear in the group 
configuration interface. 
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Step 1 

Step2 

Step3 

Step4 

Configuration-specific User Group S 

To configure and enable Cisco IOS/PIX RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

Before you configure Cisco IOS/PIX RADIUS attributes, be sure your IETF 
RADIUS attributes are configured properly. For more information about setting 
IETF RADIUS attributes, see Confí guring IETF RADIUS Settings ror a Use r 
Group, page 6-37. 

For the Cisco attributes, determine the attributes to be authorized for the group by 
selecting the check box next to the attribute, and then type the commands (such 
as TACACS+ commands) to be packed as a RADIUS VSA. 

To save the group settings you have just made, click Submit. 

For more information, see Sa ving Changes to User Group Seltings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Cisco Aironet RADIUS Settings for a User Group . 
·~ . 

78-14698-01 

The single Cisco Aironet RADIUS VSA, Cisco-Aironet-Session-Timeout, is a 
virtual VSA. It acts as a specialized implementation (that is, a remapping) ofthe 
IETF RADIUS Session-Timeout attribute (27) to respond to a request from a 
Cisco Aironet Access Point. You use it to provide a different timeout values when 
users in a group must be able to connect via both wireless and wired devices. This 
capability to provide a second timeout value specifically for WLAN connections 
avoids the difficulties that would arise if you had to use a standard timeout value 
(typically measured in hours) for a WLAN connection (that is typically measured 
in minutes) . You do not need to use Cisco-Aironet-Session-Timeout if all 
members o f a group will always connect only with a Cisco Aironet Access Point. 
Rather, use this setting when a group may connect via wired or wireless clients. 

For example, imagine a user group's Cisco-Aironet-Session-Timeout set to 600 
seconds (lO minutes) and that same user group's IETF RADIUS Session-Timeout 
set to 3 hours. When a member of this group connects via a VPN, 
Cisco Secure ACS uses 3 hours as the timeout value. However, if that same user 
connects via a Cisco Aironet Access Point, Cisco Secure ACS responds to an 
authentication request from the Aironet AP by sending 600 seconds in the IETF 
RADIUS Session-Timeout attribute. Thus, with the 
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._ .... ~· ,~..-o-Aironet-Session-Timeout attribute configured, different session timeout 
values can be sent depending on whether the end-user client is a wired device or 
a Cisco Aironet Access Point. 

The Cisco-Aironet-Session-Timeout VSA appears on the Group Setup page only 
when both the following are true: 

• A AAA client has been configured to use RADIUS (Cisco Aironet) in 
Network Configuration. 

• The group-level RADIUS (Cisco Aironet) attribute has been enabled in 
Interface Configuration: RADIUS (Cisco Aironet). 

Note To hide or display the Cisco Aironet RADIUS VSA, see Setting Protocol 
Configuration Options for Non-IETF RADIUS Attributes, page 3-1 6. A VSA 
applied as an authorization to a particular group persists, even when you remove 
or replace the associated AAA client; however, ifyou have no AAA clients ofthis 
(vendor) type configured, the VSA settings do not appear in the group 
configuration interface. 

Step 1 

Step2 

Step 3 

Step4 

Step 5 

To configure and enable the Cisco Aironet RADIUS attribute to be applied as an 
authorization for each user in the current group, follow these steps: 

Confirm that your IETF RADIUS attributes are configured properly. For more 
information about setting IETF RADIUS attributes, see Configuring I ETF 
RADIUS Settings for a User Group, page 6-37. 

In the navigation bar, click Group Setup. 
' 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top . 

From the Jump To list at the top o f the page, choose RADIUS (Cisco Aironet). 

In the Cisco Aironet RADIUS Attributes table, select the [5842\001] 
Cisco-Aironet-Session-Timeout check box. 
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Step6 In the [5842\001] Cisco-Aironet-Session-Timeout box, type the session timeout 
value (in seconds) that Cisco Secure ACS is to send in the IETF RADIUS 
Session-Timeout (27) attribute when the AAA client is configured in Network 
Configuration to use the RADIUS (Cisco Aironet) authentication option. The 
recommended value is 600 seconds. 

For more information about the IETF RADIUS Session-Timeout attribute, see 
Appendi x C. " RADIUS Attribut es'' or your AAA client documentation. 

Step 7 To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

Step 8 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Ascend RADIUS Settings for a User Group 

78-14698-01 

~ .. 

The Ascend RADIUS parameters appear only when both the following are true: 

• A AAA client has been configured to use RADIUS (Ascend) or RADIUS 
(Cisco IOS/PIX) in Network Configuration. 

• Group-level RADIUS (Ascend) attributes have been enabled in Interface 
Configuration: RADIUS (Ascend). 

Ascend RADIUS represents only the Ascend proprietary attributes. You must 
configure both the IETF RADIUS and Ascend RADIUS attributes. Proprietary 
attributes override IETF attributes. 

The default attribute setting displayed for RADIUS is Ascend-Remote-Addr. 

Note To hide or display Ascend RADIUS attributes, see Setting Protoco l Co nfi gurati on 
Options for Non-1 ETF RA DI US Attributes. page 3-16. A VSA applied as an 
authorization to a particular group persists, even when you remove or replace the 
associated AAA client; however, ifyou have no AAA clients ofthis (vendar) type 
configured, the VSA settings do not appear in the group configuration interface. 
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ettings 

~~~onfigure and enable Ascend RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

~~·--· ----~------~------------

Step 1 Confirm that your IETF RADIUS attributes are configured properly. For more 
information about setting IETF RADIUS attributes, see Configuring IETF 
RADIUS Settings for a User Group. page 6-37. 

Step 2 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 3 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step 4 From the Jump To list at the top o f the page, choose RADIUS (Ascend). 

Step 5 In the Ascend RADHJS Attributes table, determine the attributes to be authorized 
for the group by selecting the check box next to the attribute. Be sure to define the 
authorization for that attribute in the field next to it. For more information about 
attributes, see Appendix C, "RADI US Attributes" or your AAA client 
documentation. 

Step 6 To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

Step 7 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Cisco VPN 3000 Concentrator RADIUS Settings for a 
User Group 

To control Microsoft MPPE settings for users accessing the network through a 
Cisco VPN 3000-series concentrator, use the CVPN3000-PPTP-Encryption (VSA 
20) and CVPN3000-L2TP-Encryption (VSA 21) attributes. Settings for 
CVPN3000-PPTP-Encryption (VSA 20) and CVPN3000-L2TP-Encryption (VSA 
21) override Microsoft MPPE RADIUS settings. If either o f these attributes is 
enabled, Cisco Secure ACS determines the values to be sent in outbound 
RADIUS (Microsoft) attributes and sends them along with the RADIUS (Cisco 
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78-14698-01 

~ .. 

Configuration-specific User 

VPN 3000) attributes, regardless of whether RADIUS (Microsoft) attributes are 
enabled in the Cisco Secure ACS HTML interface or how those attributes might 
be configured. 

The Cisco VPN 3000 Concentrator RADIUS attribute configurations appear only 
i f both the following are true: 

• A AAA client has been configured to use RADIUS (Cisco VPN 3000) in 
Network Configuration. 

• Group-level RADIUS (Cisco VPN 3000) attributes have been enabled on the 
RADIUS (Cisco VPN 3000) page o f the Interface Configuration section. 

Cisco VPN 3000 Concentrator RADIUS represents only the Cisco VPN 3000 
Concentrator VSA. You must configure both the IETF RADIUS and Cisco VPN 
3000 Concentrator RADIUS attributes. 

Note To hide or display Cisco VPN 3000 Concentrator RADIUS attributes, see Setting 
Protocol Configuration Options for Non-IETF RADIUS Attributes, page 3-16. A 
VSA applied as an authorization to a particular group persists, even when you 
remove or replace the associated AAA client; however, if you have no AAA 
clients ofthis (vendar) type configured, the VSA settings do not appear in the 
group configuration interface. 

To configure and enable Cisco VPN 3000 Concentrator RADIUS attributes to be 
applied as an authorization for each user in the current group, follow these steps: 

- ----·-·-----------~----·---

Step 1 Confirm that your IETF RADIUS attributes are configured properly. 

Step2 

For more information about settingiETF RADIUS attributes, see Configuring 
IETF RADIUS Settings for a User Group, page 6-37. 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 3 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step 4 From the Jump To list at the top o f the page, choose RADIUS (Cisco VPN 3000). 

Step 5 In the Cisco VPN 3000 Concentrator RADIUS Attributes table, determine the 
attributes to be authorized for the group by selecting the check box next to the 
attribute. Further define the authorization for that attribute in the field next to it. 

User Guide for Cisco Secure ACS iance, version 3.2 
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Step6 

Step7 

Chapter 6 User Group Management 

"'"'..-~N>'l ormation about attributes, see Appendi x C, "RADIU S Attributes", or 
tse..w.J~mentation for network devices using RADIUS . 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings , page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

-----------------------·--··· 

Configuring Cisco VPN 5000 Concentrator RADIUS Settings for a 
UserGroup 

~A 

The Cisco VPN 5000 Concentrator RADIUS attribute configurations display only 
when both the following are true: 

• A network device has been configured to use RADIUS (Cisco VPN 5000) in 
Network Configuration. 

• Group-level RADIUS (Cisco VPN 5000) attributes have been enabled on the 
RADIUS (Cisco VPN 5000) page o f the Interface Configuration section. 

Cisco VPN 5000 Concentrator RADIUS represents only the Cisco VPN 5000 
Concentrator VSA. You must configure both the IETF RADIUS and Cisco VPN 
5000 Concentrator RADIUS attributes. 

) 

Note To hide or display Cisco VPN 5000 Concentrator RADIUS attributes, see Setting 
Protocol Configuration Options for Non-IETF RADIUS Attributes, page 3-16. A 
VSA applied as an authorization to a particular group persists, even when you 
remove or replace the associated AAA client; however, if you have no AAA 
clients ofthis (vendar) type configured, the VSA settings do not appear in the ) 
group configuration interface. 
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· Configuration-specific User G 

To configure and enable Cisco VPN 5000 Concentrator·RADIUS attributes to be 
applied as an authorization for each user in the current group, follow these steps: 

Step 1 Confirm that your IETF RADIUS attributes are configured properly. 

Step 2 

For more information about setting IETF RADIUS attributes, see Configuring 
IETF RADIUS Settings for a User Group. pagc 6-37. 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 3 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step 4 From the Jump To list at the top ofthe page, choose RADIUS (Cisco VPN 5000). 

Step 5 In the Cisco VPN 5000 Concentrator RADIUS Attributes table, select the 
attributes that should be authorized for the group by selecting the check box next 
to the attribute. Further define the authorization for each attribute in the field next 
to it. 

Step 6 

For more information about attributes, see Appendix C, "RADI US Attributes", or 
the documentation for network devices using RADIUS. 

To save the group settings you have just made, click Submit. 

For more information, see Savi ng Changes to Use r Group Setti ngs, page 6-54. 

Step 7 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

( ~onfiguring Microsoft RADIUS Settings for a User Group 

78-14698-01 

Microsoft RADIUS provides VSAs supporting MPPE, which is an encryption 
technology developed by Microsoft to encrypt PPP links. These PPP connections 
can be via a dial-in line, or over a VPN tunnel. 

To control Microsoft MPPE settings for users accessing the network through a 
Cisco VPN 3000-series concentrator, use the CVPN3000-PPTP-Encryption (VSA 
20) and CVPN3000-L2TP-Encryption (VSA 21) attributes. Settings for 
CVPN3000-PPTP-Encryption (VSA 20) and CVPN3000-L2TP-Encryption (VSA 
21) override Microsoft MPPE RADIUS settings. If either o f these attributes is 
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Secure ACS determines the values to be sent in outbound 
crosoft) attributes and sends them along with the RADIUS (Cisco 

attributes, regardless o f whether RADIUS (Microsoft) attributes are 
enabled in the Cisco Secure ACS HTML interface or how those attributes might 
be configured. 

The Microsoft RADIUS attribute configurations appear only when both the 
following are true: 

• A network device has been configured in Network Configuration that uses a 
RADIUS protocol that supports the Microsoft RADIUS VSA. 

• Group-level Microsoft RADIUS attributes have been enabled on the RADIUS 
(Microsoft) page ofthe Interface Configuration section. 

The following Cisco Secure ACS RADIUS protocols support the Microsoft 
RADIUS VSA: 

• Cisco IOS/PIX 

• Cisco VPN 3000 

• Ascend 

Microsoft RADIUS represents only the Microsoft VSA. You must configure both (o~.-~ 
the IETF RADIUS and Microsoft RADIUS attributes. -

~- , ~ ,., ~ .. 
Note To hide or display Microsoft RADIUS attributes, see Setting Protocol 

Configuration Options for Non-IETF RADIUS Attributes, page 3-16. A VSA 
applied as an authorization to a particular group persists, even when you remove 
or replace the associated AAA client; however, ifyou have no AAA clients ofthis 
(vendor) type configured, the VSA settings do not appear in the group 
configuration interface. 

Step 1 

Step2 

To configure and enable Microsoft RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

Confirm that your IETF RADIUS attributes are configured properly. 

For more information about setting IETF RADIUS attributes, see Configuring 
lETF RADlUS SettiPgs ror a User Group, page 6-37. 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 
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Step 3 From the Group list, select a group, and then click Edit Settings. 

Step4 

Step5 

Step 6 

Step 7 

Result: The Group Settings page displays the name ofthe group at its top. 

From the Jump To list at the top ofthe page, choose RADIUS (Microsoft). 

In the Microsoft RADIUS Attributes table, specify the attributes to be authorized 
for the group by selecting the check box next to the attribute. Where applicable, 
further define the authorization for that attribute in the field next to it. For more 
information about attributes, see Appendi x C, " RADIUS Attributes", or the 
documentation for network devices using RADIUS. 

~ .. 
Note The MS-CHAP-MPPE-Keys attribute value is autogenerated by 

Cisco Secure ACS; there is no value to set in the HTML interface. 

To save the group settings you have just made, click Submit. 

For more information, see Sav ing Changes to User Group Settings. page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Nortel RADIUS Settings for a User Group 

78-14698-01 

The Norte! RADIUS attribute configurations appear only when both the following 
are true: 

• A network device has been configured in Network Configuration that uses a 
RADIUS protocol that supports the Nortel RADIUS VSA. 

• Group-level Norte! RADIUS attributes have been enabled on the RADIUS 
(Norte!) page of the Interface Configuration section. 

Norte! RADIUS represents only the Norte! VSA. You must configure both the 
IETF RADIUS and Norte! RADIUS attributes. 
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Step 1 

Step2 

Step3 

Step4 

StepS 

Step6 

Step 7 

Chapter 6 User Group Management 

oisplay Nortel RADIUS attributes, see Se tt ing Protocol Conllguration 
Options for Non-1 ETF R ADI US Attributes , page 3-16. A VSA applied as an 
authorization to a particular group persists, even when you remove or replace the 
associated AAA client; however, ifyou have no AAA clients ofthis (vendor) type 
configured, the VSA settings do not appear in the group configuration interface. 

To configure and enable Nortel RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

Confirm that your IETF RADIUS attributes are configured properly. 

For more information about setting IETF RADIUS attributes, see Configuring 
I ETF RADI US Settings for a Use r Group, page 6-3 7. 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

From the Jump To list at the top ofthe page, choose RADIUS (Nortel). 

In the Nortel RADIUS Attributes table, specify the attributes to be authorized for 
the group by selecting the check box next to the attribute. Where applicable, 
further define the authorization for that attribute in the field next to it. For more 
information about attributes, see Appendix C, "RADIUS Attributes", or the 
documentation for network devices using RADIUS. 

~~ 
Note The MS-CHAP-MPPE-Keys attribute value is autogenerated by 

Cisco Secure ACS; there is no value to set in the HTML interface. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 
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Configuring Juniper RADIUS Settings for a User Group 

78-14698-01 

~ .. 

Juniper RADIUS represents only the Juniper VSA. You must configure both the 
IETF RADIUS and Juniper RAPIUS attributes. 

Note To hide or display Juniper RADIUS attributes, see Setting Protocol Co n fi gurati on 
Options for Non-1 ETF RA DI US Attributes , pagc 3-16. A VSA applied as an 
authorization to a particular group persists, even when you remove or replace the 
associated AAA client; however, ifyou have no AAA clients ofthis (vendor) type 
configured, the VSA settings do not appear in the group configuration interface. 

To configure and enable Juniper RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

Step 1 Confirm that your IETF RADIUS attributes are configured properly. 

For more information about setting IETF RADIUS attributes, see Configuring 
IETF RADIUS Settings for a User Group, page 6-37. 

Step 2 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 3 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top . 

Step 4 From the Jump To list at the top ofthe page, choose RADIUS (Juniper) . 

Step 5 In the Juniper RADIUS Attributes table, specify the attributes to be authorized for 
the group by selecting the check box next to the attribute. Where applicable, 
further define the authorization for that attribute in the field next to it. For more 
information about attributes, see Appendi x C, "RADI US Attributes'', or the 
documentation for network devices using RADIUS. 

~ .. 
Note The MS-CHAP-MPPE-Keys attribute value is autogenerated by 

Cisco Secure ACS; there is no value to set in the HTML interface. 
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·- u oup settings you have just made, click Submit. 

JJ.f-mtJreli ormation, see Saving Changes to User Group Settings , page 6-54. 

nue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring BBSM RADIUS Settings for a User Group 

~ .. 

BBSM RADIUS represents only the BBSM RADIUS VSA. You must configure 
both the IETF RADIUS and BBSM RADIUS attributes. 

Note To hide or display BBSM RADIUS attributes, see Setting Protocol Confl gurati on 
Options for Non-1 ETF R ADI US Attributes, page 3-16. A VSA applied as an 
authorization to a particular group persists, even when you remove or replace the 
associated AAA client; however, ifyou have no AAA clients ofthis (vendor) type 
configured, the VSA settings do not appear in the group configuration interface. 

To configure and enable BBSM RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

Step 1 Confirm that your IETF RADIUS attributes are configured properly. 

For more information about setting IETF RADIUS attributes, see Configuring 
IETF RADIUS Settings for a User Group, page 6-37 . 

Step 2 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 3 From the Group list, ·select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step 4 From the Jump To list at the top o f the page, choose RADIUS (BBSM). 

Step 5 In the BBSM RADIUS Attributes table, specify the attribute to be authorized for 
the group by selecting the check box next to the attribute. Where applicable, 
further define the authorization for that attribute in the field next to it. For more 
information about attributes, see Appendi x C, " RADIU S Attributes", or the 
documentation for network devices using RADIUS. 
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Step 6 

Step7 

Configuration-specific 

~ .. 
Note The MS-CHAP-MPPE-Keys attribute value is autogenerated by 

Cisco Secure ACS; there is no value to set in the HTML interface. 

To save the group settings you have just made, click Submit. 

For more information, see Savi ng C hanges to Use r Group Se ttings. page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Custom RADIUS VSA Settings for a User Group 

78-14698-01 

User-defined, custom Radius VSA configurations appear only when ali the 
following are true: 

• You have defined and configured the custom RADIUS VSAs. (For 
information about creating user-defined RADIUS VSAs, see Custom 
RA DIUS Vendors and VSAs. page 9-26.) 

• A network device has been configured in Network Configuration that uses a 
RADIUS protocol that supports the custom VSA. 

• Group-level custom RADIUS attributes have been enabled on the RADIUS 
(Name) page o f the Interface Configuration section. 

You must configure both the IETF RADIUS and the custom RADIUS attributes. 

To configure and enable custom RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

---·-~-·---

Step 1 Confirm that your IETF RADIUS attributes are configured properly. 

Step2 

Step3 

For more information about setting IETF RADIUS attributes, see Conti gur ing 
IF:TF RADI US Scttin gs fo r a Usc r Group . page ó-37 . 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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Group Setting Management 

Step 4 

Step5 

Step6 

Step7 

o list at the top o f the page, choose RADIUS (cus tom name). 

~ .. 
Note The MS-CHAP-MPPE-Keys attribute value is autogenerated by 

Cisco Secure ACS; there is no value to set in the HTML interface. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Sellings , page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Group Setting Management 
This section describes how to use the Group Setup section to perform a variety of 
managerial tasks. 

This section contains the following procedures: 

• Listing Users in a User Group, page 6-53 

• Resetting Usage Quota Counters for a User Group, page 6-53 

• Renaming a User Group, page 6-54 

• Saving Changes to User Group Settings, page 6-54 
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Listing Users in a User Group 

Step 1 

Step2 

Step 3 

To list ali users in a specified group, foliow these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select the group. 

Click Users in Group. 

Result: The User List page for the particular group selected opens in the display 
are a. 

Step 4 To open a user account (to view, modify, or delete a user), click the name ofthe 
user in the User List. 

Result: The User Setup page for the particular user account selected appears. 

Resetting Usage Quota Counters for a User Group . 
'. 

78-14698-01 

You can reset the usage quota counters for ali members of a group, either before 
or after a quota has been exceeded. 

To reset usage quota counters for ali members o f a user group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 2 From the Group list, select the group. 

Step 3 In the Usage Quotas section, select the On submit reset ali usage counters for 
ali users of this group check box. 

Step 4 Click Submit at the bottom of the browser page. 

Result: The usage quota counters for all users in the group are reset. The Group 
Setup Select page appears. 
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Step 1 

Step2 

Step3 

Step4 

Step5 

roup 

To rename a user group, follow these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select the group. 

Click Rename Group. 

Chapter 6 User Group Management 

Result: The Renaming Group: Group Name page appears. 

Type the new name in the Group field. Group names cannot contain angle 
brackets (< or >). 

Click Submit. 

~. 
Note The group remains in the same position in the list. The number value of 

the group is still associated with this group name. Some utilities, such as 
the database import utility, use the numeric value associated with the 
group. 

Result: The Select page opens with the new group name selected. 

----------------------------

Saving Changes to User Group Settings 

Step 1 

After you have completed configuration for a group, be sure to save your work. 

To save the configuration for the current group, follow these steps: 

To save your changes and apply them later, click Submit. When you are ready to 
implement the changes, click System Configuration, and then click Service 
Control, and click Restart. 

p 
np 

" I 

To save your changes and apply them immediately, click 
Submit + Restart. 
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Step2 

78-14698-01 

Result: The group attributes are applied and services are restarted. The Edit page 
opens. 

~ .. 
Note Restarting the service clears the Logged-in User Report and temporarily 

interrupts ali Cisco Secure ACS services. This affects the Max Sessions 
counter. 

To verify that your changes were applied, select the group and click Edit Settings. 
View the settings. 
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CiscoWorks Campus Manager 

. 
' . 

Campus Manager is a key component in 

the CiscoWorks family of management 

solutions designed to make Cisco networks 

the most manageable and available in the 

industry. Today's networks are criticai 

business assets, and require sophisticated 

tools for administering, monitoring and 

configuring Layer 2 services. Designed for 

enterprise network operations staff, 

Campus Manager provides powerful 

tools with built-in network intelligence 

to reduce the complexity and automate 

manual tasks associated with maintaining 

complex physical and logical network 

infrastructures. 

Campus Manager Overview 

Campus networks are at the heart of 

business and mission-critical systems. The 

requirement to understand, monitor, and 

react to changing networking conditions 

drives the need for sophisticated, yet 

easy-to-use management tools. Campus 

Manager is part of the LAN Management 

Solution, part of the broad range of 

CiscoWorks network management 

solutions. 

New in Version 3.3: 

In addition to the rich set of management 

features already included, the new version 

of Campus Manager has been enhanced to 

provide even greater manageability for 

Cisco networks. New benefits include: 

• Improved application performance 

• Doubled capacity for tracking end users 

Key Campus Manager features include: 

• Intelligent discovery and display of 

Layer 2 networks on browser-accessible 

topology maps, independent of VTP 

server 

• Configuration of virtual LAN (VLAN)/ 

LAN Emulation (LANE) and 

asynchronous transfer mode (ATM) 

services and asslgnment of switch ports 

to those services 

• Link and device status display based 

upon Simple Network Management 

Protocol (SNMP) polling 

• Id~ntification of Layer 2 configuration 

discrepancies 

• Diagnostlc tools for connectivity related 

problems between end statlons, and 

Layer 2 and Layer 3 devices 

• Automatlc location and correlation of 

information on users by media access 

contrai (MAC). IP address, NT or 

NetWare Directory Services (NDS) 

Iogin or UNIX host name, with their 

physical connectlons to the switched 

network 

• Visibility and Iaunch point of Cisco 

CaliManager from topology services as 

well as tracking of phone handset to IP, 

Mac address, and switch port 

• Layer 2 and Layer 3 path trace between 

source and destinatlon handsets 

• Export of topology maps to Visio 

• Java plugins to improve graphical user 

interface (GUI) performance 
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• Ablllty to form Custom Groups In Topology View based on criteria like SysLocation, SysName and IP address/ 

Subnet mask. 

• Secure communication between the client browser and Campus applications using Secure Socket Layer (SSL) 

pro toco!. 

Campus Manager enables admlnlstrators to more easily change, monitor, and control network relationships, making 

them more effectlve In deliverlng business-critical and advanced networking services to thelr users and customers. 

Campus Manager ls a suíte o f applications launched from a common "management desktop" used by ali Web-based 

CiscoWorks appllcations. Campus Manager contains three applications that can be launched from the client's 

browser: 

• Topology Servlces-This is the principal interface to a variety of large scale topology maps, tabular summaries, 

reports, and configuration servlces of the Layer 2 network. A directory-like tree interface lists physical Layer 2 

and logical, Virtual Trunking Protocol (VTP), and ATM domaln views along wlth table summaries o f the devices 

and Interface assoclated wlth these views. Thls tree structure acts as the launchlng polnt for topology maps, 

discrepancy reporting functions, and configuration servlces. The lntegrated VLAN and LANE configuration 

capabllitles, ATM soft permanent virtual clrcult (PVC) configuratlon and diagnostic tools, along wlth physical 

and loglcal configuratlon discrepancy checklng reports and hlghlighting tools are found wlthin the Topology 

Services menus. It also supports discovery and display of Cisco Customer Response Applications, and reports on 

servlces of these devlces. 

Ablllty to form custom groups based on dynamic and statlc rules for the group membership. System defined 

groups and user defined grouplng can be created by network adminlstrators and users respectively and allows 

grouplng by developing rules based on cri teria such as IP address, subnets, SysLocation, SysName, SysContact, 

Image Verslon and hostname. A rules editor allows for creating, editing Topology groups and defines rules for 

membershlp. 
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Figure 2 

VTP Domain Topology Map 

Figure 3 

Forming Topology Groups 
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• User Track.ing-Designed to assist in locating end-station connections at the access switch, this application is a 

useful toolin troubleshooting or connectivity analysis. Through automated acquisition, a table of end-user 

stations and Layer 2 connection information is constructed. This table can be sorted and querled allowing 

admlnistrators to easlly find users. Users can be identified by name, IP handset, MAC and lP address, as well as .r-:. 

the swltch port and swltch that they are connected, along with VLAN and VTP assignment o f the port. Predefined ;,c 

reports, such as dupllcate MAC per switch port, or dupllcate lP addresses, enable managers to locate mobile users 

or violations in port policies. 

Figure 6 

User Tracking 
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Figure 6 

Subnet based acquisition 
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• Path Analysis-An application for switched network management, this is an extremely powerful tool for 

connectivity troubleshooting. Path Analysis utilizes User Tracking, topology services, and real-time spanning tree 

information to determine Layer 2 and Layer 3 connectivity between two end-points, or IP Handsets, in the 

network. The resulting trace is presented in graphical topology views that lllustrate the Layer 2 and Layer 3 

devices, path direction and link types, and in tabular formats that provide specific interface, IP address, VLAN, 

and link type information. 

Figure 7 

Path Analysis 
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onfiguration and Port Assignment 

anager provides an easy and graphlcal means for creating, modifying, or deleting VLANs, LANE 

elements, or asslgnlng swltch ports to VLANs. As VLANs are created or modified, port and user changes are instantly 

updated and transmitted to the switches, elimlnating the need to update and configure each particlpating switch 

lndividually. As VLANs are selected, the table view shows the participating ports, port status, and switch information 

and the topology map can be launched to graphically highlight participating devlces and links o f the VLAN 

connections. Addltional map tools allow managers to show spannlng-tree states, VTP trunks, switch port links, and 

exlsting LANE service elements. 

FigureS 

VLAN Port Assignment 

Campus Manager 3.3 is a must for switched network management, and ls an integral piece of the LAN Management 

Solution, by provldlng a broad, comprehensive set o f tools for managing and administering the entire LAN 

environment. 

Campus Manager 3.3 Features 

Campus Manager provides a variety offunctions within Topology Services, User Tracking, Path Analysis and VLAN/ 

LANE port assignment that network managers can use to better understand, monitor, configure, diagnose, and be 

proactive to network infrastructure changes. 

Topology Services 

Topology Servlces provides access to a wide variety of physical and Iogical topology maps, summary lists of devices, 

ports, and thelr network relationships. Topology Services also acts as the launching point for topology-related 

configuratlon and diagnostic tools. 
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In Campus Manager 3.3, network topology maps can be displayed in a variety of ways from both a flat Layer 2 to 

abstracted views that better represent and scale to large campus networks. These abstractions are categorized into 

three different groups: managed domains, network views and topology groups. Managed domains are topological 

views of logical groups of devices organized around ATM switch fabrics and VTP domains. Network views are 

physical displays of the network and are organized to provide full and abstracted views, such as LAN edge views, 

Layer 2 views, unconnected device views, and VTP views. Topology Groups are custam views that are a subset of 

the entire network based on the group rule defined while creating the view. They are can be two types of 

groups-system defined groups that are custam views created by admin user and user defined views which are created 

by CiscoWorks users. Membership to these groups are made via rules that can be evaluated either automatically or 

upon user request and these groups help in generating custam views that are a subset of the Layer 2 views. 

Key features in the Campus Manager topology services include: 

• Autodiscovery and display of Cisco switches, routers, and probes using the Cisco Discovery Pro toco! (CDP) and 

SNMP 

• Display of physical and logical Layer 2 connections within the discovered LAN environment 

• Highlighting tools to identifY specific classes of devices or links such as switches, route switch modules (RSMs), 

Fast Ethernet, EtherChannel®, ATM links, Cisco Customer Response Applications, and other relevant Cisco 

device elements 

• Expanded scalability to support more than 2000 Cisco devices 

• Display of multilayer switches and components (switching entities and route-processing entities) with the ability 

to highlight logical relationships between devices, such as flow masks and shortcuts 

• Device status indicators on the topology maps based on CDP, ILMI, ELMI, and SNMP availability 

• Automated discrepancy reporting during discovery highlights connection problems, link mismatches, and logical 

misconfigurations 

• Graphical interface for creating VLAN and LANE services for Ethernet, Token Ring, and transparent VLANs 

• Graphical interface for locating-through search parameters-and assigning swltch ports individually or in bulk 

toa VLAN 

• ATM soft PVC configuration and diagnostics 

Figu,. 9 

Topology Views and Tools 
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Campus Manager provides an easy and graphical means for creatlng, modifying, or deletlng VLANs, LANE 

elements, or asslgnlng swltch ports to VLANs. As VLANs are created or modified, port and user changes are instantly 

updated and transmltted to the switches, elimlnatlng the need to update and configure each participating switch 

lndividually. As VLANs are selected, the table view shows the partlclpating ports, port status, and swltch information 

and the topology map can be launched to graphically highlight particlpating devlces and links of the VLAN 

connectlons. Additlonal map tools allow managers to show spanning-tree states, VTP trunks, switch port links, and 

exlstlng LANE service elements. 

VLAN management servlces provide: 

• Tabular summary vlews of VLANs shows partlcipatlng ports, devices, links, and port status lnformation 

• Graphical setup of VLANs (including transparent VLANs) and VLAN membershlp to simplify adminlstratlon 

• Integratlon of LANE configuration services in VLAN configuratlon tools for more efficlent operational and 

englneerlng practlces 

• A separate Interface for adminlstrators to quickly search, uslng a varlety of crlterla, and asslgn selected switch 

ports, lndlvidually or In bulk, to VLANs 

• Logical display of VLAN configuratlons makes it easy to vlsualize swltch connectlons 

• Automated discrepancy reports highlight connection problems and link mlsmatches 

• Automated VLAN membershlp reglstration reduces admlnlstration and configuratlon requlrements 

ATM Management 

Campus Manager offers a graphical tool for managing complex ATM networks, slmplifying configuratlon and 

performance monltorlng. ATM networks are displayed on the topology map and the Ioglcal VLAN and ATM domain 

views provide graphical representatlons of ATM swltches and LANE elements. "Drlll down" capability allows access 

to configuratlon and performance monltorlng tools. ATM management functions lnclude: 

• Autodiscovery of ATM switches, lncluding swltched virtual circuit (SVC) and PVC connectlons 

• Connectivity checklng of SVC and PVC connections 

• End-to-end virtual clrcult path tracing and analysls, which asslsts in connectivity diagnostics 

• LANE troubleshooting and performance analysis 

• Quality of service (QoS) templates for simplifying the configuration of typical traffic such as video or 

constant-blt-rate (CBR) 

• Slmple configuratlon of soft PVCs 

• ATM remate monltorlng (RMON) data collection and analysis 

User Tracking 

User Tracking automatically !acates servers and end-user workstations, and Cisco voice over IP (VoiP) telephone 

handsets and their connections to Layer 2 Cisco switches. Durlng this discovery process lt also tabulates specific 

connection lnformation about that end station, including: 

• VLAN name, type, and VTP domain 

• Switch port number, name, and state 
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• MAC and IP address of the end station and its subnet 

• Tabular and sortable listing of ali switch port attached end-user workstations, servers and IP handsets 

• Last-seen time stamp reflecting last acquisition in which the end station was detected 

• User login name passed automatically from the Windows NT Primary Domain Controller or Novell Directory 

Structure, or from the UNIX host 

Campus Manager simplifies the dynamic nature of many business environments by providing a large number of 

sortable parameters that can be used to locate end-user stations. User Tracking discovers end stations connected to 

switch ports automatically and provides a means to identify end users, their assigned VLANs, and host station 

connections. User Tracking also supports voice/data convergence with interfaces to Cisco CaliManager for 

correlating the IP and MAC addresses of discovered VoiP handsets with their assigned phone number and users. 

User Tracking provides the following features: 

• Enhanced scalability to support 60,000 end stations 

• Predefined reports that identify duplicate MAC and IP addresses, ports with multiple MAC addresses and 

duplicate sysnames. 

• lP and MAC addresses of discovered VoiP handsets with their assigned phone number and users 

• Tabular and sortable listing of ali switch port-attached end-user workstations and IP handsets 

• Customized tables for user-defined, detailed reporting 

• GUI for user tracking information table configuration to support dynarnidmobile users 

• Scheduling managers for automating address change updates 

• Easy-to-use search utility box locating users by MAC addresses, IP addresses, DNS host names, switch port 

labels, and optional voice handsets 

• Provides ability to schedule User Tracking. Also exports User Tracking reports. 

• Ability to define acquisition based on a subnet range 

Figure10 

Scheduled export of User Tracking Reports 
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Path Analysis 

Path Analysls is a powerful diagnostic tool for determining the Layer 2 and Layer 3 path between two selected 

endpoints using Campus Manager-discovered end-station data, VLANILANE configuration information, real-time 

Layer 3 path trace information, and spanning-tree calculations. Displays of path lnformation are avallable In both 

topological map and tabular displays. Key Path Analysis features include: 

• View the Layer 2 and Layer 3 path information in a map format with traces showing end statlons, Layer 2 and 

3 devices, route directions, and cut-through paths 

• Vlew specific details of the Layer 2 and Layer 3 path, including IP addresses and Interfaces traveled, VLAN and 

VfP domain names, and port speeds and duplex settings 

• Perform traces lmmediately or schedule them 

• Perform traces using IP address, DNS name, or by telephone number for voice calls as start/stop points 

• Provi de Layer 2 and Layer 3 trace information between Cisco voice elements using interfaces to cal! detail records 

for specific voice calls 

• Provldes abillty to schedule path traces. Also exports path traces data. 

Built on the CiscoWorks Management Server 

The CiscoWorks management server provides common resources, such as Web services, discovery, shared 

databases and database services, and the management desktop. Cisco Management Connection, a service on the 

CiscoWorks2000 server, delivers a set of tools for lntegratlng applicatlons lnto the management desktop uslng 

Internet-based standards and technologies. These tools allow users to link Web-based management applications to 

the ClscoWorks family of products and application developers to easily link Web-based applications through a 

certlfied reglstration mechanlsm. Cisco Management Connectlon has been used by Cisco and more than 30 network 

management vendors, lncluding Hewlett-Packard, Computer Associates, Sun Microsystems, and Tivoli Systems to 

create certlfied Cisco Management Connectlons for thelr applicatlons. This rapid adoptlon has created an 

envlronment in which users can easily build management lntranets that link together their favorite Web-based 

management applicatlons. 

Specifications 

Server, Client, and Web Browser System Requirements 

The server, client and web browser system requirements can be found in the Product Overview documents for the 

Routed WAN and LAN Management solutions and on Cisco's main on-line documentatlon site, under each 

CiscoWorks solutlon. Please refer to these and other Product lnstallation documentatlon for more detailed 

informatlon on settlng up and configuring these solutions. 

Supported Cisco Devices 

Most Cisco routers, Catalyst® and LightStream switches, as well as Cisco AWID devices. Contact your Cisco 

representatlve for a complete Iist. 
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Suppol"ted Cisco lOS Vel"sions 

• Cisco lOS® version 10.3 and above 

• Catalyst Supervisor code 2.1 and above 

Availability 

Campus Manager 3.3 is an integral part o f mu 

solutions and is not sold as an individual product. 

information on Campus Manager, see: 

http://cisco.com/warp/publidcdpd/wr2k/ 
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Notice 
Hewlett-Packard makes no warranty of any kind with regard t o this material, 
including but not limited to, the implied warranties of merchantability and fitness 
for a particular purpose. Hewlett-Packard shall not be liable for errors contained herein or 
for incidental or consequential damages in connection with the furnishing, performance, or 
use of this material. 

Hewlett-Packard assumes no responsibility for the use or reliability ofits software on 
equipment that is not furnished by Hewlett-Packard. 

All rights are reserved. No part ofthis document may be photographed, reproduced, or 
translated to another language without prior written consent ofHewlett-Packard Company. 

The information contained in this document is subject to change without notice. 
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Using rp24xx 

Using rp24xx Server Information 

This site contains hardware support information pertaining to Hewlett-Packard rp24xx Servers. In the frame 
on the left side of your screen, you will see a general navigation network in a Table of Contents format. Click 
on the plus (or "add") sign (+) next to any topic to view the sub-topics within. 

The topics were developed to support hardware-related tasks that you may need to perform in order to 
prepare for delivery, unpacking, installation, operation, or adding components to your rp24xx server. 

There are several ways to navigate this si te. The left frame will usually contain the main navigation network. 
The initial view in this frame is similar to a Table of Contents. However, if you wish to view a listing by topic, 
click on the "Index" button near the top of the screen. 

Some ofthe topics willlink to information at another site. Ifyou are reading this information from a 
CD-ROM, you will need internet access to complete those links. 

Ifyou prefer to navigate this site in a more "linear" way, find the task you wish to perform, then click on that 
link. At the bottom of the content frame, you will see the navigation instructions to the next "logical" piece of 
information along with the previous "logical" piece ofinformation. 
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What's New? 
Visit this page to find out what new rp24xx server information has been released since the last web si te and 
CD-ROM publish. The additions and modifications listed here are effective as of August 2002. 

New Sections: 

"What's New?" is the latest addition to the rp24xx server web site. This section will tell you about the latest 
changes to the previously-released information and provide a direct link to that information. 

Modified Sections: 

• Identified changes to all sections as applicable to HP e3000. 

NOTE All references to rp24xx are equally applicable to the HP e3000. 
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System Overview 

Hardware Overview 

For an overview of the Enterprise Server Family hardware -

http://www.hp.com/productslfservers/family _overview.html 

For an overview of the HP-9000 rp24xx Server hardware -
http://www.unixsolutions.hp.com/products/servers/aclass/index.htm 

Software Requirements 

rp24xx servers are designed to operate with HP-UX version ll.ACE or later. 
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hp Server rp24xx Safety and Reg 

hp Server rp24xx Safety and Regulatory Information 

Overview 

Regulatory Compliance statements are required by some countries for international importation ofrp24xx 
Servers. The following information is provided: 

Regulatory Information 

Electrical Safety 

Electrostatic Discharge (ESD) Precautions 

Battery Notice 

Cabinet Safety Precautions 

Declaration of Conformity 

( FCC Statement (USA Only) 

Canada RFI Statement 

European Union RFI Statement 

Korean RFI Statement 

Taiwan RFI Statement 

Japan Safety and Regulatory Statements 

Acoustics (Germany) 

Australian C-Tick Label 

Laser Safety 

Product Information 

For detailed information on the rp24xx Enterprise Server product, please go to the http://docs.hp.com web site 
(in the Systems Hardware selection). 
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Regulatory In 

For your protection, t · s ~ s een tested for conformance to various national and international 
regulations and standa e ofthis regulatory testing includes electrical and mechanical safety, 
electromagnetic emissions, immunity, acoustics and hazardous materiais. 

When required, approvals are obtained from third party test agencies. Approval marks appear on the product 
label. In addition, various regulatory bodies require some information under the headings listed in this 
section. 

Electrical Safety 

This product has not been evaluated for connection to an "IT" power system (AC distribution system having 
no direct connection to earth according to IEC 950). 

Locate the AC outlet near the computer! The AC power cords are this product's main AC disconnect devices 
and must be easily accessible at all times. 

Electrostatic Discharge (ESD) Precautions 

When handling any electronic component or assembly (such as, a PCI card or Memory SIMM), you must 
observe the following antistatic precautions to prevent damage. An ESD kit (HP P/N A3024-80004) is 
available (or supplied with Memory additions). This kit contains one wrist strap, one conductive sheet, and 
one anti-static foam pad. 

• Always wear a grounded wrist strap when working around the system, and when handling printed circuit 
boards. 

• Treat all assemblies, components and interface connections as static-sensitive. 

• Avoid working in carpeted areas, and keep body movement to a minimum while removing or installing 
, boards, to minimize buildup of static charge. 

Battery Notice 

This product contains two Lithium batteries located on the: 

• System Board 

• Guardian Service Processar board 

These batteries are not to be removed or replaced by the user. If either battery needs to be replaced, contact 
your Hewlett-Packard authorized service personnel. 

CAUTION Lithium batteries may explode if mistreated. 
Do not recharge, disassemble, or dispo se of in a fire. 

Please properly recycle all used batteries. 
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hp Server rp24xx Safety and Regulato 

Cabinet Safety Precautions 

WARNING Cabinets are heavy even when empty. Exercise caution when moving cabinets 
whether equipment is installed in the cabinet or not. Avoid rolling cabinets on rough 
or uneven surfaces or inclines greater than 10 degrees. Unloading cabinets from the 
pallet and movement of cabinets should be performed by at least two people. 

WARNING Slideable products are not to be extended from the cabinet while the equipment is 
on the shipping pallet. The cabinet must be unloaded from the pallet and both front 
and rear anti-tip feet properly installed prior to extending any slideable product. 

WARNING Once installed, both the front and rear anti-tip feet must remain in place to maintain 
stability. Only one slideable product must be extended at a time. 

WARNING Use of any slide mount product requires the installation of a cabinet anti-tip device. 

Chapter 

The anti-tip device for the following cabinet products is a pair of anti-tip feet: 
A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A, and Jl502A. 

Install both front and rear anti-tip feet on the cabinet before installing any slide 
mount product. 

The anti-tip device for the following cabinets is the installation of ballast in the 
bottom of the cabinet: A1896A, A1897A, A1883A, A1884A, C2785A, C2786A, and 
C2787A. 

To determine ballast requirements, refer to the ballast worksheets in documentation 
accompanying the cabinet or http://www.hp.com/enclosures/c_rocs.htm 

Failure to follow these precautions can result in damage to equipment or injury to 
personnel 
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Sicherheitsvorkehrungen für Einbaugehãuse 

WARNING Einbaugehãuse haben auch ohne Inhait ein hohes Gewicht. Seien Sie aiso vorsichtig, 
wenn Sie ein Gehãuse hin und her bewegen, sei es mit oder ohne installierten 
Innenteilen. RoUen Sie das Gehãuse nach Mõglichkeit nich t über rauhe oder 
unebene Oberflãchen bzw. Oberflãchen mit mehr ais 10 Gr ad Neigung. Da s Abiaden 
von der Paiette und Positionieren mufl von mindestens zwei Personen dur chgeführt 
werden. 

WARNING Ziehen Sie keine bewegiichen Teile heraus, soiange sich d a s Einbaugehãu se auf der 
Paiette befindet. Laden Sie es zunãchst von der Paiette ab, und stellen Sie es mit den 
kippsicheren Vorder-und Hinterfiillen ordnungsgemiill auf, um beweglich e Teile 
sicher herausziehen zu kõnnen. 

WARNING Nach deren Installation dürfen die kippsicheren Fü6e nicht wieder entfernt werden, 
um sicheren Stand zu gewãhrieisten. Ziehen Si e jeweils nur ein beweglich es Teil 
heraus. 

WARNING Bevor Si e auf Gieitschienen ruhende Produkte einbauen, müssen Si e für di e 
Kippsicherheit der Einbaugehãuse sorgen. 

·~· . 
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Bei den foigenden Gehãuseprodukten verwenden Sie dazu in Paaren gelieferte 
kippsichere Fü6e: A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A 
undJ1502A. 

Installieren Sie sowohl die vorderen ais auch die hinteren kippsicheren F ü6e, bevor 
Si e auf Gieitschienen ruhende Produkte einbauen. 

Bei foigenden Einbaugehãusen wird die Kippsicherheit erzielt, indem der Schrank 
unten mit Ballast beschwert wird: A1896A, A1897A, A1883A, A1884A, C2785A, C2786A 
und C2787A. -

Den erforderlichen Baliast kõnnen Sie den entsprechenden Arbeitsbiãttern in der 
Dokumentation zum Einbau%ehãuse entnehmen. Auflerdem finden Sie diese 
Informationen unter www.docs.hp.com 

Eine Millachtung dieser Sicherheitsvorkehrungen kann zu Verietzungen des 
Personals oder Schãden an den Gerãten führen. 
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Consignes de sécurité relatives aux armoires 

WARNING Une armoire est lourde même lorsqu'elle est vide. Faites preuve de prudence lorsque 
vous en déplacer une, peu importe si des éléments y sont installés ou non. Évitez de 
faire rouler l'armoire sur un sol irrégulier ou incliné à plus de 10 degrés. 11 faut au 
moins deux personnes pour décharger une armoire de la palette d'expédition et la 
déplacer. 

WARNING Ne faites pas glisser les éléments coulissants hors de l'armoire alors qu'elle se trouve 
sur la palette d'expédition. Vous devez d'abord décharger l'armoire de la palette et 
installer correctement les pieds antibasculement, en avant et en arriere, avant de 
faire glisser les éléments coulissants. 

WARNING Lorsqu'ils sont installés, les pieds antibasculement situés à l'avant et à l'arriere 
doivent tous deux rester en place pour assurer la stabilité de l'armoire. Vous ne 
devez faire glisser hors de l'armoire qu'un seul élément coulissant à la fois. 

WARNING L'utilisation d'un élément coulissant exige l'installation préalable d'un dispositif 
antibasculement. 

Pour les armoires A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A 
et J1502A, ce dispositif consiste en une paire de pieds antibasculement. 

Fixez les pieds antibasculement à l'avant et à l'arriere de l'armoire avant d'installer 
un élément coulissant dans cette derniere. 

Pour les armoires A1896A, A1897A, A1883A, A1884A, C2785A, C2786A et C2787A, le 
dispositif antibasculement consiste en un contrepoids que vous devez installer au 
bas de l'armoire. 

Pour connaitre le type de contrepoids à utiliser, consultez les feuilles de travail sur 
les contrepoids dans la documentation qui accompagne l'armoire ou visitez le site 
www.docs.hp.com 

Vous devez prendre ces précautions afin d'éviter des risques de dommage au 
matériel ou de blessure. 

Medidas de seguridad para armarios 

WARNING 

Chapter 

Los armarios son pesados aun cuando estén vacíos. Tenga cuidado cuando mueva los 
armarios independientemente de que haya equipo instalado en el armario o no. 
Evite desplazar los armarios sobre superfícies rugosas o disparejas o pendientes de 
más de 10 grados. Dos personas, como mínimo, tienen que realizar la descarga de los 
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WARNING Los productos deslizables no deben extenderse dei armario cuando el equipo se 
encuentre en la plataforma de carga. Se debe descargar el armario de la plataforma 
e instalar bien las punteras delanteras y traseras de protección antes de extender 
cualquier producto deslizable. 

WARNING Una vez instalado, se deberán dejar puestas las punteras de protección, delanteras y 
traseras, para mantener la estabilidad. Se deberá extender un solo producto 
deslizable cada vez. 

WARNING El uso de cualquier producto de montaje deslizable requiere la instalación de un 
dispositivo de protección dei armario. 

El dispositivo de protección para los siguientes armarios es un par de pun teras de 
protección: A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, Jl500A, J1501A y 
J1502A. 

Instale las punteras de protección delanteras y traseras en el armario antes de 
instalar ningún producto de montaje deslizable. 

El dispositivo de protección para los siguientes armarios es un lastre que se instala 
en la parte inferior dei armario: A1896A, A1897A, A1883A, A1884A, C2785A, C2786Ay 
C2787A. 

Para determinar los requisitos de lastre, consulte las hojas de datos dellastre en la 
documentación suministrada con el armario o bien visite www.docs.hp.com 

El incumplimiento de estas medidas de precaución puede tener como resultado 
danos ai equipo o lesiones personales. 

Chapter 
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Procedimentos de Segurança - Armários 

WARNING Os armários são pesados, mesmo quando vazios. Tenha cuidado ao movimentar os 
armários, quer haja equipamentos instalados quer não. Evite deslizar os armários 
sobre superfícies acidentadas, irregulares ou com inclinação superior a 10 graus. A 
retirada dos armários do palete e sua movimentação deverão ser feitas por, no 
mínimo, duas pessoas. 

WARNING Partes deslizantes não deverão ser abertas enquanto o armário encontrar-se no 
palete de embarque. O armário deve ser descarregado do palete e os anteparos nos 
pés dianteiros e traseiros devem ser instalados adequadamente antes de se abrir 
qualquer parte deslizante. 

WARNING Uma vez instalados, tanto os anteparos nos pés dianteiros quanto nos traseiros 
devem permanecer em seus lugares adequados para garantir a estabilidade da peça. 
Deve-se abrir apenas uma parte deslizante por vez. 

WARNING O uso de qualquer produto de montagem deslizante requer a instalação de um 
dispositivo anti-tombamento para armários. 

Um par de pés anti-tombamento é o dispositivo anti-tombamento para os seguintes 
armários: A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A, e 
J1502A. 

Instalar ambos os pés anti-tombamento na frente e atrás do armário antes da 
instalação de qualquer produto de montagem deslizante. 

A instalação de um lastro no fundo do armário é o dispositivo anti-tombamento para 
os seguintes armários: A1896A, A1897A, A1883A, A1884A, C2785A, C2786A, e C2787A. 

Para determinar os requisitos de lastro, referir-se a planilha de lastro na 
documentação que acompanha o armário ou em www.docs.hp.com 

A não observância destas precauções pode resultar em danos ao equipamento ou 
lesões as pessoas. 

f' 
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Precauz10ni di siccurezza sugli armadi 

WARNING Gli armadi sono molto pesanti anche quando sono vuoti. E sercitare la massima 
cautela durante lo spostamento degli armadi indipendentemente dai fatto che 
l'apparecchiatura sia installata o meno. Evitare di far scorrere gli armadi su 
superfici irregolari, disagevoli o con un'inclinazione superiore ai 10 gradi. Servirsi 
di almeno due persone sia per scaricare che per spostare gli armadi dai p a llet. 

WARNING Non aprire o estendere gli elementi scorrevoli dagli armad i mentre 
l'apparecchiatura e sul pallet di trasporto. Prima di estend ere o aprire un qualsiasi 
elemento scorrevole e necessario aver scaricato gli armadi dai pallet ed aver 
debitamente installato gli appositi piedini antiribaltament o anteriori e p osteriori. 

WARNING Non smontare i piedini antiribaltamento dopo l'installazione perché stabilizzano gli 
armadi. Estendere o aprire soltanto un prodotto scorrevole per volta. 

WARNING 

30 

L'uso di qualsiasi elemento scorrevole richiede l'installazione di un dispositivo 
antiribaltamento. 

n dispositivo di questo tipo adatto per i seguenti armadi e costituito da u n a coppia 
di piedini antiribaltamento: A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, 
J1500A, J1501A e J1502A. 

Installare gli appositi piedini antiribaltamento anteriori e posteriori sull'armadio 
prima di procedere all'installazione di qualsiasi elemento scorrevole. 

11 dispositivo antiribaltamento adatto per i seguenti armadi e costituito 
dall'installazione di un contrappeso sul fondo dell'armadio: A1896A, A1897A, A1883A, 
A1884A, C2785A, C2786A e c'2787 A. 

Per determinare i requisiti dei contrappeso, fare riferimen to alie schede t ecniche 
relative comprese nella documentazione fornita con l'armadio o accedere ai sito Web 
www.docs.hp.com ' 

La manca ta applicazione di iqueste norme precauzionali potrebbe causare danni 
all'apparecchiatura o incidenti al personale. 
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Sãkerhetsfõreskrifter fõr kabinett 

WARNING Kabinetten ãr tunga ãven nãr de ãr tomma. V ar fõrsiktig nãr du flyttar ett kabinett, 
oavsett om det ãr tomt eller innehaller utrustning. Undvik att rulla kabinett pa ett 
underlag som ãr ojãmnt eller lutar mer ãn 10 grader. Det krãvs minst tva personer 
fõr att lasta av ett kabinett fran transportpallen eller fõr att flytta det. 

WARNING Inskjutningsbara produkter fiir inte vara utdragna nãr utrustningen befinner sig pa 
transportpallen. Kabinettet maste lastas av fran pallen och tippskyddsfõtter ska 
monteras bade fram- och baktill innan en inskjutningsbar produkt dras ut. 

WARNING Efter montering ska tippskyddsfõtterna sitta kvar bade fram- och baktill sa att 
stabiliteten upprãtthalls. De inskjutningsbara produkterna far bara dras ut en i 
sãnder. 

WARNING Kabinettet maste tippskyddas fõr att en inskjutningsbar produkt ska kunna 
anvãndas. 

Chapter 

Fõr fõljande kabinettprodukter ska tva tippskyddsfõtter anvãndas: A4900A, A4901A, 
A4902A, A.5134A, A.5135A, A5136A, J1500A, J1501A och J1502A. 

Installera bade den frãmre och den bakre tippskyddsfoten pa kabinettet innan du 
installerar en inskjutningsbar produkt. 

Fõljande kabinett tippskyddas genom att ballast placeras i kabinettets botten: 
A1896A, A1897A, A1883A, A1884A, C2785A, C2786A och C2787A. 

I kabinettets dokumentation finns specifikationer fõr ballast. Du kan ocksa ga till 
www.docs.hp.com 

Om dessa fõreskrifter inte fõljs fõreligger risk fõr personskada eller skada pa 
utrustningen. 
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Kasten zijn zwaar, ook ais deze leeg zijn. Ga voorzichtig t e werk ais u een kast 
verplaatst, of er nu wel of niet apparatuur in de kast is gei'nstalleerd. Rol k asten niet 
over ruwe of ongelijke oppervlakken of hellingen van meer dan 10 graden . Ais u een 
kast van een pallet moet afhalen of moet verplaatsen, doet u dat dan altijd met twee 
personen. 

Zorg ervoor dat er geen uitschuifbare onderdelen uit de k ast uitsteken ais de 
apparatuur ter verzending op een pallet is geplaatst. Voordat u een uitsch uifbaar 
onderdeel uitschuift, moet u de kast eerst van het pallet h alen en de 
stabilisatiesteunen aan de voor- en achterkant op de juiste manier installeren. 

Zodra de kast is gei'nstalleerd, mogen de stabilisatiesteunen niet meer worden 
verplaatst. U mag niet meer dan één uitschuifbaar onderdeel tegelijk uitschuiven. 

Ais u verwisselbare opslagmedia wilt plaatsen, moet u de kast stabiliseren. 

Voor de volgende producten maakt u gebruik van stabilisa tiesteunen: A4900A, 
A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, Jl501A en J1502A. 

U moet de stabilisatiesteunen zowel aan de voorkant als a an de achterkant van de 
kast aanbrengen voordat u verwisselbare opslagmedia plaatst. 

De volgende kasten moet u stabiliseren door onderin de k a st ballast te plaatsen: 
A1896A, A1897A, A1883A, A1884A, C2785A, C2786A en C2787A. 

Raadpleeg de informatie over ballast in de documentatie die u bij de kast heeft 
ontvangen of bezoek www.docs.hp.com om te bepalen hoeveel ballast is vereist. 

Ais u deze aanwijzingen ni~t opvolgt, kan dit leiden tot schade aan de app aratuur of 
lichamelijk letsel. 
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Sikkerhedsforanstaltninger for skabe 

WARNING Skabene er tunge, selv nãr de er tomme. Vrer forsigtig nãr De flytter skabe, hvad 
enten der er installeret udstyr i skabet eller ej. Undgã at rulle skabe pã ru eller 
ujrevne overflader eller skrãninger der hrelder mere end 10 grader. Der skal mindst 
to personer til at aflresse skabe fra pallen og til at flytte skabe. 

WARNING Udtrreksdele mã ikke vrere trukket ud, nãr skabet stãr pã forsendelsespallen. Skabet 
skal f~rst lresses af pallen og anti-tip f~dderne skal vrere installeret bãde forpã og 
bagpã, f~r udtrreksdelene mã trrekkes ud. 

WARNING Efter installation skal bãde de forreste og bageste anti-tip f~dder blive siddende for 
at opretholde stabiliteten. Der mã kun trrekkes en udtrreksdel ud ad gangen. 

WARNING Ved enhver brug af udtrreksdele skal der monteres anti-tip indretninger for skabet. 

Chapter 

For f~lgende skabstyper anvendes der som anti-tip indretning et par anti-tip f~dder: 
A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A og J1502A. 

Anti-tip f~dderne skal monteres bãde pã for- og bagsiden, f~r der isrettes 
udtrreksdele. 

For f~lgende skabe anvendes der som anti-tip indretning en ballast i bunden af 
skabet: A1896A, A1897A, A1883A, A1884A, C2785A, C2786A og C2787A. 

For beslutningen om, hvorvidt der er brug for ballast, henvises til 
ballasttegningerne i papirerne, der f~lger med skabet, samt tit www.docs.hp.com 

H vis ovenstãende anvisninger ikke f~lges, kan det medf~re materiel skade eller 
kvrestelse. 
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WARNING Skapene er tunge, selv nãr de er tomme. Vrer forsiktig nãr du flytter skap, uansett 
om de er tomme eller inneholder utstyr. Ikke rull skap pã ru eller ujevne overflater 
eller i skrãninger som heller mer enn 10 grader. Det trengs minst to person er til 
lessing av skap fra pallen og til flytting av skap. 

WARNING Produkter som kan gli inn og ut av skapet b~r ikke vrere trukket ut nãr skapet er pã 
transportpallen. Skabet ma lesses a v pallen og anti-tippe-f~tter mã vrere pãmontert 
bãde foran og bak f~r et produkt som kan gli inn og ut a v skapet, trekkes u t. 

WARNING Etter montering skal anti-tippe-f~ttene bãde foran og bak fortsatt vrere p ã for ã 
opprettholde stabilitet. Produkter som kan gli inn og ut av skapet, mã kun trekkes 
ut ett og ett om gangen. 

WARNING Bruk av produkter som kan gli inn og ut, krever at det installeres en 
anti-tippe-enhet for skap. 

Anti-tippe-enheten for f~lgende skapprodukter er et par anti-tippe-f~tter: A4900A, 
A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A og J1502A. 

Installer bãde fremre og bakre anti-tippe-fot pã skapet f~r du installerer produkter 
som kan gli inn og ut. 

Anti-tippe-enheten for f~lgende skap er installering av ballast nederst i sk apet: 
A1896A, A1897A, A1883A, A1884A, C2785A, C2786A og C2787A. 

Nãr du skal bestemme kravene til ballast, kan du se i ballastbeskrivelsen i 
dokumentasjonen som fulgte med skapet, eller gã til www.docs.hp.com 
Hvis disse forholdsreglene ikke blir fulgt, kan det f~re til skade pã utstyr eller 
personer. 
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Laitekaappia koskeva turvavaroitus 

WARNING Kaapit ovat tyhjinakin painavia. Ole varovainen siirtaessasi kaappia siita 
riippumatta, onko siihen asennettu laitteistoa . .Ãla rullaa kaappeja karkeilla tai 
epatasaisilla pinnoilla taijos pinnan kaltevuus ylittaa 10 astetta. Kaappien 
ottamiseen alas lastausalustalta ja niiden siirtamiseen tarvitaan ainakin kaksi 
henkilõa. 

WARNING Liukuvia osia ei pida vetaa ulos kaapista laitteen ollessa lastausalustalla. Kaappi 
taytyy ottaa alas alustalta, ja seka etummaisen etta takimmaisen kallistustuen 
taytyy olla asennettu ennen liukuvien osien vetãmista ulos. 

WARNING Kun kallistustuet on asennettu, ne taytyy jattaa paikoilleen seka edessa etta takana, 
jotta kaappi pysyisi vakaasti paikoillaan. Vain yksi liukuosa saa olla ulkona 
kerrallaan. 

WARNING Liukuviksi asennettavien tuotteiden kayttõ vaatii laitekaapin kaatumisen estavan 
laitteen asentamista. 
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Kaatumisen estava laite laitekaapeille A4900A, A4901A, A4902A, A5134A, A5135A, 
A5136A, J1500A, J1501Aja J1502A on pari kaatumisen estaviajalkoja. 

Asenna seka etu- etta takajalka laitekaappiin ennen liukuviksi asennettavien 
tuotteiden asentamista. 

Kaatumisen estavãna laitteena laitekaapeille A1896A, A1897 A, A1883A, A1884A, 
C2785A, C2786Aja C2787A toimii painolastin asentaminen laitekaapin pohjalle. 

Sopivan painolastin maarittãmiseksi tutustu tuotteen mukana tulleisiin ohjeisiin 
(ballast worksheets) tai kay www-sivuilla osoitteessa http://www.docs.hp.com 

Naiden ohjeiden noudattamatta jattaminen voi johtaa laitteiston vaurioitumiseen 
tai ihmisten loukkaantumiseen. 
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Mephi npe.z.ocTopmKHOCTH npu paõoTe co CTOÜKaMu 

OCTOPOJKHO CToiíKa oqenL THlKeJiaB, .r.a*e eCJin o neií ne ycranoBJien o o6opy.IJ:ooanHe, no-

3TOMY npH ee nepeMeiQennH COfiJIIO.IJ:aÜTe MepLI npe.IJ:OCTOpOlKnOCTH.IIJfieraiíTe 

nepeMeiQenHB croiíKH no nepoonoií nooepxHOCTH HJin nooepxnocTH c ymoM 

HaKJioHa 6oJiee 10 rp8.1J:ycoo. CHBTHe croiíKH c noMOHa n ee nepeMeiQenne 

neofiXO.!J:HMO BLIDOJIHJITL no Kpaiíneií Mepe B.!J:BOeM. 

OCTOPOJKHO Ofiopy.IJ:ooanne, ycranoBJienHoe na noJIOlLBx, HeJILlB BLI.lJ:BnraTL Hl croiíKn, 
noKa OHa naXO.IJ:nTCJI na YpancnopTHpOBO'IHOM nOMOne. Ilpe*.!J:e 'leM BLI.!J:BH­
nyTL Hl croiíKH KaKoe-JIH6o o6opy.IJ:oBaHHe, Heo6XO.IJ:HMO CHBTL CTOHKY c 
noMOHa H BLI.lJ:BHnyTL cnepe.IJ:n H C38.1J:n CTOHKH .IJ:OnOJIHHTeJILnLie OnOpLI, 
npe.IJ:OXpaHBIOIQHe OT onpOKH.!J:LIBaHHB. 

OCTOPOJKHO ,ZVIB o6ecne'leHHB ycroií'IHBOCTH croiíKH nepe.IJ:nHe H l 8.lJ:HHe onopLr, 

npe.IJ:oxpanBJOIQHe croiíKY oT onpOKH.!J:LIBanHB, .IJ:OJilKHLI 6LITL ocema 
BLI.!J:BHnyTLI. HHKoma ne BLI.ll:BHraiíTe o.r.noopeMeHno fioJiee O.IJ:noro 

KOMDOnenTa ofiopy.IJ:OBanHB, ycranOBJiennoro na nOJIOlLJI. 

OCTOPOJKHO Ilepe.IJ: HcnoJILJooanaeM KaKoro-Jin6o o6opy.IJ:OBannB, ycranoBJiennoro na 

noJIOlLBx, neo6xo.IJ:HMO ycTauoonTL yCYpoiíCTBo, npe.IJ:oxpanBJOIQee CTOiíKY 
OT OnpOKH.IJ:LIBanHB. 

,ZVIB croeK A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, 

Jl501A H J1502A TaKHM yCYpoiíCTBoM BBJIBJOTCB .r.oe BLI.lJ:BHlKHLie onopLI, 
npe.IJ:OXpaHHIOIQHe OT onpOKH.lJ:LIBaHHH. 

Ilpe*.ll:e 'leM ycTauaBJIHBaTL na noJIOlLHX KaKoe-JIHfio ofiopy.IJ:oBanHe, ycrauo­

BHTe cnepe.IJ:H H Cla.IJ:H CTOHKH onopLI, npe.IJ:OXpanHJOIQHe OT onpOKH.!J:LIBaHHH. 

,ZVIB croeK A1896A, A1897A, A1883A, A1884A, C2785A, C2786A H C2787A 

B Ka'leCTBe ycrpOHCTBa, npe.IJ:OXpaHHJOIQero OT onpOKH.!J:LIBaHHB, HCnOJILJyeTCJI 
6aJIJiaCT, KOTOpLIH ycrauaBJinoaeTCH BHnly CTOHKH. 

Tpe6ooanHH K fiaJIJiacry CM. B .IJ:OKYMenTaiiHH, npHJiaraeMoií K cToiíKe, HJIH 
na Web-yJJie no 8.1J:pecy: www.docs.hp.com 

Heco6JIIO.IJ:eHHe 3THX Mep npe.IJ:OCTopo*HOCTH MOlKeT npaoecTH K YpaBMaM 
nepCOHaJia H noope*.!J:eHHIO ofiopy.IJ:OB8HHH. 
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Declaration of Conformity 

Chapter 

DECLARATION OF CONFORMITY 
according to ISO/I EC Guide 22 and EN 45014 

Manufacturer's Name: Hewlett-Packard Company 
Internet & Applications Systems Division 

Manufacturer's Addresa:BOOO Foothills Blvd. 
Roseville, CA 95747 
USA 

declares, that the product 

Product Name: HP Server rp24xx (where x is any number 0-9) 

Regulatory Model: RSVL-0107-A-xx (where -xx is an optional suffix and x 
is any letter or blank) 

Product Optlona: Ali 

conforma to the followlng Product Speclflcatlona: 

Safety: IEC 60950:1991+A1+A2 +A3 +A4/ 

EN 60950: 1992+A 1 +A2 +A3 +A4 +A 11 

IEC 60825-1 :1993 +A1/ EN 60825-1 :1994+A11, Class 1 
GB 4943-1995 

EMC: CISPR 22:1997 I EN 55022:1998 Class A 1) 

CISPR 24:1997/ EN 55024:1998 

IEC 61000-3-2:1995/ EN 61000-3-2:1995 +A14 

IEC 61000-3-3:1994/ EN 61000-3-3:1995 

GB 9254-1988 

Supplementary lnformatlon 

The product herewith complies with lhe requirements of lhe Low Voltage Directive 
73/23/EEC and lhe EMC Directive 89/336/EEC and carries lhe CE marking 
accordingly. 

1) The product was tested in a typical configuration with Hewlett-Packard computer 
peripherals. 

2) DC versions of lhe product were tested in a typical configuration with a Hewlett­
Packard 6813A AC/DC power source. 

L1 1J ilmlal ~L 
Roseville, 11/28/01 Frank D .. Dembski Jr., Quality ~nager 

European Contact: Your local Hewtett-Packard Sales and Service Office or Hewtett-Packard GmbH. 
Department HQ-TRE, Herrenberger StraBe 130, D-71034 BOblingen (FAX:+ 49-7031-14-3143) 
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FCC Statement (USA Only) 

The United States Federal Communications Commission has specified that the following notice be brought to 
the attention of users of this product: 

NOTE This equipment has been tested and found to comply with the limits for a Class A digital 
device, pursuant to part 15 of the FCC rules. These limits are designed to provide reasonable 
protection against harmful interference when the equipment is operated in a commercial 
environment. This equipment generates, uses, and can radiate radio frequency energy and, if 
not installed and used in accordance with the instruction manual, may cause harmful 
interference to radio communications. Operation ofthis equipment in a residential areais 
likely to cause harmful interference in which case the user will be r equired to correct the 
interference at his own expense. 

Hewlett-Packard's system verification tests were conducted with HP-supported peripheral devices and HP 
shielded cables, such as those you receive with your computer. Changes or modifications not expressly 
approved by Hewlett-Packard could void the user's authority to opera te the equipment. Cables used with this 
device must be properly shielded to comply with the requirements of the FCC. 

Canada RFI Statement 

This Class A digital apparatus meets ali requirements ofthe Canadian Interference-Causing Equipment 
Regulations. 

Notice relative aux interférences radioélectriques (Canada) 

Cet appareil numérique de la classe A respecte toutes les exigences du Reglement sur le matériel brouilleur 
dqCanada . 

... , ,., 

European Union RFI Statement 

This is a Class A product. In a domestic environment, this product may cause radio interference in which case 
the user may be required to take adequate measures. 
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Korean RFI Statement 
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LpAm <60dB (operato rs pos i t i on) 

Gerãuschemission (Deuschland) 

Gerãuschemission nach ISO 9296 (25° C): 

LPAm <60dB (Arbeitsplatz) 

Australian C-Tick La bel 

N279 
Laser Safety 

This product contains a laser internai to the Optical Link Module (OLM) for connection to the Fibre 
communications port. 

In the USA, the OLM is certified as a Class 1laser product conforming to the requirements contained in the 
D~partment of Health and Human Services (DHHS) regulation 21 CFR, Subchapter J. The certification is 
indicated by a label on the plastic OLM housing. 

Outside the USA, the OLM is certified as a Class 1laser product conforming to the requirements contained in 
IEC 825-1:1993 and EN 60825-1:1994, including Amendment 11:1996. 
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ESD Sa 

ESD Safety Standards 
Static charges (voltage leveis) occur when objects are separated or rubbed together. The voltage levei of a 
static charge is determined by the following factors: 

• Types of materiais 

• Relative humidity 

• Rate of change or separation 

Effect of humidity on ESD charge leveis 

The following table lists charge leveis based on personnel activities and humidity leveis. 

Activity8 Humidityband charge leveis (voltages)c 

26% 32% 40% 50% 

Person walking across a linoleum floor 6,150 v 5,750 v 4,625 v 3,700V 

Person walking across a carpeted floor 18,450 v 17,250 v 13,875 v 11,100 v 
Person getting up from a plastic chair 24,600 v 23,000V 18,500 v 14,800 v 

a . Source: B.A. Unger, Electrostatic Discharge Failures of Semiconductor Devices (Bell 
Laboratories, 1981) 

b. For the same relative humidity levei, a high rate of airflow produces higher static charges 
than a low airflow rate. 

c. Some data in this table has been extrapolated. 

Static protection measures - computer room ·environments 

Follow these precautions to minimize possible ESD-induced failures in the compu ter room: 

• Maintain recommended humidity levei and airflow rates in the computer room. 

• Install conductive flooring (conductive adhesive must be used when laying tiles). 

• Use conductive wax ifwaxed floors are necessary. 

• Ensure that ali equipment and flooring are properly grounded and are at the same ground potential. 

• Use conductive tables and chairs. 

• Use a grounded wrist strap (or other grounding method) and antistatic mats when handling circuit 
boards. 

• Store spare electronic modules in antistatic containers. 

Static protection measures - office environments 

Office areas generally do not offer the same degree of environmental control possible in a computer room. 
However, some of the same precautions should be followed: 

• Maintain recommended humidity levei and airflow rates in the office. 
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• les and chairs. 

• wrist strap (or other grounding method) and antistatic mats when handling circuit 

• Store spare electronic modules in antistatic containers. 

_} 
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Acoustic Safety Standards 
The acoustic specifications for the rp24xx server are as follows: 

Sound power levei 6.4 Bels LWA 

Sound pressure levei at operator position 58.2 dB LPA 

Reducing Acoustic Noise Leveis 

Ambient noise levei in a computer room or office environment can be reduced by the following means: 

• Dropped ceiling-Cover with a commercial grade of fire-resistant, acoustic rated, fiberglass ceiling tile. 

• Sound deadening-Cover the walls with curtains or other sound deadening material. 

• Removable partitions-Foam rubber models reduce noise leveis the best. 
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Local Computer 

Local Computer Installation Codes 

Speciallocal codes exist in some locations regulating the installation of compu ter equipment. The customer is 
responsible for making sure their computer system installation is in compliance with alllocallaws, 
regulations, and codes for mechanical, building, and electrical distribution systems prior to system 
installation. The Hewlett-Packard Site Preparation Specialist can assist in determining your local 
regulations. 
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Altitude Operation Standards 

Maximum Altitude 

Operational 3000 meters above sea levei 

Non-operational 4572 meters above sea levei 

Effects of Altitude 

Altitude effects the cooling of compu ter systems. Less air density means less cooling. Differences in air 
temperature, input to exhaust, can increase significantly at higher altitudes. 
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Temperature and Humidity Operation Standards 

The following table lists the computer room temperature and humidity specifications for rp24xx servers. 

Temperature and Humidity Specifications 

Maximum Recommended Maximum Rate Of Change Parameter Non-Operating Operating Operating 
Range Range Range (per hour) 

Temperaturea -40° C to +65° C 20° to 25° c 5° C to 39° C 10° C (50° F) Rb 
(-40° F to 149° F) (70° to 77° F) (41°Fto 102°F) 20° C (68° F)Nc 

20° F (-7° C)Rb 

30° F (-1 o C)NC 

Operating 5%to 90%, 40%-50%, 15%-80%, 30% RH/hour 
Humidity non-condensing non-condensing non-condensing 

at 25° C (77° F) at 25° C (77° F) at 25° C (77° F) 

a. At altitudes up to 3,000 meters. 
b. Repetitive. 
c. Non-repetitive. 

NOTE Operating ranges refer to the ambient air temperature and humidity measured at the cabinet 
cooling air intake vents. · 
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Electrical lnterference 

Electrical lnterference Safety Standards 

The following are some of the sources of electrical interference that may affect rp24xx servers. 

Convenience Wall Outlets 

Power outlets for building maintenance equipment (i.e., vacuum cleaners, floor buffers, etc.) must be wired 
from circuit breakers on a power panel separate from the computer system panel. The ground wires from 
these outlets must be connected to the normal building distribution panel; not the computer system ground. 

If a separa te power source and separa te ground are not provided, operation of janitorial equipment can 
induce electrical noise and cause abnormal operation of the compu ter system. Your electrician can verify 
whether or not maintenance outlets are on separate panels. 

Lightning 

In some geographical areas it may by advisable to installlightning protection for both personnel and 
computer systems. In the United States (USA), the installation oflightning or surge arrestors on power and 
communication lines is described in the National Electrical Code, Article 280. Alllightning arrestors must 
have the UL 1449 rating and should be tested to survive the suite of IEEE587 tests. 

The principies oflightning protection and personnel safety are outlined in detail in the lightning protection 
code contained in the National Fire Protection Association (NFPA) Handbook. 
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Other Safety/Operation Standards 

The following are some ofthe other environmental influences that may affect L Class servers. 

Vibration 

Continuous vibration can cause a slow degradation of mechanical parts and, when severe, can cause data 
errors in disc drives. Mechanical connections such as printed circuit assembly (PCA) connectors, cable 
connectors, and processor backplane wiring can also be affected by vibration. 

Flammable Materiais 

Fundamental safeguards for computer systems should include a site well away from any sources ofpotential 
damage. The system should not be installed or operated in an environment where there is a risk offire or 
explosion dueto the existence ofhighly flammable gases, volatile liquids, or combustible dust. 

Airborne Contaminants 

Airborne contaminants and particles of a certain size and hardness can damage your compu ter system, 
particularly disc drives. Corrosive gases and/or solvent vapors such as those from liquid spirit duplicating 
equipment and wet-process photo copiers can also cause damage. Some ofthe most common contaminants are 
dust, smoke, ash, eraser debris, food crumbs, and salty air. 

Electrostatic Discharge 

Ifthere is an abnormally high levei ofstatic electricity at your computer system's location (15 KV or higher), 
âeyone can cause "sparking" upon contact with the equipment. Carpeting and/or low humidity is a major 
source of static electricity, especially in dry and cold climates. Static electricity can often be significantly 
reduced by using a humidifier. 

NOTE Hewlett-Packard recommends a heat evaporating-type humidifier and strongly advises against 
using a cold water atomizer type humidifier 

Other ways to minimize electrostatic discharge are by using specially grounded mats in front ofthe computer 
system or by treating carpeting with anti-static spray. If spray is used, apply it while the system is turned off. 
Sprays are very temporary and must be reapplied frequently. 

CAUTION 

Chapter 

Anti-static spray is not recommended beca use it gets in to the system intake filter and coats the 
circuitry. 
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Ceolin 

Cooling Requirements 

The temperature and humidity specifications shown below are the maximums and standards at which server 
cooling parameters have been established. 

Temperature and Humidity Specifications 

Maximum Recommended Maximum 
Parameter Non-Operating Operating Operating 

Range Range Range 

Temperature8 -40° C to +65° C 20° to 25° C 5° C to 35° C 
(-40° F to 149° F) (70° to 77° F) (41°Fto 95°F) 

Operating 5% to 90%, 40%-50%, 15%-80%, 
Humidity non-condensing at non-condensing at non-condensing 

25° C (77° F) 25° C (77° F) at 25° C (77° F) 

a. At altitudes up to 3,000 meters. 
b. Repetitive 
c. Non-repetitive 

Chapter 

Rate Of Change 
(per hour) 

10° C (50° F) Rb 

20° C (68° F) Nc 

20° F (-7° C) Rb 

30° F (-1° C) Nc 

30% RH/hour 
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lnput Power Requirements 

rp24xx server input power requirements are listed as follows: 

Stand Alone Server Power Requirements 

• Nominal Rated Voltage: 100 or 240 VAC 

• Input v Jltage: 

80 to 135 VAC 

176 to 269 VAC 

• Input Frequency: 4 7 to 66 H2 

• Input Current: 1.0 amps at maximum load with input voltage of 88 VAC and 47Hz 

lnput Powe 

If an Uninterruptible Power Supply (UPS) is to be used, ensure that it is properly connected to the server. 
Power cord plugs for stand-alone servers are available to meet unique power configurations used ali over the 
world. 

Cabinet Mounted Server Power Requirements 

Cabinet-mounted servers have the same power requirements as stand-alone servers. However, the power 
cords for cabinets are dependent on the type ofPower Distribution Unit (PDU). 

PDU power cords with one end stripped are also available for attaching country-specific power plugs. Refer to 
cabinet documentation for further cabinet-specific electrical power information. 

Chapter 
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Racked Server Site Requirements 

rp24xx servers can be configured to opera te as a stand-alone server, in a free-standing stack of a maximum of 
six servers high, or racked in a cabinet. This section provides site requirements for racked server installation. 

HP Cabinet Dimensions 

Servers can be installed in any of the following HP cabinets: 

Cabinet Externai Dimensions 

Product Description ElA 
Max. (width x depth x height) 

Servers 
Number 

Centimeters Inches 

A4900A Factory 25 12 59.7 X 100.3 X 125.7 23.5 X 39.5 X 49.5 
Integrated 
1.25m x 19" 
Cabinet 

A4901A Factory 33 16 59.7 X 100.3 X 161.3 23.5 X 39.5 X 63.5 
Integrated 
1.6m x 19" 
Cabinet 

A4902A Factory 41 20 59.7 X 100.3 X 196.9 23.5 X 39.5 X 77.5 
Integrated 
2.0m x 19" 

' Cabinet 

J1502A Field 25 12 59.7 X 100.3 X 125.7 23.5 X 39.5 X 49.5 
Integrated 
1.25m x 19" 
Cabinet 

J1501A Field 33 16 59.7 X 100.3 X 161.3 23.5 X 39.5 X 63.5 
Integrated 
1.6m x 19" 
Cabinet 

J1500A Field 41 20 59.7 X 100.3 X 196.9 23.5 X 39.5 X 77.5 
Integrated 
2.0m x 19" 
Cabinet 

C2785A Field 21 10 61 X 91.4 X 111.8 24 X 36 X 44 
Integrated 
1.1m x 19" 
Cabinet 

C2786A Field 32 16 61 X 91.4 X 162.6 24 X 36 X 64 
Integrated 
1.6m x 19" 
Cabinet 
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Stacked Server 

Stacked Server Site Requirements 

rp24xx servers can be configured to opera te as a stand-alone server, in a free-standing stack of a maximum of 
six servers high, or racked in a cabinet. This section provides site requirements for stacked server 
installation. 

NOTE 

CAUTION 

HP will not support stacking of any other A-Class server. 

In order to remain within weight limitations and to prevent tipping, do not stack servers more 
than six high. Each server weighs approximately 23 kg (50 lbs). DO NOT lift more than one 
server at a time. 
Always use the strap when stacking servers, regardless ofthe number. Hewlett-Packard will 
not support or warrant servers that are damaged as a result of being improperly strapped or 
stacked more than six servers high. 

Server Dimensions 

The physical characteristics of the rp24xx server are listed as follows: 

WARNING 

CAUTION 

Chapter 

Dimension 

Height 9.52 em (3.75 in.) 

Width 48.26 em (19 in.) 

Depth 63.5 em (25 in.) 

Weight 22.68 kg (50 lbs) 

DO NOT attempt to lift the server by the front bezel. The plastic bezel is attached by 
pressing it onto four ball-tipped posts located on the front of the server cover and 
pulls off with very little pressure. 

The bezel WILL NOT support the 23 kg (50 lb.) weight of the server. 

Failure to observe this precaution will cause damage to the server and may cause 
personal injury. 

DO NOT stack heavy objects, such as monitors, on top of the server. The weight may cause the 
top to cave in and damage internai components. 
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Stand-Alone Server Site Requirements 

rp24xx servers can be configured to operate as a stand-alone server, in a free-standing stack of a maximum of 
six servers high, or racked in a eabinet. This seetion provides requirements for stand-alone server 
installation. 

Server Dimensions 

The physieal eharaeteristics ofthe rp24xx server are listed as follows: 

Dimension 

Height 9.52 em (3.75 in.) 

Width 48.26 em (19 in.) 

Depth 63.5 em (25 in.) 

Weight 22.68 kg (50 lbs) 

Stand-Alone Server Minimum Service Access Requirements 

Access Location 

R e ar 30em (12 in.) 

Left Side 15 em (6 in.) 

Right Side 30em (12 in.) 

Front 30em (12 in.) 

-----69~y Chapter 
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Temperature and Humidity 

Temperature and Humidity Operation Standards 

The following table lists the compu ter room temperature and humidity specifications for rp24xx servers. 

NOTE 

Chapter 

Temperature and Humidity Specifications 

Maximum Recommend Rate Of 
Param e ter Non-Operating ed Maximum Change (per 

Operating Operating Range 
Range Range 

hour) 

Temperaturé -40° C to +65° C 20° to 25° C 5° C to 35° C 10° C (50° F) Rb 

(-40° F to 149° F) (70° to 77° F) (plus or minus 2° C) 20° C (68° F)Nc 

(41° F to 95° F 20° F (-7° C)Rb 

(plus or minus 3° F)) 30° F (-1° C)Nc 

Operating 5% to 90%, 40%-50%, 15%-80%, 30% RH/hour 
Humidity non-condensing non-condensin non-condensing 

at 25° C (77° F) g at 25° C (77° at 25° C (77° F) 
F) 

a. At altitudes up to 3,000 meters. 
b. Repetitive. 
c. Non-repetitive. 

Operating ranges refer to the ambient air temperature and humidity measured at the cabinet 
cooling air intake vents. 
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Unpack the Server 

Overview 

Unpacking the server consists of opening and unloading the carton. Inside the carton you will find, in 
addition to the server, an accessory kit and a packet containing installation instructions and regulatory 
information. 

NOTE The following instructions do not apply to servers that are received pre-installed in a cabinet. 
These procedures pertain to individual servers only. 

Open and Unload the Carton 

Step 1. Place the sealed carton on a work surface with the correct side up as indicated by the, "This Side 
Up" symbol (shown below). 

WARNING 

li 

Use sharp instruments carefully when unpacking electronics equipment. 

Failure to follow this precaution may result in personal injury or damage to 
components. 

Step 2. Carefully open the carton, remove the contents, and set them on the work surface. Each carton will 
contain: 

NOTE 

O The server. 

O A plastic pedestal base for holding the server in a side-mounted position 

O An accessory kit. 

O A packet containing installation instructions and regulatory information. 

Report any missing items to your local Hewlett-Packard office immediately. If there is obvious 
freight damage, contact your shipper immediately. 

We recommend that you retain ali packing materiais in case any ofthe items received require 
return to Hewlett-Packard. 

Unpack the Server 

WARNING 

Chapter 

The rp24xx server weights 22.68 kg (50 lbs). Take necessary precautions to prevent 
muscle strain when lifting or carrying the server. 
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Unpack the Server 

WARNING 

carton, unwrap it, set it on the work surface. 

c rry the server by the bezel. The bezel is made of plastic and is 
e server chassis by two bezel retainers and four ball-posts. It will only 

suppo e eight of the server chassis in an emergency. 
Failure to heed this warning may result in personal injury and/or permanent 
damage to the server. 

Attaching the Pedestal Base 

The pedestal base and two accompanying screws included with each stand alone server provides the option of 
standing tbe server on its side in order to conserve table space, or standing the server on the floor. To install 
the pedestal base, follow the instructions listed below: 

Step 1. As you are facing the front of the server, carefully stand it on its side with the right side up. 

Step 2. Place the pedestal, smootb side down, on the server side and align it lengtbwise so tbat it is parallel 
with the server. 

Step 3. Center tbe pedestal front to rear and align tbe two recessed oblong boles witb tbe corresponding 
two boles on tbe server's side. 

Step 4. Insert tbe two accompanying screws througb tbe bottom oftbe pedestal and fasten securely to tbe 
server. 

Step 5. Stand tbe server on tbe pedestal. 

Tbe following grapbic illustrates tbe pedestal and server. 

The bezel and cover can remain on tbe server wben attacbing the pedestal base. 
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Open the Accessory Kit 

Open the Accessory Kit and verify that the contents agree with the packing list. 

NOTE Plastic bezel end caps are included in each kit. Do not discard them. They will be needed ifthe 
server is installed in a cabinet. 

A gray nylon strap is also included. Do not discard it. It will be needed to secure multiple 
servers (up to six) that are stacked. 

Open the Installation Instructions and Regulatory Information Packet 

The Installation Instructions/Regulatory Information Packet contains the following information: 

• Installation Instruction Sheet, which includes: 

Basic cable connection information necessary to power on and boot the server to the Firmware Main 
Menu screen. 

The Universal Resource Locator (URL) for the rp24xx server page on the World Wide Web 
(www.docs.hp.com). 

• Compact Disk (CD). Contains the same information available at www.docs.hp.com in the event that access 
to the Web is unavailable or inconvenient. 

• Regulatory Information. Contains consumer safety and regulatory statements for the United States and 
for those countries that require publishing and dissemination oftheir own consumer safety and 
regulatory data. 

T~ird Party Software 

NOTE This information is not applicable to e3000 systems. 

This server includes licenses for three third-party software products. Please refer to the materiais contained 
in the shipping box for general product information and for instructions on how to download or obtain CDs 
with this software. The three software products are as follows: 

Resonate Central Dispatch 

( A complimentary three-server license is included. Central Dispatch is an industry-leading enterprise traffic 
management software solution, ensuring up-time and performance for high traffic, mission-critical e-business 
applications. 

This software package can be found in your accessory box. Ifyou cannot locate the software, or ifyou require 
an upgrade to extend the three-server license, please E-mail us at, "mailto:hpsales@Resonate.com". Ifyou 
need assistance installing Central Dispatch, mail our support team at, "mailto:hpsupport@resonate.com". 

You may also register for complimentary Web support for Central Dispatch. Please visit Resonate's website at 
"http://www.resonate.com/hp" 

Infoseek Ultraseek Server 

Ultraseek Server is a version of Infoseek's award-winning search technology packaged for use on your 
intranet or public web servers. It allows users to type question (or just keywords) and instantly find 
documents relating to the topic on your network. 
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ation can be found in your shipping box. If you cannot loca te the product information 
· nal installation assistance, please consult the web site at ht tp://www.ultraseek.com/hp. 

Application Protocol (WAP) Server 

Nokia WAP server is the industry leading WAP server software. lt provides seamless functionality with most 
HITP servers, retrieving native WML and WML Script content, or converting HTML content to WML. 

Further product information can be found in your shipping box. Ifyou cannot locate the product information 
or ifyou need additional installation assistance, please consult our web site at 
"http://www.hp.com/go/mobile-aclassoffer". 

.. •., 
.... ·. 
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Server Externai Connections 

Externai devices are interfaced with the server by means o f specific connectors located on the rear bulkhead. 
Exterior connections to the server include ports for: 

• Small Computer System Interface (SCSI) devices 

• System Console 

• Local Area Network (LAN) Console 

• LANs 

• Power Cord. 

The graphic shown below illustrates locations ofthe externai connections to the server. 

ccrr008 

1 00-240V-, 600W 
6.0-2.6A, 50-60Hz ~g Path: 0/2/0 ~g Path: 0/4/0 

GSP Reset TOC 
Console/ 
UPS Port 

Narrow Single 
Ended SCSI 
Path: 0/0/2/0 

Path: 0/6/2 

10/100BASE-T 10BASE-T 
Path: 0/0/0/0 LAN Console 

Puii-Out 
Tab 
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Ensure that a CSI bus have a unique address and the last device is terminated. Refer to the 
~~-~::ll"~· .. g each device to learn how to set addresses and where to place terminators. 

Connect a System Console 

• Using the ASCII Terminal as a System Console. If an ASCII terminal is to be used as a console/UPS 
port, make sure that the keyboard is connected and a power cable is available. 

• Using a SecureWeb Console PCI card as a System Console. Ifthe Secure Web Console PCI card isto 
be used as a system console, connect an RJ45 LAN cable to the Secure Web Console PCI card installed in 
an I/0 card slot on the back of the server. 

NOTE The Web Console has a default Internet Protocol (IP) address of 192.0.0.192. Make sure 
that no other device, including other rp24xx servers, has this address before connecting the 
server to your LAN. 

• Using the LAN Console as a System Console. If a LAN Console is to be used as a system console, 
connect it to the system with an RJ45 LAN cable to the RJ45 connector labeled, 10BASE-T LAN Console 
connection on the back of the server. 

Connect the Core Local Area Network (LAN) 

Connect the 10/100BASE-T Core LAN on the system board to the LAN with an RJ45 LAN cable. Connect the 
RJ45 LAN cable to the server by attaching it to the RJ45 connector labeled, 10/100 Base-T Path: 0/0/0/0. 

Connect Power Cords 

Connect the power cord that is provided with the system to the server. For stand-alone servers, the power cord 
wÍU be localized to each country's power application. If an HP Uninterruptible Power Supply (UPS) is the 
power source, use the power cord provided with the UPS. 

Connect power cords to ali externai devices at this time with the either the localized power cord, cabinet 
Power Distribution Unit (PDU) power cord, or the UPS power cord. 

For cabinet-mounted servers, the server power cord connects to the PDU in the cabinet. 
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lnstalling a Stand-alone Server · 

Installing a Stand-alone Server in a Cabinet 

Installing a Stand-alone Server in an HP Cabinet 

The following information pertains to rp24xx server installation in cabinets manufactured by 
Hewlett-Packard only. 

Cabinet ldentification 

The following HP cabinets can hold multi pie HP-9000 A-Class, rp24xx servers: 

Cabinet Product No. Assembled by: Size (Height x Width) Max. Servers 

A4900A Factory 1.25m x 19" 12 

A4901A Factory 1.6m x 19" 16 

A4902A Factory 2.0m x 19" 20 

A5134A (HPe3000) Factory 1.25m x 19" 12 

A5135A (HPe3000) Factory 1.6m x 19" 16 

A5136A (HPe3000) Factory 2.0m x 19" 20 

J1502A Field 1.25m x 19" 12 

J1501A Field 1.6m x 19" 16 

J1500A Field 2.0m x 19" 20 

C2785A Field 1.1m x 19" 10 

C2786A Field 1.6m x 19" 16 

C2787A Field 2.0m x 19" 20 

Cabinet Loading Requirements 

Servers require two ElA of cabinet space (each two ElA of space is equivalent to the height of a server). 
Ensure that the cabinet has this amount of space available. 

Fill empty cabinets from the top down. Ifyou are mounting one or more servers into an empty cabinet, start 
at the inside top ofthe cabinet and count down four ofthe holes in the columns at each corner to determine 
the position of the rails for the first server. When the first rails are installed, continue to use the four hole 
requirement as your guide for installing additional rp24xx servers. 

Installing the Server 

The following procedure describes how to install a stand-alone server in to an approved cabinet on a slide-rail 
assembly. 

Step 1. Ensure that the anti-tip stabilizers or cabinet ballast are properly installed on the cabinet and Ú~, 
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lnstalling a Sta binet 

nti-tip stabilizers or ballast are not installed or are improperly installed 
o the cabinet, it can tip. Failure to follow this precaution can cause 
personal injury or death and can damage equipment. 

Step 2. Remove the stand alone server from it's packing materiais, ifnot already unpacked. 

Step 3. Refer to the A-400 I A-500 Server Slide Rail Installation instructions, for both server and cabinet 
rail installation instructions. 

Installing Bezel End Caps 

Each server is shipped with two metal brackets and two plastic end caps that are designed to be at tached to a 
stand alone server if it is to be mounted in a cabinet. Loca te these items and have them available for 
installation. The following diagram shows the location of bezel end caps and brackets on a racked server. 

~~ I ...... 

c c rr001 

Callout # Item 

1 Server-to-cabinet attachment screws 
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... 
Callout# Item 

2 Metal brackets 

3 Plastic end caps 

Once the rail kit has been installed and the server is positioned in the cabinet, follow the procedure listed 
below to attach the brackets and end caps: 

Step 1. Extend the server between four and six inches out of the cabinet to allow room to work. 

Step 2. Attach the metal brackets to each end ofthe bezel with two plastic retainers, as shown in the 
following graphic. 
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lnstalling a Sta 

Step 3. Fit 

Step 4. Push the server back into the cabinet until it is flush against the vertical columns. Replace the 
screws that fasten the server to the rack. 

Step 5. Attach the bezel to the front of the server. The cabinet-mounted server will now look like the 
picture shown below. 

Installation In Third-Party Racks 

Overview 

HP has qualified the rack systems of severa} vendors as suitable for rp24xx server installation. 

84 Chapter 

) 



lnstalling a Stand-alone Serve 

Examples of cabinets are Chatsworth (CPI) Megaframe, Wrightline Paramount, Rittal Vario, Vero IMRAK, 
SMC, Zero Express Rack and Bud Industries 82000. For further information, refer to the table titled, Third 
Party Rack Ordering Guide for Vendor Products, at the end of this section. 

Third Party Rack Checklist for rp24xx Server lnstallations 

This document is a guide to insure safe and reliable installation and operation of rp24xx servers in third 
party EIA-style racks and applies to installations at the end-customer site only . 

• 
Footprint 

The rp24xx server is 25 inches deep. Additional space for cable management is required in the rear. HP 
recommends 40 inches in front and 24 inches in the rear for service access and proper safety in proximity to 
energized electronic equipment. 

Safety Checklist 

To insure the installation is safe, the following items must be addressed: 

Anti-tip safety The rp24xx server slides out ofthe rack about 24 inches for service. When extended this far, 
there can be a major tip hazard for the rack. Ifthe rack has anti-tip feet front and rear, 
attach them prior to installing the server. If anti-tip feet are not available, ensure that the 
rack is solidly bolted to the floor both front and rear. Ensure that the thick sheet metal of 
the rack base provides for a bolt-down bracket. 

Rack slides When servicing the HP rp24xx server, it is criticai to use properly attached rack slides, 
which will allow the detents to stop the sliding motion ofthe unit. Always work on the 
server when it is fully extended and locked in place to avoid injury to maintenance 
personnel. 

Warranty Checklist 

The following factors must be considered to insure that HP's warranty is valid in third party rack 
configurations. ~ . 
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lnstalling ·a Stand-

Air flow rp2 ers require front-to-back airflow. Therefore, a solid front or rear door will not 
work. The doors must be removed or changed to a 63% open perforation pattern over an 
area 17 inches wide, top to bottom, minus a 2 inch border. Also insure that the hot air 
exhaust from other equipment is not being presented to the int ake (front) ofthe rp24xx 
server. 

Service Access To insure that the rp24xx server can be serviced properly, the installation must allow for a 
free sliding distance of 40 inches out the front ofthe rack. This will also allow HP to use the 
standard service contract for any rp24xx server in the field regardless of the racking 
situation. Alterna te service contracts are addressed la ter in this document. 

Cable strain 
relief The cable management solution for the rp24xx server is in two parts: 

..... . 

1. There is a wire-form cable management system that attaches to the rear of the server 
that provides a strain relief attachment point. 

2. The cable bundle from each server must be Velcro tie-wrapped and fed into a 40 inch 
service loop. The service loop allows the server to slide forward completely out ofthe 
rack for access. For warranty purposes, a proper method of strain relief must be used, 
especially for any SCSI-type cables on the PCI cards. This may force the elimination of 
the rear door in some cases. Judgement is required based on the following examples: 

• MINIMAL CABLING- Ifthe customer has a power cable and two LAN cables attached 
to the rp24xx server, cabling options include an altemate strain relief system, to allow 
the rear door (if perforated) to be used for security. 

• FIBER OPTICS CABLING- Fiber optics cable allows a 1.5 inch bend radius and has a 
very low profile connector. Fiber optics cable bundles are relatively small and can be .-~--~ 
held to the inside ofthe wire-form strain relief. · _j 

• MAXIMUM SCSI CABLING- If ultra-flex SCSI cables are used, the bend radius 
allowable is 1.5 inches with a low profile connector. the customer must use the provided 
wire form strain reliefparts. HP strongly recommends using a server rack that provides 
the extra space required to house excess cabling. 

rp24xx server PDU Support 

PDUs for rp24xx servers must be ordered as s~parate products when configuring a Third Party Rack order. 

The PDUs are: 

Table 0-2 

E7674A 19" 16A 100-240V 

E7681A 19" 30A 100-240V 

E7682A 19" 60A 100-240V 

Supportability Matrix 

The following table shows supportability requirements. 

Table 0-3 

I Major Features I rp24xx server w/ Full HA 
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Table 0-3 (Continued) 

Anti-Tip MUST 

Proper slides MUST 

Airflow MUST 

Service Access MUST 

Cable Strain Relief MUST 

Front Access 40 inches 

Rear Access 24 inches 

Third Party Rack Ordering Guide for Vendor Products 

Table 0-4 

Mounting Qualified Tip 
Rack Hardware Doors Stability Contact 

Device 

Chatsworth 12468 Series 14032 Series 712441-001 www.chatsworth.com 
Megaframe Full Rack Perforated Fio o r 
Rack Mounting Metal Door Clamp Kit 
(cabinet) Rail, paira 

. 12464 Series 
HalfRack 
Mounting 

Rail, paira 

( 

( 
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lnstal_ling a Stand · et 

Table 0-4 

Mounting 
Qualified Tip 

Rack Doors Stability Contact 
Hardware 

Device 

Wrightline JRK44190 JDF8242L Floor www. wrightline.com 
Paramount Rail Kit and Paramount anchoring 
Frame 40" JHPON001 84" X 24" 
Deep rp24xx left-hinged 
JF842440 serve r 

Adaptor JDF8424R 
Bracket Paramount 

84" X 24" 
right-hinged 

JDP84242 
Paramount 
Frame 
perforated 
door insert 
for 
84" X 24" 
door frame 

JTPP2440 
perforated 
top 
panel- 24"W .. x 40"D , , , ._ 

SMC 36" rp24xx Ventilated Floor Sales & Customer 
DeepLAN server Front and anchoring Support 
Storage Adaptor Rear 1-800-SMC-PLUS 
Module (1-800-762-7587) 

a. Requires purchase of two. 

NOTE For additional or other third party rack vendor product information, contact the HP Enclosures 
Technical Marketing Manager at (408) 873-6692. 
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Server Slide Rail Installation 

The following information contains instructions for installing rp24xx servers in a cabinet. 

CAUTION Both anti-tip feet must be properly affixed before installing equipment in a cabinet on a slide 
assembly. 

Tools needed: Torx Drivers, T15 and T20. 

Slide Rail installation kit contents are as follows : 

2 Slides, inner 

2 Slides, outer 

2 Slides mount, front 

2 Slides mount, rear 

2 Plastic bezel end caps 

1 Cable Management device 

1 see-through plastic bag containing: 
2 bracket end caps 
2 rack mounting ears 

1 see-through plastic bag containing: 
2 front RBI adapters 
2 rear RBI adapters 
2 cres fr flanges 
4 M4 x 0.7 screws 
10 10/32 x 0.5" screws 
10 Sheet metal nuts 
(Note: Contains non-E-series HP cabinet 
hardware, also) 

1 see-through plastic bag containing: 
4 plastic snap rivets 
4 sheet metal nuts 
8 M5 screws 
16 M4 screws 

Chapter 
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Server Sli 

NOTE 

shows rail parts only. Plastic parts bags, plastic end caps, and the cable 
1s not shown: 

2 QTY 

REF 

6 10 SCREW, 1 0-32 x 0.5 INCH 2680-0278 
5 4 SCREW, M4 x O. 7mm 0515-2478 
4 10 SHEET METAL NUT 0590-0804 
3 2 FLANGE A55 70-00044 
2 2 ADAPTER, REAR A55 70-00043 
1 2 ADAPTER FRONT A55 70-00042 

RACK KJT ASSEMBLY ITEM QTY PART/MATERIAL-DESCRIPTION PART NUMBER 

This illustration shows non-E-series HP cabinet columns 

The following procedures list the steps required to install a stand-alone server in a cabinet. 

Step 1. Attach rear slide mounts to the ou ter rails using M4 x O. 7mm screws. Do not fully tighten screws. 
Allow the rear slide mount to move along slot in the ou ter rail. 
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Step 2. Place the outer rails with mounting brackets in the rack. Engage support hooks in the rack 
columns. The front mounts and rear mounts are different, as shown below: 

Support Hook attached to rack column. 

Front Slide Mount Placement 

Chapter 
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Rear Slide Mount Placement 

Step 3. Install sheet metal nuts on rear columns. Locate the slide mount laterally against rack column. 
Install and tighten the M5 x 0.8mm machine screws. 

Step 4. Install and tighten the M5 x 0.8mm machine screws on the front slide mounts. 

Step 5. Tighten the M4 x 0.7mm screws that attach the slide rails to the rear mounts. 
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Step 6. Locate and install the inner slides on the sides ofthe server, using M4 x 0.7mm machine screws. 

The inner rails contain a flat spring latch. The free end ofthe latch goes toward the front ofthe 
server, the riveted end goes toward the rear of the server chassis. 

Step 7. Double-check ali mounting screws to ensure that they are tight. 

Step 8. Completely extend both outer slides to the front ofthe rack. Outer slides should latch in the 
extended position. 

Step 9. Align the inner rails on the server between the extended outer rails on the rack. 

WARNING 
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The rp24xx server weights 22.68 kg (50 lbs). Use two people ora lift during 
installation. Take necessary precautions to prevent muscle strain when 
lifting or carrying the server. 
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NOTE 

arry the server by the bezel. The bezel is made of plastic and 
the server chassis by two bezel retainers and four b all-posts. 

upport the weight of the server chassis in an emergen cy. 
'8U.W:AWO heed this warning may result in personal injury and/or 

permanent damage to the server 

The rail sets on both sides ofthe chassis must be properly aligned and engaged 
before attempting to slide the server in to the cabinet. 

The inner rail (attached to the server) must have both top and bottom edges inside 
the outer (cabinet) rails 

Step 10. Carefully guide the inner slide rails on the server chassis into the outer rails, engaging the ball 
bearing carriers. 

CAUTION Do NOT force the slides together. To do so may damage the ball bearing carriers. The 
inner slides willlatçh after travelling a few inches. 

Step 11. Press the slide latches on the inner slides and carefully slide the server completely into the rack. 

- . 

-- -i! ·o· . . ' ; 
~ ~ 

~· 
Verify operation ofthe slides and check alignment ofthe server in the rack. 
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Server Slide Raillns 

Step 13. Secure the server to the rack columns with M4 x 0.7mm screws and M4 clip nuts. 

Step 14. Optional: Install shipping retainers at the rear ofthe unit ifthe server isto be shipped while 
installed in a rack. Install retainers with M5 x 0.8mm screws and M5 clip nuts. 

ccrrll 13 
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Cabinet Installation 

lnstallation o f a factory-loaded cabinet consists of the following steps: 

Step 1. Move the cabinet to the installation site. 

Step 2. Lower the leveling feet. (This will prevent excessive wear on the casters, levei the cabinet, and 
provide stability.) 

WARNING Extend or install the cabinet stabilizers, located at the bottom of the front 
of the cabinet, as an additional safeguard against the cabinet toppling 
forward during installation. 

Failure to observe this precaution could result in personal injury or death 
and equipment damage. 

Step 3. Connect the console and system peripherals to the server(s). 

NOTE Attaching cables while the rails are extended fully forward will ensure that sufficient 
slack is available for later maintenance. 

Step 4. Connect the cabinet power cord to the appropriate wall outlet. 

Step 5. Be sure ali peripherals outside the cabinet are connected to wall outlets. 

The cabinet/server system assembly is now ready for the power up process. 
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Cabinet Mounted Server Unpack 

Overview 

rp24xx servers can be procured in two modes: stand-alone or pre-installed in a cabinet at the 
Hewlett-Packard factory. Stand-alone servers can be installed in an existing HP-supported cabinet by 
purchasing Rail Kit A5810A. 

Installing a Factory-integrated Cabinet 

Unpacking the Cabinet 

NOTE It is the customer's responsibility to inspect the shipping package for damage. 

It is the Hewlett-Packard Customer Engineer's responsibility to remove the cabinet assembly 
from the shipping pallet. 

WARNING A fully configured 2.0 meter cabinet can weigh over 500 kg (1100 lbs). Be careful not 
to tip the cabinet while unpacking. 

Failure to heed this warning can result in serious injury or death and equipment 
damage. 

To unpack the cabinet, perform the following steps: . 
WARNING Wear protective glasses while cutting the plastic bands around the shipping 

container. These bands are under tension. 

Failure to heed this warning can result in serious eye injury if the severed bands 
snap back and hit you in the face. 

Step 1. Cut the plastic polystrap bands around the shipping container. 

Step 2. Follow the procedure listed below to prepare the cabinet for remova! from the pallet: 

a. Lift the cardboard top cap off of the shipping box (callout 1). 

b. Remove the packing material undemeath the cap (callout 2). 

c. Remove the clamshell box and place out ofthe way. 

d. Remove the screws that secure the ramps in place and lift the ramps out (callout 3). 

Chapter ~)' -··--- -·-·-- ---·---gg •. 
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Step 3. Remove the brackets securing the cabinet to the pallet (callout 4). 
~ 
, .. 

Step 4. Insert the ramps in the notches provided on the pallet (callout 5). Remove the side panels from the 
cabinet and set them aside (callout 6). 

~~-------
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Cabine! Mounte 

WARNING: A fully configured 2.0 meter cabinet can weigh over 500 kg (1100 
lbs). Always use at least two people to roll the cabinet off of the pallet. Be 
careful not to tip the cabinet while unloading. 

Failure to heed this warning can result in serious injury or death and 
equipment damage. 

Step 5. Use at least two people to roll the cabinet off ofthe pallet and down the ramp (callout 7). 

Chapter 
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Cabinet Inspection 

Once the cabinet is off the shipping pallet, but before moving it to the installation si te, inspect the internai 
and externai condition of the cabinet. 

Cabinet Exterior Checklist 

Ch~ck the cabinet exterior for signs of shipping damage: ,., 

O Look at the top and sides for dents, warpage, or scratches. 

O Check the server front bezeis for aiignment, scratches and breakage. 

O Check any filler paneis on the front of the cabinet for proper fit. 

O Check the rear door for dents, scratches, proper fit when closed, and operation. 

Cabinet Interior Checklist 

Open the rear door and inspect the inside of the cabinet: 

O Inspect all cables and ensure that they are secure. 

O Inspect ali raiis for signs of damage. 

O Check ali mounting screws for tightness. 

O Check ali components for signs of shifting during shipment or any signs of damage. 

NOTE lfthe shipment is either incompiete, damaged, or faiis to meet specifications, notify the nearest 
Hewiett-Packard Sales and Support Office. If damage occurred in transit, notify the carrier as 
well. Hewlett-Packard will arrange for replacement or repair without waiting for settlement of 
claims against the carrier. If the shipment was damaged in transit, keep the shipping 
containers and packaging material for inspection. If extensive damage is found, it may be 
necessary to return the entire cabinet to HP. 

'~, 
' · 
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PowerTrust Uninterruptible Power 

PowerTrust Uninterruptible Power Supply (UPS) Option 
Unpack the PowerTrust UPS and use the installation information in the PowerTrust System Guide, included 
with the UPS, to connect the UPS to the cabinet. 
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Repackaging the Cabinet for Shipment 

Use the original packing material to repackage the cabinet for shipment. Ifthe packing material is not 
available, contact your local Hewlett-Packard Sales and Support Office regarding shipment. 

Before shipment, place a tag on the container (or equipment) to identify the owner and the service to be 
performed. Include the equipment model number and the full serial number, if applicable. The label showing 
the model number and the full serial number is located on the outside of the rear door. 

Due to the weight of a fully loaded cabinet, it will require two people to push the cabinet up the ramp onto the 
pallet. 

WARNING: Repackaging a loaded cabinet may be hazardous because a fully 
configured 2.0 meter cabinet can weigh up to 500 kg (1100 lbs). Always use two 
people when moving the cabinet and when positioning the cabinet on the pallet. 
Check the condition of the loading/unloading ramp before use. If the ramp 
appears damaged, DO NOT attempt to push a loaded cabinet up the ramp onto 
the pallet. Contact your local Hewlett-Packard Sales and Support Office 
regarding shipment. Failure to heed this warning can result in serious injury or 
death and equipment damage. 

To repackage the cabinet, follow the repacking checklist and refer to the unpacking instructions for detail. 

Repacking Checklist: 

O Assemble the HP packing materiais that carne with the cabinet. 

O Connect the loading ramp to the pallet. 

O Raise the cabinet levelers before moving the cabinet. 

O Retract or remove the stabilizers. 

O Push the cabinet up the ramp onto the pallet. Be sure to position the cabinet so that the front goes up the 
ramp first. 

O Secure the cabinet to the pallet with the shipping clamps, shipping block, and rear door support. 

O Place the anti-static bag over the cabinet. 

O Place bezel support packing on the front corners of the cabinet. Secure it with a wrap. 

O Place the top cap packing material and loading/unloading ramp on top ofthe cabinet. 

O Wrap the clam shell box around the cabinet. 

O Put the box top on the box and secure the assembly to the pallet. 

Be sure to follow the tagging and labeling instructions mentioned earlier. The cabinet is now ready for 
shipment. 
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Stacking Servers 
Hewlett-Packard will support stacking up to six rp24xx servers ifthe following conditions are met and the 

correct procedure followed . 

NOTE HP will not support the stacking any other A-Class server. 

CAUTION In arder to remain within weight limitations and to prevent tipping, do not stack servers more 
than six high. Each server weighs approximately 23 kg (50 lbs). DO NOT lift more than one 
server at a time. 
Always use the strap when stacking servers, regardless of the number. Hewlett-Packard will 
not support or warrant servers that are damaged as a result ofbeing improperly strapped or 
stacked more than six servers high. 

Follow the steps listed below: 

Step 1. Remove the rubber "feet" from the packing material and place one rubber foot squarely on each of 
the four comers on the bottom of each server. 

Step 2. Lay the enclosed binding strap out flat and straight. 

WARNING DO NOT attempt to lift the server by the front bezel. The plastic bezel is 
attached by pressing it onto four ball-tipped posts located on the front of 
the server cover and pulls offwith very little pressure. 

The bezel WILL NOT support the 23 kg (50 lb.) weight of the server. 

Failure to observe this precaution will cause damage to the server and may 
cause personal injury. 

Step 3. Place the first server over the strap and position the strap so that it can be firmly cinched down on 
the top server. 

Step 4. Carefully set the remaining servers (up to five) on top ofthe first server so that the four feet of each 
of the remaining servers are squarely on the top of the server below. 

Step 5. 

WARNING Do not cinch the strap so tightly that the chassis buckles. 

Failure to heed this precaution may cause internai components to be 
damaged and/or the server cover may not seat correctly to seal the server 
from dirt and dust. 

Center the strap midway between the front and rear ofthe stack and pull the ends up over the top 
server. Thread the flat end through the loop end and pull it snug. Press the Velcro® pieces together 
firmly and lay them flat on the top cover ofthe top server. 
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Stacki 
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~ ....... ...-ruQT stack heavy objects, such as monitors, on top ofthe server. The weight may cause the 
to cave in and damage internai components. 
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Unstacking Servers 

If internai access (for maintenance or component removal and replacement, etc.) is required to a stacked 
server (with the possible exception ofthe top server), the stack must be unstrapped and the servers unstacked 
to remove the cover ofthe unit for which internai access is required (target server). 

NOTE 

CAUTION 

HP will not support the stacking of any other A-Class server. 

In order to remain within weight limitations and to prevent tipping, do not stack servers more 
than six high. Each server weighs approximately 23 kg (50 lbs). DO NOT lift more than one 
server at a time. 
Always use the strap when stacking servers, regardless ofthe number. Hewlett-Packard will 
not support or warrant servers that are damaged as a result ofbeing improperly strapped or 
stacked more than six servers high. 

Follow the steps listed below: 

Step 1. Pull the flat end ofthe strap out ofthe loop end and pull the Velcro® pieces apart. 

WARNING DO NOT attempt to lift the server by the front bezel. The plastic bezel is 
attached by pressing it onto four ball-tipped posts located on the front of 
the server cover and pulls off with very little pressure. 

The bezel WILL NOT support the 23 kg (50 Ih) weight of the server. 

Failure to observe this precaution will cause damage to the server and may 
cause personal injury. 

Step 2. Carefully remove the servers in the stack, one at a time, until the target server is reached. 

TIP 

Chapter 

At this point, a decision to remove the target server or leave it in place to work on it 
can be made. Removing the target server will allow you to restack the remaining 
servers and continue using them while the target server is being repaired. 
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5 Operating Instructions 
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Configuring lhe Guardian Se 

Configuring the Guardian Service Processo r ( GSP) 

The Guardian Service Processar (GSP) is resident in the system to allow the system administrator to monitor 
and perform administrative functions locally on the system console, or at a console in another area. This 
section provides configuration procedures that will: 

• Configure the GSP Local Area N etwork (LAN) port 

• Add or delete GSP users (maximum of20) 

• Change the default GSP configuration. 

Configuring the GSP LAN Port 

Perform LAN configuration from the system's local port (either console or the HP secure web console). 

NOTE The GSP LAN port is different from the System LAN. It will need a separate: 

• lOBaseT LAN connection 

• Subnet mask 

• Gateway address 

• Hostname (to be used when messages from the console are logged or printed) 

To configure the GSP LAN port, perform the following steps: 

Step 1. To select the GSP, enter: ctrl + b. 

Step 2. At the GSP prompt, enter the following LAN Configuration (lc) command: 

GSP> lc 

The lc comrp24xxmand will start a series of prompts. Respond to each prompt with the appropriate 
information. 

Adding Users 

The GSP stores access information for a maximum of 20 users (one administrator and 19 operators). By 
design, the first user entered into the GSP becomes the GSP administrator. Only the GSP administrator can 
add or remove users, or change the GSP configuration. 

NOTE Before starting this procedure, you will need to know the following information: 

• User's name 

• Organization's name 

• Login name 

• User's password 

To add a user, perform the following steps: 

Step 1. Type ctrl + b to access the GSP. 

•\ 
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Configuring lhe ssor (GSP) 

Step 2. enter the Security options and access control (80) command: 

GSP> so 

Step 3. The first prompt you will see with the so command is for the following GSP-wide parameters: 

• Login Timeout: 1 minutes. 

• Number ofpassword Faults allowed: 3. 

• Flow Control Timeout: 5 minutes. 

The terminal will then display: 

Do you want to modify the GSP wide para meters? (Y I [N]) __ 

Enter V to modifY GSP-wide parameters, or enter N to continue to add users. 

If you enter Y, the parameters will be displayed in an edit mode to allow modification. 

Ifyou enter N, continue to the next step. 

NOTE The first user entered (user number 1) is identified as the GSP administr ator. 

Ifyou are adding users, you will need to step through all current user entries to 
reach the next available user prompt. 

Step 4. The terminal will display: 

Do you want to modify the user number 1 parameters ? (Y / [N] / Q to quit) __ 

Enter V to modifY user number 1 parameters, enter N to leave user number 1 parameters 
unchanged or enter Q to quit and return to the GSP prompt. 

Ifyou enter Y, the parameters will be displayed in an edit mode to allow modification. 

If you enter N, the terminal will display: 

Do you want to modify the u s er number 2 parameters ? (Y / [N] / Q to quit) __ 

Enter Y, N, or Q and proceed according to the instructions shown above in this step. 

CAUTION Be sure to read each prompt carefully and enter the correct response. A missed or incorrect 
entry could deny entry to that user. 

The following list is an example of added users information: 

User's Name: Joe Smith 
Organization's Name: IT Support 
Dial-back configuration: Disabled 
Access Levei: Operator 
Mode: multiple 
User's state: enabled 

For the number 1 user, the Access levei is administrator. 
A Mode entry of single only allows entry for that user one time, after which, further logon attempts are denied 
and the user state is set to disabled. 
A Mode entry ofmultiple allows unlimited logon access to the GSP for that user. 

' <:: 
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Configuring lhe Guardian Servic 

Removing U sers 

You can remove (disable) a GSP user with the same Security options and access control (SO) command used to 
add a user. 

To remove a user, perform the following steps: 

Step 1. Enter ctrl + b to access the GSP. 

Step 2. At the GSP prompt, enter the Security options and access control (SO) command: 

GSP> so 

Step 3. The first prompt you will see with the sa command is for the following GSP-wide parameters: 

• Login Timeout: 1 minute. 

• Number ofpassword Faults allowed: 3. 

• Flow Control Timeout: 5 minutes. 

The terminal will then display: 

Do you want to modify the GSP wide parameters ? (Y I [N]) __ 

Enter N and continue to the next step. 

NOTE You may need to step through severa! user numbers until you reach the user to be 
removed. 

Step 4. When you access the number ofthe user to be removed, modify the User's state to Disabled and 
change any other user information necessary. 

Changing the Default GSP Configuration 

This section describes the process of changing GSP default configuration to the default (factory preset) values. 
To reset the GSP to its default configuration, perform the following steps: 

Step 1. Enter ctrl + b to access the GSP. 

Step 2. At the GSP prompt, enter the Default Configuration (de) command: 

GSP>co 

Step 3. Follow the prompts to change all GSP configurations to the default values. 

CAUTION 

Chapter 

When the Security configuration is reset using the GSP>dc command, all users, including the 
GSP administrator, are removed Remate is disabled, and the network configurations are reset 
to the factory default values. The Remate functionality must be re-enabled through the main 
console using the Enable Remote (er) command. The IP address, hostname, subnetmask, and 
the gateway IP must be re-entered through the main console using the LAN Canfiguratian (lc) 
command. 
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Initial Power-up 

The following section describes the process of applying power to the server and booting the system to the 
operating system Login prompt. 

1. Apply AC Power to the system console. 

2. Apply power to the server by pressing the rear pane! On/Off switch IN. 
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3. A series of self-test boot progress messages will scroll rapidly up the screen. Some messages may pause 
for up to one minute while the test completes. 

4. The initial power-up selftest process will complete in one to five minutes and the Boot Console Handler 
(BCH) main menu will be displayed. 

5. To start the boot process using the primary boot path, type BO PRI, at the BCH main menu prompt and 
press ENTER. 

NOTE Booting a system to a operating system login prompt from BCH main menu can take 20 
minutes or longer depending on your software and hardware configuration. 

6. Once the system reaches the operating system login prompt, a display similar to the following will be 
shown on the console screen: 

-,r ••• I ' - • --- I • 
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Boot To Operating System 

The length o f time required to boot the system depends on the number of processors and the amount of RAM 
memory installed. Average configurations can take 20 minutes or more. 

The boot process is shown in the following illustration: 

Chapter 

Typical Boot Process 

[ System Login Prompt ] 

System Messages 
denoting forward progress 

(Estimate 1-6 minutes) 

System Messages 
denoting forward progress 
(Estimate 10-20 minutes) 

The duration of the full boot process can vary depending on: 
e Number of CPUs installed 
e Amount of Memory installed 
e Operating System version installed 
e State of the network 

(Total time to boot will vary) 
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System Power Down 

1. Stop all active applications that may be running and Log Off all users. 

2. Perform a system backup ofthe entire Operating System and data base. Ifthis is not feasible, perform a 
backup of the data base. (Backups should be performed at a scheduled interval as common practice for 
protecting any new data or changes to the existing data base.) 

3. To shut down the OS, enter, "/etc/shutdown -h" at the prompt. 

4. At the rear of the compu ter, press and release the on/off switch to power-down the server. 

NOTE Housekeeping voltage is still present after switching power off. Unplug the power cord to 
completely remove power. 

5. Unplug the power cord from the server. 
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6 Adding Components to the Server 

invent 

ROS n" 03;;-;--i cNI 
CPMI - c~i,os I 

Fls. NaS3J. 
i-{ ~. -r. 

·- ~ ) J oo; ;s·,sf 



( 

ory 

AddMemory 

Memory Configuration Rules 

rp24xx servers have 8 slots (4 DIMM pairs) on the system board for memory DIMMs. These slots are 
numbered lthrough 8. Four slots (5 - 8) are disabled on A400 servers. A500 servers can access ali slots. The 
following rules govem the installation of memory DIMMs: 

• Memory must be installed in DIMM pairs. 

• The capacity of DIMMs within a pair must be the same. 

• Install DIMMs with the greatest capacity in the lowest slot numbers. 

• Install DIMMs in numerical order starting with slot 1 (1, 2, 3, etc.). 

------. 
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Add Peripheral Componentlnter 

Add Peripheral Component lnterconnect (PCI) Cards 

rp24xx servers have a total of 4 PCI 1/0 slots. Slot 1 is short slot, located outside the 1/0 card cage, connected 
to the back ofthe 1/0 Backplane. Slots 2 through 4 are located inside the 1/0 card cage. Slots 1 and 2 are Twin 
Turbo slots; slots 3 and 4 are Turbo slots. 

No. Name No. Name 

1 1/0 Card Cage 6 1/0 Card anchor screws 

2 Outside 1/0 Card anchor screw 7 1/0 Cards #2 through #4 

3 Short 1/0 Card #1 (may be Secure Web Console) 8 1/0 Backplane anchor screw 

4 1/0 Card Cage anchor quarter-turn fasteners 9 1/0 Backplane 

5 1/0 Backplane disconnect lever 

• Slots 1 and 2 are Twin Turbo slots. Each Twin Turbo slot has a dedicated PCI bus and supports 32 and 
64-bit PCI cards. 

• Slots 3 and 4 are Turbo slots. They share a single PCI bus and support 32 and 64-bit PCI cards. 

A400 servers have access to slots 1 and 2 only. A500 servers have access to ali four slots. The following graphic 
shows the PCI slots on the rear of the server, right si de. 
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~g Path: 0/2/0 ~g Path: 0/4/0 

GSP Reset TOC 
Console/ 
UPS Port 

Path: 0/6/2 
Narrow Single 

Ended SCSI 
Path: 0/0/2/0 10/100BASE-T 10BASE-T 

Path: 0/0/0/0 LAN Console 
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New 110 Cards For rp24xx 

The following table lists new I/0 cards for the rp24xx. 

NOTE The first HP-UX release for the new cards is 11.00. 

1/0 CardNo. Description 

A6828A U160 Single Port SCSI 

A6829A U160 Dual Port SCSI 

A6795A 2Gb, Single Port Fiber Channel LAN 

A6825A lOOOBaseT Next Generation LAN 

A6847A lOOOBaseSX Next Generation LAN 

A6386A Hyperfabric2 (HF2) Clustering 

These cards can be used in addition to the legacy cards shown below. 
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The following HP-UX restrictions apply regarding the installation ofPCI I/0 cards that conta ___ ...,_~.--
bridge: 

• HP-UX boot is currently not supported for cards that contain a PCI-to-PCI bridge. 

• HP-UX patches are required when more than one card containing a PCI-to-PCI bridge is installed in 
shared slots (slots #3 and #4). 

PCI cards are installed in the factory as shown in the Load Order column below, beginning with slot 1. Use 
the following table as a guideline for installing PCI I/0 cards in the field. A system shipped from the factory 
may have a different configuration than one built in the field. 

NOTE: Ali cards are not supported by A4 operating systems. 

Load Product PCI Card Description Part# Max. Boot 
Future 

Notes 
Order Number Rei. 

1 A4926A Single Port 1000BaseSX A4926-60001 4 No X 

Gigabit Ethernet LAN (H) 

2 A5483A ATM 622 (MMF connector (H) A5483-6000 1 4 No X 

3 A6092A Hyperfabric (H) A6092-6000 1 4 No X 

4 A4929A Single Port 1000baseT Ethernet A4929-60001 4 No 
LAN Adapter (Gigabit ethernet 
copper) (H) 

5 A5838A Dual port 100baseT/X/dual port A5838-6000 1 1 No 1 
illtra 2 SCSI Combo Interface 
card (F) . 

6 A5506B Quad Port 10/100B-TX LAN (F) A5506-60101 1 No X 1 

7 A5856A RAID Card (F) A5856-6000 1 1 No 1 

8 A5513A ATM 155 (MMF connector) (H) A5513-60001 4 No X 

9 A5515A ATM 155 (UTPS connector) (H) A5515-60001 4 No X 

10 A4800A Single port Fast/Wide/Diff. A4800-62002 4 Yes 4 
SCSI-2 (H) 

11 J3525A Dual Port serial (X25/FRJSDLC) J3525-60001 4 No 
(H) 

12 A5158A Single port Fibre Channel A5158-60001 4 Yes 
1062Mb/s (H) 

13 A5783A Token Ring (4/16/100 Mb/s) (H) A5783-60001 4 No X 

14 A5230A 10/100B-TX LAN (RJ45) (H) B5509-66001 4 No 

15 J3592A 8 Port Terminal MUX (H) J3592-60101 4 No X 

16 A3738A Single Port 10/100B-TX (AUI, A3738-60001 4 No X 

BNC, RJ45) (H) - . 1-- - ·---
17 J3593A 64 Port Terminal MUX (H) J3593-60001 2 No x RQS n° 03/2005 - CN 

c""" - vú~~i 
- - I 

Fls N° _b ~~ - i . 
Chapter 'k 129' u ~ . . I~ 

-
. 



-
Add ,Peripheral Campo , ~~ ( I) Cards 

~~r~-~0\ 

18 A3739B FDDIDual Attach Station LAN 
Adapter (H) 

19 A5150A Dual Port Ultra2 SCSI (F) 

Part# Max. 

A3739-60002 4 

A5150-60001 3 

20 A5149A Single port Ultra-2 SCSI A5149-60001 3 

21 

22 

23 

24 

25 

Interface card (F) 

A5486A Public Key Cryptography (PKC) A5486-60001 3 
PCI (F) 

A5159A Dual Port FWD SCSI-2 (F) 

J3526A Quad Port Serial (X25/FR) (F) 

A5858A Secure Web Console PCI Card 
(H) (Optional) 

A6150 PCI 2D Graphics and 2 part 
USB adapters (H) 

A5159-60001 3 

5063-1322 3 

A5858-70001 1 

A6150-60001/ 1 
A6150-60002 

(F)= Fulllength I/0 card --(H)= Halflength I/0 card. NA= Not Applicable 

Notes: 

1. Use in slot No. 2 ONLY. Cannot be used in slots 1, 3, or 4. 

Boot 

No 

Yes 

Yes 

No 

Yes 

No 

No 

No 

Future 
Rei. 

X 

X 

X 

X 

Not es 

4 

4 

4 

2 

3 

2. Provides web-based console capability on any PC with a browser. If needed, this card must be ordered 
._ with the A500 server. Cannot be ordered standalone. This card is not required if a system console 
·· ·terminal is used. Cannot have both A5858A and System Console (C1099A) on the same arder. 

3. Use A6150-6002 Graphics card in slot 1 only. 

4. e3000 systems only. 
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AddDisks 
rp24xx servers support two internai hard disk drives, drive A and drive B. 

The following graphic depicts disk drive locations. 

Drive A 

Drive B 

ccrr003 

(MPE/i.X does not support hotswap). It is not necessary to shutdown the HP-UX operating system or power off 
the server to install a new disk, but you may shutdown HP-UX and power offthe server ifyou choose. The 
MPE/i.X operating system needs to be shutdown prior to installing a new disk and then rebooted. 
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Adding 

Adding CPUs and Socket Cleaning 
Replacement or installation of a CPU requires that the CPU chip socket be clean and uncontaminated with 
dirt and dust particles. The CPU chip socket must be cleaned or replaced if you: 

• Replace a system board (using the CPUs from the old system board to populate the new system board). 

• Add a CPU to the server. 

• Remove a CPU for troubleshooting (to be replaced in the same system board). 

• Remove a failed CPU and replace it with a new CPU assembly. 

Tools Required 

To add or replace a CPU, or to clean a system board socket and the surrounding area, you will need the 
following items: 

• CPU socket dust cover (HP p/n A3639-40024) 

• Electronic Vacuum Cleaner- ESD safe, EMI/RFI line f'ilter, acceptable models and options are: 

1. 110V Vacuum (HP p/n 1150-5070, comes with US power cord) 

2. 220/240V Vacuum (HP p/n 1150-5071, no power cord, must order item 3 or 4) 

3. European power cord (2 meter (6foot)) (HP p/n 5184-0874) 

4. U.K. power cord (2 meter (6foot)) (HP p/n 5184-0875) 

5. Vacuum filter (0.03 micron) (HP p/n 3150-0785) 

A magnifying glass, (at least 3X power) to aid in the inspection ofthe removed CPU socket. 

Cleaning Kit Components 

The A3639-70001 CPU socket cleaning kit contains the following items. 

• EMI 0-ring (HP p/n 5183-3542) 

• IPA pre-moistened, lint free wipes (HP p/n 5012-1138) 

• thermostrate pad (HP p/n A3614-00014) 

• CPU chip socket with dust cover (HP p/n 1253-0703) 

The following graphic shows an exploded view ofthe CPU assembly, with the component names. 
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Adding CPUs and Socket Cleaning 

~e 
=~~~ 

PI'"ONT Ot-'U-1 

e 

) 

ccrr011 ) 
No. Title 

1 Heat Sink 

2 EMI 0-Ring 

3 Thermostrate Pad 

4 CPUChip 

5 CPU Chip Socket 

6 CPU Chip Socket Dust Cover 
I I 
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CPU Cleaning for System Board Replacement Ôp 1 

This section provides information for those situations where CPUs are removed and then rep'lmi...:.U.MIH'l 
same system board or onto a new system board. 

1. Carefully vacuum the area surrounding the CPU to be removed and replaced. 

2. Remove the CPU assembly. 

3. Install the system board socket dust cover (A3639-40024) (item 6) into the empty system board socket. 

4. Place the CPU assembly on its side in a clean, ESD safe area. 

5. Remove the CPU assembly socket by pressing the four (two on each side) tabs holding the socket to the 
CPU heat sink base. The CPU chip may come offwith the socket or stay attached to the heat sink. 
(Usually the CPU chip stays in the socket.) 

6. Remove the thermostrate pad form the heat sink. It is not necessary to clean the waxy residue left behind 
on the heat sink and CPU chip. 

7. Inspect the system board socket side ofthe CPU chip for any thermostrate residue. Ifresidue is observed, 
clean that area with the IPA wipe. 

CAUTION Do no attempt to clean the new CPU chip socket buttons. 

8. Place the CPU chip into the new socket. Match the cut corner ofthe chip with the angled corner ofthe 
socket, and be sure to have the buttons on the chip facing down. The chip should snap in to the socket with 
light downward pressure. 

9. Place the 0-ring around the outside ofthe socket's four posts and roll it down against the corner stops. 

~0. Hold the heat sink assembly upside down (with the bottom up). 

11. Place the new thermostrate on the copper base ofthe heat sink assembly, with the bevelled side down. 

12. Lower the CPU chip and socket assembly onto the upside down heat sink. It only snaps in one way. 

NOTE Be sure to leave the dust cover on the CPU chip until you are ready to re-install the CPU 
into the system board. 

13. Remove the system board socket dust cover installed in step 3 and inspect the old socket for missing or 
damaged buttons. A hand-held magnifYing glass is helpful. Tilt the socket at an angle. Missing buttons 
will show up as an irregularity in the pattern of contacts. Refer to the photograph below for an example of 
a socket with a missing button. If missing buttons are observed, take special care in the next step. 
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14. Inspect the CPU socket on the system board for broken buttons or other debris. Note that it is normal for 
a certain amount of residue to be left behind when removing the CPU assembly. If broken buttons are 
observed, remove them carefully with the IPA lint free wipe. Take care to contain the debris and 
completely remove them from the system board socket. 

15. Vacuum the system board socket site, being careful not to introduce contaminates in the process. 

16. Carefully clean the system board socket with the IPA lint free wipe. 
' 17,·.Install the CPU assembly into the appropriate CPU socket on the system board. 

Installing the CPU 

Install CPUs according to the procedure listed below: 

Step 1. Carefully align the CPU notches with the socket notches and set the CPU in place. 

Step 2. Tighten the four captive T-15 mounting screws that hold the CPU in place. 

NOTE Tighten the four CPU mounting screws a little at a time, in a cross pattern (1, 3, 2, 
4), until they are ali tight. 

The following picture shows both CPUs installed in a server. 
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Adding CPUs 

NOTE The A400 system supports one CPU; the A500 supports two CPUs. 
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System Console Configuration 

The following describes the steps required to configure the HP C1099A or 700/96 terminal for VT-100 mode 
for operation with an rp24xx server. 

C1099A VT-100 Mode Configuration. 

The following procedure outlines the steps to configure the C1099A terminal for VT-100 operation. 

To access the Setup menu in HPTerm emulation: 

1. Press the F10 key to display the terminal local function labels, then Press F8 (config keys). 

You are now in the Quick (F1) menu. 

2. Select the VT100 emulation by using the space bar to navigate through the available options. 

( 3. Press the ESC key to save selected setup parameters and to exit the Setup menu. 

4. Press the Y key when the blinking prompt 

( 

Save all? (Y I N) 

appears in the upper right corner ofthe menu to save the settings in non-volatile memory. 

NOTE Ifyou enter N when the 

Save all? (Y / N) 

prompt appears, the changes will take effect, but will be lost if the terminal is reset or 
powered off. 

HP700 VT-100 Mode Configuration 

The following procedure outlines the steps to configure the HP700 series terminal for VT-100 operation. 

NOTE You may use either the arrow keys or the tab key to move between the setting options on the 
screen. 

Be sure to save any configuration changes you make before proceeding to a new menu. 

1. Press [User System] key. 

2. Press [config keys] function key. [f8] 

3. Press [terminal config] function key. [f5] 

4. Move to Terminal ID and enter "vtlOO". 

5. Move to TermMode and, using the [Prev] and [Next] keys, select "EM100". 

6. Save the configuration. [f1] 

7. Press the [config keys] function key. [f8] 

8. Press the [ansl config] function key. [f6] 
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the [Prev] and [Next] keys, select "yes". 

sing the [Prev] and [Next] keys, select "Backspace/Del". 

~lool..<iWiilfUSing the [Prev] and [Next] keys, select "EMlOO". 

12. Save the configuration.[f1] 
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LAN Console 

This section describes how to configure a notebook PC as a console via a LAN cable connection. This process 
uses a terminal emulator software package set to emulate a VTlOO terminal. 

NOTE The rp24xx server must first be configured via an HP700 system console before accessing it 
from a PC or UNIX system. 

1. Connect a cable between the notebook PC network adapter and the lOBaseT LAN Console port on the 
rear of the rp24xx server. 

2. Launch the terminal emulator software and set emulation to VTlOO. 

3. Connect to the rp24xx server Guardian Service Processor (GSP) by entering its IP address and press 
<ENTER> or <RETURN>. 
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Secure Web Consol 

Secure Web Console 1/0 Card Replacement 

The Secure Web Console (SWC) is installed in the rp24xx system as a PCI Card. This option must be included 
in the initial order ofthe rp24xx server where it will be installed at the factory during the assembly process. 
While not available for installation after receipt of the server, it is customer-replaceable if the 
factory-installed card fails during operation. 

Secure Web Console Features 

• 

• 

• 

• 

• 

• 

• 

! 

···. 
• 

• 

Low-level Commands -A remote operator can exercise powerful, low-level, HP-UX and MPE/ix 
commands and functions. 

Remote Server Management - Provides secure access to the RS-232 low-level console serial port, on 
supported servers, via the Internet/Intranet. 

One Person, One Console, Severa! Servers- Using a browser, an operator, from a single location, can 
manage multiple servers, regardless ofwhere they are located. 

Simultaneous Multi pie Operator Access - Up to four operators, in different locations, can share the 
same remote server console at the same time. 

Security - Built-in security includes password encryption, scrambled transmission of data, and se cure 
Java download protection. 

Mirrored Access - Up to four operators can simultaneously share the remote console screen and 
keyboard. 

Universal Browser-based- Supports both Netscape© v.3.0+ and Microsoft© Internet Explorer v.3.0+ 
Web browsers. 

Efficient Server Access - Operator can bookmark servers for multiple server lookup. 

Upgradable - HP Secure Web Console firmware is upgradable over the network, making it easy to add 
new versions and functionality. 

Internet Standards Compliant - Supports HTTP, FTP, TFTP, and other key Internet standards . 

Secure Web Console PCI Card Replacement 

The PCI card version ofthe SWC is a standard half-card PCI form factor. It is connected to the server by an 
internai bus connection in lieu of an externai RS-232 connection and to the LAN by a twisted-pair cable and 
an RJ-45 modular plug connection. Refer to the PCI Card Replacement instructions for replacement 
procedures. 

Replacing a SWC card is straightforward. However, proper configuration ofthe SWC card IP address, plus the 
complexity ofthe network, can present problems unless you are properly prepared before hand. It is therefore 
highly recommended that you: 

• Read and ensure you understand the entire installation and configuration procedure (Hardware and 
software) before starting. 

• Acquire all required network information from the system administrator before starting the installation. 
(IP addresses, user and administrator names, passwords, etc.). 
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Since the SWC 
shown below: 

e, it will normally be installed on the server rear bulkhead in 110 slot #1 as 

1/0 Slot #1 

I 

~ (0\ ~ - ... ~ r~r~ ww "'f".:: ·--Tll ,-1 

8] T I DII ""QJ 

Q Q = 

\g; I 
= 

·~-- - ,gg ~~( 

·- ~' 
•. ..,.IA.~ 2 li' tf):~ <Q\ IID""õõl !!( 

Llllra2 WWo I CII 101a...- lllopo t:- Klt 1 ... 1-AU· I KASIE-l - :c , _ , Mt2 
PMh: _,.. ,_: ~ hlh: - LANc-!ot Ul'l ... tl 

A picture of the SWC card 110 interface connector is included to show location and identity of LEDs, buttons, 
and ports: 

51 (Factory Default Reset) 

L2 (LAN Acty) L3 (Pwr) 

Title Description 

LANPort Plug-in for Local Area Network (LAN) connector. 

Ll (Self-test) Lights when self-test is performed. 

L2 LAN Activity When lit, indicates activity between LAN and the SWC card. 
.. 

L3 Power When lit, indicates power to the SWC card. 

Sl Factory Default Reset Only effective when pressed simultaneously with S2. 

S2 Hard Reset Momentarily cuts power to the SWC. 

Serial Port (RS-232) Plug-in for RS-232 connector. 
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Secure Web Con ent 

NOTE Ifyou press and hold the 82 (Hard Reset) switch, press the 81 (F~ctory Def~ult Reset) switch, 
then release 82 while continuing to hold 81, the SWC card will reset to factory specifications. 

Pre-Installation Considerations 

The following paragraphs provide an outline of the pre-installation items you should address before starting 
SWC card replacement. 

• Obtain an IP address to be assigned to the SWC card. 

• Obtain the subnet mask to be assigned to the SWC card. 

• Obtain the gateway address for the SWC card. If a gateway address is unavailable use the SWC card's IP 
address. 

• Know the name of the system to be administered by the SWC card. 

• Have intemet access available to access the on-line installation and configuration procedures, and the 
troubleshooting tools. 

• Ensure that your browser is on the Supported Browsers list 

• Configure your Web Browser software options as follows: 

For Microsoft Internet Explorer@: 
• Tum offthe JIT Compiler- (Deselect the [Java JIT Compiler Enabled] preferences box). 

• Disable Proxies (Until final IP address is assigned) or add the 192.0.0.192 to the proxies list. 

For Netscape Communicator@: 
• Disable Proxies (Until final IP address is assigned) or add the 192.0.0.192 to the proxies list. 

NOTE How these configuration settings are made varies with browsers and versions. For specific 
instructions on how to set these options, check the documentation specific to your browser. 

Installing Multiple Secure Web Consoles. 

All network devices require unique IP addresses to operate correctly. Ali SWC cards ship from the factory 
with the same default IP address: 192.0.0.192. 

If another device on the network is using the same address (e.g. 192.0.0.192) the results ofthe installation 
will be unpredictable. 

Dynamic Host Configuration Protocol (DHCP) and the Secure Web Console. 

Every compu ter on the intemet or intranet has a unique TCPIIP number/address. Traditionally, TCPIIP 
numbers are assigned by hand. DHCP is a protocol that allows the assignment of IP addresses on-the-fly, for 
a single session use, from a pool of numbers that the DHCP server controls. Typically, you can use DHCP to 
preconfigure SWC8 permanent network parameters. For more information, go to the SWC DHCP web page 
at: http://www.docs.hp.com/hpux/onlinedocs/hw/swc/install/00096Vindex.htm 

NOTE Only DHCP on HP-UX is supported. 
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Initial Cablet., _,v~"'~""''"~ 

To make the c oceed as follows : 

dto the Intranet/intemet (LAN). 

LAN Connectlon 

Step 2. Observe the LEDs on the SWC card rear bulkhead connector. ) 

L1 Self-Test 

L2 LAN Actlvlty L3 Power 

LED Indications 

Solid Amber Self-Test in progress 

Amber Off Self-Test completed 

Amber Stays On Self-Test Failed 

Flashing Green (LAN) Network Activity 

Solid Green (Power) Power on 

.. -:-- ... 

~ 
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CAUTION 

Secure Web Canso 

For system security, initial configuration must be completed before makm 
connection between the SWC card and the server's console port. 

Failure to follow this precaution can result in root levei access being available to any 
levei of SWC user. 

Step 3. Connect the server's console to the SWC card via the RS 232 Serial port. 

RS 232 Serial Port 

Step 4. Perform Initial Configuration ofthe SWC card. 

a . Ensure that no other devices (printers, etc.) are connected on the same local subnet by 
disconnecting the LAN cable from the SWC and using the Ping command as follows: 

C: \ ping 192. O. O .192 

It will time out. 

b. Ata command line prompt, enter the following: 

C : \ route add 192. O. O .192 xx.xx.xx.xx.xx 

Where xx.xx.xx.xx.xx is the IP address o f your PC o r Unix workstation. 

c. Reconnect the LAN cable to the SWC card and use a PC or Unix Workstation and a web 
browser. Veri:fY that you can access the SWC at its default IP address using the Ping command 
as follows: 

C:\ping 192.0.0.192 

It will indicate connection with the SWC card at IP 192.0.0.192 

Step 5. Create the first SWC administrator account. 
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O Card Replacement 

The SWC requires creation ofthe first administrator account before proceeding 
further. 

a. Using a web browser, access the SWC at the default IP address (192.0.0.192). 

*: HP Se cure Web Console 1n1f1ahzat•on - Netscape l!lllil 13 

~ B ll 
Seorch Netscape Print Security · . ' Shop Stop 

- - ------ -

Your physlcallnstallation was successful. 

You will now be gulded through lhe configuration ofthe HP Se cure Web Console. 

cancer ·l 

J~ 
\ 148 - """'- Chapter 

) 



Secure Web Con 

b. To create the first SWC administrator account, fill in the prompts shown i 
illustration: 

* HP Secure Web Console init1alization - Netscape 1!11~ Ei 
~ :Bie ~fdít ~ew yo . .Qommumco.tor fjelp 

:m ·-~ · *= . ~- ---s----·------ ~ ~ ~ 

ent 

lli B:c:k F.o r.,vurd · ~~~~d__ H~e s:!'ch Netscape ,;: Security _ S~- _ _ __ _ 
::! . ~ • Bookmarks ./J. Loco.tion: r-htt-p-:/,-/1_9_2-0.-0.-19 __ 2_/ _________ ....;;_ __ -=--=~-=-=;...;;;;;;;'---="-====;;;::;;;;;~l 

, , v E , 
i- ,.... -' ' ' 0! ' .J • ' 

Na me 

Function l · · tlli:l lt r·-. ' r.;! rrr 

lnformation 

Logln 

Password 

Re-enter password 

~ Cancelj Help .1 

jApplet hp.secwebc.appletSecWebC running 
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Secure Web Conso 

NOTE The adapter cable (p/n A5858-63001) connects between the SWC and the console 
cable (p/n A5191-63001). 

Step 8. SWC card configuration is complete. 

Step 9. Use [Zoom In] or [Zoom Out] to adjust the size ofthe display window. 

Step 10. Refer to [Help] or [Tour] to review SWC card features and functions . 

Secure Web Console System Information 

For technical documentation about the Secure Web Console, refer to the following URL: 

http://www.docs.hp.com 
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8 Troubleshooting the Server 
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le 1/0 Card Replacement 

*HP Secure Web Console 1mtlahzat1on- Netscape l!llilEi 

~ ~ < lll 
, .See.rch Netsce.pe __ Print Security Shi:lp Stop 

('o ufigun IP 

Secure Console Name 

IP address 

IP subnet mask 

IP gateway 

System name 

Terminal Type lvn o o 

~ · Cancet· l 'iHelp · 'I 

d. When all necessary datais entered, click on (OK] to reboot the SWC. 

Step 6. Using a web browser, connect to the SWC card, using: 

• the newly assigned IP address, and 

• the newly created administrator log-in and password. 

NOTE It may take as much as 45 seconds to gain initial access to the SWC card . 

Step 7. Connect the serial cable between the SWC card and the server's console port. 
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Chassis Code to Customer Replaceable Unit (CRU) Decode 
This is a guide to identify failing CRU's from the Error Chassis Logs. The guide includes the following 
information: 

• "Accessing Error Chassis Logs" 

• "Key Identification Fields for Error Chassis Logs" 

• "Cross-Referencing Chassis Log Errors to A400/500 CRU's." 

Accessing Error Chassis Logs 

Execute the following steps to access the Error Chassis Logs. 

1. At the system console prompt, type CTRL B (this will bring up the gsp login screen) 

2. Type in the Service Processar Login and Password (this will give you a GSP prompt) 

3. At the prompt, 

GSP>, type SL (this will take you to the support logs) 

4. At the prompt, 

Which buffer are you interested in: 
Incorning, Error, Current boot, Last boot? (I/A/ E/C/ L), type E (for error logs) 

5. At the prompt, 

Do you want to set up filter options on this buffer? (Y/[N]), type N 

6. At this point, the most recent Error Log Entry (Log Entry #O) will be displayed. A carriage return after 
this will display the next log entry. Type Q to stop displaying the log entries. 

7. At the prompt, 

GSP>, type CO to return to the console 

Key CRU Identification Fields for Error Chassis Logs 

'l'he following fields (bold in the sample error log entry) are useful for FRU identification. 

Alert Level: How the problem has affected the system operation. 

Source: 

Source Detail: 

Source ID: 

Problem Detail: 

Timestamp: 

What major part of the system the alert is referring to (i.e., platform, 
memory, processar, etc.). 

What sub-part ofthe system the alert is referring to (i.e., cabinet fan, 
DIMM, high voltage DC power, etc.). 

Specific CRU referred to in Source and Source Detail (i.e., fan #1). 

Specific problem information (i.e, power off, functional failure, etc.). 

When the problem occurred. 

Cross-Referencing Chassis Log Errors to A400/A500 CRU's · · ·---~------, 

I RQS n° 03/2005 - CN 
CPM+-· - COr~R~ip, Use the following table to identify the failing CRU from the Chassis Log information. 
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Chassis Code to 

1. Read the 

Unit (CRU) Decode 

"n"""-''Jn.CE DETAIL, SOURCE ID, and PROBLEM DETAIL values found in the 
he appropriate values in the table. 

3. Read the table from left to right. 

Table 7-1 

Chassis Log Field Values and Descriptions from Log Entry 

Source 
Proble 

Source Source Detail 
ID 

m CRU Action to Take 
Detail 

1 - Processar Not Applicable N/A N/A Processar N ot a CRU, Contact 
(N/A) HP support. 

2 - Processar Not Applicable N/A N/A Processar N ot a CRU, Contact 
C ache (N/A) HP support. 

3-PDH Not Applicable N/A N/ A System Nota CRU, Contact 
(N/A) Board HP support. 

4- Power 1-AC Mains N/A 9- AC Power Check that the AC is 
Power being supplied to 
Off power supply. 

4- Power 3 - Low Voltage N/A N/A CPU Replace the 
DC Power Support Processar Support 
Converter Module Module (DC - DC 

! Conveter) 

4- Power 4 - High Voltage Power N/A Power Nota CRU, Contact 
DC Power Supply # Supply HP support. 

6- Platform 3 - Cabinet Fan N/A N/A Fan Replace the Fan 
assembly. 

6- Platform 6- Service N/A N/ A GSPPCA The Service 
Processar Processar is on the 

GSP 1/0 board. 
Replace the GSP 

6- Platform 7 - Power N/A N/A System Nota CRU, Contact 
Monitor Board HP support. 

7- Memory 1 - Controller N/A N/A System Not a CRU, Contact 
Board HP support. 

7- Memory 4- SIMM or N/A N/A Memory Isolate to failing 
DIMM DIMM DIMM using BCH 

(IN, ME) and ODE 
memory diagnostic. 
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Table 7-1 

Source 

8- I/0 

Chapter 

Chassis Code to Customer Replaceable Uni! 

(Continued) 

Chassis Log Field Values and Descriptions from Log Entry 

Source 
Proble 

Source Detail 
ID 

m 
Detail 

6- Disk N/A Various 
Values 

CRU 

Disk 
Subsyste 
m 

Action to Take 

Use BCH commands 
and ODE 
diagnostics to check 
disk subsystem. 
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9 Server Component Remova! and 
Replacement Procedures 
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Customer Replaceable Uni! (CRU) Ph 

Customer Replaceable Unit (CRU) Physical Location 

This section contains views ofthe rp24xx server. The locator numbers in the diagrams correspond to the 
numbers in the CRU Part Number section. 

NOTE 

Chapter 

ccrr009 

Components numbered 1, 4, 5, 13, 16. and 17 are not customer replaceable and do not appear in 
the Customer Replaceable Unit (CRU) Part Numbers section. They are included in this 

illustration for continuity, only. . . . - ·. ... -~r . 
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Customer Replaceable Unit (CRU) Part Numbers 
The following tables list all Customer Replaceable Units (CRUs) for the rp24xx server. CRUs may be removed 
or replaced by either the customer or by qualified HP field engineering personnel. Table 1lists both new and 
exchange part numbers. Table 2lists only the new part numbers for non-exchange CRUs. 

Exchange CRUs 

Product # New Part # Exch. Part # Description Loc. # 

A6114A A6114-60001 A6114-69006 2048 MB Memory DIMM 

A5841A A5841-60001 A5841-69001 1024 MB Memory DIMM 
8 

A5840A A5840-60001 A5840-69001 512MB Memory DIMM 

A5572A A5572-60002 A5572-69002 128 MB Memory DIMM 

A5505A A5505-60001 A5505-69001 9 GB Disk Drive 

A5531A A5531-60001 A5531-69001 18 GB Disk Drive 14 

A6089A A6089-67001 A6145-69001 36 GB Disk Drive 

A5570A A5570-60002 A5570-69002 Guardian Service Processor 9 

Non Exchange CRUs 

Part# Description Loc# 

A5570-60003 PCI J/0 Backplane 11 

A5570-60005 Secure Web Console PCA 12 

A5570-00002 Disk Carrier 15 

0950-3821 DC-DC Converter- Master 6 

0950-3822 DC-DC Converter- Slave 7 

A5570-62003 J/0 Card Cage Chassis 10 

A5570-62006 Plastic Front Bezel 3 

A5570-67007 Chassis Top Cover 2 

A5570-84001 rp2450 Name Plate NIA 

A5191-63001 Console-Remote-GSP Cable N/A 
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Front Bezel Remova! 

The rp24xx server does not have to be turned offto remove the bezel. 

WARNING Do not attempt to lift or carry the server by the bezel. The bezel is made of plastic 
and is attached to the server chassis by two bezel retainers and four ball-posts. It 
will only support the weight of the server chassis in an emergency. 
Failure to heed this warning may result in personal injury and/or permanent 
damage to the server. 

Removing the bezel provides access to the following: 

• HotPlug Disk Drive access door. 

• Two knurled thumbscrews that secure the server cover. 

To remove the bezel, grasp the bezel at the sides and pull straight out until it is free ofthe bezel retainers and 
ball-posts on the server. 

CAUTION Pull the bezel straight out. Do not twist or wiggle from side-to-side any more than necessary to 
keep from damaging the bezel sockets. 

The following illustration shows a server and bezel with the bezel retainers and ball posts in an exploded 
v1ew. 

t•J' ...... CD-----. ~J . ' 
~/ - ·. ·. · 

-·"/ L/·/ ·- . . - - ~ 
/ / / / ., · . . ' 

/ . ~ / 

k~~ r:-:-~--- - ---- / / ,y / .L,./ 
. : -~-- ·- . .-.'. __ ..... ~~~ ·- ·- : · --........ ,.. .· . ---) . / 2 

- - -. ·: . . :-::;,.-

The following picture shows one server with the front bezel attached and one server without. 
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Front Bezel Replacement 

The rp24xx server does not have to be turned off to replace the bezel. 

WARNING Do not lift or carry the server by the bezel. The bezel is made of plastic and is 
attached to the server chassis by two bezel retainers and four ball-posts. 1t will only 
support the weight of the server chassis in an emergency. 
Failure to heed this warning may result in personal injury and/or permanent 
damage to the server. 

To replace the bezel, grasp the bezel at the sides and align the bezel sockets with the bezel retainers and 
ball-posts on the server and push straight in. The bezel willlock into place. 

CAUTION During replacement, do not twist or wiggle the bezel from side-to-side any more than necessary 
to keep from damaging the bezel socket. 

The following illustration shows a server and bezel with the bezel retainers and ball posts in an exploded 
view. 

As you are facing the front ofthe server, item 1 is the left bezel retainer with two ball posts, and item 2 is the 
right bezel retainer with two ball posts. 

CAUTION Left and right bezel retainers are NOT interchangeable. 

The following picture shows one server with the front bezel attached and one server without. 
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Server Cover Remova! 

The cover that protects rp24xx server components is secured by two thumbscrews and, when released, slides 
forward for removal. 

To remove the cover, perform the following procedures: 

Step 1. Remove the front bezel. 

WARNING There is a safety interlock between the front of the server co ver and the 
Power Supply. When the cover is taken off, power is automatically removed 
from the server if power cords were not detached previously. 

DO NOT attempt to defeat this interlock. Doing so will expose you to high 
leveis of electrical amperage that can cause serious injury or death. 

Step 2. Unfasten the two captive knurled thumbscrews located near the bottom edge ofthe front ofthe 
server cover. 

Step 3. Grasp the thumb screws and pull the cover toward you. Slide the cover approximately 2.5 MM (1 
in.) then lift the cover front to clear the notches on each side ofthe server. Set the cover aside. 

CAUTION The server weighs approximately 23 kg (50 lbs). Take necessary precautions to prevent muscle 
strain when lifting and carrying the server. 

The following graphic shows the server cover suspended over the server. 
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Server Cover Replacement 

The cover that protects rp24xx server components must be raised in front and positioned on top ofthe side 
chassis panels then lowered and slid in to the back chassis panel. The cover is secured by two thumbscrews 
attached to the front chassis panel. 

To replace the cover, perform the following procedures: 

Step 1. Tilt the cover front up slightly and position it on top of the chassis side panels approximately 2.5 
MM (1 in.) from the rear ofthe server chassis. 

Step 2. Lower and slide the cover back over the notches on each side ofthe front ofthe server and seat it 
against the rear chassis panel. 

Step 3. Fasten the two captive knurled thumbscrews located near the bottom edge ofthe front ofthe server 
co ver. 

CAUTION The server weighs approximately 23 kg (50 lbs). Take necessary precautions to prevent muscle 
strain w hen lifting and carrying the server. 

The following graphic shows the server cover suspended over the server. 
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HotPlug Disk Drive Remova! (HPUX Systems Only) 

The disk drives (up to two) are located at the front left side ofthe server (as you are facing it). When proper 
software and hardware procedures are followed, these disk drives can be removed and replaced while the 
server is running. 

NOTE MPE/iX does not support hotswap. Do not use these procedures on HP e3000 servers. 

The procedures in this section are in two parts, a software HotPlug procedure to prepare the drive for remova! 
and the hardware procedures for physically removing the device from the server. 

Before starting these procedures, you must have an up-to-date configuration backup file. Configuration 
backup is performed by default each time an LVM command changes the LVM configuration. The default 
backup file path is: 

/etc/lvmconf/base_vg_name . conf 

The replacement disk drive must be the same product ID as the disk drive that is being replaced. 

NOTE HP often uses different manufacturers for disks that have the same product number. The 
HotPlug manual procedure will not update the disk drivers internai information to that ofthe 
replaced disk drive. 

The replacement disk drive will have the same capacity and blocksize as the defective disk beca use they have 
the same product number. The only field that can be incorrect is the string specifying the vendor's name. This 
will not affect the behavior ofthe LVM. Ifyou desire to update the manufacturer's name, the disks volume 
group must be deactivated and reactivated. 

HotPlug Software Procedure 

NOTE The HotPlug software procedures for Disk Drive removallreplacement described below are for a 
mirrored boot disk configuration only. If your configuration differs from this, these procedures 
may not be valid. Consult your System Administrator or contact the HP Response Center for 
assistance. 

Perform these software procedural steps to replace a HotPlug disk drive device: 

Step 1. Determine whether or not the LVM found the physical volume to be defective when the volume 
group was activated. 

Chapter 

Ifthe volume was defective when the volume group was activated, vgchange would have generated 
the following message to the console: 

WARNING 

VGCHANGE: WARNING: COULDN ' T ATTACH TO THE VOLUME GROUP PHYSICAL 
VOLUME " / DEV/DSK / cXtXdX" 

VGCHANGE: WARNING: COULDN'T ATTACH TO THE VOLUME GROUP 
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Removal (HPUX Systems Only) 

" / DEV/ DSK / c XtXdX" 

VOLUME REFERS TO A DEVICE THAT DOES NOT 
~--~v~sT, OR IS NOT CONFIGURED INTO THE KERNAL . 

Ifyou are unsure ofthe status ofthe ugchange , you may check ifthis occurred by typing the 
ugdisplay command: ugdisplay <VG name>. For example: 

# vgdisplay /dev / vgOO 

Ifyou see these messages, the disk was defective at the time the volume group was activated. 
Remove the bad disk as described in the HotPlug Hardware Procedure section, then follow the 
instructions in Disk Driue Replacement for replacing the disk and perform the Hot Swap Procedure 
for Unattached Physical Volumes described there. Otherwise, your disk drive became defective 
after the ugchange and you must continue with step 2 ofthis section. 

Step 2. Display the names of ali the logical volumes on this volume group using the ugdisplay command. 
For example: 

#vgdisplay /dev/vgOO 

Step 3. Determine which logical volumes have mirrors by using the ludisplay command. For example: 

#lvdisplay /dev/vgOO/lvol# I grep -ie "LV Narne" -e 

Step 4. 

"Mirror" 

Determine the pukey for the mirrored logical volume, again using the ludisplay command with the 
-k option. Compare the output to the ludisplay command with the -v option to determine the device 
file to pukey mapping. For example, 

# lvdisplay -v -k /dev/vg00/lvol1 

--- Logical volumes --­
LV Narne 
VG Narne 

I dev /vgO O /1 voll 
/ dev/vgOO 

LV Permission read/ write 
LV Status available/syncd Mirror copies 
1 Consistency Recovery MWC Schedule 
parallel LV Size (Mbytes) 256 Current LE 
64 Allocated PE 128 Stripes O 
Stripe Size (Kbytes) O Bad block off 
Allocation strict/contiguous IO Tirneout (Seconds) 
default Distribution of logical volume - --PV Narne 
on PV PE on PV /dev/dsk/c1t6d0 64 64 /dev / dsk / c2t6d0 64 
64 

Logical extents ---LE PV1 
Status 2 00000 O 00000 current 1 

PE1 Statu s 1 PV2 
00000 current 

PE2 
00001 

LE 

O 00001 current 1 00001 current 00002 o 00002 
current 1 00002 current 00003 O 00003 current 1 
00003 current 00004 O 00004 current 1 00004 current 
00005 O 00005 current 1 00005 curr ent 00006 o 
00006 current 1 00006 current 00007 O 00007 current 
1 00007 current 00008 O 00008 current 1 
00008 current (etc.) 
# lvdisplay -v /dev / vg00/lvol1 - -- Logical volumes ---LV Narne 
/ dev/vg00 / lvol1VG Narne / dev / vgOOLV Perrnission 
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HotPiug Disk Drive Removal 

read / write 
copies 

LV Status 
1 

available / syncd Mirror 
Consistency Recovery MWC 

Schedule 
Current LE 
Stripes 
Bad block 
strict / contiguous 

parallel LV Size (Mbytes) 256 
64 Allocated PE 128 

O Stripe Size (Kbytes) o 
off Allocation 

IO Timeout (Seconds) default 
Distribution of logical volume ---PV Name LE on PV PE on PV 

64 / dev / dsk / clt6d0 64 64 / dev / dsk/c2t6d0 64 
--- Logical extents ---LE PV1 PE1 Status 1 PV2 
PE2 Status 2 00000 / dev/dsk / c1t6d0 00000 current /dev/dsk/ c2t6d0 
00000 current 00001 / dev/ dsk/clt6d0 00001 current /dev/dsk/c2t6d0 
00001 current 00002 /dev/ dsk/c1t6d0 00002 current /dev/dsk/c2t6d0 
00002 current 00003 / dev / dsk / c1t6d0 00003 current /dev/dsk/c2t6d0 
00003 current 00004 / dev / dsk / c1t6d0 00004 current /dev/ dsk/c2t6d0 
00004 current 00005 /dev/ dsk / clt6d0 00005 current /dev/dsk/c2t6d0 
00005 current 00006 / dev / dsk / c1t6d0 00006 current /dev/dsk/c2t6d0 
00006 current 00007 /dev/dsk / c1t6d0 00007 current /dev/dsk/c2t6d0 
00007 current 00008 / dev / dsk / clt6d0 00008 current / dev/dsk/ c2t6d0 
00008 current 

The pukey (O or 1 in this example) shown in the first command maps to the device file names 
(ldevldsklclt6d0 or ldevldsklc2t6d0) in the second command under columns PVl and PV2, 
respectively. 

Step 5. Reduce any logical volumes that have mirror copies on the faulty disk drive so that they no longer 
mirror onto that disk drive (note the -A n option): 
# lureduce -m O -A n -k <LV name> I deu I dsk I cXtXcX <pukey#>& (for one-way mirroring) 
OR 
# lureduce -m 1 -A n -k <LV name> I deu I dsk I cXtXcX <pukey#>& (for two-way mirroring). 

For example: 
# lureduce -mO -A n -k ldeulvg00/luol4 ldeuldsklc2t4d0 1& 

The following message will appear: 

Logical volume / dev / vg00/lvol4 has been successfully reduced. 
lvlnboot: Logical Volume has no extents 

It is important to include the ampersand (&) at the end ofthe command line. This lureduce process 
will hang, and you will need terminal control to kill the command. Once the "successfully reduced" 
message has been generated, manually kill the process, using the kill -9 command. 

a. Use the ps command to find the PID for the lureduce process. 

# ps -ef I grep lvreduce 

b . Stop the process. (This may take several minutes before the process finally ends. 

# kill -9 <PID> 

Step 6. Repeat steps 4 and 5 for alllogical volumes. 

Step 7. With alllogical volumes reduced, now reduce the volume group using the ugreduce command. For 
example: 

# vgreduce / dev / vgOO / dev / dsk / c2t6d0 
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<v'g educe process may take a long time to complete. Do NOT kill this process. 
~ 
d e the disk BDRA using the lulnboot command. 

HotPlug Hardware Procedure 

CAUTION (MPE/iX does not support hotswap). Disk Drives can be removed or installed with the server 
still powered on. This is referred to as a "manual HotPlug". However, DO NOT remove a 
HotPlug disk drive until ali prior software procedures have been completed. The MPE/iX 
operating system needs to be shut down prior to installing a new disk and then rebooting. 

To remove a bad disk drive from the server, perform the following steps: 

Step 1. Remove the front bezel. 

Step 2. On the left side ofthe front ofthe server you will see a door with a spring-loaded latch holding it 
shut. Open the door to expose the disk drive slots. 

Step 3. Perform the following steps in the order shown: 

1. Pull out on the extraction levers on each side of the selected disk drive to unlock it. 

2. Pull gently on the levers to pull the disk drive partially out ofits slot 

3. Wait 10 seconds for the drive to spin down. 

4. Grasp the disk drive, pull it completely out ofits slot, and set it aside. 

The following photograph shows a HotPlug disk installed in the disk housing. 

The following graphic shows the location of the HotPlug disks. 
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HP-UX HotPiug Dis 

HP-UX HotPlug Disk Drive Replacement 
The internai disk drives (two) are located at the front left side ofthe server (behind the bezel). When proper 
software and hardware procedures are followed, internai disk drives can be removed and replaced while the 
server is running. 

NOTE MPE/i.X does not support hotplug. Do not use these procedures on HP e3000 servers. 

The procedures in this section are in two parts: physically replacing the device in the server and performing 
the HotPlug software procedure. 

The replacement disk drive must be the same product ID as the disk drive that is being replaced. 

HotPlug Hardware Procedure 

( Be sure that ali the software procedures in the Disk Drive Remova} section have been performed prior to 
starting these steps. 

To install a disk drive from the server, perform the following steps: 

Step 1. Remove the front bezel. 

Step 2. On the left side ofthe front ofthe server you will see a doar with a spring-loaded latch holding it 
shut. Open the doar to expose the disk drive slots. 

Step 3. Align the drive and carefully slide it completely into the selected slot with the extraction levers out. 

Step 4. Fold the extraction levers in to engage and lock the disk drive in place. 

Step 5. Close the doar and engage the spring-loaded latch to keep it shut. 

The following photograph shows a HotPlug disk installed in the disk housing. 
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e Replacement 

c shows the location ofthe HotPlug disks. 

c crr00 3 

HP-UX HotPlug Software Procedure 

NOTE The HP-UX HotPlug software procedures for Disk Drive removal/replacement described below 
are for a mirrored boot disk configuration only. Ifyour configuration differs from this, these 
procedures may not be valid. Consult your System Administrator or contact the HP Response 
Center for assistance. 

HP~UX HotPlug Software Procedure for Attached Physical Volumes 

Follow this procedure if the disk that was removed was recognized as an attached physical volume. 

NOTE HP often uses different manufacturers for disks having the same product number. The HotPlug 
manual procedure will not updàte the disk drivers internai information to that of the replaced 
disk drive. 

Step 1. Perform an ioscan on the replaced disk drive to ensure that it is accessible (claimed) and also as a 
double check that it is a proper replacement and the device files are present. Refer to the above 
note. For example: 

# ioscan -fnC disk 

Step 2. Mirror the root disk: 

a . Create the new physical volume using the pucreate command. For example: 

#pvcreate -B / dev / rdsk / cXtXdX 

b. Extend the volume group to include the new physical volume using the ugextend command. For 
example: 

#v gextend / dev/vgOO / dev / d s k / c Xt XdX 

c. Run the mkboot command to make the device bootable. For example: 

~\ 
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HP-UX HotPiug Disk Drive 

#mkboot /dev/rdsk/cXtXdX 

d. Use the mkboot command again to add the HP-UX auto-file-string. For example: 

#mkboot -a "hpux" /dev/rdsk/cXtXdX 

e. Run lvlnboot. For example: 

#lvlnboot -R 

f. lvextend a mirrar into the replaced disk drive. This may take severa! minutes beca use this 
function copies all the data from the original copy ofthe data to the mirrored extents. The 
logical volume(s) are still accessible for users' applications during operation ofthis command. 

#lvextend -m 1 <LV name> /dev/dsk/cXtXdX 

For example: 

#lvextend -m 1 /dev/vg00/lvol4/dev/dsk/cXtXdX 

#lvextend -m 1 /dev/vg00/lvol5/dev/dsk/cXtXdX 

Repeat this procedure for each logical volume to be mirrored 

Step 3. Verify that the mirror is bootable and AUTO file is correct. 

#lifls -1 /dev/rdsk/cXtXdX 

#lifcp /dev/rdsk/cXtXdX:AUTO -

Step 4. Verify that the mirroring is set up properly. 

#vgdisplay -v /dev/vgOO 

#lvdisplay /dev/vg00/lol1 - lvol8 

#lvlnboot -v /dev/vgOO 

Both disks should list as "Boot Disk" and both should appear in the lvollists. 

At this point, the system is fully functional. 

HP-UX HotPlug Procedure for Unattached Physical Volumes 

Follow these steps to replace a HotPlug disk drive for unattached physical volumes. 

NOTE HP often uses different manufacturers for disks having the same product number. The HotPlug 
manual procedure will not update the disk drivers internai information to that ofthe replaced 
disk drive. 

Step 1. Perform an ioscan on the replaced disk drive to ensure that it is accessible (claimed) to verify that it 
is a proper replacement and the device files are present. Refer to the above note. For example: 

# ioscan -fnC disk 

Step 2. Restare the LVM configuration/headers onto the replaced disk drive from your backup ofthe LVM 
configuration: 

#vgcfgrestore -n <volume group name> /dev/rdsk/cXtXdX 
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k Drive Replacement 

-n /dev/vgOO /dev/rdsk/c2t4d0 

Step 3. Attach the new disk drive to the active volume group with the ugchange command. 

# vgchange -A y <volume group name> 

For example: 

# vgchange -A y /dev/vgOO 

Step 4. Run the mkboot command to make the device bootable. For example: 

#mkboot /dev/rdsk/cXtXdX 

Step 5. Use the mkboot command again to add the HP-UX auto-file string. For example: 

#mkboot -a "hpux" /dev/rdsk/cXtXdX 

Step 6. Run lulnboot: 

#lvlnboot -R 

Step 7. Resynchronize the mirrors ofthe replaced disk drive. This may take severa! minutes since it has to 
copy ali the data from the original copy ofthe data to the mirrored extents. The logical volume(s) 
are still accessible for users' applications during operation ofthis command. 

#vgsync <VG name> 

For example: 

#vgsync /dev/vgOO 

Th~· system is now functional. 
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110 Card Cage Remova! 
The I/0 Card Cage is located at the rear left side ofthe rp24xx server. To remove the I/0 Card Cage, follow the 
steps listed below: 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
removal or replacement of a component. 

Step 1. On the rear bulkhead, remove cables attached to I/0 card slots 2 through 4, located inside the card 
cage. Remove the cable attached to I/0 card slot 1, located outside the card cage. 

Step 2. Within the chassis, remove the I/0 card from slot 1 on the right side ofthe I/0 Card Cage, attached 
to the I/0 Backplane as follows: Ifthe card in slot 1 is a Secure Web Console card, unplug the 5V 
power connector from the receptacle on the card. 

a . Remove the screw that attaches the I/0 card to the rear bulkhead. 

NOTE A short-shaft or right-angle Phillips-head screwdriver must be used to remove 
the screw due to the short distance between the screw head and the right side of 
the chassis. 

b. Pull the I/0 Card out ofits slot on the I/0 Backplane and place it on a clean anti-static surface. 

Step 3. Loosen the two captive Phillips-head screws located at the front ofthe Card Cage. 

Step 4. Grasp the flat lever handle on the right side ofthe Card Cage and pull it up and forward to release 
the I/0 Backplane from the System Board. 

Step 5. Grasp the I/0 Card Cage, tilt the front up, and pull it up and out ofthe chassis. 

CAUTION Do not scrape the I/0 Backplane against the CPU heat sink when you lift the card cage out of 
the chassis. 

The following photograph shows an empty I/0 Card Cage. 

The following graphic shows an I/0 Card Cage. 
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No. Title 

1 I/0 Card Cage 

2 I/0 Card #1 slot tab 

3 I/0 Card #1 (short card only) 

4 Top front captive screws ) 
5 Flat lever handle 

6 I/0 Cards #2 through 4 slot tabs 

7 I/0 Cards #2 through 4 (long or short cards) 

8 I/0 Backplane retainer screw 

9 110 Backplane 
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110 Card Cage Replacement 
The 1/0 Card Cage is located at the rear left side ofthe rp24xx server. To replace the 1/0 Card Cage, follow the 
steps listed below: 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
rem oval or replacement of a component. 

Step I. Grasp the 1/0 Card Cage, tilt the front up, and slide it down and into the chassis. 

CAUTION To prevent damage to the 1/0 Backplane when removing or replacing the card cage, 
do not scrape it against the CPU heat sink as you move the card cage into or out of 
the chassis. 

Step 2. Grasp the flat lever handle on the right side of the Card Cage and pull it up and out of the way. 
Align the 1/0 Backplane card connector with the System Board receiver and push in firmly to seat 
it. Push the flat lever handle down flush with the top ofthe Card Cage. 

Step 3. Secure the two captive Phillips-head screws located at the front of the Card C age. 

Step 4. Replace the 1/0 card attached to the right side ofthe 1/0 Card Cage (slot 1) on the 1/0 Backplane as 
follows: 

a . Seat the 1/0 Card into its slot on the 1/0 Backplane. 

b. Replace the screw that attaches the 1/0 card to the rear bulkhead. 

NOTE A short-shaft or right-angle Phillips-head screwdriver must be used to replace 
the screw due to the short distance between the screw head and the right side of 
the chassis. 

c. Ifthe card in slot 1 is a Secure Web Console card, plug the 5V power connector into the 
receptacle on the Guardian Service Protector card. 

The following photograph shows an empty 1/0 Card Cage. 

The following graphic shows the components of an 110 Card Cage. 
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No. Title 

1 I/0 Card Cage 

2 I/0 Card #1 slot tab 

3 I/0 Card #1 (short card only) ) 

4 Top front captive screws 

5 Flat lever ,handle 

6 I/0 Cards #2 through 4 slot tabs 

7 I/0 Cards #2 through 4 (long or short cards) 

8 I/0 Backplane retainer screw 

9 I/0 Backplane 

Chapter 



PCI 1/0 Card Removal 
PCI slots 2, 3, and 4 are located in the I/0 Card C age, which must be taken out of the chassis prior to 
removing these cards. PCI slot 1 supports a short PCI I/0 card attached to the I/0 Backplane and is located 
outside ofthe card cage If a Secure Web Console card was ordered as part ofthe system, it may be located in 
this slot and must be removed before taking the I/0 Card Cage out ofthe chassis. 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
remova! or replacement of a component. Always use an antistatic wrist strap and mat when 
working on the server. 

Remove PCI I/0 cards as follows: 

• To remove PCI I/0 card 1: 

a. Remove the screw that fastens the connector to the inside bulkhead. 

b. Pull the I/0 card out ofits slot on the outside I/0 Backplane. 

NOTE Ifyou are removing the Secure Web Console card in the slot 1 position, ensure that the 5v 
power plug is removed from the power outlet (located on the Guardian Service Processar 
(GSP), front right side). 

• To remove PCI I/0 cards 2, 3, and 4: 

a. Take the I/0 card cage out of the server. 

b. Grasp the edge of the I/0 card and pull it out of its slot in the card cage. 

The following graphic shows an exploded view ofthe I/0 card cage with I/0 cards. 
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No. Title 

1 I/0 Card Cage 

2 I/0 Card #1 slot tab 

3 I/0 Card #1 (short card only) 

4 Top front captive screws 

5 Flat lever handle 

6 I/0 Cards #2 through 4 slot tabs 

7 I/0 Cards #2 through 4 (long or short cards) 

8 I/0 Backplane retainer screw 

9 I/0 Backplane 
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PCI 1/0 Card Replacement 

PCI slots 2, 3, and 4 are located in the I/0 Card C age, which must be taken out of the chassis prior to 
replacing these cards. PCI slot 1 supports a short PCI I/0 card attached to the I/0 Backplane and is located 
outside of the card cage. If a Secure Web Console card was ordered as part of the system, it may be located in 
this slot and must be replaced after reinstalling the I/0 Card Cage in the chassis. 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
rem oval or replacement of a component. Always use both an ESD antistatic wrist strap and 
and ESD mat when working on the server. 

To replace PCI I/0 cards, proceed as follows: 

• To replace PCI I/0 cards 2, 3, and 4: 

NOTE Ifa PCI card is installed in slot #1 (outside ofthe I/0 card cage), it must be removed before 
the card cage can be removed from the server. 

a. Take the I/0 card cage out of the server. 

b. Orient the replacement I/0 card in its guide slot and push it into the card cage until the card 
connector seats in the I/0 Backplane. 

c. Replace the screw that fastens the I/0 connector to the bulkhead. 

• . To replace PCI I/0 card 1: 

a. Push the I/0 card into its slot until the card connector seats in the outside I/0 Backplane. 

b. Replace the screw that fastens the connector to the inside bulkhead. 

NOTE Ifyou are replacing the Secure Web Console card, ensure that the 5v power plug is seated into 
power outlet (located on the Guardian Service Processar, front right side) after the card is 
installed. 

( The following graphic shows an exploded view of the I/0 card cage with I/0 cards. 
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No. Name No. Name 

1 I/0 Card Cage 6 I/0 Card anchor screws 

2 Outside I/0 Card anchor screw 7 I/0 Cards #2 through #4 

3 Short I/0 Card #1 (may be Secure Web Console) 8 I/0 Backplane anchor screw 

4 I/0 Card Cage anchor quarter-turn fasteners 9 I/0 Backplane 

5 I/0 Backplane disconnect lever 
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PCI Backplane Remova! 

The PCI backplane is located on the back ofthe I/0 Card cage. I/0 slot 1 is located on the outside ofthe PCI 
I/0 card cage and slots 2, 3, and 4 are attached to the PCI backplane inside the I/0 card cage. 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
rem oval or replacement of a component. 

To remove the PCI backplane from the server, perform the following steps: 

Step 1. Remove the I/0 cables from the back of the server. 

Step 2. Remove the I/0 card from slot 1. 

Step 3. Remove the I/0 card cage from the server. 

CAUTION Do not scrape the I/0 Backplane against the CPU heat sink when removing or 
replacing the card cage. Failure to heed this precaution could cause serious damage 
to the backplane and require replacement. 

Step 4. Remove ali PCI cards. 

NOTE Note the order ofPCI card installation prior to remova!. Cards must be re-installed 
in the same slots, or I/0 reconfiguration may be required. 

Step 5. Lay the I/0 card cage, open side down, on a clean, dry surface. The PCI backplane is facing up. 

Step 6. Remove the T-10 retainer screw from the PCI backplane. 

Step 7. Slide the PCI backplane to one side, so that the retainer posts will clear the keyhole slots. 

Step 8. Grasp the PCI backplane by the edges and carefully remove it from the card cage. 

The following photograph shows the PCI Backplane. 
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PCI Backplane Replacement 

The PCI backplane is located on the back ofthe I/0 Card cage. I/0 slot 1 is located on the outside ofthe PCI 
I/0 card cage and slots 2, 3, and 4 are attached to the PCI backplane inside the I/0 card cage. 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
rem oval or replacement of a component. 

To replace the PCI backplane, perform the following steps: 

Step 1. Lay the I/0 card cage, open side down, on a clean, dry surface. When installed, the PCI backplane 
will be facing up. 

Step 2. Grasp the PCI backplane by the edges and carefully set it on the card cage retainer posts. 

Step 3. Slide the PCI backplane to one side so that the retainer posts lock into the keyhole slots. 

Step 4. Replace the T-10 retainer screw that secures the PCI backplane to the card cage. 

Step 5. Replace ali PCI cards. 

NOTE PCI Cards must be re-installed in the same slots from which removed, or I/0 
reconfiguration may be required. 

Step 6. Replace the I/0 card cage into the server. 

CAUTION Do not scrape the I/0 Backplane against the CPU heat sink when removing or 
replacing the card cage. Failure to heed this precaution may cause serious damage to 
the backplane. 

Step 7. Replace the I/0 card in slot 1. 

Step 8. Attach the I/0 cables to the back of the server. 

The following graphic shows the PCI Backplane. 
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DC-DC Converter Remova! 

DC-DC Converter boards and slave boards are required to power each CPU. 

NOTE 

CPUMHz Mas ter Slave 

440 1 1 

550* 1 2 

* When available 

Each CPU requires a DC-DC Converter and slave(s) to operate. When upgrades are performed 
on the CPU, change the accompanying DC-DC Converter and slave(s) also. When retuming 
replaced CPUs, retum the accompanying DC-DC Converter and slave(s) also. 

The converter boards stand on edge in slots and are located immediately behind the Power Supply on the left 
and right sides ofthe System Board, next to the CPU assemblies. 

CAUTION DC-DC converter boards are not "hot-swap" or "hot-plug" units. Shut the server down and 
unplug the electrical connection prior to removing or replacing DC-DC converter boards. 

To remove a DC-DC Converter board and its slave(s) from the server, perform the following steps: 
' 
Step 1. Gently pull the left and right levers away from each side ofthe board approximately 0.635 em (114 

in.). 

CAUTION DO NOT press hard on the leftfright levers or they will break. The levers do not 
extract the board from its socket. They provide vertical stability, only. 

Step 2. Grasp the board by the left and right edges. 

Step 3. With a gentle rocking motion, pull the board up and out ofits slot. 

Step 4. Place the board on a clean, static-free surface. 

CAUTION There is little working room between the DC-DC converter boards and slave(s) and CPU-1. If 
necessary, use a flat-blade screw driver to reach and release the levers prior to removing these 
boards. 

The following graphic shows the location ofthe DC-DC converter boards and slaves. 
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DC-DC Converter Removal 
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DC-DC Converter Replacement 

DC-DC Converter Replacement 

DC-DC Converter boards and one or two slave boards (depending on the CPU speed) are required to power 
each CPU. 

NOTE 

CPUMHz Mas ter Slave 

440 1 1 

550* 1 2 

* When available 

Each CPU requires a DC-DC Converter and slave(s) to operate. When CPUs are upgraded or 
replaced, ensure that the accompanying DC-DC Converter and slave(s) are changed. When 
returning replaced CPUs to Hewlett-Packard, ensure that the accompanying DC-DC Converter 
and slave(s) are returned also. 

The converter boards stand on edge in slots and are located immediately behind the Power Supply on the left 
and right sides ofthe System Board, in front ofthe CPU assemblies. 

CAUTION DC-DC converter boards are not "hot-swap" or "hot-plug'' units. Shut the server down and 
unplug the electrical connection prior to removing or replacing DC-DC converter boards. 

T~ replace a DC-DC Converter board and its slave(s) from the server, perform the following steps: 

Step 1. Grasp the board by the left and right edges. 

Step 2. Align the board connector with the slot. The slot and board are keyed so that the board will only fit 
one way. Place your thumbs on the top edge ofthe board, near the left and right sides, and push the 
board straight down into its slot until either an audible "click" is heard, or the levers close and seat 
in to the slots in the si de edges of the board 

CAUTION DO NOT press hard on the leftlright levers or they will break. Levers provide vertical stability, 
only. 

The following graphic shows a DC-DC converter board and slave(s). 
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DC·DC Converter Re 

DC-DC Converter Replacement 

DC-DC Converter boards and one or two slave boards (depending on the CPU speed) are required to power 
each CPU. 

NOTE 

CPUMHz Mas ter Slave 

440 1 1 

550* 1 2 

* When available 

Each CPU requires a DC-DC Converter and slave(s) to operate. When CPUs are upgraded or 
replaced, ensure that the accompanying DC-DC Converter and slave(s) are changed. When 
returning replaced CPUs to Hewlett-Packard, ensure that the accompanying DC-DC Converter 
and slave(s) are returned also. 

The converter boards stand on edge in slots and are located immediately behind the Power Supply on the left 
and right sides of the System Board, in front of the CPU assemblies. 

CAUTION DC-DC converter boards are not "hot-swap" or "hot-plug'' units. Shut the server down and 
unplug the electrical connection prior to removing or replacing DC-DC converter boards. 

To replace a DC-DC Converter board and its slave(s) from the server, perform the following steps: 

Step 1. Grasp the board by the left and right edges. 

Step 2. Align the board connector with the slot. The slot and board are keyed so that the board will only fit 
one way. Place your thumbs on the top edge ofthe board, near the left and right sides, and push the 
board straight down into its slot until either an audible "click" is heard, or the levers close and seat 
in to the slots in the side edges of the board 

CAUTION DO NOT press hard on the left/right levers or they will break. Levers provide vertical stability, 
only. 

The following graphic shows a DC-DC converter board and slave(s). 
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Memory DIMM Removal 

Memory DIMMs reside in eight sockets (two sets offour sockets each) located on the right side ofthe System 
Board. They are normally loaded in DIMM pairs of equal size. 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
removal or replacement of a component. 

To remove a memory DIMM, perform the following steps: 

Step 1. Press down on the extractor levers on each end of the selected memory DIMM to unseat the DIMM 
from its socket. 

Step 2. When the DIMM is unseated, pull it up and out o f the System Board. 

The following picture shows a memory DIMM located on the right side (from the server front) ofthe server 
system board. 

The next graphic is a drawing of a generic memory DIMM, followed by drawings that show DIMM 
removal/replacement. 
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Memory DIMM Replacement 

Memory DIMMs reside in sockets located on the right si de (from the front) of the System Board. 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
rem oval or replacement of a component. 

To replace a memory DIMM, perform the following steps: 

CAUTION Be careful to insert the DIMM into the socket evenly. Do not rock the DIMM when seating it. 

Step 1. Match the guide slots on the bottom ofthe DIMM with the guides on the socket and seat the 
memory DIMM into the socket. Insert the DIMM connectors in to the guides until the card snaps 
firmly in place. It may be necessary to apply downward force using the palm of your hand on the 
DIMM. Ensure that one side the DIMM is not higher than the other. 

Step 2. Use the BCH command in me to verify that the system recognizes the memory that you have just 
replaced. 

The following picture shows the memory DIMMs located on the right side (from the server front) ofthe server 
system board. 

The following graphic is a drawing of a generic memory DIMM, followed by drawings that show DIMM 
removaVreplacement. 
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Guardian Service Processar ( 

Guardian Service Processor (GSP) Remova! 

The GSP card resides on the System Board at the rear left center, under the short PCI I/0 card (slot 1), which 
must be removed for access. 

Before removing the GSP from the server, perform the following steps: 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
removal or replacement of a component. 

To remove the GSP from the server, perform the following steps: 

Step 1. Loosen the four mounting screws that hold the GSP card in place. 

Step 2. Grasp the card by the left and right edges, rock it gently to free it from its socket on the System 
Board, and lift it out ofthe server. 

The following picture shows the a GSP installed in a server. 

The following graphic shows the location of a GSP in the server. 
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Guardian Service 

Guardian Service Processor Replacement 

The GSP card resides on the System Board at the rear left center, under the short PCI I/0 card (slot 1), which 
must be removed for access. 

To replace the GSP, perform the following steps: 

Step 1. Grasp the card by the left and right edges and press it gently into its socket on the System Board. 

Step 2. Insert and tighten the four mounting screws that hold the GSP card in place. 

The following picture shows a GSP installed in a server. 

The following graphic shows the location of a GSP in the server. 

-~ ....... ~---

Chapter 

r 



-----·-- -
RQS n° 03/2005 - CN 
CPMI - CORREIOS 

- - .,.., 1"'-11 
_Eis N° ~ Q • 

Doc. ___ _ 



0 
!.- \ 

.,,:. 

ulmu701 

0 
111'1007 

DDDDD 0DDDD 
~ODDDDDDDO~r 

DDDDD 0DDDD 
~ODDDDDDD-Q? 

t 
DDDD0DDD 

DDDDDD 

) 

Chapter 



CISCO SYSTEMS - ® 
.............................................................................. ~~·&Mf1friiii 

c 

CiscoWorks Campus Manager 

Campus Manager is a key component in 

the CiscoWorks family of management 

solutions designed to make Cisco networks 

the most manageable and available in the 

industry. Today's networks are criticai 

business assets, and require sophisticated 

tools for administering. monitoring and 

configuring Layer 2 services. Designed for 

enterprise network operations staff, 

Campus Manager provides powerful 

tools with built-in network intelligence 

to reduce the complexity and automate 

manual tasks associated with maintaining 

complex physical and Iogical network 

infrastructures. 

Campus Manager Overview 

Campus networks are at the heart of 

business and mission-critical systems. The 

requirement to understand, monitor, and 

react to changing networking conditions 

drives the need for sophisticated, yet 

easy-to-use management tools. Campus 

Manager is part of the LAN Management 

Solution, part of the broad range of 

CiscoWorks network management 

solutions. 

New in Version 3.3: 

In addition to the rich set o f management 

features already included, the new version 

of Campus Manager has been enhanced to 

provide even greater manageability for 

Cisco networks. New benefits include: 

• Improved application performance 

• Doubled capacity for tracking end users 

Key Campus Manager features include: 

• Intelligent discovery and display of 

Layer 2 networks on browser-accessible 

topology maps, independent of VTP 

server 

• Configuration of virtual LAN (VLAN)/ 

LAN Emulation (LANE) and 

asynchronous transfer mode (ATM) 

services and assignment of switch ports 

to those services 

• Link and device status display based 

upon Simple Network Management 

Protocol (SNMP) polling 

• ldentification of Layer 2 configuration 

discrepancies 

• Diagnostic tools for connectivity related 

problems between end stations, and 

Layer 2 and Layer 3 devices 

• Automatic location and correlation of 

information on users by media access 

contrai (MA C), IP address, NT or 

NetWare Directory Services (NOS) 

Iogin or UNIX host name, with their 

physical connections to the switched 

network 

• Visibility and Iaunch point of Cisco 

CaiiManager from topology services as 

well as tracking of phone handset to IP. 

Mac address, and switch port 

• Layer 2 and Layer 3 path trace between 

source and destination handsets 

• Export o f topology maps to Visio 

• Java plugins to improve graphical user 

interface (GUI) performance 
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---~, -nbility to form Custam Groups in Topology View based on criteria like SysLocation, SysName and IP address/ ... 
Subnet mask. 

• Secure communication between the client browser and Campus applications using Secure Socket Layer (SSL) 

protocol. 

Campus Manager enables administrators to more easily change, monitor, and contrai network relationships, making 

them more effective in delivering business-critical and advanced networking services to their users and customers. 

Campus Manager is a suite o f applications launched from a common "management desktop" used by ali Web-based 

CiscoWorks applications. Campus Manager contains three applications that can be launched from the client's 

browser: 

• Topology Services-This is the principal interface to a variety o f large scale topology maps, tabular summaries, 

reports, and configuration services of the Layer 2 network. A directory-like tree interface lists physical Layer 2 

and logical, Virtual Trunking Protocol (VTP), and ATM domain views along with table summaries of the devices 

and interface associated with these views. This tree structure acts as the launching point for topology maps, 

discrepancy reporting functions, and configuration services. The integrated VLAN and LANE configuration 

capabilities, ATM soft permanent virtual circuit (PVC) configuration and diagnostic tools, along with physical 

and logical configuration discrepancy checking reports and highlighting tools are found within the Topology 

Services menus. It also supports discovery and display of Cisco Customer Response Applications, and reports on 

services of these devices. 

Ability to form custam groups based on dynamic and static rules for the group membership. System defined 

groups and user defined grouping can be created by network administrators and users respectively and allows 

grouping by developing rules based on criteria such as IP address, subnets, SysLocation, SysName, SysContact, 

lmage Version and hostname. A rules editor allows for creating, editing Topology groups and defines rules for 

membership. 

Figure 1 

Topology Services Tabular View 
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Figure 2 

VTP Domain Topology Map 

Figure 3 

Forming Topology Groups 
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Figure 4 

Topology Group in Topology Maps 
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• User Tracking-Designed to assist in locating end-station connections at the access switch, this application is a 

useful tool in troubleshooting or connectivity analysis. Through automated acquisition, a table of end-user 

stations and Layer 2 connection information is constructed. This table can be sorted and queried allowing 

administrators to easily find users. Users can be identified by name, IP handset, MAC and IP address, as well as 

the switch port and switch that they are connected, along with VLAN and VTP assignment o f the port. Predefined 

reports, such as duplicate MAC per switch port, or duplicate IP addresses, enable managers to Iocate mobile users 

or violations in port policies. 

Figure 5 

User Tracking 
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Figure 6 

Subnet based acquisition 
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• Path Analysis-An application for switched network management, this is an extremely powerful tool for 

connectivity troubleshooting. Path Analysis utilizes User Tracking, topology services, and real-time spanning tree 

information to determine Layer 2 and Layer 3 connectivity between two end-points, or IP Handsets, in the 

network. The resulting trace is presented in graphical topology views that illustrate the Layer 2 and Layer 3 

devices, path direction and link types, and in tabular formats that provide specific interface, IP address, VLAN, 

and link type information. 

Figure 7 

Path Analysis 
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Campus Manager provides an easy and graphical means for creating, modifying, or deleting VLANs, LANE 

elements, or assigning switch ports to VLANs. As VLANs are created or modified, port and user changes are instantly 

updated and transmitted to the switches, eliminating the need to update and configure each participating switch 

individually. As VLANs are selected, the table view shows the participating ports, port status, and switch information 

and the topology map can be launched to graphically highlight participating devices and links o f the VLAN 

connections. Additional map tools allow managers to show spanning-tree states, VTP trunks, switch port links, and 

existing LANE service elements. 

Figure 8 

VLAN Port Assignment 

Campus Manager 3.3 is a must for switched network management, and is an integral piece of the LAN Management 

Solution, by providing a broad, comprehensive set o f tools for managing and administering the entire LAN 

environment. 

Campus Manager 3.3 Features 

Campus Manager provides a variety of functions within Topology Services, User Tracking, Path Analysis and VLAN/ 

LANE port assignment that network managers can use to better understand, monitor, configure, diagnose, and be 

proactive to network infrastructure changes. 

Topology Services 

Topology Services provides access to a wide variety o f physical and logical topology maps, summary lists of devices, 

ports, and their network relationships. Topology Services also acts as the launching point for topology-related 

configuration and diagnostic tools. 
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In Campus Manager 3.3, network topology maps can be displayed in a variety of ways from both a flat Layer 2 to 

abstracted views that better represent and scale to large campus networks. These abstractions are categorized into 

three different groups: managed domains, network views and topology groups. Managed domains are topological 

views o f logical groups of devices organized around ATM switch fabrics and VTP domains. Network views are 

physical displays of the network and are organized to provide full and abstracted views, such as LAN edge views, 

Layer 2 views, unconnected device views, and VTP views. Topology Groups are custom views that are a subset of 

the entire network based on the group rule defined while creating the view. They are can be two types of 

groups-system defined groups that are custom views created by admin user and user defined views which are created 

by CiscoWorks users. Membership to these groups are made via roles that can be evaluated either automatically or 

upon user request and these groups help in generating custom views that are a subset of the Layer 2 views. 

Key features in the Campus Manager topology services include: 

• Autodiscovery and display of Cisco switches, routers, and probes using the Cisco Discovery Pro toco! (CDP) and 

SNMP 

• Display of physical and Iogical Layer 2 connections within the discovered LAN environment 

• Highlighting tools to identify specific classes of devices or links such as switches, route switch modules (RSMs), 

Fast Ethernet, EtherChannel®, ATM links, Cisco Customer Response Applications, and other relevant Cisco 

device elements 

• Expanded scalability to support more than 2000 Cisco devices 

• Display of multilayer switches and components (switching entities and route-processing entities) with the ability 

to highlight logical relationships between devices, such as flow masks and shortcuts 

• Device status indicators on the topology maps based on CDP, ILMI, ELMI, and SNMP availability 

• Automated discrepancy reporting during discovery highlights connection problems, link mismatches, and logical 

misconfigurations 

• Graphical interface for creating VLAN and LANE services for Ethernet, Token Ring, and transparent VLANs 

• Graphical interface for Iocating-through search parameters-and assigning switch ports individually or in bulk 

toa VLAN 

• ATM soft PVC configuration and diagnostics 

Figure 9 

Topology Views and Tools 
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VLAN/LANE Configuration and Port Assignment 

Campus Manager provides an easy and graphical means for creating, modifying, or deleting VLANs, LANE 

elements, or assigning switch ports to VLANs. As VLANs are created or modified, port and user changes are instantly 

updated and transmitted to the switches, eliminating the need to update and configure each participating switch 

lndividually. As VLANs are selected, the table view shows the participating ports, port status, and switch information 

and the topology map can be Iaunched to graphically highlight participating devices and links o f the VLAN 

connections. Additional map tools allow managers to show spanning-tree states, VTP trunks, switch port links, and 

existing LANE service elements. 

VLAN management services provide: 

• Tabular summary views of VLANs shows participating ports, devices, links, and port status information 

• Graphlcal setup of VLANs (including transparent VLANs) and VLAN membership to simplify administration 

• Integratlon of LANE configuration services in VLAN configuration tools for more efficient operational and 

englneerlng practices 

• A separate interface for administrators to quickly search, using a varlety of criteria, and assign selected switch 

ports, lndividually or in bulk, to VLANs 

• Logical display o f VLAN configurations makes it easy to visualize switch connections 

• Automated discrepancy reports highlight connection problems and link mismatches 

• Automated VLAN membership registration reduces administration and configuration requirements 

ATM Management 

Campus Manager offers a graphical tool for managing complex ATM networks, simplifying configuration and 

performance monitorlng. ATM networks are displayed on the topology map and the logical VLAN and ATM domain 

views provi de graphical representations o f ATM switches and LANE elements. "Drlll down" capability allows access 

to configuration and performance monitorlng tools. ATM management functions include: 

• Autodiscovery of ATM switches, including switched virtual circuit (SVC) and PVC connections 

• Connectivity checking of SVC and PVC connections 

• End-to-end virtual circuit path tracing and analysis, which assists in connectivity diagnostics 

• LANE troubleshooting and performance analysis 

• Quality of service (QoS) templates for simplifying the configuration o f typical traffic such as video or 

constant-bit-rate (CBR) 

• Simple configuration of soft PVCs 

• ATM remote monitorlng (RMON) data collection and analysis 

User Tracking 

User Tracking automatically locates servers and end-user workstations, and Cisco voice over IP (VoiP) telephone 

handsets and their connections to Layer 2 Cisco switches. Durlng this discovery process it also tabulates specific 

connection information about that end station, including: 

• VLAN name, type, and VTP domain 

• Switch port number, name, and state 
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• MAC and IP address of the end station and its subnet 

• Tabular and sortable listing of ali switch port attached end-user workstations, servers and IP handsets 

• Last-seen time stamp reflecting Iast acquisition in which the end station was detected 

• User login name passed automatically from the Windows NT Primary Domain Controller or Novell Directory 

Structure, or from the UNIX host 

Campus Manager simplifies the dynamic nature of many business environments by providing a large number of 

sortable parameters that can be used to locate end-user stations. User Tracking discovers end stations connected to 

switch ports automatically and provides a means to identify end users, their assigned VLANs, and host station 

connections. User Tracking also supports voice/data convergence with interfaces to Cisco CallManager for 

correlating the lP and MAC addresses of discovered VolP handsets with their assigned phone number and users. 

User Tracking provides the following features : 

• Enhanced scalability to support 60,000 end stations 

• Predefined reports that identify duplicate MAC and IP addresses, ports with multiple MAC addresses and 

duplicate sysnames. 

• lP and MAC addresses of discovered VoiP handsets with their assigned phone number and users 

• Tabular and sortable listing of ali switch port-attached end-user workstations and IP handsets 

• Customized tables for user-defined, detailed reporting 

• GUI for user tracking information table configuration to support dynamidmobile users 

• Scheduling managers for automating address change updates 

• Easy-to-use search utility box locating users by MAC addresses, IP addresses, DNS host names, switch port 

labels, and optional voice handsets 

• Provides ability to schedule User Tracking. Also exports User Tracking reports. 

• Ability to define acquisition based on a subnet range 

Figure 10 

Scheduled export of User Tracking Reports 

·r- .... ·-·- -
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Path Analysis 

Path Analysls is a powerful diagnostic tool for determining the Layer 2 and Layer 3 path between two selected 

endpoints using Campus Manager-discovered end-station data, VLANILANE configuration information, real-time 

Layer 3 path trace information, and spanning-tree calculations. Displays of path information are available in both 

topological map and tabular displays. Key Path Analysis features include: 

• View the Layer 2 and Layer 3 path information in a map format with traces showing end stations, Layer 2 and 

3 devices, route directions, and cut-through paths 

• View speclfic details of the Layer 2 and Layer 3 path, including IP addresses and interfaces traveled, VLAN and 

VTP domain names, and port speeds and duplex settings 

• Perform traces immediately or schedule them 

• Perform traces using IP address, DNS name, or by telephone number for voice calls as start/stop points 

• Provide Layer 2 and Layer 3 trace information between Cisco voice elements using interfaces to call detail records 

for specific voice calls 

• Provides ability to schedule path traces. Also exports path traces data. 

Built on the CiscoWorks Management Server 

The CiscoWorks management server provides common resources, such as Web services, discovery, shared 

databases and database services, and the management desktop. Cisco Management Connection, a service on the 

CiscoWorks2000 server, delivers a set of tools for integrating applications into the management desktop using 

Intemet-based standards and technologies. These tools allow users to link Web-based management applications to 

the CiscoWorks family of products and application developers to easily link Web-based applications through a 

certified registration mechanism. Cisco Management Connection has been used by Cisco and more than 30 network 

management vendors, including Hewlett-Packard, Computer Associates, Sun Microsystems, and Tivoli Systems to 

create certified Cisco Management Connections for their applications. This rapid adoption has created an 

environment in which users can easily build management intranets that link together their favorite Web-based 

management applications. 

Specifications 

Server, Client, and Web Browser System Requirements 

The server, client and web browser system requirements can be found in the Product Overview documents for the 

Routed WAN and LAN Management solutions and on Cisco's main on-line documentation si te, under each 

CiscoWorks solution. Please refer to these and other Product Installation documentation for more detailed 

information on setting up and configuring these solutions. 

Supported Cisco Devices 

Most Cisco routers, Catalyst® and LightStream switches, as well as Cisco AVVID devices. Contact your Cisco 

representative for a complete list. 

Cisco Systems. Inc. 
'contents are Copyright CJ 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Supported Cisco lOS Versions Availability 

• Cisco lOS® version 1.0.3 and above Campus Manager 3.3 is an integ 
• Catalyst Supervisor code 2.1 and above 

information on Campus Manager, see: 

http://cisco.com/warp/publidcdpd/wr2kl 
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Notice 

© Hewlett-Packard Company, 2000. Ali right.s 
reserved. 

Hewlett-Packard Company makes no warranty of 
any kind with regard to this docwnent, including, but 
not Iimited to, the implied warranties of merchant­
ability and fitness for a particular purpose. Hewlett­
Packard shall not be liable for errors contained 
herein or for incidental or consequential damages in 
connection with the furnishing, perfonnance, or use 
o f this material. 

This document contains proprietary infonnation, 
which is protected by copyright. No part ofthis 
document may be photocopied, reproduced, or 
translated in to another language without the prior 
written consent o f Hewlett-Packard. The infonna­
tion contained in this document is subject to change 
without notice. 

Warranty 

If you have any questions about the warranty for 
this product, contact your dealer or local Hewlett­
Packard sales representative. 

Safety Notices 

~ 
I & Warning I 
Weight exceeds 50 lbs. (22.5 kg .) 

Do NOT lift unassisted. Use 
a lift device or two people. 

To protect against personal il\iury and product 
damage, do not attempt to lift the product without 
the assistance of another person o r lift device. 

2 

Operation 

Component.s bearing this symbol may 
be hot to touch. 

Component.s bearing this sy:mbol are 
fragile. Handle with care. 

Component.s bearing this symbol are 
susceptible to damage by static 
electricity. ESD precautions are 
required. 

The front doar should be closed and locked at ali 
times during the operation ofthis product except 
when replacing disks. 

This product is intended to be operated in a 
restricted access area. 

Service 
Maintenance o r repair of the backplane and 

mezzanine boards must be perfonned by authorized 
service-trained personnel. 

Format Conventions 

WARNING 

& 
I CAUTIONI 

Note 

this font 

this font 

Denotes 

A hazard that can cause 
personal injury 

A hazard that can cause hardware 
or software damage 

Significant concept.s or operating 
instructions 

Text to be typed verbatim: ali 
comrnands, path names, and me 
names. Also menu and button 
selections in GUI context.s 

Text displayed on the screen 
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8 Ust of Tables 

re Disk System 2100 is a first-generation l -EIA Unit disk system 
odating up to four disk modules. It is designed to provide 

e, gh performance rack-optimized online mass storage for entry-level 
itill.r>w-;·, >~~-s in three distinct markets: (I) HP servers/workstations, {2) open 

ODs, and {3) open systems IDACs (Internai Disk Array Controller) . 
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HP SureStore Disk 

Components of the Disk System 

Front Panel 

The disk modules can be accessed from the front of the disk system. It can accept 
up to 4 low pro file disk drives. If your storage system contains less than 4 disk 
modules, the remaining empty slots require filler panels. These filler panels (part 
number A6198-60001) ensure that the proper cooling is maintained within the 
storage system. 

FIGURE 1 Disk Module LEDs 

I IOJIIIII~·~ :JQIIIIIII€1!•~ :]QIIIIIII~~ tOIIIIIII~~ =U 
I I Dlsk Module I 

LEDs 

TABLE 1 Disk LED Activity Defiinitions 

LED Activity Indication 

Blinking Disk activity 

Ali on solid for Bus reset 
approximatelyl second 

Off Disk is idle or off 

System Power LED 

The System Power LED gives diagnostic information about the disk system 
operation. Refer to Table 2 on page 10 for more information. 

FIGURE 2 Disk System Power LED 

[jm11~:D =lOIIIIIII@D!•~ ~1111111~•~ =lOIIIIIII€1!•» =~I 
\ Disk System 

Power LED 
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10 HP SureStore Disk System 2100 

TABLE 2 D Activity Definitions 

Indication 

Malfunction - either a fan is not operating 
properly or internai voltage is too low. 

On solid Disk system is operating properly. 

Off Disk system is off. 
________________ _L __ _ 

Rear Panel 

FIGURE 3 Rear View of the Disk System 

oo ooo0~0ooooooooooooooooooooooo ! I ~
888°8°888 888888888888888888888881 1 REPl.AMn-4

700 1 I I J 
§§§§§§§ I §§§§§§§§§§§§§§§§§§§§~?~'""'"'"~c\=="~~~ 

AC SCSI Power LVD/SE (LVD/SE 
Power Address Button (SCSI SCSI) 

Connector Switch Port) Port 

FIGURE 4 Power Button 
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Power 
Button 

CI-··· ............... ... J -·················-·-
""""' 

With the power button in the "ON" position, power is supplied to the disk system. 
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SCSI ID Switch 

The SCSI ID switch sets the address for the disk drives. 

There are three possible settings for the SCSI address switch: A, B, and C. Each 
setting assigns a different set of addresses to the disk modules installed in the disk 
system. For SCSI address switch setting A, the addresses for the installed disk 
modules are (from left to right, looking at the disk system from the front) O, 2, 4, 
and 6. For SCSI address switch setting B, the addresses for the installed disk 
modules are 8, 10, 12, and 14. For SCSI address switch setting C, the addresses for 
the installed disk modules are 9, 11, 13, and 15. See Figure 5, below. 

SCSI address 7 is reserved for use by the host bus adapter. 

FIGURE 5 SCSI ID Switch Settings 

SCSI 
Address 
Switch Disk Module SCSI Addresses (Viewed from front of storage enclosure) 

''t [~I ==~~~!~=={~~~I =====1~ ~I I =1===; ~I) 
~------·--------

Note The disk system requires a terminator when it is installed at the 
end of the SCSI bus. 

Fls··· 
;-
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12 HP SureStore Disk System 2100 

Power Co 

AC 
Power 

Connector 

Electrical Requirements 

AC Site Requirements 

I 

TABLE 3 

Overcurrent protection devices are required for each cabinet where the disk system 
is installed. They must be positioned between the power source and the disk 
system. These protective devices must not trip when exposed to an inrush current 
of 30 amps lasting 5 ms. 

Note These protection devices must meet all applicable electrical safety 
requirements and be approved for the intended purpose. 

AC Power Requirements 

Electrical Element Requirements 

Voltage 100-240 VAC 

Frequency 50-60Hz 

Input current < 1 amp 

Maximum Surge Current 30 amps peak 

) 

) 
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Installing the Disk System 

Hardware Requirements 

The following hardware is included with the disk system: 

One power cord comes with each disk system. 

Your host computer must have one of the following: 

• An on board UltraSCSI port 

• An UltraSCSI host adapter board installed in the host system: 

- A5149A Single Port Ultra 2 SCSI Host Bus Adapter (HP Series 9000 only) 

- A5150A Dual Port Ultra 2 SCSI Host Bus Adapter (HP Series 9000 only) 

- D5025A Ultrawide Host Bus Adapter for HP Netserver 

- D5955A Netraid 3si Host Bus Adapter for HP Netservers 

- D9161A Netraid 4M/64 Host Bus Adapter for HP Netservers 

- D9351A Netraid 4M/128 Host Bus Adapter for HP Netservers 

- P3413A Single Port Ultra 3 SCSI Host Bus Adapter for HP Netservers 

The following accessories are available for your storage disk system: 

• A5149A Single Port Ultra 2 SCSI Host Bus Adapter 

• A5150A Dual Port Ultra 2 SCSI Host Bus Adapter 

• C2364A High Density 68-pin Terminator for LVD or Single-Ended 

For Ultra 3 SCSI performance, the host port or host adapter to which you connect 
your disk system must be Ultra 3 SCSI capable. lf you connect your disk system to a 
SCSI narrow or wide adapter, the device performs at lower speeds. Also, if you 
connect the disk system to an UltraSCSI capable host bus adapter using a non-Ultra 
3 SCSI cable, the data transfer rate will be lower. 

Preparing for Installation 

Before the disk system is ready for installation, its SCSI IDs must be set and the 
host system must be prepared to recognize the newly installed disk system. See 
your operating system administration manual for configuration procedures for the 
host bus adapter. 

Do é. 

13 
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14 HP SureStore Disk System 2100 

isk Modules 

dresses are not being used on the host system. 

Refer to your system administration manual for information on determining 
which SCSI addresses are available on the host system. 

2 Loca te the SCSI switch on the back o f the disk system. 

FIGURE 7 SCSI Switch Location 

TABLE 4 

C\::::=::~~~~:::::::0 

Disk Module SCSI Addresses (Viewed from front of storage enclosure) 

3 Set the SCSI IDs 

Verify that the SCSI IDs you have chosen are available. lfyou are daisy­
chaining these disk systems together, each one's SCSI ID switch must be set 
for a unique available set of SCSI IDs. 

SCSI Switch Setting Definitions 

SCSI Disk Slot 
Switch --- --

Setting 1 2 3 4 

A o 2 4 6 

B 8 10 12 14 

c 9 11 13 15 
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HP SureStore Disk Sy 

Keep in mind that the host bus adapter should have the highest SCSI address 
priority. See Table 5 below. 

TABLE 5 SCSI Address Priority 

SCSI 10 7 6 5 4 3 2 1 O 15 14 13 12 11 10 9 8 

Priority Highest Lowest 

Installing the Disk System 
See the installation instructions enclosed with your rackmount kit. 

Connect the SCSI Cables 

1 Make sure that the host system has been powered down. 

2 Connect one end of an ultra SCSI cable (get it from the shipping box) to the host 
system. To acheive Ultra 3 SCSI speeds, the host bus adapter, the SCSI cables, 
and the disks must be able to transmit data at UltraSCSI 3 speeds. For the SCSI 
port location on your host system, refer to your host system's documentation. 

You may connect non-Ultra 3 SCSI cables to the disk system, but the data 
transmission rates will be lower. 

3 Connect the other end of the SCSI cable to one of the L VD/SE ports on the rear 
of the disk system. 

FI GURE 8 SCSI Port Locations 

~p888888 (fTTl) 8888888888888888888888~ ~ AE•L AM,...,, 

'jj i!!!!"LI:';'2t§!!!l!i !!!!!!!!!i!!!i!il S' ~ "'"""'!"'""'" 
LVD/SE 
(SCSI 
Port) 

LVD/SE 
(SCSI 
Port) 
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4 is at the beginning or end of the SCSI bus. 

number 
Power Cable" (see F 

- If the disk system is at the beginning or middle of the SCSI bus (you are going 
to daisy-chain another device off this one) . consider the following: 

No more than 3 of these disk systems can be daisy-chained together. 

Ensure that the SCSI IDs assigned for the disk drives in the second disk 
system or other peripheral are not already assigned to another device on the 
SCSI bus. Refer to "Setting the SCSI IDs for the Disk Drives" (see Figure 7 
on page 14 for the SCSI IDs assigned for each SCSI switch setting). 

If you connected the SCSI cable to the on-board UltraSCSI port on the host 
system, verify that the SCSI IDs assigned to the disk drives in the second 
disk system or additional peripherals are not already assigned to any other 
peripherals installed in the host system. 

The overall SCSI bus length cannot exceed 12 meters. The SCSI bus length 
for the disk system internai cables is 1.1 meters. If another type of 
peripheral is being connected on this SCSI bus, refer to that peripheral' s 
documentation for its internai SCSI cable length. 

5 Connect one end of an ultra SCSI cable (get it from the shipping box) to the 
available SCSI port on the rear of the first disk system on the SCSI bus. 

6 Connect the other end o f the ultrascsi cable to the SCSI IN port on the rear of 
the second disk system on the SCSI bus. 

7 Repeat Steps 3, 5, and 6 for the last disk system on the SCSI bus if three disk 
systems are being installed. Keep in mind the maximum bus length {12 meters) . 

8 Install a terminator if the device is the last one on the bus. For supported 
terminators, see Table 10 on page 33 or Table 12 on page 34. 

Note The disk system, when connected at the end of a SCSI bus, 
requires a terminator. Refer to the documentation that carne with 
your wide SCSI device to determine if it needs a terminator or not. 
Narrow SCSI devices at the end of a daisy-chain always require a 
terminator. 

) 
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Connecting the Power Cable 

Ensure that the connection of multi pie units to the supply circuit does not 
overload the supply overcurrent protection or the supply wiring. Refer to 
the storage electrical ratings when determining the correct branch circuit 
rating for your installation. See Table 3 on page 12 

FIGURE 9 AC Power Connector Location 

~F§§§§§§ • I 8§8888§§§§§§§§§§§§§§§§~, .. PLAH ... ,... J 
§§§§§§§"(~h!§§§§§§§§§§§§§§§§§§§§§ ""' ~ "'""";;~C''""' ""''';;;;;"='" 

AC 
Power 

Connector 

Powering On and Off 

Power On the Disk System 

1 Press the power button and release it. The power button will stay in a depressed 
position, indicating that the power is on 

See Figure 10 on page 18 for the location of the power button. 

2 Confmn that the disk system is running properly by checking the system power 
LED and the disk module LEDs at the front ofyour disk system. A system reboot 
may be necessary to assure that the host system recognizes the disk drives 
within the disk system. 

Refer to "Front Panel" on page 3 for explanations of the LED functions and 
their meanings. 

17 
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Disk System 

'Back up ali data if the disk system is still operational. 

2 Ensure that no data on disk modules within the disk system is being accessed. 

3 Unmount any me systems associated with the disk system that is going to be 
powered off. Refer to the system administration manual for your host system 's 
operating system for the correct procedure for unmounting a me system or 
stopping access to the disk modules within the disk system. 

Note Ifyour host system's boot or root disk drive resides in the disk 
system, the host system must be brought down before the 
power to the disk system can be turned off. See your host 
system's system administrator's manual for the correct 
procedures. 

4 Turn the disk system off by pressing the power button. See Figure 10 (below) 
for the power button location. 

5 Confirm that the storage disk system System Power LED is off. See Figure 2 on 
page 9 

6 Disconnect the power cable from the power connector at the rear of the disk 
system. 

FIGURE 10 Power Button Location 
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Adding Disk Modules 
Disk modules can be added, removed, and replaced while the disk system is 
running. Beca use the disk modules can be handled in this way, they are called 
hot -pluggable. 

The SCSI addresses for the disks are set using the addressing switches on the back 
of the disk system. You can determine the assigned SCSI addresses by looking at 
the SCSI address switch settings at the rear of the disk system. 

Ifyour storage system contains less than 4 disk modules, the remaining empty slots 
require filler panels. These filler panels ensure that the proper cooling is 
maintained within the storage system. 

The system administration procedure for adding a disk modules is operating system 
specific. You must decide where the disk module is to be installed and install it. 
Then the operating system has to be configured to recognize the new disk drive. 

Note The disk system supports the 18 and 36GB disk capacity points. It 
supports these capacities in 10,000 RPM disk modules only at this 
time. 

Add a Disk Module 

1 Select an available slot for the new disk module. Note the slot chosen for 
application configuration. 

2 Remove the disk module filler panel. Store the filler panel for future use. 

3 Hold the locking handle open on the disk drive. Push the locking lever to the left 
to release the latch. 

4 Slide the disk into the appropriate slot. 

5 Gently push the drive until the locking mechanism engages. When the disk 
modules is completely installed, an audible click can be heard. 

6 Close the locking handle completely, using gentle downward pressure. 

' 
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a disk module 

/ , ___ ___ ,.-: 

Configure the new Disk Module 

Configure a New Disk Module within Your Application 

I CAUTION I 
These procedures should be performed only by qualified system 
administrator. Performing hot-plug operations on an active disk drive can 
result in data Ioss or corruption. 

Remove and Replace A Disk Module 

Removing a Disk Module 

I CAUTION I 
If the disk system is running and a disk module slot does not contain a 
disk drive or filler panel, the disk system will not cool properly and may 
overheat. Ifyou are not replacing the disk module immediately, a 6IIer 
panel must be installed to maintain proper cooling. 
Ensure that you have a replacement disk or filler panel before removing 
the disk module from the disk system unless you are returning a defective 
disk system. 

1 Ensure there is no activity on the drives. 

If the Disk Drive LED for that disk module is flashing green, the disk drive is 
active. When the Disk Drive LED off, the disk module is either idle or 
completely off (see Table 1 on page 9) . In this state, it is safe to remove the 
disk module. 

) 
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2 Prepare the software environment to remove the drive. 

See your operating system documentation for instructions and procedures 
required to remove a disk module. It may be necessary to unmount flle systems 
associated with the disk drives installed in the disk system. 

3 Unlatch the disk module handle and remove the disk module. 

Squeeze the latch to unlock the disk module. Put a finger behind the latch and 
pull the disk module out until it disengages with the backplane. Leave it in its 
slot for two to three minutes to allow the disk drive to spin down before 
removing the disk module from the enclosure 

Ifyou are going to replace the disk module immediately, refer to "Replace a 
Disk Module" below. 

If you are not going to replace the disk module immediately insert a filler pane! 
in to the open slot to assure the required cooling if you are not returning the 
disk system. 

Replace a Disk Module 

Note The disk system supports the 18 and 36GB disk capacity. lt 
supports these capacities in 10,000 RPM disk modules only at this 
time. 

1 Refer to your operating system documentation for requirements and procedures 
for replacing disk modules. 

2 Align the replacement disk module with the disk module slot. 

3 Slide the disk module into the slot until it engages with the backplane. 

4 Press on the locking handle until it locks. You will hear an audible click when 
the locking mechanism is fully engaged. 

;t 
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~0 
~nm.nlhta paths may be slot-dependent. Be sure to note the slot from 
~ f: e disk module is removed so it can be installed in the same slot 
!"'ih- _ e replacement disk system . ._ __ 

Reverse the installation instructions enclosed with the rackmount kit for your 
cabinet: 

• A5679A for Hewlett-Packard Rack Systems/E for Enterprise Systems 

• A5680A for all other Hewlett-Packard rack systems for Enterprise Systems 
purchased before November 1998. 

• A6532A for Hewlett-Packard Rack Systems/E for Commercial Systems 

• A6533A for all other Hewlett-Packard rack systems for Commerial Systems 
purchased before November 1998. 

If your disk system is a factory-integrated unit, see the figure below for remova! 
instructions. 

FIGURE 12 Removing the Disk System 

If you are returning a desktop disk system, be sure to remove and store the plastic 
Desktop Disk System Cover for use on the replacement disk system. 
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Setting Up the Hardware Event Monitor (HP-UX 
Only) 

Hardware event monitors run on HP-UX hosts, versions 10.20 anct ll .O:.The Disk 
Monitor (disk_em) monitors all disks bound to sdisk drivers. Consequently, if the 
Disk Monitor is active on your host, it is already set up to monitor the disks of a 
new disk system. If you need to install or activate the Disk Monitor, refer to the 
EMS Hardware Monitors User's Cuide in the latest IPR Support Media or on the Web 
(http://www.docs.hp.com/hpux! systems/#ems) .. 

Note This Disk Monitor should not be confused with the EMS disk 
monitor that is used to monitor L VM resources. 

The way you configure the monitor determines, among other things, where event 
messages will be sent and what levei of severity will be reported. 

Configuration Overview 
The following steps will help you identify and resolve disk system failures: 

1 Gather information from ali sources: 

- Hardware event notifications (page 26) 

- Disk system LED status (page 26) 

- Online information tools (page 27) 

2 Isola te the cause of the problem (Table 7 on page 31). 

3 Correct the problem. (See page 20 for disk modulecremoval and replacement.) 

4 Verify operational status with IOSCAN or other host utilities. 
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e Disk Monitor, an EMS hardware event monitor, reports changes in disk status. 
epending on how the monitor is set up, it sends messages to the console, an e-mail 

address, a log file, or a third-party application. These messages give early notice of 
a disk problem. Events include media errors, failed read and write attempts, invalid 
commands, changed operating parameters, failed diagnostics, and many others. 

Event severity ranges from criticai to informational: 

Criticai 

Serious 

Warning 

Information 

An event that causes data loss, host system downtime, or 
other loss of service. Host system operation will be affected if 
the disk system continues to be used without correction. 
Immediate action is required. For example, read data could 
not be recovered. 

An event that may cause data loss, host system downtime, or 
other loss of service if left uncorrected. Host system and 
hardware operation may be adversely affected. The problem 
needs repair as soon as possible. For example, the request 
queue is full. 

An event that could escalate to a serious condition if not 
corrected. Host system operation should not be affected and 
normal use of the disk system can cont inue. Repair is needed 
but ata convenient time. For example, the bus failed to reset. 

An event that is expected as part of the normal operation of 
the hardware. No action is required. For example, write 
protection was switched on or off. 

Event messages (see Figure 13) contain the following types o f information: 

• Message Data - Date and time the message was sent, the source and 
destination o f the message, and the severity levei 

• Event Data - Date and time of the event, the host, event ID, name of the 
monitor, event number, event class, severity levei, hardware path, associated 
OS error log entry ID 

• Errar Description - Narrative information indicating the component that 
experienced the event and the nature of the event 

• Probable Cause/Recommended Action - The cause o f the event and suggested 
steps toward a solution. This information should be the first step in 
troubleshooting. 

) 
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FIGURE 13 Sample Hardware Event Notification 

Notification Time : Wed Feb 3 11:27:15 1999 

your server sent Event Monitor notification information: 

/ storage/ events/disks/default/10_4_4_0.0 is >=1 . 
Its current value is CRITICAL(5) 

Event data from monitor: 

Event Time : Wed Feb 3 11 : 2 7:15 1999 
Hostname: yourserver.rose.hp . com 
Event ID: Ox0036b8a313000000002 
Event # : 100037 
Severity : CRITICAL 

IP Address : 15 . 43 . 213.13 
Monitor disk em 
Event Class: I/0 

Disk at hardware path 10/ 4 / 4/0 . 0 : Media failure 
Associated os errar log entry id(s) : 000000000000000000 

Description of Errar : 

The device was unsuccessful in reading data for the current I/ 
O request due to an errar on the medium. The data could not be 
recovered. The request was likely processed in a way which 
could cause damage to or loss of data . 

Probable Cause I Recommended Action : 

The medium in the device is flawed. If the medium is removable, 
replace the medium with a fresh one. Alternatively, if the 
medium is not removable, the device has experienced a hardware 
failure. Repair or replace the device , as necessary . 

25 



26 HP SureStore Disk System 2100 

St 

· ate the status of the disk system itself and each of the disk modules. A 
r e stem LED is visible on the front of the disk system. lt shows that a fault 

has occurred o r that power is on. Disk activity LEDs are on the front of the disk 
modules (see Figure 14 and Table 6 below). 

FIGURE 14 LED Status I ndicators 

miiiiii@WJ8]} :]01111111~8~ :Jaiiiiiii@WJ8:B :JOIIIIIII@WJ8:1) :fl 
. . I . I . I . I 

Disk Jystem Disk Module 
Power LED LEDs 

TABLE 6 LED Status Indicators 

LED State Indication 

System Power Green Power is on 

Blinking Malfunction - either a fan is not operating 
properly or internai voltage is too low. 

OFF Power is off 

Disk Activity ON Installed and spinning up. If the LED is still on 
3 minutes after power is engaged, the disk may 
be faulty . 

Flashing I/0 activity on the disk 

OFF Not installed, not operating, or no 1/0 activity 

-. 
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View Disk Status 

HP-UX and MPE/iX utilities provide descriptive and diagnostic information about 
disks, including disk type, firmware revision, and errors. On HP-UX and MPE/iX 
6.5, the disk utility is Support Tools Manager {STM). For ali other operating 
systems, consult the appropriate system administration manual for disk module 
status checking procedures. 

STM Disk Information: HP-UX 

STM displays the last -generated Information Log for a selected disk. Start STM and 
run the Information tool as follows. 

1 Log on the system. 

2 At the system prompt, type xstm&. STM starts and displays a graphic of the 
devices on the system. 

3 Select the desired disk. 

4 Select Information from the Tools menu. 

5 To generate a current log, select Ruo. The log will be displayed as soon as it is 
generated 

6 To view a log without updating the contents, select Information Log. 

7 Select Done when you have finished viewing the information. 

8 To quit STM. type exit. 

9 Figure 15 shows a sample Information Log. 

1 1-----,' 
...// 

----- - -- ·) 
I ROS r1° 03/2005 - CN 

CPMI - CORREIOS 
"""' n. ,, 
~,-"'h ""- ·u .... r. u tY .1. 

Doc. _ I ______ .....,.. _ _.. ... - . 



28 HP SureStore Disk System 2100 

STM Information Log (HP-UX) 
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STM Disk Information: MPE/iX 6.5 or 7.0 

STM displays the last-generated Information Log for a selected disk. Start STM and 
run the Information tool as follows. 

1 Log on the system. 

2 At the system prompt (:). type vsclose <physical volume number>. This 
removes the disk from use. 

3 At the system prompt (:). type cstm. STM starts. 

4 At the cstm prompt, type map. STM displays a list of ali the disks installed on 
the system. 

5 Select the desired disk by typing select device <number>; for example, select 
device 15. 

6 Type information. STM updates the system map. 

7 To display the information log, type infolog. 

29 
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FI 

rror Statistics 

Without Delay: 
Errors Corrected With Delay: 
Total Retries: 
Total Errors Corrected: 
Correction Algorithm Executions : 
Total Bytes Processed: 
Total Uncorrected Errors: 

Read Error Statistics 

Errors Corrected Without Delay: 
Errors Corrected With Delay: 
Total Retries: 
Total Errors Corrected: 
Correction Algorithm Executions: 
Total Bytes Processed: 
Total Uncorrected Errors: 

Read Reverse Error Statistics 

Errors Corrected Without Delay: 
Errors Corrected With Delay: 
Total Retries: 
Total Errors Corrected: 
Correction Algorithm Executions: 
Total Bytes Processed: 
Total Uncorrected Errors: 

Verify Error Statistics 

N/A 
o 
o 
o 
o 
6.3253e+l0 
o 

23781 
o 
o 
23781 
23781 
9.6191e+10 
o 

N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 

Errors Corrected Without Delay: O 
Errors Corrected With Delay: O 
Total Retries: O 
Total Errors Corrected: O 
Correction Algorithm Executions: O 
Total Bytes Processed: 36864 
Total Uncorrected Errors: o 

Non-Medium Error Counts: O 
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Isolating Faults 

Table 7 lists the probable causes and solutions for problems you may detect on the 
disk system. When more than one problem describes your situation, investigate the 
first solution that applies. The table lists the most basic problems frrst and excludes 
them from subsequent problem descriptions. 

Erratic LED behavior on the disk system could be observed in the following 
situations: 

• When a server that is connected to a Disk System 2100 is powered down or 
loses power (and the disk system remains powered on) 

• When the disk system is powered up when connected to a downed server 

• When an unconnected disk system is powered up 

An example of this LED behavior is the LEDs staying lit solidly. This condition is 
caused by the disk system being deprived of term power when the server loses 
power or is powered down. The disk system does not provide its own term power. It 
relies on the host bus adapter to which it is connected for term power. 

TABLE 7 Troubleshooting Table 

Problem LED 
Description State Probable Cause/Solution 

Disk system System Power cord is not plugged in. 
fails to power power LED is The power button is not pressed. 
on when off AC breaker is tripped or AC power source has 
installed failed . 

The PDU/PDRU is defective. Replace. 
Enclosure chassis is faulty . Replace. 

System Power supply is defective - replace the enclosure 
power LED is Cooling fans are not spinning at the correct speed -
blinking replace the enclosure. 

Operating Disk module Use diagnostic utilities to determine disk status. 
system reports LED is on Depending on the results, monitor or replace disk 
errors on a solid or off module. 
device 

·--

IOSCAN (HP- Disk module Disk module is faulty - Replace. 
UX) lists disk LED is on Enclosure is faulty - Replace . 
as NO_HW, or solid or off If the ali disks on the bus have this problem, the 
Mapper or cable is faulty. Replace the cable. 
DSTAT ALL 
(MPE/iX) lists 
no device type 

Unable to Disk module Disk module possibly not correctly seated. 
configure LED is on If at a new installation, remove and reinstall the 
device for use solid or off disk module. 
by operating If troubleshooting an existing installation, run 
system diagnostics to determine drive status. Replace the 

disk module. 

31 
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formation 

Pro and Options 

o f the disk system are available: 

---ktJU SA field-racked disk system (Enterprise Customer Installable) 

• A5675AD desktop disk system (Enterprise Systems) 

• A5675AZ factory racked disk system (Enterprise Systems) 

• A5676A field-racked disk system (Commerial Customer Installable) 

• A5676AD desktop disk system (Commerial Systems) 

TABLE s Products and Options 

Disk System Disk Module 
Product Product 
Number (with Option) Description 

A5675A 

A6537A (ODl) 

A6538A (ODl) 

A5675AD 

A6537A (ODl) 

A6538A (ODl) 

A5675AZ 

A6537A (ODl) 

A6538A (ODl) 

A5676A 

A6544A (ODl) 

A6545A (ODl) 

A5676AD 

A6544A (ODl) 

A6545A (001) 

Field installed disk system (Enterprise) 

Drive integrated into the field installed disk system 

Drive integrated in the same field installed disk 
system 

Desktop disk system (Enterprise) 

Drive integrated into the factory installed disk 
system 

Drive integrated in the same factory installed disk 
system 

Factory installed disk system (Enterprise) 

Drive integrated into the desktop disk system 

Drive integrated in the same desktop disk system 

Field installed disk system (Commercial) 

Drive integrated into the field installed disk system 

Drive integrated in the same field installed disk 
system 

Desktop disk system (Commercial) 

Drive integrated into the factory installed disk 
system 

Drive integrated in the same factory installed disk 
system 



Upgrade Disk Products Available 

TABLE 9 Available Upgrade Disk Modules 

Product 
Number Description 

HP SureStore Disk 

A6537A 

A6538A 

A6544A 

A6545A 

18-Gbyte 10,000 rpm LVD disk module (for Enterprise Systems) 

36-Gbyte 10,000 rpm LVD disk module (for Enterprise Systems) 

18-Gbyte 10,000 rpm LVD disk module (for Commerial Systems) 

36-Gbyte 10,000 rpm LVD disk module (for Commerial Systems) 

T ABLE 10 Upgrade Products for Hewlett-Packard Systems 

Product 
Number Description 

A4999A Single Port Ultra 2 SCSI Host Bus Adapter for Hewlett-Packard 
Workstations 

A5149A Single Port Ultra 2 SCSI Host Bus Adapter for HP-UX Systems 

A5150A Dual Port Ultra 2 SCSI Host Bus Adapter for HP-UX Systems 

A5856A Internai Disk Array Controller for HP-UX Systems 

A5675A HP Surestore Disk System 2100 

A5679A Rail kit for the Rittal Style Rack Systems and HP Rack Systems/E 

A5680A Rail kit for HP Rack Systems 

A6198A Disk Filler Panel 

C2364A LVD/SE SCSI Terminator (HDTS68) 

C7430A Ultra 2 SCSI Host Bus Adapter for HP Netservers 

D2140A Netraid 1si Host Bus Adapter for HP Netservers 

DS025A Ult rawide Host Bus Adapter for HP Netserver 

DS955A Netraid 3si Host Bus Adapter for HP Netservers 

D9161A Netraid 4M/64 Host Bus Adapter for HP Netservers 

D9351A Netraid 4M/128 Host Bus Adapter for HP Netservers 

P3413A Single Port Ultra 3 SCSI Host Bus Adapter for HP Netservers 
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TABLE 

TABLE 12 Supported HP Cables and Terminators (for Enterprise Systems) 

Order Part 
Number Description Number 

C2978B 0.5-meter HDT 568 SCSI multimode cable 5183-2670 

C2911C 1.0-meter HDT S68 SCSI multimode cable 5183-2671 

C2979B 1.5-meter HDT S68 SCSI multimode cable 5183-2672 

C2924C 2.5-meter HDT S68 SCSI multimode cable 5183-2673 

C7521A 5.0-meter HDT S68 SCSI multimode cable 5183-2678 

C2361B 1.0-meter VHDT S68/HDT S68 SCSI multimode cable 5183-2674 

C2362B 2.5-meter VHDT S68/HDT S68 SCSI multimode cable 5183-2675 

C2365B 5.0-meter VHDT S68/HDT S68 SCSI multimode cable 5183-2676 

C2364A SCSI Terminator LVD/SE HDTS68 5183-2657 

Y' 
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TABLE 13 Supported HP Cables and Terminators (for Commercial Systems) 

Order 
Number Description 

A6523A 0.5-meter HDT S68 SCSI multimode cable 

A6524A 1.0-meter HDT S68 SCSI multimode cable 

A6525A 1.5-meter HDT S68 SCSI multimode cable 

A6526A 2.5-meter HDT S68 SCSI multimode eable 

A6527A 5.0-meter HDT S68 SCSI multimode eable 

A6528A 1.0-meter VHDT S68/HDT S68 SCSI multimode eable 

A6529A 2.5-meter VHDT S68/HDT S68 SCSI multimode eable 

A6530A 5.0-meter VHDT S68/HDT S68 SCSI multimode eable 

A6531A SCSI Terminator LVD/SE HDTS68 

Specifications 

TABLE 14 Physical Dimensions 

Measure 

Width 

Depth 

Height 

Weight without disk modules 

Weight fully loaded 

Electrical Specifications 

TABLE 15 AC Power Requirements 

------------
Electrical Element 

AC Operatinq Voltaqe Ranqe 

Line Frequeney Ranqe 

Metric 

45.08 em 

38.10 em 

4.32 em 

4.94 kg 

8.11 kg 

English 

17.75 in 

15.0 in 

1.7 in 

10.90 lbs 

17.89 lbs 

Requirement 

88-269 VACRMs 

47-63 Hz 

Published Produet Operatinq Ranqe 

Published Produet Frequencv Ranqe 

100 - 240 VACRMs 

50- 60 H2 

Part m 
:I 

· Number Cf!. 
iii' 
::r 

5183-2670 

5183-2671 

5183-2672 

5183-2673 

5183-2678 

5183-2674 

5183-2675 

5183-2676 

5183-2657 
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Specifications 

Relative Humidity 
(non-condensing) 

bulb) 

Altitude (based on disks) 

Operating 

Storage 

Operating 

Storage 

Operating 

Storage 

Heat Dissipation (maximum) Operating 

Operating Temperatures 

5%- 95% Relative Humidity at 
40°C 

90% Relative Humidity at 65°C 

-1000 ft to + 10,000 ft (3048 M) 

40,000 ft (12,092 M) 

< 100 watts 

If the storage system is installed in a multi-unit rack assembly, the operating 
ambient temperature o f the rack environment may exceed room ambient 
temperature. The rack environment ambient temperature cannot exceed 40° Celsius 
(104° Fahrenheit). 

If your storage system contains less than 4 disk modules, the remaining empty slots 
require filler panels. These filler panels (part number A6198-60001) ensure that the 
proper cooling is maintained within the storage system. 

Regulatory Statements 

Safety Certifications 

UL listed, UL 1950:1995- 3rd Edition 

CSA certified, C22.2 No. 950:1989 

TUV certified with GS mark, EN 60950:1992 + A1:1993, A2: 1993, A3:1995, 
A4:1997 

CE mark (see on page 39) 

EMC Compliance 

Australia: AS/NZS 3548, Class B 

Canada: ICES-003, Class B 

China: GB9254-88 

European Union: EN55022 Class B, EN55024 



HP SureStore Ois 

Japan: VCCI Class B 

Taiwan: CNS 13438, Class A 

US: 47 CFR Parts 2 & 15, Class B 

A. FCC Notice for United States 

The Federal Communications Commission {in 4 7 CFR 15.105) has specified that the 
following notice be brought to the attention o f the users of this product. 

This equipment has been tested and found to comply with the limits for a Class B 
digital device, pursuant to Part 15 ofthe FCC Rules. These limits are designed to 
provide reasonable protection against harmful interference when the equipment is 
operated in a residential installation. This equipment generates, uses, and can 
radiate radio frequency energy and, if not installed and used in accordance with the 
instruction manual, may cause harmful interference to radio communications. 
However, there is no guarantee that interference will not occur in a particular 
installation. If this equipment does cause harmful interference to radio or television 
reception, which can be determined by turning the equipment off and on, the user is 
encouraged to try to correct the interference by one or more of the following 
measures: 

• Reorient or relocate the receiving antennna. 

• Increase the separation between the equipment and the receiver. 

• Connect the equipment into an outlet on a circuit different from that to which 
the receiver is connected. 

• Consult the dealer or an experienced radio/television technician for help. 

Hewlett-Packard's cerification tests were conducted with a Hewlett-Packard 
supported computer system and Hewlett-Packard shielded cables, such as those 
you received with your storage product. Changes of modificai tons not expressly 
approved by Hewlett_packard could void the user' s authority to opera te the 
equipment. cables used with this device must be properly sheilded to comply with 
the requirements of the FCC. 

B. FCC Notice for Canada 

This Class B digital apparatus complies with Canadian ICES-003. 

Cet appareil numérique de la classe B est conforme à la norme NMB-003 du Canada. 
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38 HP.SureStore Disk System 2100 
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Harmonics Conformance (Japan) 
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D. Notice for Taiwan 

~~~m~=~~~~~~~@~'fr@tt~ 
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E. Notice for Korea 

À}%Ã} ~1-ll~ (Bit 7]71) 

ú] 7]71~ l:l]~.lf-%..2..:§. ~,7;}-ll}~~~~g ~..g_7]7]:§.À~, -9-/iÀl~ 
otl À~ ~ %~ .2. ~ Àl Q:} otl À~ À}% lf -r !V.% y q.. 

F. Notice for Germany 

Schalldruckpegel Lp = 55.0 .dB(A) 

Am Arbeitsplatz (operator position) 

Normaler Betrieb (normal operation) 

Nach ISO 7779:1999 (Typprüfung) 



HP 

DECLARATION OF CONFORMITY 
according to ISO/I EC Guide 22 and EN 45014 

Manufacturer's Name: Hewlett-Packard Company 

Manufacturer's Address: 8000 Foothills Blvd. 

declares, that the product 

Roseville, CA 95747 
USA 

Product Name: HP SureStore Disk System 21 00 

Model Number(s): A5675A, A5675AD, A5675AZ., A5676A, A5676AD 

Product Options: Ali 

conforms to the following Product Specifications: 

Safety: IEC 950:1991 +A 1, A2, A3, A4 I EN 60950:1992 +A 1, A2, A3, A4, A 11 
GB 4943-1995 

EMC: CISPR 22:1997 I EN 55022:1998 Class A 1 

GB 9254-1988 
CISPR 24:1997 I EN 55024:1998 
IEC 61000-3-2:1995 I EN 61000-3-2:1995 
IEC 61000-3-3:1994 I EN 6100Q-3-3:1995 
FCC Trtle 47 CFR, Part 152 

Supplementary lnformation: 

The product herewith complies with the requirements of the Low Voltage Directive 
731231EEC and the EMC Directive 89/336/EEC and carries the CE marl<ing accordingly. 

1) The product was tested in a typical configuration with a Hewlett-Packard computer 
system and peripherals. 

2) The product complies with Part 15 of the FCC rules. Operation is subject to the 
following two conditions: 

• this device may not cause harmful interference; and 

• this device must accept any interference received, inctuding interference that may 
cause undesired operation. 

Roseville, December 6 , 2000 

North American Contact: Hewlett-Packard Company Product Regulations Manager, 3000 Hanover Street, 
Paio Alto , CA 94304 Phone: 650-857-1501 

European Contact: Your local Hewlett-Packard Sales and Service OffiCe or Hewlett-Packard GmbH, 
Department HQ-TRE, Herrenberger Stra~e 130, D-71034 Bõblingen (FAX: + 49-7031-14-3143) 
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This guide is available in Adobe® Acrobat® format on the HP Customer Care web 
si te for enterprise storage (http://www.hp.com/essd!). The complete URL is 
www.hp. comlsupportlds21 00 

Related Documents 

The following manuais explain how to use the system software interfaces to the HP 
Surestore Disk System 2100: 

• Online Diagnostics (for HP 9000): Support Tools Manager Overview, available at 
http://www.docs. hp.com/hpuxlsystems/ 

• HP-UX System Administration Tasks Manual, HP Order No. B2355-90079 

• Window's NT installation guide for HP Netservers: (NT 4.0} 
http://netserver.hp.com/netserverldocs/download.asp?flle=it_nt_5_5_00.pdf 

• Window's NT installation guide for HP Netservers: (NT 2000) 
http://netserver.hp.com/netserverldocs/download.asp?flle=it_ win2k_5_1_00.pdf 

• Window's NT installation guide for Legacy HP Netservers: (NT 4.0) 
http:/lnetserver.hp.com/netserverldocsldownload.asp?flle=ig_mwnt40.pdf 
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Reader Comment Sheet 
Hewlett-Packard SureStore Disk System 2100 User Guide 

We welcome your evaluation o f this manual. Y our comrnents and suggestions 
will help us improve our publications. Remove this page and mail or FAX it to 
916-785-2299. Use and attach additional pages ifnecessary. 

Agree Disagree N/ A 

The manual is well organized. o o o o o o 
The information is technically accurate. o o o o o o 
lnformation is easy to find. o o o o o o 
Step-by-step procedures are easy to perform. o o o o o o 
There are enough examples and pictures. o o o o o o 
The examples and pictures are useful. o o o o o o 
Comments 

Na me: Phone: 

Title: FAX: 

Company: E-mail: 
-----------------------------------

Address: ZIP: 

City & State: Country: 
---------------------------

_ Check here if you would like a reply. 

Hewlett·Packard has the right to use submitted suggestions without obligation, with ali such ideas becoming the property of Hewlett-Packard. 
HPSO/MSO Roseville Information Engineering A5675-90901 E0301 
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Attention: Information Engineering (MS5668) 

Hewlett-Packard Company 
HP Storage Organization/ MSO 
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hp OpenView storage data protector 5.0 
supported devices 

Version 1 .15 Date: July 17, 2003 

This motrix disploys support for both FC/SAN environments ond direct SCSI-to-SCSI connections. 
Ali media technologies ond devices listed os supported with HP-UX, Windows, AIX, Tru64, Linux, 
Networe ond Soloris ore supported in both o FC/SAN environment and in a direct SCSI-to-SCSI 
connection. Support listed for SNI Unix, SCO Unix and MPE is volid only for SCSI-to-SCSI 
connections. Doto Protector supports only librory ond drive combinotions supported by the 
hardware vendor. 

The tobles below list the media technology and bockup devices thot ore certified ond supported 
with Doto Protector 5.0 . lf both the media technology and the device/librory ore listed os 
supported upon the operoting system on which it is to be connected, Doto Protector 5.0 support 
exists. 

For exomple, to employ o HP Surestore 2/20 containing HP LTO Ultrium drives with Doto Protector 
5.0 upon HP-UX, from checking the two tables below you will see that both the device ond media 
technology ore supported . Therefore, this is o supported Dato Protector 5.0 configurotion. 

Although other devices moy work with Doto Protector 5.0, Hewlett-Pockard only supports those 
listed within this document. 

Explonotion of symbols used within the motrix: 

../ refers to full Hewlett-Pockard support. 

• refers to devices thot hove been quolified os interoperoble in HP-UX environments ond supported 
with Doto Protector 5.0. Pleose refer to HP ' third porty mass storage devices'. 

0 refers to 'Referenced Support' . Referenced Support incorporates full Hewlett-Packord support for 
Data Protector 5.0. However, for any device related issues, pleose contoct the corresponding 
product vendor first: 

ATL: 1-949-477-7924 (USA) or 44-1256-818-300 (United Kingdom} 
Storage T ek: 1-800-525-0369 (USA) 
ADIC: 1-303-792-9700 (USA) or 33-0-1-30-87-53-00 (Europe) 

• IBM: 1-800-772-2227 (USA) 
Sony: 1-800-883-6817 (USA) 
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e aware of the following : 

. :'$- ali devices listed below, please check the hardware 1/0 bus configuration with your 
vice vendar to make sure your device also supports the 1/0 bus architecture. 

• Data Protector 5.0 supports mixed media libraries. For further information please refer to 
the Data Protector 5.0 Administrator's Guide (Chapter 2, page 35). 

• The IBM AIX and SNI Unix media agent supports drives only; the library robotic must be 
connected to a system that supports an Data Protector Media Agent with robotic support 
i.e. an HP-UX, Sun Solaris, Linux ora Windows system. 

• On HP-UX libraries with more than one SCSI interface, the robotic contrai is not supported 
on an EISA-SCSI card. 

• On Novel! Netware, fibre channel attached devices must not have SCSI ID (or target ID) 
higher than 6. 

• Cartridge Memory is supported only with HP LTO Ultrium tape drives, cartridge memory is 
not supported with either IBM or Seagate LTO Ultrium tape drives. 

• Some devices do not support SCSI auto-configuration and must be configured manually. 

• Data Protector allows the sharing of multi-drive libraries (with more than one SCSI-li 
interface) between multiple systems and multiple cells, the robotic contrai running on an HP­
UX, Windows NT, or Sun Solaris system. 

• A library's drives and robotics can be shared between multiple cells using the Manager-of­
Managers server cell and CMMDB (Centralized Media Management Database). 

• The library extension license is required for supporting a library with more than 60 slots. 

• Regarding NDMP, Data Protector 5 .0 only supports NetApp Filer running NDMP version 
2.0 local file backups. 

• On Windows NT, Windows 2000 and Novel! Netware the following interface cards are 
supported: 

o Adaptec: 2940UW, 2940U, 2940, 2944W, 2944UW, 2940U2W(LVDS), 
3940, 770X family, 780X family, 29160, 39160 

o Symbios Logic SYMSY8751, SYM8951, and SYM8952; on-board SCSI chips 
SYM53C875 and SYM53C895 

o AMD 
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. _, 

drive 
technology 

File Device 

HP Rewritable 
MOdisk 

DDS-2 

DDS-3 

DDS-4 

DAT72 

DLT4000 

DLT7000 

DLTBOOO 

DLTl 

DLT VSBO 

DLTVS160 

SuperDLT 220 

SuperDLT 320 

AIT-1 

Alr:2 

AIT-3 

DTf-1 

DTF-2 

HP LTO Ultrium 215 

HP LTO Ultrium 230 

HP Ultrium 460 

'File' 

'Optical' 

'DOS' 

'DOS' 

'DOS' 

'DOS' 

'DLT' 

'DLT' 

'DLT' 

'DLT' 

'DLT' 

'DLT' 

'SuperDLT' 

'SuperDLT' 

'AIT' 

'AIT' 

'AIT' 

'DTF' 

'DTF' 

'LTO-Uitrium' 

'LTO-Uitrium' 

'LTO-Uitrium' 

./ ./ 

./ 

./ ./ ./ 

./ ./ 

./ ./ ./ ./ 

./ ./ 

./ ./ ./ ./ 

./ ./ 

./ ./ ./ ./ 

,.11 ./ 

./ ./ ./ ./ 

v.· ~ 

./ ./ 

./ ./ 

./15 

./ 

./ 

./ 

./ ./ ./ 
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./ ./ ./ 

./ ./ ./ ' . ' ; 

./ ./ ./ ./ ./ 
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i . ~on; i')~·r ~ 

drive ~ 1 wlt•• D'1t:l 
Gl 

technolotw c 1 p, • .,tectt ,, 

1 "'~dia ~ype 

~~ 
:1 

Ultrium 113 

IBM Ultrium 213 

Seogate LTO Ultrium 

Viper 20013 

STK4220. 
1 ................. -· 

STK4890 

i 

j ~STK-~90 

STK3480/3490e 

il 

'LTO-Uitrium' 

'lTOUitrium' 

'T3480' 

'134801 

- - f ...... --- _,_ •.. ! 

'T3480' 

>< 
::::» 

I 
A. 
:z: 

~ 

l~l 

0 

'Í98'1CY 'I ~ 
- _:___ - I 

STK9840B 'T9840' • 
S.TK99'4.0A; i 'T99liD', 

,.,. _i .:.,j ~ ...... ~.~..:. .• _ __.:. _.___ , ... - • ..i ,..~,. __ ...,_,,, lt•w ;..;, 

STK9940B 'T9940' • 
.1 'T3'5.9Cift j liL 

"' J .. j 

IBM 3590E 'T3590' 

. i - . 
N , · •. IBM 359011. 'T359Ó'' I 

l 

Exabyte Eliant-820 'ExaByte' 

j Eicabyte' 
· ._~arm!iQJh:L_ 

........ : ... 
'ExàBiiEl · j 

I 

Exabyte M2 'ExaByte' 

1 : J _ Compoq TiBl , 

Compoq TZBB 'DLT' 

Quolstar LT7000Dl 'DLT'; 

Gualstar T8000 'DLT' 

I Hewlett-Packard 

model 

capacity 
drive/slot 
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:z: 
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>< capacity ::, 
I 

drive/slot A. 
:z: I Hewlett-Packard 

model 

Opticol 13001 stondolone 1.3GB 

Opticollibrory 40st 
2 drives 
32 slots 

Opticoll ibrory 80st 
2 drives 
64 slots 

-·"' -~---
2 drives 

Opticollibrory 1 OOst 
76 slots 

Opticollibrory 165st 
4 drives 
120 slots 

./ 

Opticallibrary 300st 
6 drives 
238 slots . 

. .ti 

Opticollibrary 20XT 
1 drive 
16 slots 

./ 

Opticallibrory 20LT 
2 drives 
16 slots 

16 

Opticollibrory 40T 
2 drives 
32 slots 

./ 

Opticallibrary 120T 
4 drives 
88 slots 

.L 

Opticallibrory 200T 
4 drives 

f 144 slots 
./ 

' / Qptical 2600f~ standalone 2.6.GB ~ 

Optical Jukebox 40fx 
1 drive 
16 slots 

./ 

Optical Jukebox 40fx 
2 drives 
16slots 

./ 

Opticol Jukebox 80fx 
2 drives 
32 slots 

./ 

Opticol Jukebox 160fx 
4 drives 
64 slots 

./ 

Opticol Jukebox 200fx 
2 drives 
76 slots 

./ 

Opticol Jukebox 330fx 
4 drÍves 
128 slots 

../ 

Optical Jukebox 330fx 
6 drives 
128 slots 

./ 

Optical Jukebox 600fx 
6 drives 
238 slots 

../ 

Opticol Jukebox 600fx 
8 drives 
238 slots 

./ 

Opticol Jukebox 600fx 
10 drives 
238 slots 

./ 

Opticol Jukebox 600fx 
12 drives 
238 slots 

./ 

Opticol 5200ex standalone 5.2GB ../ 

111 111 à:' .~ 
~ ~><cll 111 
o ... c ·;: o, ... 
lZ -aoM :::» a 

.5o o cnõ 
j :;:o o 11) 
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./6 ./ 

./6 ./ 

./6 ./ 

./6 ./ 

./6 ./ 
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./6 ./ 

../6. ../ 

./6 ./ 
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./6 ./ 

./6 ./ 
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Hewleott-~'o:~ckard capacity ~11111111111 ~ drive/slot 

c model 

Opticol Jukebox 80ex 

1 
Opticol Jukebox 80ex 

Opticol Jukebox 125ex 

1 drive 
16 slots 

2 drives 
16 slots 

1 drive 
24 slots 

~.~: -0pticoi"Jtil<elloxl25ex--, 2.dtiy~ - ~· 
-· · ; . ··-'· _; . • ·- . :?4 slots 

Opticol Jukebox 160ex 

' )i • • • •• 

í ÓptlcafJukebox J20ex. 
J - ~-- · .. 

Opticol Jukebox 400ex 

-~j _ ~~Íúke~x ~~Oex 
Opticol Jukebox 660ex 

Opticol Jukebox 1 200ex 

2 drives 
32 slots 

; 4driv~ 
~ 6_1 slots 

2 drives 
76 slots 

: 4..drives 
:l 1_28' slots 

6 drives 
238 slots 

)H>- drives 
• ..:.-' ~.3 ~ slots 

Optical 91 OOmx stondalone 9.1 GB 

Optical jukebox 300mx 

Opticol jukebox 700mx 

Opticol jukebox 2200mx 

~. 

DAT/DDS-2 sfandalone. 

DAT/DDS-3 sfandalone 

DAT/DDS2 autoloader 

DAT/DDS-2 autoloader 
(48AL) 

DAT/DDS-3 autoloader 

. ' 1:-2 drives 
~ :?..4slots 

1-2 drives 
32 slots 

1-2 drives 
76 slots 

1-10 drives 
238 slots 

12GB 

I drive 
6 slots 

1 drive 
6 slots 

1 drive 
6 slots 

./ ./6 

./ ./6 

./ ./6 

y"......., --../-6--

./ ./6 

./ .1 
•l ../.6 

: :o.i 

../ ./6 

t 
./ · ·j ../6 

., . 
./ ./6 

' . ,(_'\ j .. ./6 

./ ./6 

-~ 

./ . ' j • ../6 .. . 
J· 

./ ./ 

./ j ~ 
.'J 

./ ./ 

../' l . .r 
·J 

../ ./ 

.• ) 
../ ';I 

- _J 
../ 

./ ./ 

../ · 

../ 

./ 

./ 

y(· 

../ 

./c. 

./ 

' .. 

-~ 
I 

- I. 

. ·-

../ 

./ 

../ 

./ 

./ 

' } ·· ·'·' 
·i 
~ ..... 

' I ,, 
l 1 .. .. - ' -
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./ 

../4 

./4 ./4 
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I Hewlett-Packard 

model ~11111111 
Surestore Tope 6000i/Eu 8GB 

I 1 drive Surestore 12000e auto ooder 6 I sois 

Surestore T 4i/ e 8GB 

Surestore DAT8i/e/eU 4GB ./ 

Surestore DAT24i/Eu 12GB ./ 

Surestore DAT40e 20GB ./ 

Surestore DAT40i 20GB ./ 

Smort Storoge DLT outolooder 20GB 

Surestore DLT40e/i 20GB 

Surestore DLT70e 35GB 

Surestore DLT80e/i/ r 40GB 

~ ' 1 drive 
Surestore DLT 418 outolooder 8 slot~ 

I 
1 drive 

Surestore 71 8 DLT auto ooder 8 I ./ sois 

Surestore 818 DLT outolooder 
8
1 d

1
rive ,ll 

sois 

Surestore 1/15, 2/15 1 - 2 drives ./ 
DL T librory 15 slots 

Surestore 2/28 DLT librory 

Surestore 2/48, 4/48 DLT 
librory 

Surestore 3/30 DLT librory 

· 2 drives 
28 slots 

2-4 drives 
48 slots 

1 - 3 drives 
30 slots 

1 - 6 drives 
Surestore 6/100 DLT librory 40 _ 100 si. 

I . 1 -1 O drives 
Surestore 1 O 588 DLT hbrory 

252_588
sl. 

DDS-2/DAT8 stondolone 4 GB 

Advonced DLT librory 
1-6 drives 
30-100 si. 

Advonced DLT librory 
1-l Odrives 
252-588 si. 

Surestore DAT24 stondolone 12 GB 

./ 

./' 

./ 

·I 

./ ./ 

-(l ~ 

./ ./ 

v1 ,/l 

./ ./ 

?i .r-

./ ./ 

./. ./ 

./ 

./ ./ 
.. _... - ... . 

-·~· 

./ ' ! 

./ 

- -~ 

./ ./ 

·~ _,412 

./ ./ 
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111111111 I 
Smart Starage DDS-3 

12GB ./ ./ ./ ./ ./ ./ ./ ./ ./ 
standalane 

Surestare DAT40 standalone 20GB 

""' 
./ ./ ./ ./ ./< ./ 

Smart Storage DDS-4 20GB ./ ./ ./ ./ ./ ./ ./ 
standalone 

_ -~torageW9I.~ D~T7L ..... __ l-2-GB- ./~ . ../-; ~ ~~- ,;;_;_ ~ - - _____ __,__. 

standalone . . 

Surestare DL T 4000 
20GB ./ ./ ./ ./ ./ ./ ./ ./ ./ 

standalone 

Smart Storage DLT4000 
20GB ./i V' ./ ./' 0 0 ~ v.1 ~ 

stçm~aJ.qpe J. 

Surestore DLT7000 
40GB ./ ./ ./ ./ ./ ./ ./ ./ ./12 

standalone 

Smart Storage DLT?OOO · 
· 40GB ,/;i . .;;, ~ v(; ~ ·,.j ~ :~ ,lí 12 . 

··! sta_!ldalonE!f. __ . J · - -~ 
Surestore DLT8000 

80GB ./ ./ ./ ./ ./ ./ ./ ./ ./12 
standalone 

, Smort Storõge DLT8000' 
; 80GB· ~ .· :,t) Y1l ,4 , 0 ~ i ~ y;. i ~12- ' 

___ J slàrida!Q_JJ~-- ~- l ·~· _;.j l _..:] - .. l .J . ~ ~ ..!.. · . ___ :_L~ .. 
Surestore DLTl standalone 40GB ./ ./ ./ ./ ./ ./ ~ 

: 801GB. "• ~· 4 0 ' :./f. ~-- ~~ ~ ' .. 1 J . , 

Surestore Ultrium 215 
200GB ./ ./ ./ ./ ./ ./ ./ 

standalone 

1 Sureslore{Jiírium 230 v'í ''!6'1 y., ~- -~ ;z> .; t1 ' ' 200GB --:-t i _J.faQsl.à!Qn~ t. 1 
.. J .. . 

StorageWorks Ultrium 460 
400GB ./ ./ ./ ./ ./ ./ ./ 

LTO 

Sureslore:DAT24x6i/e · -I drive. . .. 
./ ./ ) ""' - .ç ,4) ·~f 0 -4 ./ ~ ; . y(4 

~çLoader \ 6 slo!s ' -·- . '. 1 .: • ·"" Surestore DAT 40x6i/ e 1 drive ./ ./ ./ ./ ./ ./ autaloader 6 slots 

Smart S!orage DDS-3 1 drive ./ ./ ./ ./ , . ./ ./ . ,/.:4 ./ ./ '! -4 
, __ autoli>gd_e!\.. 6•slo!s . ' ;.,W 

Smart Storage DDS-4 1 drive ./ ./ ./ ./ ./ ./ autoloader 6 slots 

Tape Array 5300 4 drives ./ ./ ./ ./ ./ ./ ./ 

Tape Array 5500 5 drives ./ ./ ./ ./ ./ ./ ./ 

1/8 series tape auloloaders 
1 drive ./ ./ ./ ./ ./ ./ 
8 slo!s 

Surestore 1 /9 autoloader 1 drive ./ ./ ./ ./ ./ ./ 
9 slots 

Surestore 1/20 tape library 
1 drive ./ ./ ./ ./ ./ ./ ./ 
20 slols 



-/ 

I Hewlett-Packard 

model ~1111111 
Surestore 2/20 tope librory 

2 drives ./ 
20 slots 

./ ./ ./ ./ 

Surestore 2/40 tope librory 
2 drives ./ 
40 slots 0 ./ ./ ./ 

Surestore 4/40 tope librory 
4 drives ./ 
40 slots 

./ ./ ./ ./ 

- · -- ~-~ -- 2-drives 
Surestore 2/60 tope librory 

60 slots 0 .(: ./.' ./ ./i 

Surestore 4/60 tope librory 
4 drives ./ 
60 slots 

./ ./ ./ ./ 

Surestore 6/60 tope-librory 
6 drives 

~ 60slots i1 ~ ./ ...1 . 
Surestore 6/80 tope librory 

6 drives ./ 
80 slots 

./ ./ ./ ./ 

Sorestore 8/80 tope librory 
8 drives (.l 
80 slots 

V'1 v(! ./' -~ 

Surestore 6/100 tope librory 
6 drives ./ 
100 slots 

./ ./ ./ ./ 

'l 
Surestore 4/100 tope librory 

4 drives -ll . 
100 slots 

V1 VJ ./' ,f. 

Surestore 10/100 tope 10 drives ./ 
librory 100 slots 

./ ./ ./ ./ 

Surestore 6/120 tope· librory 
6 ddves- ~ 
120 slo!so " -- ~ ~ 

Surestore 6/140 tope librory 
6 drives ./ 
140 slots 

./ ./ 

1 SÜrestore 10/180 6-10- driv~; 
~ l Inc. mixed media support 180 slots 

,-
-t ,.;:J 

Surestore 20/700 20 drives ./ 
Inc. mixed media support 700 slots 

./ ./ 

DLT 40/80 stondolone 40.80GB V(j ./ .;:· ./ 

SDLT 11 0/220 stondolone 110.220GB ./ ./ ./ ./ 

-~l 's~lT 160/320 stondoldne 160-320GB ~- ~ ,ti- I 

StorogeWorks AIT 35/70 35-70GB 

StorogeWorks AIT 50/100 50. 100GB 

StorogeWorks AIT 100/200 100.200GB 

DAT 12/24 12-24GB 

DAT 20/40 20-40GB 

20/40 GB 8 Cossette 1 drive 
Autolooder 8 slots 

./ ./ 

,i:;i ~ 

./ ./ 

~ 
- -- \1_, __ 

./ ./ 

./1 2 

./1 2 

. 0 10 ; ' ~12 

./12 

' ROS n° 03/2005 - CN ; 
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/ 
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11111111111 
DLTl 1280 Superloader 

1 drive ./ ./8 
16 slots 

HP StorageWorks SSL 1 O 16 1 drive ./ ./ ./ 7': 
DLTl lape.autoloader 16 slots 

HP StorageWorks SSL 1016 1 drive ./ ../ ../ ../ ../ ../ 
SDLT320 tape autoloader 16 slots 

___:; J::IP.,Slqrag~or~_SSLJ O 16 _ l dri'I_EL ~~-yli16-~ ,416-' " <... _. ,__..___..._""1 ';li: - ----~~- --
j LTQ 469 tape autoloader .: 16.slots i .. I 

SSL2020TL 
1-2 drives ../8 ./8 ../ ./ ./ ./12 
20 slots 

: 1-22 drives ./ ' ! ./8 ,(8 v;; ~ ~9 . _ ! 2g··slots .i ' .. ' " -
MSL5026SL 1-2 drives ../ ../8 ../8 ../ ../ ./9 ./12 

26 slots 

i 1-2 drives . \.(,' :::j -~8 ~8 ' I -~; {-).1 " ' :~9 ' . 12 • 
J 26 slots ~ 

' .... J ...-. -

MSL5052SL ../ ../8 ../8 ../ ../ ./9 ./12 

,n l 
~ -~ 

~8 ~8J .;:i:.· , ~1:2 

1-2 drives ' MSL5030L1 ./ ../8 ./8 ./ ./ ./9 . 
30 slots 

1Adrives. '".?, :i ;48 l ~-'·· 6_9;slots .. ' ~ -- ~~ ... ._, 

HP StorageWorks MSL6030 1-2 drives ./ ../ ./ ./ ./12 
with Ultrium 460 tape drives 30 slots 

1 HP.:StorágeWorkS<MSL606ô 1 1-4 dri.ves 
,~r .J . ~ ~- ~ 

: ; YJ 12 
· witlr'Uifriul_!l_ 460 tape .driv~ 1 60:sl9ts I 1 -~ 'l ' .l ' .. . -- ... 
ESL9198SL 4-8 drives ../ ./8 ./8 ../ ../ ../ ./12 

198 slots 

. ; 4-S.drives 'l 
~8.' Vi .". --

•'l 

11-?S.slóts 
Yi'.:( l é ~8 

' 1 i. I ! -
_, 

ESL9322S2 1-8 drives ../ ../8 ./8 ../ ../ ../ ./12 
322 slots 

ESL93Q~ll' j 1-8 drives -,6 '".1 . ,68 v18· ' ~ Y3 
1 

j ·1;. ,, I 
. ,, 

. -~ j 322 ~lots '' . - l I ' . ' .J l...,:..j.,-~ ......... ~ u !."~ , , - j 

HP StorageWorks ESL9322 1-8 drives ../ ./ ../ ../ ./12 
with Ultrium 460 tape drives 322 slots 

I ESl9595SL 2-16 drives 
:595 slots 

./ ·: v;i8 ~8· v1j , Vi' 0 VJ 12 

ESL9595L 1 2-16 drives ./ ./8 ./8 ../ ./ ../ 595 slots 

HP StoraqeWorks ESL9595 1-16 drives ./; .;:· ./1- ,!f · .zl12 
with UJirium 460 tape drives 595 slots 

ESL9595S2 2-16 drives ../ ../8 ,rB ../ ../ ../ ../12 
595 slots 

ESL9326DX · 8-16 drives ./ ./8 ./8 ./ ../ ,;li 
326 slots ' . 



I 
I 

I 

Hewlett-Packard 

model ~11111111 
ESL9326SL 

Pre-merger 
Compaq 

model 

DLT 15/30 standalone 

DLT 35/70 slandalone 

TZ87 standalone 

TZ88 standalone 

TZ89 standalone 

12/24 DDS-3 standalone 

12/24 DAT 8 autoloader 

DLT 15/30 library 

DLT 20/40 library 

DLT 35/70 library 

TZ877 

TZ887 

TL881 
Base module 

TL88l + expansion uni! + 
data unil 

TL891 
Base module 

TL891 + exponsion uni!+ 
data uni! 

HP complementary 
products 

model 

8-16 drives 
326 slots 

15-30GB 

35-70GB 

15GB 

20GB 

35GB 

ldrive 
8 slots 

2 drives. 
15 slots 

2 drives 
15 slots 

2 drives 
15 slots 

1 drive 
7 slots 

l drive 
7 slots 

1-2 drives 
10 slots 

l -lO drives 
10-90 slots 

l-2 drives 
10 slots 

l -1 O drives 
10-90 slots 

2-7 drives 
96 slots 

111 11111 
.,(3 

.,(3 

.,(3 .,( 

.,(3 .,( .,( .,( , 

.,(3 

.,(3 

.,(3 .,(3 

.,(3 

.,(3 

.,(3 . 

.,(3 

.,(l 

.,(3 

.,(3 

.,(8 .,(8 .,( 

.,(8 .,(8 .,( 

.,(8 .,(8 .,( 

111111 IC IC 'c 'c ãi v; ~ > 
z ~~ 

o z 
"' I 

Fl s No .. 

Doc. 

.,(1 2 

I 

{ . 
........ .. 

.,( 

.,( 

.,(12 

lU ~ 
a. .o 
:e :t 

~ 

1 

/(_ 
I 



-, I. 
B:M 

HP comp'.umentary 
~ 
Gl c 

I 

products 

model 

QTM4500S DLT autoloader 

StorageTek 

model 

SD3 standalane 

STK9490 Timberline 
standalone 

__ j S~9i3~.0 stond'olone 

STK 280 scrotch looder 

Logo lS/ 340 Dotowheel 

capacity 
drive/slot 

I drive 
5 slots 

50GB 

800MB 

J2ÓGB: 

2 drives 
J 25 s_lots, 

2 -16 drives 
Silo Model 4400 with ACSLS 2000-6000 

slots 

, ; si~o M~el- f3_1 O Powàerhorn ~~~ ~rives! 
~ Wll~ ~CSLS 6000 slots 

50GB 
Silo Model 9360 Wolfcreek 500 -1 000 

slots 

: STK971 O with. SCSI 
.:J<J . '1.-

STK971 O with ACSLS 1 

;; l Slk 9714 with SCSI 
l' 

STK 9714 with ACSLS 1 

STK 9730 with SCSI 

STK 9730 with ACSLS 1 

STK9738Iibrory 

STK97 40 with SCSI 

\~· "' -, 
I ' 

,, 

10 drives 
252- 588 · 

... . :.J sto~ 
10 drives 
252-588 
slots 

:· 6 drives 
' 100 slots 
6 drives 
100 slots 

3 drives 
30 slots 

3 drives 
30 slots 

3 drives 
30 slots 

1 O drives 
326-494 
slots 

111 111'• >< .!5 I( 
>< ~ ~A. :li 111 

o~::: c ·;: ;a: I( c 'c ãi lU 11:1' ::a Ot- :a in ::a A. 
.., 

I lZ -aoM :a a c > :a A. .5 00 CllÕ :e :.::; z o o :e .. 
:z: ;: ;:o o ., !!!! .. z ... 

c-. c-. ., ., 

111111111 I 
0 

0 : ~f 'l 
'' ' .J - - ' ~- -

0 ' .;-

0~ i ,;iÁ V'3 ~-:-, ,v,\ 
I 

0 

! ,;;.;:i' ~ -j '' _· l i ' 
~ I ,_ :-l.. i.---

', • . 
0 ./ ./ ./ ./ 

·• I 

0 ~ ,;1 
'J 

:73 j 

-: 

0 ./ ./ ./ 

l ' ; •. ~ I ' 

0 ·~ ~-·· 
,. I 

~ ; -
~ .;; ~ 44· . 

I " j .h· · 
A 

~.i ' . . l I .J 
.. I 

~ 4! a ! ~ .. .• :-:. !~ .;f ~ ·- . ' Í'.•: ~-; --~ ::.. ~:- ~ 

0 ./ ./ ./ ./ 

0 ' ~ va 0 · ~ .j l j ' 1 j __ 
\ 

0 ./ ./ ./ ./ 

0 0 ,.1 v1 \ ' 
'I 

J 1 

0 ./ ./ ./ ./ 

.· ./ .;:_ .. '1 ~ 

0 · .f ./ ./ 



I StorageTek 

model 

I 

STK97 40 with ACSLS 1 

STK l20 

STK l40 

STK l80 

STK l1 80 with direct SCSI 

STK l1 80 with ACSlS 1 

STK l700 with SCSI 

STK l700 with ACSlS 1 

STK l700E with ACSlS 1 

STK Silo Model L5500 with 

ACSlS 1 

Exabyte 

model 

Elionl·820 stondolone 

! Mommoth stondolone 
I 

EZ·17 

180 

210 

220 

440/480 

2300 

690D 

capacity 
drive/slot 

10 drives 
326 ·494 
slots 

1·2 drives 
1 (). 20 slots 

2-4 drives 
20-40 slots 

1·8 drives 
40.80 slots 

10 drives 
180·slots 

1 O drives 
326.494 
slots 

20 drives 
700 slots 

20 drives 
326-494 
slots 

12·20 dr. 
1344 slots 

2·960 
drives 
2000-
132,000 
slots 

capacity 
drive/slot 

7GB 

, 2QGB 

1 drive 
7 slots 

1 drive 
8 slots 

1 drive 
8 slots 

2 drives 
20 slots 

2-4 drives 
4().80 slots 

2 drives 
28 slots 

6 drives 
91 slots 

111 
)( ~ 
:::» o ... 
Á. -gz 
:c j 

0 ./ 

• ./ 

• ./ 

• ./ 

0; ,f 

0 ./ 

0 ./ 

0 ./ 

0 ./ 

0 ./ 

)( ; 
:::» o ... 
Á. -gz 
:c j 

./ 

~ 

./ 

./ 

./ 

./ 

./ 

./ 

./ 

111 A:' ·"' 
~)(~ 111 )( 
o, ... c ·;: Ci 
"''oM :li D 
.5o o tnõ :e 
::o o In !!! 

NN 

./ ./ ../' 

./ ./ 

./ ./ 

./ ./ 

~ ./. 

./ ./ ./ 

./ ./ 

./ ./ ./ 

./ ./ ./ 

./ ./ ./ 

"'A:'~ )( ~)(~ 111 c ·;: Ci o, ... 
"OoM :::. a 
.5o o tnõ :e 
::o o In !!! 

NN 

./ 

./ 

)( 

)( ·c 
:li in c 
~ z 

In 

./ 

./ 

./ 

~ 

./ 

)( 
)( ·c 
:::. in c 
~ z 

In 

I !ô 

• • • • • 
)( ·c ãi 1&1 :::» > D. 

o :e o z .. 
In 

./ 

./ 

./ 

~ 

)( ·c ãi 1&1 :::» > D. 
o :e o z .. 

In 
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~ 
Cll c 

I 

I 

Exa~·yie 

model 

X80 

X200 

215M 

Quantum 

model 

DLT4000 standalone 

DtT:1óOô stàndolone 

capacity 
drive/slot 

2-8·drives 
40-80 slots 

2-10 drives 
40-200 si. 

1-2 drives 
15 slots 

20GB 

. 35GB 

DLT8000 stondolone 40GB 
- .. , .... 

DL 'F V.s 1'6Q sl<;mdolone 

SuperDLT 220 stondolone 

SuperDLT 320 stondo!One 

DLT4500 outolooder 

110GB 

160GB 

1 drive 
5 slots 

, -l DLT47ÔO ~O:utoloode.r 
.~:1 ~· ..:.:.....~-~!.A-

1 drive 
.J 7'sl<;>~ ' , . 

2 drives 
28 slots 

520 series 2/28 

520 series 4/52 

264~·series 9/88· 
. -·· .... . . 

2640 series 6/176 

' ' 
2640 seriése3/264 

ATL PowerStor L200 

An PowerSíor L500 

ATL PlOOO 

An P2000 

, ! 2âl-ives 
.~:~ J 2?~~rc,~s, . 

4 drives 
52 slots 

. 9 drives 
· 88 slots 

6 drives 
176 slots 

3 drives 
264 slots 

1 drive 
8 slots 

3' drives 
28 slots-

2-4 drives 
30 slots 

1-10 drives 
198 slots 

., ., ã:' -~ 
~ ·~ .!5 ot ~ ., 

ãi >< ~ >< .e c ·;: )( c 111 -o ::t o ... o, ... CC :I ii; ::t > A. -gz -ooM :I D c o :e :I Á. :e .. .5o o CllÕ :i z o z ... :c j "' !9 " ;:o o 
"' "' C'IC'I 

o/ 

o/ 

o/ o/ 

111111111 1-
../ ../ ../ o/ o/ 

:v:; .;ti :0 Y.i ~ . ' 
. J . • . : . _j 

../ ../ ../ o/ ../ 

v1. Vj 'e; ·.· i 

J.. .j 
-.1 _,._. ' ~ ... ..:J ... 

o/ ../ ../ o/ ../ o/ o/ '\'~ 

,e 17 ,I] ·.:r. ~ 
·I . . J 

../ 

-~ 
' ' -~ : J .. :....., J ·"• .. ~ . .:... 

0 ../ ../ o/5 

' .;~ 
; . ::-:,·~~ 

! . : . ~ .''.f5 ! ':~ J> o/f' 'I ft1·.,i ' ~ .;j . ' l ' . 1 ' .. .,:j - J ... :. - ~ 
l ·- ·-·-' · -

~~ ....__,::_.:::.:t..:,L_. 

0 ../ o/ ../5 

. 
./. 

·:~ " : · .. , . 

../ 

../ 

../ 

o/ 

../ ../ ../ 

o/ ../ o/ i ., 



I 

I 
'-,· 

N 

.. 
.... ~ 

Quantum 

model 

ATL 7100 

ATL P3000 

ATL P4000 

ATL P7000 

ATL M1500 

ATLM2500 

Quantum Superlooder 

ADIC 

model 

12000 

VlS4mm 

VLS DLT300 

VlS DLT400 

FastStor 2 

FastStor 7 

FastStor 22 

SCALAR 2418 

SCALAR 100 

SCALAR 218 

SCALAR 228 

SCALAR 448 

SCALAR 458 

SCALAR 1000 AMVS 

111 

>< ~ 
capacity :a o ... 

I -gz drive/slot Q, 
::1: 3: 

2-7 drives ./ 
100 slots 

16 drives ./ 
326 slots 

1-1 O drives ./ 
171-322 si. 

l6 drives· o/ 
679 slots 

20 drives ./ 
200 slots 

15 drives ./' 
300 slots 

1 drive 
8-16 slots 

111 

>< ~ 
capacity :a o ... 

A. -gz drive/slot 
::1: 3: 

1 drive 
12 slots 

2 drives 
· 15 slots 

1 drive 
7 slots 

1 drive 
7 slots 

1 drive 
8 slots 

1 drive 
7 slots 

1 drive 
22 slots 

1-2 drives. 
21-24 slots 

1-8 drives 
24-96 slots 

2 drives 
18 slots. 

2 drives 
28 slots 

4 drives 
44 slots 

4 drives 
58 slots 

1-48 drives 
158-1182 
slots 

;A:' :i )( )( 
111 >< 

o~::: c: ·c Ci )( ·c 'c ::; ... .. 
.,OM ::~~ a ::11 ;;; :a > Q, -o 
.5o o tnõ :e c o :e e :; z o 
;:o o In !! .. z ... 

NN In In 

./ ./ 

./ ./ 

./ ./ 

-7 ~ 

./ 

.r 

./ 

111 A:' ·"' )( )( 
~ >< c!: 111 ~ ·c o,., c ·c ~ 

I( ·c 1i ... .. 
.,OM ::~~ a ::11 ;;; :a > Q, -o 
.5o o tnõ :e c o :e e 

In !! 
:; z o z ;:o o .. ... 

NN In In 

./ ./ ./ 

,t 

./ 

,1 

./ 

./ 

./ 

./ 

./ 
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N SCALAR i200019 

' SCALAR 1 OK 

I 
i 
' I 

I 

1 

-~ J 

I 

Overland Data 

model 

LXB4110 I LXB421 O 

LXM4H 5 I I.!XM421 5' _ 
--~----- ....... ~ - -
LXB7110 I LXB7210 

.. -
lXM71 15 {~9',2 1:5 
-- -·"'-........... . -- --. 
LXB8110I LXB8210 

looderXpress Series 

Neo ~eries,LXN200U · 
. ~ ··-

Neo Series LXN4000 

IBM 

model 

Archive Python 

DDS:2 stondalone 

DDS-3 slondalone 

·~ 

~11111111111 
1-96 drives 
100-2232 ./ 
slots 

1-168dr. 
700-5000 I v ./' 
slots 

226 drives 
200-4500 0 ./ 
slots 

50 drives 
360-11500 0 ./ ./-
slots · 

256 drives 
6000- 0 ./ ./ 
50000 slots 

UI Ulà:;:t: >C .!S >< ~ ~><~ UI >< 
>C ·c: :; capacity :::1 o.,_ o, ... c ·;: a c lU o:t 

I lZ "VoM :I o :1 in :::1 > D. -o 
drive/slot D. .5o o lnÕ :e c o :e :I 

:c i 
::; z o z .. 

;:o o ., !!! .. ... 
NN 

., ., 

1-2 drives ./ 
10 slots 

r'2 drives 
.. , 

~ ';21 
i ~1 _? sldls'. -J _, 

1-2 drives ./ 
10 slots 

j 1·2 drives ;j 71 
. lB·~Iots' . -.J '' 

1-2 drives ./ 
10 slots 

\ 1-2:drjves . f~ . ./} ~ l :1•5 sfots; ' . 1 -
I 

J 
. ! 

l 
1 drive ./ ./ 
10-19 slots 

1-16-drives . :~ J'4 
J 26-240 ~1. j 

• • .• r,; i 
• _j ~· ' 

1-16 drives ./ 
52-240 si. 

~11111111111 
12GB 

., . 
4GB 

12GB 



I 

I 

IBM 

model 

Ultrium Tape Drive/TX200 

standalone 13 

Magstar 3590B 11 

Magstar 3590Ell 

IBM DOS/ 4 Autoloader 

3581 Ultrium Tape 
Autoloader 

3583 Ultrium Tape Library 

3584 Ultrium Tape Library 

3600 series 

Sony 

model 

SDT-9000 DDS-3 series 

SDT-1 0000 DDS-4 series 

SDX-400C AIT-1 series 

SDX-SOOC AIT-2 series 

SDX-700C AIT-3 series 

. TSL-A300C/TSL-SA300C 
, AJT, 1 autoloader 

Sony Petasile 150/ 80/8400 

I De li 

model 

PowerVault 120T DOS 

11111111 
200GB 05 ./ ./ ./ 

0 ./ ./ 1 drive 
lO slots 

0 ./ ./ 1 drive 
10 slots 

./ 1 drive 
6 slots 

05 ./ ./ 1 drive 
7 slots 

05 ./ 1-6 drives 
18-72 slots 

05 ./ ./ ./ ./11 1-72 drives 
87-2481 sL 

./ ./ 1-2 drives 
20 slots 

111111111 I 
24GB ./ 

' ., 
20GB ./ 

35GB ./ 

50GB ./ ./ ./ ./ ./ 

260GB ./ ./15 ./ ./ ./ 

1 drive ./ 
4slots 

1-828 drs. 
130- 0 ./ ./ 
56,158 si. 

~11111111111 
1 drive 
8 slots 

RQS n° 03/2005 - CN 
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11111111111 
TLS-4210 

2 drives ./ ./ ./ ./ ./ 
12 slots 

TLS-4212 
2 drives ./ ./ ./ ./. ./. 
14 slots 

TLS-4222 2 drives ./ ./ ./ ./ ./ 
24 slots 

TLS-4420 
4 drives y( y(. y(._ . ./:. .t:. 
21 slots 

TLS-4440 
4 drives ./ ./ ./ ./ ./ 
42 slots 

) 
TLS-4480 4 drives ./ ./ ./. ./.' -li 

84 slots 

TLS-4660 6 drives ./ ./ ./ ./ ./ 
63 slots 

TLS-46120 
6 drives ./ ./ .0 .-Á ~ 
126 slots 

TLS-412180 
6 drives ./ ./ ./ ./ ./ 
180 slots 

' Tl54'123õ0 J ·1:2::drives . 1 Ví ..1 0. ;& 
, 

" 9!1 . ....._..._.- 136Qslots l ··- -
1 drive 

.. . , 
TLS-6110 ./ ./ ./ ./ ./ . 

1 O slots 
,. ; 2 clrives -·· I' 

TLS-62f0 ./ ./ ./ ·-L '-0 I 

; 10-slots • 

TLS-6220 2 drives ./ ./ ./ ./ ./. 20 slots 
1 i 4 ·drives 'i ·: 

-TLS-:6430 
· 30 slots 

.) ./' .L ,:.;1. ·,ti .l 
1 - . ' 

TLS-6460 4 drives ./ ./ ./ ./ ./ 
60 slots 

8 drlves ' 
I 

TLScó81'20 
; 120' slots· 

./' .L; ,Jj v: .jj 

TLS-68240 8 drives ./ ./ ./ ./ ./ 240 

TLS,8tio 1 drive ./ ./- ./i ·,á . ;t;i 
1l slots . 

L . ~ 

TLS-8211 1-2 drives ./ ./ ./ ./ ./ 
11 slots 

TLS-8222 
1-2 'drives ./; .r Y1 ~ -.1 :ilj 1 . 

' nslots 

TLS-8466 1-4 drives ./ ./ ./ ./ ./ 
33 slots 

TLS-88132 1-8-drives ./ 0 -.7 V\ ~ 
132 slots 

TLS-88264 1-8 drives ./ ./ ./ ./ ./ 
264 slots 



I 

I 

I 

Sun StorEdge 

model 

L8 

L9 

L20 

Ll80 

L280 

L700 

LlOOO 

L3500 

LllOOO 

l5500 with ACSLS 1 

L6000 with ACSLS or 

Libstation 1 

Benchmark 

model 

ValuSmart Tape 80 

ValuSmart Tape VS 160 

ValuSmart Tape 640 Blade 

Spectra Logic 

Model 

Spectra 20k 

Spectra 64k 

1 drive 
8 slots 

1 drive 
9 slots 

1 drive 
20 slots 

10 drives 
180 slots 

1 drive 
8 slots 

20 drives 
700 slots 

2-4 drives 
30 slots 

2-7 drives 
100 slots 

16 drives 
326 slots 

2 -16 drives 
2000-6000 
slots 

2-16 drives 
2000-
6000 slots 

40-80GB 

80-160 GB 

1 drive 
8 slots 

11111111111 
./ ./ ./ ./ ./ 

./ 

./ 

./ 

./ 

./ 

./ 

./ 

./ 

~ "" ./ ;,f1 · ~ 

./ ./ ./ ./ 

111111111 I 
./ ./ ./ ./ ./ ./ 

.Jf ./ -4 

./ ./ ./ ./ ./ 

~11111111111 
2-8 drives 
30-200 si. 

2-32 drives 
100-640 si. 
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PTX7-ML34 

I Seagate 
I 

Model 

Scorpion 24 

Sidewinder 50 

Viper 200 LTO (i/e) 

Standalone 13 

· Víper ioob Autoloader 
.• ~ J 

I 
: 
j 

! 

I 

I 

- I- CT~"' • •• f 

Breece Hill 

Model 

Q70 Saguaro 

Ql~<rSaguoro 
·--
Q21 O Saguoro 

8P.AC 
~ 

Archive 

Model 

Python 20/40 DAT 

Pythorí 12/24 DAT 

MKE 

Model 

MKE DDS-4 

'~ 
', 

~11111111111 
4 drives 
52 slots 

capacity 
GB/slot 

24GB 

50GB 

200GB 

ldrive 
l1 slots 

)( 
::::. 

I a. :c 

···1 

; ;iã:'i 
Ot- o~ ::I 
-gz "VoM 

j88 3i C'fC'f 

../ 

.( 

../ ../ 

~ ,1 

111 )( 

~ 
.!5 .!5 

1 c·;: < ;i c 111 ~ 

::t a ~ a. oO 

tnõ :1 c :1 ::t 
~ z J .. 

tn !! z ... 
tn 

../ ../ 

~11111111111 
12 drives ../ ../ 
70 slots 

9 drives ./;_ :;4 .l l 40~ slots; 
. 

6 drives ../ ../ 
210 slots 

l r drive :; v: I I 

, 6 slots . j l; l J . , ' -

)( ; ;iã:'i 111 )( 
>C 

.!5 .!5 
capacity ::::. Ot- o~ ::I c ·;: < .5 c 'i 111 '1:1' 

A. -gz "VoM ::t a :I tn ~ > a. oO 

GB/slot j88 tnõ :1 c o :1 :I 
:c 3i tn !! ~ z s z ~ 

C'fC'f tn tn 

20/40GB ../ ../ 

• I ' 
12/24GB ~ . I I 

I ' • • - __ ; ·-

)( ; ;iã:':ii 111 )( 
lC 

.!:S .!5 - ~ capacity ~ Ot- o~ ::I c ·;: < c c 1 111 

A. -gz "VoM =» a :I Vi ~ a. oO 

GB/slot tnõ :1 c o :1 :I 

:c 3i 
.5 00 ~ z l z .. 
;:o o tn !! ... 

C'fC'f tn 

12GB ../ ../ 
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I NEC 

Model ....... 111111111 

I 
N 

N 

N 

N 

N 

N 

N 

N 

I 

iStoroge T-Series T 40 

iStorage T-Series T80 

iStorage T-Series T1 80 

iStorage T-Series T700 

Dl0101H 

ll0101 H 

Hitachi 

Model 

l1 /20 Tape Library 

l2/20 Tape Librory 

l2/ 40 Tope librory 

l4/ 40 Tope Librory 

l2/80 Tope Librory 

l4/80 Tape librory 

l6/80 Tape librory 

l8/80 Tape library 

BDT 

Model 

ThinStor 1/8 Autoloader 

2-4 drives 
20-40 slots 

1-8 drives 
40.80 slots 

10 drives 
180 slots 

20 drives 
700 slots 

1 drive 
10 slots 

1 drive 
10 slots 

capacity 
GB/slot 

1 drive 
20 slots 

2 drives 
20 slots 

2 drives 
40 slots-

4 drives 
40 slots 

2 drives 
80 slots 

4 drives 
80 slots 

6 drives 
80 slots 

8 drives 
80 slots 

capacity 
GB/slot 

1 drive 
8 slots 

./ 

./ 

./ 

./ 

./ 

./ 

111 

>< ~ 
::I Ot-

I lZ a. 
:1: i 

-L 

./ 

0 

./ 

./ 

./ 

./ 

./ 

111 

>< ~ 
::I o.,. 
rl. lZ 
:1: i 

./ ./ ./ 

./ ./ ./ 

./ ./ ./ 

./ ./ ./ 

./ 

./ 

111 à:' ·"' .!! I( 
~><;!I 111 >< 
o, ... c ·;: Ci I( .5 ·c: ãi lU 

"DoM :I Cl :::» 111 ::I > a. 
.5o o IIIÕ ~ c o ~ :.::1 z o 
;:o o 111 !!! .. z 

C'IC'I 111 111 

y/. ~ ~ 

./ ./ ./ 

v ./ ~ 

./ ./ ./ 

* -/ ~ 

./ ./ ./ 

./ ./' ~ 

./ ./ ./ 

111.....__ 
.!! -~ ~a.;;; 111 >< 

= 
-o~!:: c ·;: Ci c ãi lU 

"DoM ::11 Cl i;; ::::1 > a. 
IIIÕ ~ c o ~ .5o o :.::1 z s ;:o o 111 !! z 

C'IC'I 111 111 

This device requires the ACSlS software from StorageTek. The following versions of ACSlS have 
been tested with Data Protector: 

• ACSlS 5 .2 
• ACSlS 5.3 
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__ _...._ ... ,.,._. 5. 3. 2 
• ACSLS 5.4 
• ACSLS 6.0 
• ACSLS 6.01 

HP support covers configuration and usage of ACSLS within Data Protector, but HP provides no 
support for the ACSLS software. For the MVS-controlled libraries, the following versions have been 

tested: 

• MVS 5 .2.2 
• Library Station 3 .1.0, 4 .0, 5.0 
• Library Control Facility 3 .1.0 
• HSC 2.1.0 

To utilize ACSLS on Windows NT, StorageTek LibAttach software is also required . 
2 This device requires the DAS software from ADIC. The following versions of DAS have been tested 

with Data Protector: 

• DAS 1.30 
• DAS 1.30C 
• DAS 3.01 (single DAS server) 
• DAS 3.10 

HP support covers configuration and usage of DAS within Data Protector, but HP provides no 
support for the DAS software. 

3 For the support of these devices on these operating systems, the following SCSI controller driver is 

4 

5 

6 

7 

9 

required: cpq32fs2.sys, minimum version 3.17. See the following URL: 
http:// www .compag .com/support/files/ serve r /softpags/WIN NT /ntscsi 24 . htm I 

Library or autoloader supported only in stacker mode. 

To utilize IBM LTO on HP-UX, the IBM LTO for HP-UX device driver is required. This can be 
obtained from the following URL: 

http://www .storage. ibm.com/storagesmart/lto/support/lto ftp. htm 

Please Note: The native HP-UX driver should be used for the library robotic. 

Magneto-Optical disk support with Windows NT does not include Data Protector Enhanced 
Automated Disaster Recovery. 

The STK9940 is supported with HP-UX only in STK9840 emulation mode. Please configure your 
STK9940 device as an STK9840 in the Omniback 11 GUI. 

For the support of these devices on these operating systems, the following SCSI controller drivers 
are required: 

For 32bit SCSI Controller- cpq32fs2 .sys, version 5.12 .20. 
For 64bit SCSI Controller- adpu 160m.sys, version 6. 1 .530. 201 

See the following URL: 
http:// www .compag .com/ support/files/ serve r/ softpags/WIN NT /n tscsi 24 . html 

Data Protector 5.0 'Barcode reader support' not supported. 

) 
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10 Please expect a delay when restoring data over two media with the SuperDLT 320 on Novell 
Netware. This will be fixed within the next Data Protector 5 .0 Media Agent patch . 

11 To utilize IBM 3584 on Linux, the IBM device drivers are required. These can be obtained from the 
following URL: 
http:/ /www-l.ibm.com/ support/ all_download_drivers.html 

12 Data Protector 'devbra' command and device auto-configuration are not supported with Tru64 . 
13 LTO Ultrium Cartridge Memory is not supported with IBM or Seagate LTO Ultrium tape drives. 
14 Please include Data Protector global variable OB2SHORTSEEK=500 in omn irc/ .omnirc file . 
15 To utilize the AIT-3 device, the lates! Data Protector Media Agent patch is required : 

http ://s u pport . openv i ew.hp . com/cpe/pa tches/dp/d~ 
16 lnsight Storage Agent should be disabled when using the HP StorageWorks SSL l 016 tape 

autoloader with LTO 460 on Windows NT and Windows 2000/ XP with the Adaptec Ul60 SCSI 
HBA. 

17 TL895 option 'Auto Drive Unload' needs to be turned to enabled (this is not the default setting). 
18 To utilize the ADIC SCALAR 24, please use the ADIC Scalar l 00' sign on string . 
19 To utilize the ADIC SCALAR i2000, please use lhe 'ADIC Scalar l 000' sign on string . 

Please Note: 

lf required, information regarding the Data Protector omnirc/ .omnirc file can be found within the 
Data Protector 5 .0 Administrator's Guide. 
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Cooling Require 

Cooling Requirements 

The temperature and humidity specifications shown below are the maximums and standards at which server 
cooling parameters have been established. 

Temperature and Humidity Specifications 

Maximum Recommended Maximum Rate Of Change 
Param e ter Non-Operating Operating Operating 

Range Range Range 
(per hour) 

Temperaturea -40° C to +65° C 20° to 25° C 5° C to 35° C 10° C (50° F) Rb 

(-40° F to 149° F) (70° to 77° F) (41°Fto 95°F) 20° C (68° F) W 
20° F (-7° C) Rb 

30° F (-1° C) Nc 

Operating 5% to 90%, 40%-50%, 15%-80%, 30% RH!hour 
Humidity non-condensing at non-condensing at non-condensing 

25° C (77° F) 25° C (77° F) at 25° C (77° F) 

a . At altitudes up to 3,000 meters. 
b. Repetitive 
c. Non-repetitive 

Chapter 
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Other Safety/Operat 

Other Safety/Operation Standards 

The following are some ofthe other environmental influences that may affect L Class servers. 

Vibration 

Continuous vibration can cause a slow degradation ofmechanical parts and, when severe, can cause data 
errors in disc drives. Mechanical connections such as printed circuit assembly (PCA) connectors, cable 
connectors, and processar backplane wiring can also be affected by vibration. 

Flammable Materiais 

Fundamental safeguards for compu ter systems should include a si te well away from any sources of potential 
damage. The system should not be installed or operated in an environment where there is a risk offire or 
explosion due to the existence of highly flammable gases, volatile liquids, or combustible dust. 

Airborne Contaminants 

Airborne contaminants and particles of a certain size and hardness can damage your compu ter system, 
particularly disc drives. Corrosive gases aml/or solvent vapors such as those from liquid spirit duplicating 
equipment and wet-process photo copiers can also cause damage. Some ofthe most common contaminants are 
dust, smoke, ash, eraser debris, food crumbs, and salty air. 

Electrostatic Discharge 

Ifthere is an abnormally high levei of static electricity at your compu ter system's location (15 KV or higher), 
ttnyone can cause "sparking" upon contact with the equipment. Carpeting and/or low humidity is a major 
s~·urce of static electricity, especially in dry and cold climates. Static electricity can often be significantly 
reduced by using a humidifier. 

NOTE Hewlett-Packard recommends a heat evaporating-type humidifier and strongly advises against 
using a cold water atomizer type humidifier 

Other ways to minimize electrostatic discharge are by using specially grounded mats in front ofthe computer 
system or by treating carpeting with anti-static spray. If spray is used, apply it while the system is turned off. 
Sprays are very temporary and must be reapplied frequently 

CAUTION Anti-static spray is not recommended beca use it gets in to the system intake filter and coats the 
circuitry. 

) 
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Electricallnt rds 

Electrical lnterference Safety Standards 

The following are some of the sources o f electrical interference that may affect rp24xx servers. 

Convenience Wall Outlets 

Power outlets for building maintenance equipment (i.e., vacuum cleaners, floor buffers, etc.) must be wired 
from circuit breakers on a power panel separate from the computer system panel. The ground wires from 
these outlets must be connected to the normal building distribution panel; not the computer system ground. 

If a separa te power source and separa te ground are not provided, operation of janitorial equipment can 
induce electrical noise and cause abnormal operation of the compu ter system. Your electrician can verify 
whether or not maintenance outlets are on separate panels. 

Lightning 

In some geographical areas it may by advisable to installlightning protection for both personnel and 
computer systems. In the United States (USA), the installation oflightning or surge arrestors on power and 
communication lines is described in the National Electrical Code, Article 280. Alllightning arrestors must 
have the UL 1449 rating and should be tested to survive the suite ofiEEE587 tests. 

The principies oflightning protection and personnel safety are outlined in detail in the lightning protection 
code contained in the National Fire Protection Association (NFPA) Handbook . 
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Temperature and Humi 

Temperature and Humidity Operation Standards 

The following table lists the computer room temperature and humidity specifications for rp24xx servers. 

Temperature and Humidity Specifications 

Maximum Recommended Maximum Rate Of Change 
Parameter Non-Operating Operating Operating 

Range Range Range 
(per hour) 

Temperaturea -40° C to +65° C 20° to 25° C 5° C to 39° C 10° C (50° F) Rb 

(-40° F to 149° F) (70° to 77° F) (41° F to 102° F) 20° c (68° F)NC 
20° F (-7° C)Rb 

30° F (-1 ° C)Nc 

Operating 5% to 90%, 40%-50%, 15%-80%, 30% RH/hour 
Humidity non-condensing non-condensing non-condensing 

at 25° C (77° F) at 25° C (77° F) at 25° C (77° F) 

a. At altitudes up to 3,000 meters. 
b. Repetitive. 
c. Non-repetitive. 

NOTE Operating ranges refer to the ambient air temperature and humidity measured at the cabinet 
cooling air intake vents. 
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Altitude Operation Standards 

Maximum Altitude 

Operational 3000 meters above sea levei 

Non-operational 4572 meters above sea levei 

Effects of Altitude 

Altitude effects the cooling of computer systems. Less air density means less cooling. Differences in air 
temperature, input to exhaust, can increase significantly at higher altitudes. 
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Local Computer Installation Codes 
Speciallocal codes exist in some locations regulating the installation of compu ter equipment. The customer is 
responsible for making sure their computer system installation is in compliance with alllocal laws, 
regulations, and codes for mechanical , building, and electrical distribution systems prior to system 
installation. The Hewlett-Packard Site Preparation Specialist can assist in determining your local 
regulations . 
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Acoustic Safety Standards 

The acoustic specifications for the rp24xx server are as follows: 

Sound power levei 6.4 Bels LWA 

Sound pressure levei at operator position 58.2 dB LPA 

Reducing Acoustic Noise Leveis 

Ambient noise levei in a computer room or office environment can be reduced by the following means: 

• Dropped ceiling-Cover with a commercial grade offire-resistant, acoustic rated, fiberglass ceiling tile. 

• Sound deadening-Cover the walls with curtains or other sound deadening material. 

• Removable partitions-Foam rubber models reduce noise leveis the best. 

~ 
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ESD Safe 

• Use d chairs. 

• 

• Store spare electronic modules in antistatic containers. 

~ 
·..:.·. 
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ESD 

ESD Safety Standards 

Static charges (voltage leveis) occur when objects are separated or rubbed together. The voltage levei of a 
static charge is determined by the following factors: 

• Types of materiais 

• Relative humidity 

• Rate of change or separation 

Effect of humidity on ESD charge leveis 

The following table lists charge leveis based on personnel activities and humidity leveis. 

Activity8 Humidityband charge leveis (voltages)c 

26% 32% 40% 50% 

Person walking across a linoleum floor 6,150 v 5,750 v 4,625 v 3,700V 

Person walking across a carpeted floor 18,450 v 17,250 v 13,875 v 11,100 v 

Person getting up from a plastic chair 24,600 v 23,000 v 18,500 v 14,800 v 

a. Source: B.A. Unger, Electrostatic Discharge Failures of Semiconductor Devices (Bell 
Laboratories, 1981) 

h. For the same relative humidity levei, a high rate of airflow produces higher static charges 
than a low airflow rate. 

c. Some data in this table has been extrapolated. 

Static protection measures- computer room environments 

Follow these precautions to minimize possible ESD-induced failures in the computer room: 

• Maintain recommended humidity levei and airflow rates in the computer room. 

• Install conductive flooring (conductive adhesive must be used when laying tiles). 

• Use conductive wax ifwaxed floors are necessary. 

• Ensure that ali equipment and flooring are properly grounded and are at the same ground potential. 

• Use conductive tables and chairs. 

• Use a grounded wrist strap (or other grounding method) and antistatic mats when handling circuit 
boards. 

• Store spare electronic modules in antistatic containers. 

Static protection measures - office environments 

Office areas generally do not offer the same degree of environmental control possible in a computer room. 
However, some of the same precautions should be followed: 

• Maintain recommended humidity levei and airflow rates in the office. 

-------------------------------------------
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Acoustic noise levei per ISO 9296 (25° C): 

LpAm <60dB (operators position) 

Gerãuschemission (Deuschland) 

Gerãuschemission nach ISO 9296 (25° C): 

LpAm <60dB (Arbeitsplatz) 

Australian C-Tick La bel 

N279 
Laser Safety 

This product contains a laser internai to the Optical Link Module (OLM) for connection to the Fibre 
communications port. 

In the USA, the OLM is certified as a Class 1laser product conforming to the requirements contained in the 
pepartment ofHealth and Human Services (DHHS) regulation 21 CFR, Subchapter J. The certification is 
Índicated by a label on the plastic OLM housing. 

Outside the USA, the OLM is certified as a Class 1laser product conforming to the requirements contained in 
IEC 825-1:1993 and EN 60825-1:1994, including Amendment 11:1996. 
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hp Serve r rp24xx Safety an·d R 

Korean RFI Statement 
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nd Regulatory lnformation 

tates Federal Communications Commission has specified that the following notice be brought to 
the attention of users of this product: 

NOTE This equipment has been tested and found to comply with the limits for a Class A digital 
device, pursuant to part 15 of the FCC rules. These limits are designed to provide reasonable 
protection against harmful interference when the equipment is operated in a commercial 
environment. This equipment generates, uses, and can radiate radio frequency energy and, if 
not installed and used in accordance with the instruction manual, may cause harmful 
interference to radio communications. Operation ofthis equipment in a residential areais 
likely to cause harmful interference in which case the user will be required to correct the 
interference at his own expense. 

Hewlett-Packard's system verification tests were conducted with HP-supported peripheral devices and HP 
shielded cables, such as those you receive with your computer. Changes or modifications not expressly 
approved by Hewlett-Packard could void the user's authority to operate the equipment. Cables used with this 
device must be properly shielded to comply with the requirements of the FCC. 

Canada RFI Statement 

This Class A digital apparatus meets ali requirements of the Canadian Interference-Causing Equipment 
Regulations. 

Notice relative aux interférences radioélectriques (Canada) 

Cet appareil numérique de la classe A respecte toutes les exigences du Rêglement sur le matériel brouilleur 
.du Canada. 

European Union RFI Statement 

This is a Class A product. In a domestic environment, this product may cause radio interference in which case 
the user may be required to take adequate measures. 
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DECLARATION OF CONFORMITY 
according to ISO/I EC Guide 22 and EN 45014 

Manufacturer's Name: Hewlett-Packard Company 
Internet & Applications Systems Division 

Manufacturer's Address:8000 Foothills Blvd. 
Roseville, CA 95747 
USA 

declares, that the product 

Product Name: HP Server rp24xx (where xis any number 0-9) 

Regulatory Model: RSVL-0107-A-xx (where -xx is an optional suffix and x 
is any letter or blank) 

Product Optlons: Ali 

conforms to the followlng Product Speclfications: 

Safety: IEC 60950:1991 +A 1 +A2 +A3 +A4 I 

EN 60950: 1992+A1+A2 +A3 +A4 +A11 

IEC 60825-1 :1993 +A1 I EN 60825-1 :1994+A11, Class 1 

GB 4943-1995 

EMC: CISPR 22:1997 I EN 55022:1998 Class A 1) 

CISPR 24:1997 I EN 55024:1998 

IEC 61000-3-2:1995 I EN 61000-3-2:1995 +A14 

IEC 61000-3-3:1994 I EN 61000-3-3:1995 

GB 9254-1988 

Supplementary lnformation 

The product herewith complies with lhe requirements of lhe Low Voltage Directive 
731231EEC and lhe EMC Directive 8913361EEC and carries lhe CE marking 
accordingly. 

1) The produ c! was tested in a typical configuration with Hewlett-Packard computer 
peripherals. 

2) DC versions of lhe produ c! were tested in a typical configuration with a Hewlett­
Packard 6813A ACIDC power source. 

Li I) lkn/aL (L 
Roseville, 11128101 Frank D. Dembski Jr., Quality ~nager 

European Contact: Your local Hewtett-Packard Sales and Service Office ar Hewtett-Packard GmbH, 
Department HQ-TRE. Herrenberger Stral1e 130, D-71034 BOblingen (FAX: + 49-7031-14-3143) 
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MepLI npe~ocTopm~euocTu npu pa6oTe co CTOiíKaMH 

OCTOPOJKHO CToiíKa oqenL TBaceJiaB, ,l{aace eCJIH B ueií ue ycrauosJieuo o6opy.llOBauue, no­
lTOMY npu ee nepeMew;euuu co6JIIO,IlaiíTe MepLI npe,llocTopoacuocru. H36eraiíTe 
nepeMem;eHHB CTOHKH no uepOBHOH noBepXHOCTH HJIH noBepXHOCTH C yrJIOM 
uaKJiona 6oJiee 10 rp~ycos. CnBme croiíKH c noMona H ee nepeMew;euHe 
He06XO,I{HMO BLIDOJIHBTL no Kpaiíneií Mepe B~BOeM. 

OCTOPOJKHO 06opy~osauHe, ycraHoBJieunoe ua noJI03MIX, HeJIL3B BLmBHraTL Hl croiíKH, 
noKa oua uaxo~HTCB ua TPaucnopTHpOBO'IHOM noMone. llpe)K)J;e 'leM BLmBH­
nyTL Hl croiíKH KaKoe-JIH6o o6opy~osauHe, ueo6xo~HMO CHBTL croiíKy c 
nOMOHa H BLmBHnyTL cnepe~H H C3~H CTOHKH ~OnOJIHHTeJibHLie onophl, 
npe~oxpaHBIOID;He OT ODpOKH,llbJBaHHB. 

OCTOPOJKHO ~B o6ecne'leHHB ycroií'IHBOCTH CTOHKH nepe~uHe H l~HHe onophl, 
npe~oxpaHBIOUJ;He CTOHKY OT onpO~hJBaHHB, ~OJiacHhl 6LITL Bcema 
BLmBHHyTLI. ÜHKOf'na He BLmBHraÜTe O~HOBpeMeHHO 60Jiee O~HOI'O 
KOMnoueuTa o6opy~ooaHHB, ycrauoBJieuuoro na noJI03LB. 

OCTOPOJKHO llepe~ ucnoJILlOBauneM KaKOro-Jiu6o o6opy~ooaunB, ycrauoBJieuuoro ua 
noJIOlbBX, ueo6xo~HMO ycranoBHTL YCTPOiíCTBo, npe~oxpaHBIOw;ee croiíKY 
OT onpOK~hiBaHHB. 

~B CTOeK A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, 
Jl501A H J1502A TaKHM ycTPoiícTBOM BBJIBIOTCB ~Be oLmBHacuLJe onopLI, 
npe~oxpaHBIOUJ;He OT onpOKH~hJBaHHB. 

llpe)K)J;e 11eM ycranaBJIHBaTL na noJI03LBX KaKoe-Jiu6o o6opy~osauue, ycrauo­
BHTe cnepe~H H C3~H CTOHKH OnOpbl, npe~oxpaHBIOUJ;He OT onpOKH,llhiBaHHB. 

~B cToeK A1896A, Al897A, A1883A, A1884A, C2785A, C2786A u C2787A 
B Ka'leCTBe ycTpOÜCTBa, npe~oxpaHBIOUJ;ero OT onpOKH~hJBaHHB, HCnOJihlyeTCB 
6aJIJI8CT, KOTOpbiH ycTanaBJIHBaeTCH BHH3Y CTOHKH. 

Tpe6oBaHHH K ÕaJIJI8CTy CM. B ~OKYMeHT8U:HH, npHJiaraeMOH K CTOÜKe, HJIH 
na Web-y3Jie no a~pecy: www.docs.hp.com 

Heco6JIIO~enHe 3THX Mep npe~ocTopoacnocTH MoaceT npnsecm K TPaBMaM 
nepCOHaJia H nOBpe)K)J;eHHIO 06opy.llOB8HHB. 
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Laitekaappia koskeva turvavaroitus 

WARNING Kaapit ovat tyhjinãkin painavia. Ole varovainen siirtãessãsi kaappia siitã 
riippumatta, onko siihen asennettu laitteistoa. Ãlã rullaa kaappeja karkeilla tai 
epãtasaisilla pinnoilla tai jos pinnan kaltevuus ylittãã 10 astetta. Kaappien 
ottamiseen alas lastausalustaltaja niiden siirtãmiseen tarvitaan ainakin kaksi 
henkilõã. 

WARNING Liukuvia osia ei pidã vetãã ulos kaapista laitteen ollessa lastausalusta lla. Kaappi 
tãytyy ottaa alas alustalta, ja sekã etummaisen ettã takimmaisen kallistustuen 
tãytyy olla asennettu ennen liukuvien osien vetãmistã ulos. 

WARNING Kun kallistustuet on asennettu, ne tãytyy jãttãã paikoilleen sekã edessã ettã takana, 
jotta kaappi pysyisi vakaasti paikoillaan. Vain yksi liuk uosa saa olla ulkona 
kerrallaan. 

WARNING Liukuviksi asennettavien tuotteiden kãyttõ vaatii laitekaapin kaatumisen estãvãn 
laitteen asentamista. 

Kaatumisen estãvã laite laitekaapeille A4900A, A4901A, A4902A, A5134A, A5135A, 
A5136A, J1500A, J1501Aja J1502A on pari kaatumisen estãviãjalkoja. 

Asenna sekã etu- ettã takajalka laitekaappiin ennen liukuviksi asenne ttavien 
tuotteiden asentamista. 

Kaatumisen estãvãnã laitteena laitekaapeille A1896A, A1897 A, A1883A, A1884A, 
C2785A, C2786Aja C2787A toimii painolastin asentamin en laitekaapin pohjalle. 

Sopivan painolastin mããrittãmiseksi tutustu tuotteen mukana tulleisiin ohjeisiin 
(ballast worksheets) tai kãy www-sivuilla osoitteessa http://www.docs.hp.com 

Nãiden ohjeiden noudattamatta jãttãminen voi johtaa laitteiston vaurioitumiseen 
tai ihmisten loukkaantumiseen. 
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Regulatory lnformation 

WARNING Skapene er tunge, selv nâr de er tomme. Vrer forsiktig nâr du flytter skap, uansett 
om de er tomme eller inneholder utstyr. Ikke rull skap pâ ru eller ujevne overflater 
eller i skrâninger som heller mer enn 10 grader. Det trengs minst to personer til 
lessing av skap fra pallen og til flytting av skap. 

WARNING Produkter som kan gli inn og ut a v skapet b~r ikke vrere trukket ut nãr skapet er pã 
transportpallen. Skabet mâ lesses av pallen og anti-tippe-f~tter ma vrere pâmontert 
bãde foran og bak f~r et produkt som kan gli inn og ut a v skapet, trekkes ut. 

WARNING Etter montering skal anti-tippe-f~ttene bâde foran og bak fortsatt vrere pâ for ã 
opprettholde stabilitet. Produkter som kan gli inn og ut av skapet, mâ kun trekkes 
ut ett og ett om gangen. 

WARNING Bruk av produkter som kan gli inn og ut, krever at det installeres en 
anti-tippe-enhet for skap. 

Anti-tippe-enheten for f~lgende skapprodukter er et par anti-tippe-f~tter: A4900A, 
A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A og J1502A. 

Installer bãde fremre og bakre anti-tippe-fot pã skapet f~r du installerer produkter 
som kan gli inn og ut. 

Anti-tippe-enheten for f~lgende skap er installering av ballast nederst i skapet: 
A1896A, A1897A, A1883A, A1884A, C2785A, C2786A og C2787A. 

Nâr du skal bestemme kravene til ballast, kan du se i ballastbeskrivelsen i 
dokumentasjonen som fulgte med skapet, eller gâ til www.docs.hp.com 
H vis disse forholdsreglene ikke blir fulgt, kan det f~re til skade pâ utstyr eller 
personer. 
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Sikkerhedsforanstaltninger for skabe 

WARNING Skabene er tunge, selv nar de er tomme. Vrer forsigtig nar De flytter sk abe, hvad 
enten der er installeret udstyr i skabet eller ej. Undga at rulle skabe pa ru eller 
ujrevne overflader eller skraninger der hrelder mere end 10 grader. Der skal mindst 
to personer til at aflresse skabe fra pallen og til at flytte skabe. 

WARNING Udtrreksdele ma ikke vrere trukket ud, nar skabet star pa forsendelsesp allen. Skabet 
skal f0rst lresses af pallen og anti-tip f0dderne skal vrer e installeret bade forpa og 
bagpa, f0r udtrreksdelene ma trrekkes ud. 

WARNING Efter installation skal bade de forreste og bageste anti-tip f0dder blive siddende for 
at opretholde stabiliteten. Der ma kun trrekkes en udtrreksdel ud ad gangen. 

WARNING Ved enhver brug af udtrreksdele skal der monteres anti-tip indretninger for skabet. 

For f0lgende skabstyper anvendes der som anti-tip indr etning et par a n ti-tip f0dder: 
A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A og J 1502A. 

Anti-tip f0dderne skal monteres bade pa for- og bagsiden, f0r der isrett es 
udtrreksdele. 

For f0lgende skabe anvendes der som anti-tip indretnin g en ballast i bunden af 
skabet: A1896A, A1897A, A1883A, A1884A, C2785A, C2786A og C2787A. 

For beslutningen om, hvorvidt der er brug for ballast, henvises til 
ballasttegningerne i papirerne, der f0lger med skabet, samt tit www.docs.hp.com 

Hvis ovenstaende anvisninger ikke f0lges, kan det medf0re materiel sk ade eller 
kvrestelse. 
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en zijn zwaar, ook ais deze leeg zijn. Ga voorzichtig te werk ais u een kast 
verplaatst, of er nu wel of niet apparatuur in de kast is gelnstalleerd. Rol kasten niet 
over ruwe of ongelijke oppervlakken ofhellingen van meer dan 10 graden. Ais u een 
kast van een pallet moet afhalen ofmoet verplaatsen, doet u dat dan altijd met twee 
personen. 

WARNING Zorg ervoor dat er geen uitschuitbare onderdelen uit de kast uitsteken ais de 
apparatuur ter verzending op een pallet is geplaatst. Voordat u een uitschuitbaar 
onderdeel uitschuift, moet u de kast eerst van het pallet halen en de 
stabilisatiesteunen aan de voor- en achterkant op de juiste manier installeren. 

WARNING Zodra de kast is gelnstalleerd, mogen de stabilisatiesteunen niet meer worden 
verplaatst. U mag niet meer dan één uitschuitbaar onderdeel tegelijk uitschuiven. 

WARNING Ais u verwisselbare opslagmedia wilt plaatsen, moet u de kast stabiliseren. 

32 "" 
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Voor de volgende producten maakt u gebruik van stabilisatiesteunen: A4900A, 
A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A en J1502A. 

U moet de stabilisatiesteunen zowel aan de voorkant ais aan de achterkant van de 
kast aanbrengen voordat u verwisselbare opslagmedia plaatst. 

De volgende kasten moet u stabiliseren door onderin de kast ballast te plaatsen: 
A1896A, A1897A, A1883A, A1884A, C2785A, C2786A en C2787A. 

Raadpleeg de informatie over ballast in de documentatie die u bij de kast heeft 
ontvangen of bezoek www.docs.hp.com om te bepalen hoeveel ballast is vereist. 

Ais u deze aanwijzingen niet opvolgt, kan dit leiden tot schade aan de apparatuur of 
lichamelijk letsel. 
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Sãkerhetsfõreskrifter fõr kabinett 

WARNING 

WARNING 

WARNING 

WARNING 

Chapter 

Kabinetten ar tunga aven nar de ar tomma. Var fõrsiktig nar du flyttar ett kabinett, 
oavsett om det ar tomt eller innehaller utrustning. Undvik att rulla k abinett pa ett 
underlag som ar ojamnt eller lutar mer an 10 grader. Det kravs minst tva personer 
fõr att lasta a v ett kabinett fran transportpallen eller fõr att flytta det. 

Inskjutningsbara produkter far in te vara utdragna nar utrustningen b efinner sig pa 
transportpallen. Kabinettet maste lastas a v frân pallen och tippskyddsfõtter ska 
monteras bade fram- och baktill innan en inskjutningsbar produkt dras ut. 

Efter montering ska tippskyddsfõtterna sitta kvar bade fram- och baktill sa att 
stabiliteten uppratthalls. De inskjutningsbara produkterna far bara d r as ut en i 
sander. 

Kabinettet maste tippskyddas fõr att en inskjutningsbar produkt ska kunna 
anvãndas. 

Fõr fõljande kabinettprodukter ska tva tippskyddsfõtter anvãndas: A4900A, A4901A, 
A4902A, A5134A, A5135A, A5136A, J1500A, J1501A och J1502A. 

Installera bade den framre och den bakre tippskyddsfoten pa kabinettet innan du 
installerar en inskjutningsbar produkt. 

Fõljande kabinett tippskyddas genom att ballast placer as i kabinettets botten: 
A1896A, A1897 A, A1883A, A1884A, C2785A, C2786A och C2787 A. 

I kabinettets dokumentation finns specifikationer fõr ballast. Du kan ocksa ga till 
www.docs.hp.com 

Om dessa fõreskrifter inte fõljs fõreligger risk fõr personskada eller sk ada pa 
utrustningen. 
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Regulatory lnformation 

WARNING Gli armadi sono molto pesanti anche quando sono vuoti. Esercitare la massima 
cautela durante lo spostamento degli armadi indipendentemente dai fatto che 
l'apparecchiatura sia installata o meno. Evitare di far scorrere gli armadi su 
superfici irregolari, disagevoli o con un'inclinazione superiore ai 10 gradi. Servirsi 
di almeno due persone sia per scaricare che per spostare gli armadi dai pallet. 

WARNING Non aprire o estendere gli elementi scorrevoli dagli armadi mentre 
l'apparecchiatura e sul pallet di trasporto. Prima di estendere o aprire un qualsiasi 
elemento scorrevole e necessario aver scaricato gli armadi dai pallet ed aver 
debitamente installato gli appositi piedini antiribaltamento anteriori e posteriori. 

WARNING Non smontare i piedini antiribaltamento dopo l'installazione perché stabilizzano gli 
armadi. Estendere o aprire soltanto un prodotto scorrevole per volta. 

WARNING L'uso di qualsiasi elemento scorrevole richiede l'installazione di un dispositivo 
antiribaltamento. 

11 dispositivo di questo tipo adatto per i seguenti armadi e costituito da una coppia 
di piedini antiribaltamento: A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, 
J1500A, J1501A e J1502A. 

Installare gli appositi piedini antiribaltamento anteriori e posteriori sull'armadio 
prima di procedere all'installazione di qualsiasi elemento scorrevole. 

11 dispositivo antiribaltamento adatto per i seguenti armadi e costituito 
dall'installazione di un contrappeso sul fondo dell'armadio: A1896A, A1897A, A1883A, 
A1884A, C2785A, C2786A e C2787A. 

Per determinare i requisiti dei contrappeso, fare riferimento alie schede tecniche 
relative comprese nella documentazione fornita con l'armadio o accedere al sito Web 
www.docs.hp.com 

La mancata applicazione di queste norme precauzionali potrebbe causare danni 
all'apparecchiatura o incidenti ai personale. 
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Procedimentos de Segurança - Armários 

WARNING 

WARNING 

WARNING 

WARNING 

Chapter 

Os annários são pesados, mesmo quando vazios. Tenha cuidado ao m ovimentar os 
annários, quer haja equipamentos instalados quer não. Evite deslizar os annários 
sobre superficies acidentadas, irregulares ou com inclinação superior a 10 graus. A 
retirada dos annários do palete e sua movimentação deverão ser feitas por, no 
mínimo, duas pessoas. 

Partes deslizantes não deverão ser abertas enquanto o annário encontrar-se no 
palete de embarque. O annário deve ser descarregado do palete e os anteparos nos 
pés dianteiros e traseiros devem ser instalados adequadamente antes de se abrir 
qualquer parte deslizante. 

Urna vez instalados, tanto os anteparos nos pés dianteiros quanto nos traseiros 
devem pennanecer em seus lugares adequados para garantir a estabilidade da peça. 
Deve-se abrir apenas urna parte deslizante por vez. 

O uso de qualquer produto de montagem deslizante requer a instalação de um 
dispositivo anti-tombamento para annários. 

Um par de pés anti-tombamento é o dispositivo anti-tombamento para os seguintes 
annários: A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A, e 
J1502A 

Instalar ambos os pés anti-tombamento na frente e atrás do annário antes da 
instalação de qualquer produto de montagem deslizante. 

A instalação de um lastro no fundo do annário é o dispositivo anti-tomb amento para 
os seguintes annários: A1896A, A1897A, A1883A, A1884A, C2785A, C2786A, e C2787A 

Para detenninar os requisitos de lastro, referir-se a planilha de lastro n a 
documentação que acompanha o armário ou em www.docs.hp.com 

A não observância destas precauções pode resultar em danos ao equipamento ou 
lesões as pessoas. 
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WARNING 

WARNING 

WARNING 
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os PtpP.~tó eslizables no deben extenderse dei armario cuando el equipo se 
en fr la plataforma de carga. Se debe descargar el armario de la plataforma 
e instalar bien las punteras delanteras y traseras de protección antes de extender 
cualquier producto deslizable. 

Una vez instalado, se deberán dejar puestas las punteras de protección, delanteras y 
traseras, para mantener la estabilidad. Se deberá extender un solo producto 
deslizable cada vez. 

El uso de cualquier producto de montaje deslizable requiere la instalación de un 
dispositivo de protección dei armario. 

El dispositivo de protección para los siguientes armarios es un par de punteras de 
protección: A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A y 
J1502A. 

Instale las punteras de protección delanteras y traseras en el armario antes de 
instalar ningún producto de montaje deslizable. 

El dispositivo de protección para los siguientes armarios es un lastre que se instala 
en la parte inferior dei armario: A1896A, A1897A, A1883A, A1884A, C2785A, C2786Ay 
C2787A. 

Para determinar los requisitos de lastre, consulte las hojas de datos dellastre en la 
documentación suministrada con el armario o bien visite www.docs.hp.com 

El incumplimiento de estas medidas de precaución puede tener como resultado 
daíios al equipo o lesiones personales. 
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Consignes de sécurité relatives aux armoires 

WARNING 

WARNING 

WARNING 

WARNING 

Une armoire est lourde même lorsqu'elle est vide. Faites preuve de prudence lorsque 
vous en déplacer une, peu importe si des éléments y sont installés ou non. Évitez de 
faire rouler l'armoire sur un sol irrégulier ou incliné à p lus de 10 degrés. Il faut au 
moins deux personnes pour décharger une armoire de la palette d'expédition et la 
déplacer. 

Ne faites pas glisser les éléments coulissants hors de l'armoire alors qu'elle se trouve 
sur la palette d'expédition. Vous devez d'abord décharger l'armoire de la palette et 
installer correctement les pieds antibasculement, en avant et en arriere, avant de 
faire glisser les éléments coulissants. 

Lorsqu'ils sont installés, les pieds antibasculement situés à l'avant et à l'arriere 
doivent tous deux rester en place pour assurer la stabilité de l'armoire. Vous ne 
devez faire glisser hors de l'armoire qu'un seul élément coulissant à la fois. 

L'utilisation d'un élément coulissant exige l'installation préalable d'un dispositif 
antibasculement. 

Pour les armoires A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A 
et J1502A, ce dispositif consiste en une paire de pieds a n tibasculement. 

Fixez les pieds antibasculement à l'avant et à l'arriere d e l'armoire avan t d'installer 
un élément coulissant dans cette derniere. 

Pour les armoires A1896A, A1897A, A1883A, A1884A, C2785A, C2786A et C2787A, le 
dispositif antibasculement consiste en un contrepoids que vous devez installer au 
bas de l'armoire. 

Pour connaitre le type de contrepoids à utiliser, consultez les feuilles de travail sur 
les contrepoids dans la documentation qui accompagne l'armoire ou visitez le site 
www.docs.hp.com 

Vous devez prendre ces précautions afin d'éviter des risques de domma ge au 
matériel ou de blessure. 

Medidas de seguridad para armarios 

WARNING 

Chapter 

Los armarios son pesados aun cuando estén vacíos. Tenga cuidado cuando mu.eva los 
armarios independientemente de que haya equipo instalado en el armario o no. 
Evite desplazar los armarios sobre superfícies rugosas o disparejas o p endientes de 
más de 10 grados. Dos personas, como mínimo, tienen que realizar la descarga de los 
armarios de la plataforma de carga y mover los armarios. 

27 4-. 
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fety and Regulatory lnformation 

WARNING Einbaugehãuse haben auch ohne Inhalt ein hohes Gewicht. Seien Sie also vorsichtig, 
wenn Sie ein Gehãuse hin und her bewegen, sei es mit oder ohne installierten 
Innenteilen. Rollen Sie das Gehãuse nach Mõglichkeit nicht über rauhe oder 
unebene Oberflãchen bzw. Oberflãchen mit mehr ais 10 Grad Neigung. Das Abladen 
von der Palette und Positionieren mufi von mindestens zwei Personen durchgeführt 
werden. 

WARNING Ziehen Sie keine beweglichen Teile heraus, solange sich das Einbaugehãuse auf der 
Palette befindet. Laden Sie es zunãchst von der Palette ab, und stellen Sie es mit den 
kippsicheren Vorder-und Hinterfüfien ordnungsgemã.6 auf, um bewegliche Teile 
sicher herausziehen zu kõnnen. 

WARNING Nach deren Installation dürfen die kippsicheren Fü.8e nicht wieder entfernt werden, 
um sicheren Stand zu gewãhrleisten. Ziehen Sie jeweils nur ein bewegliches Teil 
heraus. 

WARNING Bevor Sie auf Gleitschienen ruhende Produkte einbauen, müssen Sie für die 
Kippsicherheit der Einbaugehãuse sorgen. 

26 

Bei den folgenden Gehãuseprodukten verwenden Sie dazu in Paaren gelieferte 
kippsichere Fü.8e: A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, J1500A, J1501A 
undJ1502A. 

Installieren Sie sowohl die vorderen ais auch die hinteren kippsicheren Fü.8e, bevor 
Sie auf Gleitschienen ruhende Produkte einbauen. 

Bei folgenden Einbaugehãusen wird die Kippsicherheit erzielt, indem der Schrank 
unten mit Ballast beschwert wird: A1896A, A1897A, A1883A, A1884A, C2785A, C2786A 
und C2787A. 

Den erforderlichen Ballast kõnnen Sie den entsprechenden Arbeitsblãttern in der 
Dokumentation zum Einbaugehãuse entnehmen. Aufierdem finden Sie diese 
Informationen unter www.docs.hp.com 

Eine MiJJachtung dieser Sicherheitsvorkehrungen kann zu Verletzungen des 
Personals oder Schãden an den Gerãten führen. 
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hp Server rp24xx Safety and R.egulato 

Cabinet Safety Precautions 

WARNING 

WARNING 

WARNING 

WARNING 

Chapter 

Cabinets are heavy even when empty. Exercise caution when moving cabinets 
whether equipment is installed in the cabinet or not. Avoid rolling cabinets on rough 
or uneven surfaces or inclines greater than 10 degrees. Unloading cabinets from the 
pallet and movement of cabinets should be performed by at least two people. 

Slideable products are not to be extended from the cabinet while the equipment is 
on the shipping pallet. The cabinet must be unloaded from the pallet and both front 
and rear anti-tip feet properly installed prior to extending any slideable product. 

Once installed, both the front and rear anti-tip feet must remain in place to maintain 
stability. Only one slideable product must be extended at a time. 

Use of any slide mount product requires the installation of a cabinet a n ti-tip device. 

The anti-tip device for the following cabinet products is a pair of anti-t ip feet: 
A4900A, A4901A, A4902A, A5134A, A5135A, A5136A, Jl500A, J1501A, and J1502A. 

Install both front and rear anti-tip feet on the cabinet before installing any slide 
mount product. 

The anti-tip device for the following cabinets is the inst allation of ballast in the 
bottom ofthe cabinet: A1896A, A1897A, A1883A, A1884A, C2785A, C2786A, and 
C2787A. 

To determine ballast requirements, refer to the ballast worksheets in documentation 
accompanying the cabinet or http://www.hp.com/enclosures/c_rocs.htm 

Failure to follow these precautions can result in damage to equipment or injury to 
personnel 

) 
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h nd Regulatory lnformation 

For your protection, this product has been tested for conformance to various national and international 
regulations and standards. The scope ofthis regulatory testing includes electrical and mechanical safety, 
electromagnetic emissions, immunity, acoustics and hazardous materiais. 

When required, approvals are obtained from third party test agencies. Approval marks appear on the product 
label. In addition, various regulatory bodies require some information under the headings listed in this 
section. 

Electrical Safety 

This product has not been evaluated for connection to an "IT" power system (AC distribution system having 
no direct connection to earth according to IEC 950). 

Loca te the AC outlet near the computer! The AC power cords are this product's main AC disconnect devices 
and must be easily accessible at ali times. 

Electrostatic Discharge (ESD) Precautions 

When handling any electronic component or assembly (such as, a PCI card or Memory SIMM), you must 
observe the foliowing antistatic precautions to prevent damage. An ESD kit (HP P/N A3024-80004) is 
available (or supplied with Memory additions). This kit contains one wrist strap, one conductive sheet, and 
one anti-static foam pad. 

• Always wear a grounded wrist strap when working around the system, and when handling printed circuit 
boards. 

• Treat ali assemblies, components and interface connections as static-sensitive. 

• Avoid working in carpeted areas, and keep body movement to a minimum while removing or instaliing 
boards, to minimize buildup of static charge. 

Battery Notice 

This product contains two Lithium batteries located on the: 

• System Board 

• Guardian Service Processar board 

These batteries are not to be removed or replaced by the user. If either battery needs to be replaced, contact 
your Hewlett-Packard authorized service personnel. 

CAUTION Lithium batteries may explode if mistreated. 
Do not recharge, disassemble, or dispose ofin a fire. 

Please properly recycle ali used batteries. 

.,.,. .. "' 
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hp Server rp24xx Safety and Reg 

hp Server rp24xx Safety and Regulatory Information 

Overview 

Regulatory Compliance statements are required by some countries for international importation ofrp24xx 
Servers. The following information is provided: 

Regulatory Information 

Electrical Safety 

Electrostatic Discharge (ESD) Precautions 

Battery N atice 

Cabinet Safety Precautions 

Declaration of Conformity 

FCC Statement (USA Only) 

Canada RFI Statement 

European Union RFI Statement 

Korean RFI Statement 

Taiwan RFI Statement 

Japan Safety and Regulatory Statements 

Acoustics (Germany) 

Australian C-Tick Label 

Laser Safety 

Product Information 

For detailed information on the rp24xx Enterprise Server product, please go to the http://docs.hp.com web si te 
(in the Systems Hardware selection). 

Chapter 23}-
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rp24xx Block Diagram 
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Chapter 

I 
I 
I 
I 
I 
I 
I 
I 

• 

• 
I 
I 
I 
I 

~-----~--------~ 

NOTE: The implemented 
speed is Ultra 1 

-------------r 
1/0 BACKPLANE 

Universal PCI Slot 
66MHz/64b 

Universal PCI Slot 
66MHz/64b 

I OISK I MEDIA 
I BACKPLANE 

I 

Hot Plug 
Oisks 

.___ ___ _____ ____ 
I GSPCORE 1/0 
I BOARD 

I 
I 
I 
I 
I ._ _____ _ 

\.-

UPS 
Console 

10/1 OOBt LAN 
1--------\.-

Ultra 2 SCSI 
1--------·\.-

SEN 
1-------\.-

19 

) 



12 ~ t~~ifo 03/2005 - CN 
.CPMI --- CORREIOS 

~ '~ ~'"') 
·T fls. Nclu_' " _~t.._J __ 

~-oc. __ . 



System Overview 

Hardware Overview 

For an overview of the Enterprise Serve r Family hardware -

http://www.hp.com/productsllservers/family_overview.html 

For an overview of the HP-9000 rp24xx Server hardware -
http://www.unixsolutions.hp.com/products/servers/aclass/index.htm 

Software Requirements 

rp24xx servers are designed to operate with HP-UX version ll.ACE or later. 

Chapter 
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2 System Hardware Overview and 
Reference Information 
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What's New? 
Visit this page to find out what new rp24xx server information has been released since the last web site and 
CD-ROM publish. The additions and modifications listed here are effective as of August 2002. 

N ew Sections: 

"What's New?" is the latest addition to the rp24xx server web site. This section will tell you about the latest 
changes to the previously-released information and provide a direct link to that information. 

Modified Sections: 

• Identified changes to ali sections as applicable to HP e3000. 

NOTE Ali references to rp24xx are equally applicable to the HP e3000. 

Chapter ;}_ 
/ 

) 



( 

6 RQS n° O~OtercN 
CP~1J _ _:: _CORRFIOS 

~ /0 
Fls. N°_ o_· -~--~ 

Doc. _ __ _ 

/ 



Using rp24xx Server I 

U sing rp24xx Server Information 

This site contains hardware support information pertaining to Hewlett-Packard rp24xx Servers. In the frame 
on the left si de of your screen, you will se e a general navigation network in a Table of Content s format . Click 
on the plus (or "add") sign (+) next to any topic to view the sub-topics within. 

The topics were developed to support hardware-related tasks that you may need to perform in order to 
prepare for delivery, unpacking, installation, operation, or adding components to your rp24xx server. 

There are several ways to navigate this si te. The left frame will usually contain the main navigation network. 
The initial view in this frame is similar to a Table ofContents. However, ifyou wish to view a listing by topic, 
click on the "Index" button near the top of the screen. 

Some of the to pies willlink to information at another si te. If you are reading this information from a 
CD-ROM, you will need internet access to complete those links. 

Ifyou prefer to navigate this site in a more "linear" way, find the task you wish to perform, then click on that 
link. At the bottom of the content frame, you will see the navigation instructions to the next "logical" piece of 
information along with the previous "logical" piece ofinformation. 
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Notice 
Hewlett-Packard makes no warranty of any kind with regard to this material, 
including but not limited to, the implied warranties of merchantability and fitness 
for a particular purpose. Hewlett-Packard shall not be liable for errors contained herein or 
for incidental or consequential damages in connection with the furnishing, performance, or 
use of this material. 

Hewlett-Packard assumes no responsibility for the use or reliability ofits software on 
equipment that is not furnished by Hewlett-Packard. 

Ali rights are reserved. No part ofthis document may be photographed, reproduced, or 
translated to another language without prior written consent ofHewlett-Packard Company. 

The information contained in this document is subject to change witho_ut notice. 
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lnput Power Requirements 

rp24xx server input power requirements are listed as follows: 

Stand Alone Server Power Requirements 

• Nominal Rated Voltage: 100 or 240 VAC 

• Input \i lltage: 

80 to 135 VAC 

176 to 269 VAC 

• Input Frequency: 4 7 to 66 H2 

• lnput Current: 1.0 amps at maximum load with input voltage of 88 VAC and 47Hz 

lnput Powe 

If an Uninterruptible Power Supply (UPS) isto be used, ensure that it is properly connected to the server. 
Power cord plugs for stand-alone servers are available to meet unique power configurations used ali over the 
world. 

Cabinet Mounted Server Power Requirements 

Cabinet-mounted servers have the same power requirements as stand-alone servers. However, the power 
cords for cabinets are dependent on the type ofPower Distribution Unit (PDU). 

PDU power cords with one end stripped are also available for attaching country-specific power plugs. Refer to 
cabinet documentation for further cabinet-specific electrical power information. 
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I .. 

RQS)ÍD 0312005 . CN 1 

C~_. CORREIOS 

-Fis N° G 4 J 

-- -



Racked Serve 

Racked Server Site Requirements 

rp24xx servers can be configured to opera te as a stand-alone server, in a free-standing stack of a maximum of 
six servers high, or racked in a cabinet. This section provides si te requirements for racked server installation. 

HP Cabinet Dimensions 

Servers can be installed in any of the following HP cabinets: 

Cabinet Externai Dimensions 

Product Description ElA 
Max. (width x depth x height) 

Number 
Servers 

Centimeters Inches 

A4900A Factory 25 12 59.7 X 100.3 X 125.7 23.5 X 39.5 X 49.5 
Integrated 
1.25m x 19" 
Cabinet 

A4901A Factory 33 16 59.7 X 100.3 X 161.3 23.5 X 39.5 X 63.5 
Integrated 
1.6m x 19" 
Cabinet 

A4902A Factory 41 20 59.7 X 100.3 X 196.9 23.5 X 39.5 X 77.5 
Integrated 
2.0m x 19" 

• Cabinet 
'' 
J1502A Field 25 12 59.7 X 100.3 X 125.7 23.5 X 39.5 X 49.5 

Integrated 
1.25m x 19" 
Cabinet 

J1501A Field 33 16 59.7 X 100.3 X 161.3 23.5 X 39.5 X 63.5 
Integrated 
1.6m x 19" 
Cabinet 

J1500A Field 41 20 59.7 X 100.3 X 196.9 23.5 X 39.5 X 77.5 
Integrated 
2.0m x 19" 
Cabinet 

C2785A Field 21 10 61 X 91.4 X 111.8 24 X 36 X 44 
Integrated 
1.1m x 19" 
Cabinet 

C2786A Field 32 16 61 X 91.4 X 162.6 24 X 36 X 64 
Integrated 
1.6m x 19" 
Cabinet 
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Number 

C2787A Field 
Integrated 
2.0m x 19" 
Cabinet 

ElA 

41 

Max. 
Servers 

20 

Externai Dimensions 
(width x depth x height) 

Centimeters Inches 

61 X 91.4 X 203.2 24 X 36 X 80 

Cabinet Minimum Service Access Requirements 

Access 
Location 

*Rear 

Sides 

Front 

61 em (24 in.) 

30 em (12 in.)(When extended) 

101 em (40 in.) 

*Minimum distanee required to fully open rear aeeess door. 

Non-HP Cabinet Installation Requirements 

rp24xx servers ean be installed in eabinets other than those manufactured by HP. Refer to the installation 
instruetions of the eabinet in whieh you wish to install the server. 

WARNING Do not install a server in any cabinet without anchoring it to the cabinet with four 
screws (two on each side) that attach to the front posts ofthe cabinet. Screws are 
used as a safeguard against accidental ejection in case a cabinet tips forward. rp24xx 
servers installed in ali HP cabinets are secured with cap tive screws. 

HP will NOT support servers that are not secured to the cabinet with screws. 

Failure to heed this warning could result in serious personal injury or d amage to the 
serve r. 
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Stacked Server Site Requirements 

rp24xx servers can be configured to opera te as a stand-alone server, in a free-standing stack o f a maximum o f 
six servers high, or racked in a cabinet. This section provides si te requirements for stacked server 
installation. 

NOTE 

CAUTION 

HP will not support stacking of any other A-Class server. 

In order to remain within weight limitations and to prevent tipping, do not stack servers more 
than six high. Each server weighs approximately 23 kg (50 lbs). DO NOT lift more than one 
server at a time. 
Always use the strap when stacking servers, regardless ofthe number. Hewlett-Packard will 
not support or warrant servers that are damaged as a result of being improperly strapped or 
stacked more than six servers high. 

Server Dimensions 

The physical characteristics of the rp24xx server are listed as follows: 

WARNING 

CAUTION 

Chapter 

Dimension 

Height 9.52 em (3.75 in.) 

Width 48.26 em (19 in.) 

Depth 63.5 em (25 in.) 

Weight 22.68 kg (50 lbs) 

DO NOT attempt to lift the server by the front bezel. The plastic bezel is attached by 
pressing it onto four ball-tipped posts located on the front of the server cover and 
pulls off with very little pressure. 

The bezel WILL NOT support the 23 kg (50 lb.) weight of the server. 

Failure to observe this precaution will cause damage to the server and may cause 
personal injury. 

DO NOT stack heavy objects, such as monitors, on top of the server. The weight may cause the 
top to cave in and damage internai components. 

Doc. 
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WARNING 

imum Service Access Requirements 

Access Location 

Rear 

Sides 

Front 

15 em 

7.5 em 

7.5 em 

(6 in.) 

(3 in.) 

(3 in.) 

Ensure that the surface on which the stacked servers are sitting wili su pport the 
combined weight of ali servers in the stack plus the weight of ali other associat ed 
equipment. 
Failure to heed this warning may result in serious injury and/or equipm ent damage. 

Chapter 
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Stand-Aione Server 

Stand-Alone Server Site Requirements 

rp24xx servers ean be eonfigured to opera te as a stand-alone server, in a free-standing staek of a maximum of 
six servers high, or raeked in a eabinet. This seetion provides requirements for stand-alone server 
installation. 

Server Dimensions 

The physieal eharaeteristies of the rp24xx server are listed as follows: 

Dimension 

Height 9.52 em (3.75 in.) 

Width 48.26 em (19 in.) 

Depth 63.5 em (25 in.) 

Weight 22.68 kg (50 lbs) 

Stand-Alone Server Minimum Service Access Requirements 

Chapter 

Access Location 

Rear 

Left Side 

Right Side 

Front 

30em 

15 em 

30 em 

30em 

(12 in.) 

(6 in.) 

(12 in.) 

(12 in.) 
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Temperature and Humidity Op 

Temperature and Humidity Operation Standards 

The following table lists the computer room temperature and humidity specifications for rp24xx servers. 

NOTE 

Chapter 

Temperature and Humidity Specifications 

Maximum 
Recommend 

Rate Of 
Param e ter Non-Operating ed Maximum 

Change (per 
Operating Operating Range Range 

Range 
hour) 

Temperaturé -40° C to +65° C 20° to 25° C 5° C to 35° C 10° C (50° F) Rb 

( -40° F to 149° F) (70° to 77° F) (plus or minus 2° C) 20° c (68° F)NC 

(41° F to 95° F 20° F (-7° C)Rb 

(plus or minus 3° F)) 30° F (-1 ° C)Nc 

Operating 5% to 90%, 40%-50%, 15%-80%, 30% RH/hour 
Humidity non -condensing non-condensin non-condensing 

at 25° C (77° F) g at 25° C (77° at 25° C (77° F) 
F) 

a. At altitudes up to 3,000 meters. 
b. Repetitive. 
c. Non-repetitive. 

Operating ranges refer to the ambient air temperature and humidity measured at the cabinet 
cooling air intake vents. 
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4 Server Unpack and Install Instructions 
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Unpack the Server 

Overview 

Unpacking the server consists of opening and unloading the carton. Inside the carton you will find, in 
addition to the server, an accessory kit and a packet containing installation instructions and regulatory 
information. 

NOTE The following instructions do not apply to servers that are received pre-installed in a cabinet. 
These procedures pertain to individual servers only. 

Open and Unload the Carton 

Step 1. Place the sealed carton on a work surface with the correct side up as indicated by the, "This Side 
Up" symbol (shown below). 

WARNING 

~ . 

li 

Use sharp instruments carefully when unpacking electronics equipment. 

Failure to follow this precaution may result in personal injury or damage to 
components. 

Step 2. Carefully open the carton, remove the contents, and set them on the work surface. Each carton will 
contain: 

NOTE 

O The server. 

O A plastic pedestal base for holding the server in a side-mounted position 

O An accessory kit. 

O A packet containing installation instructions and regulatory information. 

Report any missing items to your local Hewlett-Packard office immediately. Ifthere is obvious 
freight damage, contact your shipper immediately. 

We recommend that you retain all packing materiais in case any of the items received require 
retum to Hewlett-Packard. 

Unpack the Server 

WARNING The rp24xx server weights 22.68 kg (50 lbs). Take necessary precautions to prevent 
muscle strain when lifting or carrying the server. 

_C_h_a_p_te-r--------------------------------------------------------------------------75 ~ 

Doc. ___ _ 



Unpack the Se 

WARNING Do not lift o r carry the server by the bezel. The bezel is m ade of plastic and is 
attached to the server chassis by two bezel retainers and four ball-posts . lt will only 
support the weight of the server chassis in an emergency. 
Failure to heed this waming may result in personal inju ry and/or permanent 
damage to the server. 

Attaching the Pedestal Base 

The pedestal base and two accompanying screws included with each stand alone server provides the option of 
standing the server on its side in order to conserve table space, or standing the server on the floor. To install 
the pedestal base, follow the instructions listed below: 

Step 1. As you are facing the front of the server, carefully stand it on its side with the right side up. 

Step 2. Place the pedestal, smooth side down, on the server side and align it lengthwise so that it is parallel 
with the server. 

Step 3. Center the pedestal front to rear and align the two recessed oblong holes with the corresponding 
two holes on the server's side. 

Step 4. Insert the two accompanying screws through the bottom ofthe pedestal and fasten securely to the 
server. 

Step 5. Stand the server on the pedestal. 

The following graphic illustrates the pedestal and server. 

NOTE The bezel and cover can remain on the server when attaching the pedestal base. 
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Open the Accessory Kit 

Open the Accessory Kit and verify that the contents agree with the packing list. 

NOTE Plastic bezel end caps are included in each kit. Do not discard them. They will be needed ifthe 
server is installed in a cabinet. 

A gray nylon strap is also included. Do not discard it. It will be needed to secure multiple 
servers (up to six) that are stacked. 

Open the Installation Instructions and Regulatory Information Packet 

The Installation Instructions/Regulatory Information Packet contains the following information: 

• Installation Instruction Sheet, which includes: 

Basic cable connection information necessary to power on and boot the server to the Firmware Main 
Menu screen. 

The Universal Resource Locator (URL) for the rp24xx server page on the World Wide Web 
(www.docs.hp.com). 

• Compact Disk (CD). Contains the same information available at www.docs.hp.com in the event that access 
to the Web is unavailable or inconvenient. 

• Regulatory Information. Contains consumer safety and regulatory statements for the United States and 
for those countries that require publishing and dissemination of their own consumer safety and 
regulatory data. 

']'hird Party Software 

NOTE This information is not applicable to e3000 systems. 

This server includes licenses for three third-party software products. Please refer to the materiais contained 
in the shipping box for general product information and for instructions on how to download or obtain CDs 
with this software. The three software products are as follows: 

Resonate Central Dispatch 

A complimentary three-server license is included. Central Dispatch is an industry-leading enterprise traffic 
management software solution, ensuring up-time and performance for high traffic, mission-critical e-business 
applications. 

This software package can be found in your accessory box. If you cannot loca te the software, or if you require 
an upgrade to extend the three-server license, please E-mail us at, "mailto:hpsales@Resonate.com". Ifyou 
need assistance installing Central Dispatch, mail our support team at, "mailto:hpsupport@resonate.com". 

You may also register for complimentary Web support for Central Dispatch. Please visit Resonate's website at 
"http://www.resonate.com/hp" 

Infoseek Ultraseek Server 

Ultraseek Server is a version of Infoseek's award-winning search technology packaged for use on your 
intranet or public web servers. It allows users to type question (or just keywords) and instantly find 
documents relating to the topic on your network. , 
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Unpack the Server 

Nokia Wireless Application Protocol (WAP) Server 

Nokia WAP server is the industry leading WAP server software. It provides seamless functionality with most 
HTTP servers, retrieving native WML and WML Script content, or converting HTML content to WML. 

Further product information can be found in your shipping box. If you cannot loca te the product information 
or ifyou need additional installation assistance, please consult our web site at 
"http://www.hp.com/go/mobile-aclassoffer". 
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Server Externai Connections 

Externai devices are interfaced with the server by means o f specific connectors located on the rear bulkhead. 
Exterior connections to the server include ports for: 

• Small Computer System Interface (SCSI) devices 

• System Console 

• Local Area Network (LAN) Console 

• LANs 

• Power Cord. 

The graphic shown below illustrates locations ofthe externai connections to the server. 

ccrr008 

1 00-240V-, 600W 
6.0-2.6A, 50-60Hz 

Narrow Single 
Ended SCSI 
Path: 0/0/2/0 

~g Path: 0/2/0 ~g Path: 0/4/0 

Path: 0/6/2 

10BASE-T 
LAN Console 

Connect Externai Small Computer System Interface (SCSI) Devices 

Connect externai SCSI devices to the Single Ended SCSI bus (labeled: Narrow Single-Ended SCSI Path: 
O I O I 2 I 0) on the system card or to the Ultra 2 SCSI bus (labeled: Ultra 2 SCSI Path: O I O I 1 I O). • 
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Server Externai Connections 

Ensure that all devices on 
documentation accompanyi 

unique address and the last device is terminated. Refer to the 
arn how to set addresses and where to place ter minators. 

• Using the ASCII Terminal as a System Console. If an ASCII terminal isto be used as a console/UPS 
port, make sure that the keyboard is connected and a power cable is available. 

• Using a SecureWeb Console PCI card as a System Console. Ifthe Secure Web Console PCI card isto 
be used as a system console, connect an RJ45 LAN cable to the Secure Web Console PCI card installed in 
an I/0 card slot on the back of the server. 

NOTE The Web Console has a default Internet Protocol (IP) address of 192.0.0.192. Make sure 
that no other device, including other rp24xx servers, has this address before connecting the 
server to your LAN. 

• Using the LAN Console as a System Console. If a LAN Consoleis to be used as a system console, 
connect it to the system with an RJ45 LAN cable to the RJ45 connector labeled, 10BASE-T LAN Console 
connection on the back of the server. 

Connect the Core Local Area Network (LAN) 

Connect the 10/100BASE-T Core LAN on the system board to the LAN with an RJ45 LAN cable. Connect the 
RJ45 LAN cable to the server by attaching it to the RJ45 connector labeled, 10/100 Base-T Path: 01010/0. 

Connect Power Cords 

Çonnect the power cord that is provided with the system to the server. For stand-alone servers, the power cord 
will be localized to each country's power application. If an HP Uninterruptible Power Supply (UPS) is the 
power source, use the power cord provided with the UPS. 

Connect power cords to all externai devices at this time with the either the localized power cord, cabinet 
Power Distribution Unit (PDU) power cord, or the UPS power cord. 

For cabinet-mounted servers, the server power cord connects to the PDU in the cabinet. 
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lnstalling a Stand-alone 

lnstalling a Stand-alone Server in a Cabinet 

Installing a Stand-alone Server in an HP Cabinet 

The following information pertains to rp24xx server installation in cabinets manufactured by 
Hewlett-Packard only. 

Cabinet Identification 

The following HP cabinets can hold multi pie HP-9000 A-Class, rp24xx servers: 

Cabinet Product No. Assembled by: Size (Height x Width) Max. Servers 

A4900A Factory 1.25m x 19" 12 

A4901A Factory 1.6m x 19" 16 

A4902A Factory 2.0m x 19" 20 

A5134A (HPe3000) Factory 1.25m x 19" 12 

A5135A (HPe3000) Factory 1.6m x 19" 16 

A5136A (HPe3000) Factory 2.0m x 19" 20 

J1502A Field 1.25m x 19" 12 

J1501A Field 1.6m x 19" 16 

• ·. ~·~ J1500A Field 2.0m x 19" 20 

C2785A Field 1.1m x 19" 10 

C2786A Field 1.6m x 19" 16 

C2787A Field 2.0m x 19" 20 

Cabinet Loading Requirements 

Servers require two ElA of cabinet space (each two ElA of space is equivalent to the height of a server ). 
Ensure that the cabinet has this amount of space available. 

Fill empty cabinets from the top down. Ifyou are mounting one or more servers into an empty cabinet, start 
at the inside top ofthe cabinet and count down four ofthe holes in the columns at each corner to determine 
the position of the rails for the first server. When the first rails are installed, continue to use the four hole 
requirement as your guide for installing additional rp24xx servers. 

Installing the Server 

The following procedure describes how to install a stand-alone server in to an approved cabinet on a slide-rail 
assembly. 

Step 1. Ensure that the anti-tip stabilizers or cabinet ballast are properly installed on the cabinet and 
secured. 
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lnstalling a Stand-alone Server in a Cabinet -----
WARNING 

Step 2. Remove the stand alone server from it's packing materiais, if not already unpacked. 

Step 3. Refer to the A-400 I A-500 Server Slide RaiZ Installation instructions, for both server and cabinet 
rail installation instructions. 

Installing Bezel End Caps 

Each server is shipped with two metal brackets and two plastic end caps that are designed to be attached to a 
stand alone server if it is to be mounted in a cabinet. Loca te these items and have them available for 
installation. The following diagram shows the location ofbezel end caps and brackets on a racked server. 

ccrr00 1 

Callout # Item 

1 Server-to-cabinet attachment screws 
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lnstalling a Stand 

Callout # Item 

2 Metal brackets 

3 Plastic end caps 

Once the rail kit has been installed and the server is positioned in the cabinet, follow the procedure listed 
below to attach the brackets and end caps: 

Step 1. Extend the server between four and six inches out ofthe cabinet to allow room to work. 

Step 2. Attach the metal brackets to each end ofthe bezel with two plastic retainers, as shown in the 
following graphic. 
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lnstalling a Stand-alone 

Step 3. Fit the metal brackets as shown below. 

Step 4. Push the server back into the cabinet until it is flush against the vertical columns. Replace the 
screws that fasten the server to the rack. 

Step 5. Attach the bezel to the front ofthe server. The cabinet-mounted server will now look like the 
picture shown below. 

Installation In Third-Party Racks 

Overview 

HP has qualified the rack systems of several vendors as suitable for rp24xx server installation. 
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Examples of cabinets are Chatsworth (CPI) Megaframe, Wrightline Paramount, Rittal Vario, Vero IMRAK, 
SMC, Zero Express Rack and Bud Industries 82000. For further information, refer to the table titled, Third 
Party Rack Ordering Guide for Vendar Products, at the end ofthis section. 

Third Party Rack Checklist for rp24xx Server Installations 

This document is a guide to insure safe and reliable installation and operation of rp24xx servers in third 
party EIA-style racks and applies to installations at the end-customer site only. 

Footprint 

The rp24xx server is 25 inches deep. Additional space for cable management is required in the rear. HP 
recommends 40 inches in front and 24 inches in the rear for service access and proper safety in proximity to 
energized electronic equipment. 

Safety Checklist 

To insure the installation is safe, the following items must be addressed: 

Anti-tip safety The rp24xx server slides out ofthe rack about 24 inches for service. When extended this far, 
there can be a major tip hazard for the rack. Ifthe rack has anti-tip feet front and rear, 
attach them prior to installing the server. If anti-tip feet are not available, ensure that the 
rack is solidly bolted to the floor both front and rear. Ensure that the thick sheet metal of 
the rack base provides for a bolt-down bracket. 

Rack slides When servicing the HP rp24xx server, it is criticai to use properly attached rack slides, 
which will allow the detents to stop the sliding motion ofthe unit. Always work on the 
server when it is fully extended and locked in place to avoid injury to maintenance 
personnel. 

Warranty Checklist 

The following factors must be considered to insure that HP's warranty is valid in third party rack 
configurations. 

Ghapter 
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Air flow ......------..... 
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Cable strain 
relief 

To insure that the rp24xx server can be serviced properly, the installation must allow for a 
free sliding distance of 40 inches out the front ofthe rack. This will also allow HP to use the 
standard service contract for any rp24xx server in the field regardless of the racking 
situation. Alternate service contracts are addressed later in this document. 

The cable management solution for the rp24xx server is in two parts: 

1. There is a wire-form cable management system that attaches to the rear ofthe server 
that provides a strain relief attachment point. 

2. The cable bundle from each server must be Velcro tie-wrapped and fed into a 40 inch 
service loop. The service loop allows the server to slide forward completely out of the 
rack for access. For warranty purposes, a proper method of strain relief must be used, 
especially for any SCSI-type cables on the PCI cards. This may force the elimination of 
the rear door in some cases. Judgement is required based on the following examples: 

• MINIMAL CABLING- If the customer has a power cable and two LAN cables attached 
to the rp24xx server, cabling options include an alterna te strain relief system, to allow 
the rear door (if perforated) to be used for security. 

• FIBER OPTICS CABLING- Fiber optics cable allows a 1.5 inch bend radius and has a - -~ 

very low profile connector. Fiber optics cable bundles are relatively small and can be 
held to the inside ofthe wire-form strain relief. 

• MAXIMUM SCSI CABLING- If ultra-flex SCSI cables are used, the bend radius 
allowable is 1.5 inches with a low profile connector. the customer must use the provided 
wire form strain reliefparts. HP strongly recommends using a server rack that provides 
the extra space required to house excess cabling. 

rp24xx server PDU Support 

PDUs for rp24xx servers must be ordered as separate products when configuring a Third Party Rack order. 

The PDUs are: 

Table 0-2 

E7674A 19" 16A 100-240V 

E7681A 19" 30A 100-240V 

E7682A 19" 60A 100-240V 

Supportability Matrix 

The following table shows supportability requirements. 

Table 0-3 

I Major Features rp24xx server w/ Full HA 
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lnstalling a Stand-al 

Table 0-3 (Continued) 

Anti-Tip MUST 

Proper slides MUST 

Airflow MUST 

Service Access MUST 

Cable Strain Relief MUST 

Front Access 40 inches 

Rear Access 24 inches 

Third Party Rack Ordering Guide for Vendor Products 

Table 0-4 

( 
Mounting 

Qualified Tip 
Rack 

Hardware 
Doors Stability Contact 

De vice 

Chatsworth 12468 Series 14032 Series 712441-001 www.chatsworth.com 
Megaframe Full Rack Perforated Fio o r 
Rack Mounting Metal Door Clamp Kit 
(cabinet) Rail, paira 

12464 Series 
HalfRack 
Mounting 
Rail, paira 
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lnstalling a Stand-alone~o!>_i~~~ 
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Table 0-4 · ntinu~) 
. ........~ .. .. 

Me h~ ~:ors Qualified Tip 
Rack Stability Contact 

Har ware f \.- Device -
Wrightline JRK44190 JDF8242L Floor www. wrightline.com 
Paramount Rail Kit and Paramount anchoring 
Frame 40" JHPON001 84" X 24" 
Deep rp24xx left-hinged 
JF842440 server 

Adaptor JDF8424R 
Bracket Paramount 

84" X 24" 
right-hinged 

JDP84242 
Paramount 
Frame 
perforated 
door insert 
for 
84" X 24" 
door frame 

JTPP2440 
perforated 
top 
panel- 24"W . 
X 40"D 

SMC 36" rp24xx Ventilated Floor Sales & Customer 
DeepLAN server Front and anchoring Support 
Storage Adaptor Rear 1-800-SMC-PLUS 
Module (1-800-762-7587) 

a. Requires purchase of two. 

NOTE For additional or other third party rack vendor product information, contact the HP Enclosures 
Technical Marketing Manager at (408) 873-6692. 
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Server Slide Rail Installation 

The following information contains instructions for installing rp24xx servers in a cabinet. 

CAUTION Both anti-tip feet must be properly affixed before installing equipment in a cabinet on a slide 
assembly. 

Tools needed: Torx Drivers, T15 and T20. 

Slide Rail installation kit contents are as follows : 

2 Slides, inner 

2 Slides, outer 

2 Slides mount, front 

2 

2 

Slides mount, rear 

Plastic bezel end caps 

1 Cable Management device 

1 see-through plastic bag containing: 
2 bracket end caps 
2 rack mounting ears 

1 see-through plastic bag containing: 
2 front RBI adapters 
2 rear RBI adapters 
2 cres fr flanges 
4 M4 x 0.7 screws 
10 10/32 x 0.5" screws 
10 Sheet metal nuts 
(Note: Contains non-E-series HP cabinet 
hardware, also) 

1 see-through plastic bag containing: 
4 plastic snap rivets 
4 sheet metal nuts 
8 M5 screws 
16 M4 screws 
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6 lO SCREW, l 0-32 x 0.5 INCH 2680-0278 
5 4 SCREW, M4 x O. 7mm 0515-2478 
4 lO SHEET METAL NUT 0590-0804 
3 2 FLANGE A55 70-00044 
2 2 ADAPTER, REAR A55 70-00043 
l 2 ADAPTER FRONT A55 70-00042 

RACK KJT ASSEMBLY ITEM QTY PART/MATERIAL-DESCRIPTION PART NUMBER 

NOTE This illustration shows non-E-series HP cabinet columns 

The following procedures list the steps required to install a stand-alone server in a cabinet. 

Step 1. Attach rear slide mounts to the outer rails using M4 x 0.7mm screws. Do not fully tighten screws. 
Allow the rear slide mount to move along slot in the ou ter rail. 

I 
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Step 2. Place the outer rails with mounting brackets in the rack. Engage support hooks in the rack 
columns. The front mounts and rear mounts are different, as shown below: 

Support Hook attached to rack column . . 
•. 

Front Slide Mount Placement 
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Server Slide Raillnstallation 

Rear Slide Mount Placement 

Step 3. Install sheet metal nuts on rear columns. Locate the slide mount laterally against rack column. 
Install and tighten the M5 x 0.8mm machine screws. 

Step 4. Install and tighten the M5 x 0.8mm machine screws on the front slide mounts. 

Step 5. Tighten the M4 x 0.7mm screws that attach the slide rails to the r ear mounts. 
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Step 6. Loca te and install the inner slides on the sides of the server, using M4 x O. 7mm machine screws. 
The inner rails contain a flat spring latch. The free end ofthe latch goes toward the front ofthe 
server, the riveted end goes toward the rear of the server chassis. 

Step 7. Double-check ali mounting screws to ensure that they are tight. 

Step 8. Completely extend both outer slides to the front ofthe rack. Outer slides should latch in the 
extended position. 

Step 9. Align the inner rails on the server between the extended outer rails on the rack. 

WARNING 

Chapter 

The rp24xx server weights 22.68 kg (50 lbs). Use two people or a lift during 
installation. Take necessary precautions to prevent muscle strain when 
lifting or carrying the server. 
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NOTE The rail sets on both sides ofthe chassis must be properly aligned and engaged 
before attempting to slide the server into the cabinet. 

The inner rail (attached to the server) must have both top and bottom edges inside 
the outer (cabinet) rails 

Step 10. Carefully guide the inner slide rails on the server chassis into the outer rails, engaging the ball 
bearing carriers. 

CAUTION Do NOT force the slides together. To do so may damage the ball bearing carriers. The 
inner slides willlatch after travelling a few inches. 

Step 11. Press the slide latches on the inner slides and carefully slide the server completely into the rack. 

- - . 
. : ~-:;·· 
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Step 12. Verify operation of the slides and check alignment of the serve r in the rack. 
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Step 13. Secure the server to the rack columns with M4 x O. 7mm screws and M 

Step 14. Optional: Install shipping retainers at the rear ofthe unit ifthe server isto be shipped while 
installed in a rack. Install retainers with M5 x 0.8mm screws and M5 clip nuts. 

ccrr013 
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Cabinet Installation 

Installation ofa factory-loaded cabinet consists ofthe following steps: 

Step 1. Move the cabinet to the installation site. 

Step 2. Lower the leveling feet. (This will prevent excessive wear on the casters, levei the cabinet, and 
provide stability.) 

WARNING Extend or install the cabinet stabilizers, located at the bottom of the front 
of the cabinet, as an additional safeguard against the cabinet toppling 
forward during installation. 

Failure to observe this precaution could result in personal injury or death 
and equipment damage. 

Step 3. Connect the console and system peripherals to the server(s). 

NOTE Attaching cables while the rails are extended fully forward will ensure that sufficient 
slack is available for later maintenance. 

Step 4. Connect the cabinet power cord to the appropriate wall outlet. 

Step 5. Be sure ali peripherals outside the cabinet are connected to wall outlets. 

The cabinetiserver system assembly is now ready for the power up process. 
' 
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Cabinet Mounted Server Unpack 

Overview 

rp24xx servers can be procured in two modes: stand-alone or pre-installed in a cabinet at the 
Hewlett-Packard factory. Stand-alone servers can be installed in an existing HP-supported cabinet by 
purchasing Rail Kit A5810A. 

Installing a Factory-integrated Cabinet 

Unpacking the Cabinet 

NOTE It is the customer's responsibility to inspect the shipping package for damage. 

It is the Hewlett-Packard Customer Engineer's responsibility to remove the cabinet assembly 
from the shipping pallet. 

WARNING A fully configured 2.0 meter cabinet can weigh over 500 kg (1100 lbs). Be careful not 
to tip the cabinet while unpacking. 

Failure to heed this warning can result in serious injury or death and equipment 
damage. 

To unpack the cabinet, perform the following steps: 
• '· :·. 

WARNING Wear protective glasses while cutting the plastic bands around the shipping 
container. These bands are under tension. 

Failure to heed this warning can result in serious eye injury if the severed bands 
snap back and hit you in the face. 

Step 1. Cut the plastic polystrap bands around the shipping container. 

Step 2. Follow the procedure listed below to prepare the cabinet for remova} from the pallet: 

a. Lift the cardboard top cap off o f the shipping box (callout 1). 

b. Remove the packing material underneath the cap (callout 2). 

c. Remove the clamshell box and place out of the way. 

d. Remove the screws that secure the ramps in place and lift the ramps out (callout 3) . 

r 
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Cabinet Mounted Server 

Step 3. Remove the brackets securing the cabinet to the pallet (callout 4) . 

.... 

: I 
~- - .. :_ 
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Step 4. Insert the ramps in the notches provided on the pallet (callout 5). Remove the side panels from the 
cabinet and set them aside (callout 6). 
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erver Unpack 

WARNING: A fully configured 2.0 meter cabinet can weigh over 500 kg (1100 
lbs). Always use at least two people to roll the cabinet off of the pallet. Be 
careful not to tip the cabinet while unloading. 

Failure to heed this warning can result in serious injury or death and 
equipment damage. 

Step 5. Use at least two people to roll the cabinet offofthe pallet and down the ramp (callout 7). 
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Cabinet Mounted Server Unpac 

Cabinet Inspection 

Once the cabinet is offthe shipping paliet, but before moving it to the instaliation site, inspect the internai 
and externai condition of the cabinet. 

Cabinet Exterior Checklist 

Çheck the cabinet exterior for signs of shipping damage: 

O Look at the top and sides for dents, warpage, or scratches. 

O Check the server front bezeis for aiignment, scratches and breakage. 

O Check any filier paneis on the front of the cabinet for proper fit. 

O Check the rear door for dents, scratches, proper fit when closed, and operation. 

Cabinet Interior Checklist 

Open the rear door and inspect the inside of the cabinet: 

O Inspect ali cabies and ensure that they are secure. 

O Inspect ali raiis for signs of damage. 

O Check all mounting screws for tightness. 

O Check all components for signs of shifting during shipment or any signs of damage. 

NOTE Ifthe shipment is either incompiete, damaged, or faiis to meet specifications, notify the nearest 
Hewlett-Packard Sales and Support Office. If damage occurred in transit, notify the carrier as 
well . Hewlett-Packard will arrange for replacement or repair without waiting for settlement of 
claims against the carrier. Ifthe shipment was damaged in transit, keep the shipping 
containers and packaging material for inspection. If extensive damage is found, it may be 
necessary to return the entire cabinet to HP. 
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PowerTrust Uninterruptible Power Supply (UPS) Option 

Unpack the PowerTrust UPS and use the installation information in the PowerTrust System Cuide, included 
with the UPS, to connect the UPS to the cabinet. 
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Repackaging the Cabinet for Shipment 

Use the original packing material to repackage the cabinet for shipment. Ifthe packing material is not 
available, contact your local Hewlett-Packard Sales and Support Office regarding shipment. 

ipment 

Before shipment, place a tag on the container (or equipment) to identify the owner and the service to be 
performed. Include the equipment model number and the full serial number, if applicable. The label showing 
the model number and the full serial number is located on the outside ofthe rear door. 

Due to the weight of a fully loaded cabinet, it will require two people to push the cabinet up the ramp onto the 
pallet. 

WARNING: Repackaging a loaded cabinet may be hazardous because a fully 
configured 2.0 meter cabinet can weigh up to 500 kg (1100 lbs). Always use two 
people when moving the cabinet and when positioning the cabinet on the pallet. 
Check the condition of the loading/unloading ramp before use. If the ramp 
appears damaged, DO NOT attempt to push a loaded cabinet up the ramp onto 
the pallet. Contact your local Hewlett-Packard Sales and Support Office 
regarding shipment. Failure to heed this warning can result in serious injury or 
death and equipment damage. 

To repackage the cabinet, follow the repacking checklist and refer to the unpacking instructions for detail. 

Repacking Checklist: 

O Assemble the HP packing materiais that carne with the cabinet. 
~- . 

O Connect the loading ramp to the pallet. 

O Raise the cabinet levelers before moving the cabinet. 

O Retract or remove the stabilizers. 

O Push the cabinet up the ramp onto the pallet. Be sure to position the cabinet so that the front goes up the 
ramp first. 

O Secure the cabinet to the pallet with the shipping clamps, shipping block, and rear door support. 

O Place the anti-static bag over the cabinet. 

O Place bezel support packing on the front corners of the cabinet. Se cure it with a wrap. 

O Place the top cap packing material and loadinglunloading ramp on top of the cabinet. 

O Wrap the clam shell box around the cabinet. 

O Put the box top on the box and secure the assembly to the pallet. 

Be sure to follow the tagging and labeling instructions mentioned earlier. The cabinet is now ready for 
shipment. 
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Stacking Servers 
Hewlett-Packard will support stacking up to six rp24xx servers ifthe following conditions are met and the 

correct procedure followed. 

NOTE 

CAUTION 

HP will not support the stacking any other A-Class server. 

In order to remain within weight limitations and to prevent tipping, do not stack servers more 
than six high. Each server weighs approximately 23 kg (50 lbs). DO NOT lift more than one 
server at a time. 
Always use the strap when stacking servers, regardless ofthe number. Hewlett-Packard will 
not support or warrant servers that are damaged as a result of being improperly strapped or 
stacked more than six servers high. 

Follow the steps listed below: 

Step 1. Remove the rubber "feet" from the packing material and place one rubber foot squarely on each of 
the four comers on the bottom of each server. 

Step 2. Lay the enclosed bindl.ng strap out flat and straight. 

WARNING DO NOT attempt to lift the server by the front bezel. The plastic bezel is 
attached by pressing it onto four ball-tipped posts located on the front of 
the server cover and pulls offwith very little pressure. 

The bezel WILL NOT support the 23 kg (50 lb.) weight of the server. 

Failure to observe this precaution will cause damage to the server and may 
cause personal injury. 

Step 3. Place the first server over the strap and position the strap so that it can be firmly cinched down on 
the top server. 

Step 4. Carefully set the remaining servers (up to five) on top ofthe first server so that the four feet of each 
of the remaining servers are squarely on the top of the server below. 

WARNING Do not cinch the strap so tightly that the chassis buckles. 

Failure to heed this precaution may cause internai components to be 
damaged and/or the server cover may not seat correctly to seal the server 
from dirt and dust. 

Step 5. Center the strap midway between the front and rear ofthe stack and pull the ends up over the top 
server. Thread the flat end through the loop end and pull it snug. Press the Velcro® pieces together 
firmly and lay them flat on the top cover of the top server. 
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Stacking Servers 

CAUTION 

• · .. ~· . 

DO NOT stack h 
top to cave in an 

s monitors, on top ofthe server. The weight may cause the 
mponents . 
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Configuring the Guardian Servi c e Processo r ( GSP) 
The Guardian Service Processar CGSP) is resident in the system to allow the system administrator to monitor 
and perform administrative functions locally on the system console, or at a console in another area. This 
section provides configuration procedures that will : 

• Configure the GSP Local Area N etwork (LAN) port 

• Add or delete GSP users (maximum of 20) 

• Change the default GSP configuration. 

Configuring the GSP LAN Port 

Perform LAN configuration from the system's local port (either console or the HP secure web console). 

NOTE The GSP LAN port is different from the System LAN. It will need a separate: 

• lOBaseT LAN connection 

• Subnet mask 

• Gateway address 

• Hostname (to be used when messages from the console are logged or printed) 

To configure the GSP LAN port, perform the following steps: 

Step 1. To select the GSP, enter: ctrl + b . .. 
Step 2. At the GSP prompt, enter the following LAN Configuration (lc) command: 

GSP> l c 

The lc comrp24xxmand will start a series of prompts. Respond to each prompt with the appropriate 
information. 

Adding U sers 

The GSP stores access information for a maximum of 20 users (one administrator and 19 operators). By 
design, the first user entered in to the GSP becomes the GSP administrator. Only the GSP administrator can 
add or remove users, or change the GSP configuration. 

NOTE Before starting this procedure, you will need to know the following information: 

• User's name 

• Organization's name 

• Login name 

• User's password 

To add a user, perform the following steps: 

Step 1. Type ctrl + b to access the GSP. 
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Step 2. 

Step 3 . 

• 
• Number ofpassword Faults allowed: 3. 

• Flow Control Timeout: 5 minutes. 

The terminal will then display: 

Do you want to modify the GSP wide parameters? (Y I [N]) __ 

Enter Y to modify GSP-wide parameters, or enter N to continue to add users. 

If you enter Y, the parameters will be displayed in an edit mode to allow modification. 

Ifyou enter N, continue to the next step. 

NOTE The first user entered (user number 1) is identified as the GSP administrator. 

If you are adding users, you will need to step through all current user entries to 
reach the next available user prompt. 

Step 4. The terminal will display: 

CAUTION 

Do you want to modify the user number 1 parameters? (Y/[N]/Q to quit) __ 

Enter Y to modify user number 1 parameters, enter N to leave user number 1 parameters 
unchanged or enter Q to quit and retum to the GSP prompt. 

If you enter Y, the parameters will be displayed in an edit mode t o allow modification. 

Ifyou enter N, the terminal will display: 

Do you want to modify the user number 2 parameters? (Y/[N]/Q to quit) __ 

Enter Y, N, or Q and proceed according to the instructions shown above in this step. 

Be sure to read each prompt carefully and enter the correct response. A missed or incorrect 
entry could deny entry to that user. 

The following list is an example of added users information: 

User's Name: Joe Smith 
Organization's Name: IT Support 
Dial-back configuration: Disabled 
Access Level: Operator 
Mode: multiple 
User's state: enabled 

For the number 1 user, the Access level is administrator. 
A Mode entry o f single only allows entry for that user one time, after which, further logon attempts are denied 
and the user state is set to disabled. 
A Mode entry of multiple allows unlimited logon access to the GSP for that user. 
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Configuring the Guardian Servic 

Removing U sers 

You can remove (disable) a GSP user with the same Security options and access control (SO) command used to 
add a user. 

To remove a user, perform the following steps: 

Step 1. Enter ctrl + b to access the GSP. 

Step 2. At the GSP prompt, enter the Security options and access control (SO) command: 

GSP> so 

Step 3. The first prompt you will see with the sa command is for the following GSP-wide parameters: 

• Login Timeout: 1 minute. 

• Number ofpassword Faults allowed: 3. 

• Flow Control Timeout: 5 minutes. 

The terminal will then display: 

Do you want t o modify the GSP wide parameters? (Y I (N]) __ 

Enter N and continue to the next step. 

NOTE You may need to step through severa! user numbers until you reach the user to be 
removed. 

Step 4. When you access the number ofthe user to be removed, modify the User's state to Disabled and 
change any other user information necessary. 

Changing the Default GSP Configuration 

This section describes the process of changing GSP default configuration to the default (factory preset) values. 
To reset the GSP to its default configuration, perform the following steps: 

Step 1. Enter ctrl + b to access the GSP. 

Step 2. At the GSP prompt, enter the Default Configuration (de) command: 

GSP>co 

Step 3. Follow the prompts to change ali GSP configurations to the default values. 

CAUTION 

Chapter 

When the Security configuration is reset using the GSP>dc command, ali users, including the 
GSP administrator, are removed Remate is disabled, and the network configurations are reset 
to the factory default values. The R emate functionality must be re-enabled through the main 
console using the Enable Remote (er) command. The IP address, hostname, subnetmask, and 
the gateway IP must be re-entered through the main console using the LAN Canfiguratian (lc) 
command. 



Initial Power-up 

The following section describes the process of applying power to the server and booting the system to the 
operating system Login prompt. 

1. Apply AC Power to the system console. 

2. Apply power to the server by pressing the rear panel On/Off switch IN. 
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3. A series of self-test boot progress messages will scroll rapidly up the screen. Some messages may pause 
for up to one minute while the test completes. 

4. The initial power-up selftest process will complete in one to five minutes and the Boot Console Handler 
(BCH) main menu will be displayed. 

5. To start the boot process using the primary boot path, type BO PRI, at the BCH main menu prompt and 
press ENTER. 

NOTE Booting a system to a operating system login prompt from BCH main menu can take 20 
minutes or longer depending on your software and hardware configuration. 

6. Once the system reaches the operating system login prompt, a display similar to the following will be 
shown on the console screen: 

~ 1~7 .. I -1 
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Boot To Operating System 

The length o f time required to boot the system depends on the number of processors and the amount of RAM 
memory installed. Average configurations can take 20 minutes or more. 

The boot process is shown in the following illustration: 
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Typical Boot Process 

System Messages 
denoting forward progress 

(Estimate 1-6 minutes) 

System Messages 
denoting forward progress 
(Estimate 10-20 minutes) 

The duration o f the full boot process can vary depending on: 
e Number of CPUs installed 
e Amount of Memory installed 
e Operating System version installed 
e State of lhe network 

(Total time to boot will vary) 
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System Power Down 

1. Stop all active applications that may be running and Log Off all users. 

2. Perform a system backup ofthe entire Operating System and data base. Ifthis is not feasible, perform a 
backup ofthe data base. (Backups should be performed ata scheduled interval as common practice for 
protecting any new data or changes to the existing data base.) 

3. To shut down the OS, enter, "/etc / shutdown -h" at the prompt. 

4. At the rear of the compu ter, press and release the on/off switch to power-down the server. 

NOTE Housekeeping voltage is still present after switching power off. Unplug the power cord to 
completely remove power. 

5. Unplug the power cord from the server. 

' -. '. 
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6 Adding Components to the Server 
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AddMemory 

Memory Configuration Rules 

rp24xx servers have 8 slots (4 DIMM pairs) on the system board for memory DIMMs. These slots are 
numbered lthrough 8. Four slots (5 - 8) are disabled on A400 servers. A500 servers can access ali slots. The 
following rules govern the installation o f memory DIMMs: 

• Memory must be installed in DIMM pairs. 

• The capacity ofDIMMs within a pair must be the same. 

• Install DIMMs with the greatest capacity in the lowest slot numbers. 

• Install DIMMs in numerical order starting with slot 1 (1, 2, 3, etc.). 
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Add Peripheral Component 

Add Peripheral Component lnterconnect (PCI) Cards 

rp24xx servers have a total of 4 PCI I/0 slots. Slot 1 is short slot, located outside the I/0 card cage, connected 
to the back ofthe I/0 Backplane. Slots 2 through 4 are located inside the I/0 card cage. Slots 1 and 2 are Twin 
Turbo slots; slots 3 and 4 are Turbo slots. 

No. Name No. Name 

1 I/0 Card Cage 6 I/0 Card anchor screws 

2 Outside I/0 Card anchor screw 7 I/0 Cards #2 through #4 

3 Short I/0 Card #1 (may be Secure Web Console) 8 I/0 Backplane anchor screw 

4 I/0 Card Cage anchor quarter-turn fasteners 9 I/0 Backplane 

5 I/0 Backplane disconnect lever 

• Slots 1 and 2 are Twin Turbo slots. Each Twin Turbo slot has a dedicated PCI bus and supports 32 and 
64-bit PCI cards. 

• Slots 3 and 4 are Turbo slots. They share a single PCI bus and support 32 and 64-bit PCI cards. 

A400 servers have access to slots 1 and 2 only. A500 servers have access to all four slots. The following graphic 
shows the PCI slots on the rear of the server, right si de. 
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Add Peripheral Component lnterconnect 

0/2/0 ~g Path: 0/4/0 

GSP Reset TOC 
Console/ 
UPS Port 
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Path: 0/6/2 
Narrow Single 

Ended SCSI 
Path: 0/0/2/0 10/100BASE-T 10BASE-T 

Path: 0/0/0/0 LAN Console 
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New 1/0 Cards For rp24xx 

The following table lists new 110 cards for the rp24xx. 

NOTE The first HP-UX release for the new cards is 11.00. 

1/0 CardNo. Description 

A6828A U160 Single Port SCSI 

A6829A U160 Dual Port SCSI 

A6795A 2Gb, Single Port Fiber Channel LAN 

A6825A lOOOBaseT Next Generation LAN 

A6847A lOOOBaseSX Next Generation LAN 

A6386A Hyperfabric2 (HF2) Clustering 

These cards can be used in addition to the legacy cards shown below. 
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The following HP-UX restrictions apply regarding the installation ofPCI I/0 cards that contain a PCI-to-PCI 
bridge: 

• HP-UX boot is currently not supported for cards that contain a PCI-to-PCI bridge. 

• HP-UX patches are required when more than one card containing a PCI-to-PCI bridge is installed in 
shared slots (slots #3 and #4). 

PCI cards are installed in the factory as shown in the Load Order column below, beginning with slot 1. Use 
the following table as a guideline for installing PCI I/0 cards in the field. A system shipped from the factory 
may have a different configuration than one built in the field. 

NOTE: Ali cards are not supported by A4 operating systems. 

Load Product 
PCI Card Description Part# Order Number 

1 A4926A Single Port 1000BaseSX A4926-60001 
Gigabit Ethemet LAN (H) 

2 A5483A ATM 622 (MMF connector (H) A5483-60001 

3 A6092A Hyperfabric (H) A6092-60001 

4 A4929A Single Port 1000baseT Ethemet A4929-60001 
LAN Adapter (Gigabit ethemet 
copper) (H) 

5 A5838A Dual port 100baseT/X/dual port A5838-6000 1 
Ultra 2 SCSI Combo Interface 
card (F) 

"6 A5506B Quad Port 10/100B-TX LAN (F) A5506-60101 

7 A5856A RAID Card (F) A5856-60001 

8 A5513A ATM 155 (MMF connector) (H) A5513-60001 

9 A5515A ATM 155 (UTPS connector) (H) A5515-60001 

10 A4800A Single port Fast!Wide/Diff. A4800-62002 
SCSI-2 (H) 

11 J3525A Dual Port serial (X25/FR/SDLC) J3525-60001 
(H) 

12 A5158A Single port Fibre Channel A5158-60001 
1062Mb/s (H) 

13 A5783A Token Ring (4/16/100 Mb/s) (H) A5783-60001 

14 A5230A 10/100B-TX LAN (RJ45) (H) B5509-66001 

15 J3592A 8 Port Terminal MUX (H) J3592-60101 

16 A3738A Single Port 10/100B-TX (AUI, A3738-60001 
BNC, RJ45) (H) 

17 J3593A 64 Port Terminal MUX (H) J3593-60001 
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Load Product PCI Card Description Part# Max. Boot 
Future 

Notes 
Order Number Rei. 

18 A3739B FDDI Dual Attach Station LAN A3739-60002 4 No 
Adapter (H) 

19 A5150A Dual Port Ultra2 SCSI (F) A5150-60001 3 Yes X 4 

20 A5149A Single port Ultra-2 SCSI A5149-60001 3 Yes 4 
Interface card (F) 

21 A5486A Public Key Cryptography (PKC) A5486-60001 3 No X 

PCI (F) 

22 A5159A Dual Port FWD SCSI-2 (F) A5159-60001 3 Yes X 4 

23 J3526A Quad Port Serial (X25/FR) (F) 5063-1322 3 No X 

24 A5858A Secure Web Console PCI Card A5858-70001 1 No 2 
(H) ( Optional) 

25 A6150 PCI 2D Graphics and 2 part A6150-60001/ 1 No 3 
USB adapters (H) A6150-60002 

(F)= Fulllength I/0 card --(H)= Halflength I/0 card. NA= Not Applicable 

Notes: 

1. Use in slot No. 2 ONLY. Cannot be used in slots 1, 3, or 4. 

2. Provides web-based console capability on any PC with a browser. If needed, this card must be ordered 
with the A500 server. Cannot be ordered standalone. This card is not required if a system console 
terminal is used. Cannot have both A5858A and System Console (C1099A) on the same order. 

3. Use A6150-6002 Graphics card in slot 1 only. 

4. e3000 systems only. 
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AddDisks 

rp24xx servers support two internai hard disk drives, drive A and drive B. 

The following graphic depicts disk drive locations. 

Drive B 

ccrr003 

(MPE/iX does not support hotswap). It is not necessary to shutdown the HP-UX operating system or power off 
the server to install a new disk, but you may shutdown HP-UX and power offthe server ifyou choose. The 
MPE/iX operating system needs to be shutdown prior to installing a new disk and then rebooted. 
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Adding CPUs an 

Adding CPU s and Socket Cleaning 

Replacement or installation of a CPU requires that the CPU chip socket be clean and uncontaminated with 
dirt and dust particles. The CPU chip socket must be cleaned or replaced ifyou: 

• Replace a system board (using the CPUs from the old system board to populate the new system board). 

• Add a CPU to the server. 

• Remove a CPU for troubleshooting (to be replaced in the same system board). 

• Remove a failed CPU and replace it with a new CPU assembly. 

Tools Required 

To add or replace a CPU, or to clean a system board socket and the surrounding area, you will need the 
following items: 

• CPU socket dust cover (HP p/n A3639-40024) 

• Electronic Vacuum Cleaner- ESD safe, EMIIRFI line filter, acceptable models and options are: 

1. 110V Vacuum (HP p/n 1150-5070, comes with US power cord) 

2. 220/240V Vacuum (HP p/n 1150-5071, no power cord, must order item 3 or 4) 

3. European power cord (2 meter (6foot)) (HP p/n 5184-0874) 

4. U.K. power cord (2 meter (6foot)) (HP p/n 5184-0875) 

5. Vacuum filter (0.03 micron) (HP p/n 3150-0785) 

A magnifying glass, (at least 3X power) to aid in the inspection ofthe removed CPU socket. 

Cleaning Kit Components 

The A3639-70001 CPU socket cleaning kit contains the following items. 

• EMI 0-ring (HP p/n 5183-3542) 

• 
• 

IPA pre-moistened, lint free wipes (HP p/n 5012-1138) 

thermostrate pad (HP p/n A3614-00014) 

• CPU chip socket with dust cover (HP p/n 1253-0703) 

The following graphic shows an exploded view of the CPU assembly, with the component names. 
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No. Title 

1 Heat Sink 

2 EMI 0-Ring 

3 Thermostrate Pad 

4 CPU Chip 

5 CPU Chip Socket 

6 CPU Chip Socket Dust Cover 
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Addihg CPUs 

CPU Cleaning for System Board Replacement 

This section provides information for those situations where CPUs are removed and then replaced onto the 
same system board or onto a new system board. 

1. Carefully vacuum the area surrounding the CPU to be removed and replaced. 

2. Remove the CPU assembly. 

3. Install the system board socket dust cover (A3639-40024) (item 6) into the empty system board socket. 

4. Place the CPU assembly on its side in a clean, ESD safe area. 

5. Remove the CPU assembly socket by pressing the four (two on each side) tabs holding the socket to the 
CPU heat sink base. The CPU chip may come offwith the socket or stay attached to the heat sink. 
(Usually the CPU chip stays in the socket.) 

6. Remove the thermostrate pad form the heat sink. It is not necessary to clean the waxy residue left behind 
on the heat sink and CPU chip. 

7. Inspect the system board socket side ofthe CPU chip for any thermostrate residue. Ifresidue is observed, 
clean that area with the IPA wipe. 

CAUTION Do no attempt to clean the new CPU chip socket buttons. 

8. Place the CPU chip in to the new socket. Match the cut corner of the chip with the angled corner of the 
socket, and be sure to have the buttons on the chip facing down. The chip should snap in to the socket with 
light downward pressure. 

9. Place the 0-ring around the outside ofthe socket's four posts and roll it down against the corner stops. 

10. Hold the heat sink assembly upside down (with the bottom up). 

Í-l. Place the new thermostrate on the copper base of the heat sink assembly, with the bevelled side down. 

12. Lower the CPU chip and socket assembly onto the upside down heat sink. It only snaps in one way. 

NOTE Be sure to leave the dust cover on the CPU chip until you are ready to re-install the CPU 
into the system board. 

13. Remove the system board socket dust cover installed in step 3 and inspect the old socket for missing or 
damaged buttons. A hand-held magnifying glass is helpful. Tilt the socket at an angle. Missing buttons 
will show up as an irregularity in the pattern of contacts. Refer to the photograph below for an example of 
a socket with a missing button. If missing buttons are observed, take special care in the next step. 
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14. Inspect the CPU socket on the system board for broken buttons or other debris. Note that it is normal for 
a certain amount ofresidue to be left behind when removing the CPU assembly. Ifbroken buttons are 
observed, remove them carefully with the IPA lint free wipe. Take care to contain the debris and 
completely remove them from the system board socket. 

15. Vacuum the system board socket si te, being careful not to introduce contaminates in the process. 

16. Carefully clean the system board socket with the IPA lint free wipe. 

17. Install the CPU assembly in to the appropriate CPU socket on the system board. 

Installing the CPU 

Install CPUs according to the procedure listed below: 

Step 1. Carefully align the CPU notches with the socket notches and set the CPU in place. 

Step 2. Tighten the four captive T-15 mounting screws that hold the CPU in place. 

NOTE Tighten the four CPU mounting screws a little ata time, in a cross pattern (1, 3, 2, 
4), until they are all tight. 

The following picture shows both CPUs installed in a server. 
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System Console Configuration 

The following describes the steps required to configure the HP C1099A or 700/96 terminal for VT-100 mode 
for operation with an rp24xx server. 

C1099A VT-100 Mode Configuration. 

The following procedure outlines the steps to configure the C1099A terminal for VT-100 operation. 

To access the Setup menu in HPTerm emulation: 

1. Press the F10 key to display the terminal local function labels, then Press F8 (config keys). 

You are now in the Quick (F1) menu. 

2. Select the VT100 emulation by using the space bar to navigate through the available options. 

3. Press the ESC key to save selected setup parameters and to exit the Setup menu. 

4. Press the Y key when the blinking prompt 

Save all? ( Y I N) 

appears in the upper right comer ofthe menu to save the settings in non-volatile memory. 

NOTE Ifyou enter N when the 

Save all? (Y / N) 

prompt appears, the changes will take effect, but will be lost if the terminal is reset or 
powered off. 

HP700 VT-100 Mode Configuration 

The following procedure outlines the steps to configure the HP700 series terminal for VT-100 operation. 

NOTE You may use either the arrow keys or the tab key to move between the setting options on the 
screen. 

Be sure to save any configuration changes you make before proceeding to a new menu. 

1. Press [User System] key. 

2. Press [config keys] function key. [f8] 

3. Press [terminal config] function key. [fS] 

4. Move to Terminal ID and enter "vtlOO". 

5. Move to TermMode and, using the [Prev] and [Next] keys, select "EM100". 

6. Save the configuration. [f1] 

7. Press the [config keys] function key. [f8] 

8. Press the [ansi config] function key. [f6] 
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11. Move to EMlOO ID and, using the [Prev] and [Next] keys, select "EM100". 

12. Save the configuration.[f1] 
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LAN Console 

This section describes how to configure a notebook PC as a console via a LAN cable connection. This process 
uses a terminal emulator software package set to emulate a VTlOO terminal. 

NOTE The rp24xx server must first be configured via an HP700 system console before accessing it 
from a PC or UNIX system. 

1. Connect a cable between the notebook PC network adapter and the lOBaseT LAN Console port on the 
rear of the rp24xx server. 

2. Launch the terminal emulator software and set emulation to VTlOO. 

3. Connect to the rp24xx server Guardian Service Processar (GSP) by entering its IP address and press 
<ENTER> or <RETURN>. 

I 
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Secure Web Console 1/0 Card 

Secure Web Console 1/0 Card Replacement 

The Secure Web Console (SWC) is installed in the rp24xx system as a PCI Card. This option must be included 
in the initial order ofthe rp24xx server where it will be installed at the factory during the assembly process. 
While not available for installation after receipt ofthe server, it is customer-replaceable ifthe 
factory-installed card fails during operation. 

Secure Web Console Features 

• Low-level Commands- A remote operator can exercise powerful, low-level, HP-UX and MPE/ix 
commands and functions. 

• Remote Server Management - Provides secure access to the RS-232 low-level console serial port, on 
supported servers, via the Internet/Intranet. 

• One Person, One Console, Several Servers- Using a browser, an operator, from a single location, can 
manage multiple servers, regardless ofwhere they are located. 

• Simultaneous Multiple Operator Access- Up to four operators, in different locations, can share the 
same remote server console at the same time. 

• Security - Built-in security includes password encryption, scrambled transmission of data, and secure 
Java download protection. 

• Mirrored Access- Up to four operators can simultaneously share the remote console screen and 
keyboard. 

• Universal Browser-based- Supports both Netscape© v.3.0+ and Microsoft© Internet Explorer v.3.0+ 
Web browsers. 

,. Efficient Server Access - Operator can bookmark servers for multiple server lookup. 

• Upgradable - HP Secure Web Console firmware is upgradable over the network, making it easy to add 
new versions and functionality. 

• Internet Standards Compliant- Supports HTTP, FTP, TFTP, and other key Internet standards. 

Secure Web Console PCI Card Replacement 

The PCI card version of the SWC is a standard half-card PCI form factor. It is connected to the server by an 
internai bus connection in lieu of an externai RS-232 connection and to the LAN by a twisted-pair cable and 
an RJ-45 modular plug connection. Refer to the PCI Card Replacement instructions for replacement 
procedures. 

Replacing a SWC card is straightforward. However, proper configuration ofthe SWC card IP address, plus the 
complexity ofthe network, can present problems unless you are properly prepared before hand. It is therefore 
highly recommended that you: 

• Read and ensure you understand the entire installation and configuration procedure (Hardware and 
software) before starting. 

• Acquire all required network information from the system administrator before starting the installation. 
(IP addresses, user and administrator names, passwords, etc.). 
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Secure Web ntroduction. 

ize, it will normally be installed on the server rear bulkhead in I/0 slot #1 as 
shown below: 

1/0 Slot #1 

I 
® ~ ... 

.:;::::::a ~...,;:.:;,. .... : 0.'2Jt ~.-, .. ID ~~ 
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A picture ofthe SWC card I/0 interface connector is included to show location and identity ofLEDs, buttons, 
and ports: 

51 (Factory Default Reset) 

Title Description 

LANPort Plug-in for Local Area Network (LAN) connector. 

Ll (Self-test) Lights when self-test is performed. 

L2 LAN Activity When lit, indicates activity between LAN and the SWC card. 

L3 Power When lit , indicates power to the SWC card. 

Sl Factory Default Reset Only effective when pressed simultaneously with 82. 

82 Hard Reset Momentarily cuts power to the SWC. 

Serial Port (RS-232) Plug-in for RS-232 connector. 
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NOTE Ifyou press and hold the S2 (Hard Reset) switch, press the S1 (Factory Default Reset) switch, 
then release S2 while continuing to hold S1, the SWC card will reset to factory specifications. 

Pre-Installation Considerations 

The following paragraphs provide an outline ofthe pre-installation items you should address before starting 
SWC card replacement. 

• Obtain an IP address to be assigned to the SWC card. 

• Obtain the subnet mask to be assigned to the SWC card. 

• Obtain the gateway address for the SWC card. If a gateway address is unavailable use the SWC card's IP 
address. 

• Know the name of the system to be administered by the SWC card. 

• Have internet access available to access the on-line installation and configuration procedures, and the 
troubleshooting tools. 

• Ensure that your browser is on the Supported Browsers list 

• Configure your Web Browser software options as follows: 

For Microsoft Internet Explorer©: 
• Turn offthe JIT Compiler- (Deselect the [Java JIT Compiler Enabled] preferences box). 

• Disable Proxies (Until final IP address is assigned) or add the 192.0.0.192 to the proxies list. 

For Netscape Communicator©: 
• Disable Proxies (Until final IP address is assigned) or add the 192.0.0.192 to the proxies list. 

NOTE How these configuration settings are made varies with browsers and versions. For specific 
instructions on how to set these options, check the docume.ntation specific to your browser. 

Installing Multiple Secure Web Consoles. 

Ali network devices require unique IP addresses to operate correctly. Ali SWC cards ship from the factory 
with the same default IP address: 192.0.0.192. 

If another device on the network is using the same address (e.g. 192.0.0.192) the results of the installation 
will be unpredictable. 

Dynamic Host Configuration Protocol (DHCP) and the Secure Web Console. 

Every computer on the internet or intranet has a unique TCP/IP number/address. Traditionally, TCP/IP 
numbers are assigned by hand. DHCP is a protocol that allows the assignment of IP addresses on-the-fly, for 
a single session use, from a pool of numbers that the DHCP server controls. Typically, you can use DHCP to 
preconfigure SWCS permanent network parameters. For more information, go to the SWC DHCP web page 
at: http://www.docs.hp.com/hpux/onlinedocslhw/swc/install/00096IIindex.htm 

NOTE Only DHCP on HP-UX is supported. 
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Step 1. 

LAN Connection 

Step 2. Observe the LEDs on the SWC card rear bulkhead connector. ) 

L 1 Self-Test 

L2 LAN Activity L3 Power 

LED lndications ) 

Solid Amber Self-Test in progress 

Amber Off Self-Test completed 

Amber Stays On Self-Test Failed 

Flashing Green (LAN) Network Activity 

Solid Green (Power) Power on 
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CAUTION For system security, initial configuration must be completed before making the serial 
connection between the SWC card and the server's console port. 

Failure to follow this precaution can result in root levei access being available to any 
levei of SWC user. 

Step 3. Connect the server's console to the SWC card via the RS 232 Serial port. 

RS 232 Serial Port 

Step 4. Perform Initial Configuration of the SWC card. 

a. Ensure that no other devices (printers, etc.) are connected on the same local subnet by 
disconnecting the LAN cable from the SWC and using the Ping command as follows: 

C:\ ping 192. O. O .192 

It will time out. 

b. At a command line prompt, enter the following: 

C: \route add 192. O. O .192 xx.xx.xx.xx.xx 

Where xx.xx.xx.xx.xx is the IP address ofyour PC or Unix workstation. 

c. Reconnect the LAN cable to the SWC card and use a PC or Unix Workstation anda web 
browser. Verify that you can access the SWC at its default IP address using the Ping command 
as follows: 

C:\ping 192.0.0.192 

It will indicate connection with the SWC card at IP 192.0.0.192 

Step 5. Create the first SWC administrator account. 
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Secure Web Console 

NOTE C equires creation of the first administrator account before proceeding 

a. Using a web browser, access the SWC at the default IP address (192.0.0.192). 

*HP Secure Web Console initiolizotion - Netscope I!!I~Ei 
~ew ~o .Qommunice.tor tlelp 

11 Q ~ 
Netsce.pe Prinl 

a 
Shop 

;)}. 
Stop 

Your physical installation was successful. 

You will now be guided through lhe configuration ofthe HP Secure Web Console. ::. 
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b. To create the first SWC administrator account, fi ll in the prompts shown in the following 
illustration: 

* HP Se cure Web Console initialization- Netscope 11!!1~ 13 
file f.:dit Ytew .Q.o .Qommunicator l::lelp 
~ • ~· '3 ta a 11 11 - ~ .:f!- ~ ~ 

Back :-=oiv~··erd Reload H o me Search Netscape Print Security Shop Stop 
~ 

~ • Bookmarks JJ Location: h!tp://192.0.0.192/ 

Cnatt- fust a(hniiústratoi' accomat 

Na me 

Function 

lnformation 

Login 

Password 

Re-enter password 

caricel I Help 

j Applet hp.se.cwebc.opplelSec:WebC running 

-----------------------------------------------------T~ ~-m nO J~D~CN. 
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c. To con 
illustra 

arameters for the SWC, fill in the prompts shown in the following 

*HP Secure Web Console init1alization- Netscape l!!llil13 
. Eile t;.dit ~ew .(lo Çommunicator t:felp 

: ~~ s! Fo~;rd· R!d H!e ~ 
Search 

uã 
Netscape 

~ ~ • Bookmarks JJ. Location: h" //192 o o 192/ 

Configtuf' IP 

Secure Console Name 

IP address 

IP subnet mask 

IP gateway 

System name 

Terminal Type 

~ lít ~ 
Print SeaJrity Shop 

lvr1 o o 

~ ! canéel'l f Help 

li 
i 

I' 1+1 

d. When ali necessary datais entered, click on [OK] to reboot the SWC. 

Step 6. Using a web browser, connect to the SWC card, using: 

• the newly assigned IP address, and 

• the newly created administrator log-in and password. 

:rn 
iD 

Stop 

NOTE It may take as much as 45 seconds to gain initial access to the SWC card. 

Step 7. Connect the serial cable between the SWC card and the server's console port. 

@ 150 
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Chassis Code to Customer Repl 

Table 7-1 (Continued) 

Chassis Log Field Values and Descriptions from Log Entry 

Source 
Proble 

Source Source Detail ID m CRU Action to Take 
Detail 

8- I/0 6- Disk N/A Various Disk Use BCH commands 
Values Subsyste and ODE 

m diagnostics to check 
disk subsystem. 
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Customer Replaceable Unit ( 

Customer Replaceable Unit (CRU) Physical Location 

This section contains views ofthe rp24xx server. The locator numbers in the diagrams correspond to the 
numbers in the CRU Part Number section. 

NOTE 

Chapter 
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Components numbered 1, 4, 5, 13, 16. and 17 are not customer replaceable r nd-do-not-appeaT'·in 
the Customer Replaceable Unit (CRU) Part Numbers section. They are indlij<OOI !il8 dlBií5005 · CN 
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Customer Replaceable 

Customer Replaceable Unit (CRU) Part Numbers 

The following tables list all Customer Replaceable Units (CRUs) for the rp24xx server. CRUs may be removed 
or replaced by either the customer or by qualified HP field engineering personnel. Table 1 lists both new and 
exchange part numbers. Table 2lists only the new part numbers for non-exchange CRUs. 

Exchange CRUs 

Product # NewPart # Exch. Part # Description Loc. # 

A6114A A6114-60001 A6114-69006 2048 MB Memory DIMM 

A5841A A5841-60001 A5841-69001 1024 MB Memory DIMM 
8 

A5840A A5840-60001 A5840-69001 512 MB Memory DIMM 

A5572A A5572-60002 A5572-69002 128 MB Memory DIMM 

A5505A A5505-60001 A5505-69001 9 GB Disk Drive 

A5531A A5531-60001 A5531-69001 18 GB Disk Drive 14 

A6089A A6089-67001 A6145-69001 36 GB Disk Drive 

A5570A A5570-60002 A5570-69002 Guardian Service Processar 9 

Non Exchange CRUs 

Part# Description Loc # 

A5570-60003 PCI I/0 Backplane 11 

A5570-60005 Secure Web Console PCA 12 

A5570-00002 Disk Carrier 15 

0950-3821 DC-DC Converter- Master 6 

0950-3822 DC-DC Converter- Slave 7 

A5570-62003 I/0 Card Cage Chassis 10 

A5570-62006 Plastic Front Bezel 3 

A5570-67007 Chassis Top Cover 2 

A5570-84001 rp2450 Name Plate N/A 

A5191-63001 Console-Remote-GSP Cable N/A 
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Front Bezel Remova! 

The rp24xx server does not have to be turned off to remove the bezel. 

WARNING Do not attempt to lift or carry the server by the bezel. The bezel is made of plastic 
and is attached to the server chassis by two bezel retainers and four ball-posts. lt 
will only support the weight of the server chassis in an emergency. 
Failure to heed this warning may result in personal injury and/or permanent 
damage to the server. 

Removing the bezel provides access to the following: 

• HotPlug Disk Drive access door. 

• Two knurled thumbscrews that secure the server cover. 

To remove the bezel, grasp the bezel at the sides and pull straight out until it is free ofthe bezel retainers and 
ball-posts on the server. 

CAUTION Pull the bezel straight out. Do not twist or wiggle from side-to-side any more than necessary to 
keep from damaging the bezel sockets. 

The following illustration shows a server and bezel with the bezel retainers and ball posts in an exploded .. ,. 
VleW. ' ~ 

The following picture shows one server with the front bezel attached and one server without. 
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Front Bezel Replacement 
··,, 

The rp24xx server does not have to be turned off to replace the bezel. 

WARNING Do not lift or carry the server by the bezel. The bezel is made of plastic and is 
attached to the server chassis by two bezel retainers and four ball-posts. It will only 
support the weight of the server chassis in an emergency. 
Failure to heed this warning may result in personal injury and/or permanent 
damage to the server. 

To replace the bezel, grasp the bezel at the sides and align the bezel sockets with the bezel retainers and 
ball-posts on the server and push straight in. The bezel willlock into place. 

CAUTION During replacement, do not twist or wiggle the bezel from side-to-side any more than necessary 
to keep from damaging the bezel socket. 

The following illustration shows a server and bezel with the bezel retainers and ball posts in an exploded 
view. 

As you are facing the front of the server, item 1 is the left bezel retainer with two ball posts, and item 2 is the 
right bezel retainer with two ball posts. 

CAUTION Left and right bezel retainers are NOT interchangeable. 

The following picture shows one server with the front bezel attached and one server without. 
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Server Cover Remova! 

The cover that protects rp24xx server components is secured by two thumbscrews and, when released, slides 
forward for remova!. 

To remove the cover, perform the following procedures: 

Step 1. Remove the front bezel. 

WARNING There is a safety interlock between the front of the server cover and the 
Power Supply. When the cover is taken off, power is automatically removed 
from the server if power cords were not detached previously. 

DO NOT attempt to defeat this interlock. Doing so will expose you to high 
leveis of electrical amperage that can cause serious injury or death. 

Step 2. Unfasten the two captive knurled thumbscrews located near the bottom edge ofthe front ofthe 
server cover. 

Step 3. Grasp the thumb screws and pull the cover toward you. Slide the cover approximately 2.5 MM (1 
in.) then lift the cover front to clear the notches on each si de of the server. Set the cover aside. 

CAUTION The server weighs approximately 23 kg (50 lbs). Take necessary precautions to prevent mtisçle 
strain when lifting and carrying the server. • 

The following graphic shows the server cover suspended over the server. 
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Server Cover Replacement 

Server Cover Replacement 

The cover that protects rp24xx server components must be raised in front and positioned on top of the side 
chassis panels then lowered and slid into the back chassis panel. The cover is secured by two thumbscrews 
attached to the front chassis panel. 

To replace the cover, perform the following procedures: 

Step 1. Tilt the cover front up slightly and position it on top ofthe chassis side panels approximately 2.5 
MM (1 in.) from the rear ofthe server chassis. 

Step 2. Lower and slide the cover back over the notches on each side of the front of the server and seat it 
against the rear chassis panel. 

Step 3. Fasten the two captive knurled thumbscrews located near the bottom edge ofthe front ofthe server 
cover. 

CAUTION The server weighs approximately 23 kg (50 lbs). Take necessary precautions to prevent muscle 
strain when lifting and carrying the server. 

The following graphic shows the server cover suspended over the server. 



HotPiug Disk Drive Only) 

HotPlug Disk Drive Remova} (HPUX Systems Only) 

The disk drives (up to two) are located at the front left side ofthe server (as you are facing it). When proper 
software and hardware procedures are followed, these disk drives can be removed and replaced while the 
server is running. 

NOTE MPE/iX does not support hotswap. Do not use these procedures on HP e3000 servers. 

The procedures in this section are in two parts, a software HotPlug procedure to prepare the drive for removal 
and the hardware procedures for physically removing the device from the server. 

Before starting these procedures, you must have an up-to-date configuration backup file. Configuration 
backup is performed by default each time an LVM command changes the LVM configuration. The default 
backup file path is: 

/ etc / lvmconf /base_vg_name.conf 

The replacement disk drive must be the same product ID as the disk drive that is being replaced. 

NOTE HP often uses different manufacturers for disks that have the same product number. The 
HotPlug manual procedure will not update the disk drivers internai information to that ofthe 
replaced disk drive. 

The replacement disk drive will have the same capacity and blocksize as the defective disk beca use they liáye 
the same product number. The only field that can be incorrect is the string specifying the vendor's name. This 
will not affect the behavior of the LVM. If you desire to update the manufacturer's name, the disks volume 
group must be deactivated and reactivated. 

HotPlug Software Procedure 

NOTE The HotPlug software procedures for Disk Drive removal/replacement described below are for a 
mirrored boot disk configuration only. If your configuration differs from this, these procedures 
may not be valid. Consult your System Administrator or contact the HP Response Center for 
assistance. 

Perform these software procedural steps to replace a HotPlug disk drive device: 

Step 1. Determine whether or not the LVM found the physical volume to be defective when the volume 
group was activated. 

Chapter 

Ifthe volume was defective when the volume group was activated, ugchange would have generated 
the following message to the console: 

WARNING 

VGCHANGE: WARNING: COULDN'T ATTACH TO THE VOLUME GROUP PHYSICAL 
VOLUME "/DEV/DSK/cXtXdX" 
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HotPiug Disk Drive Removal (HPUX Systems Only) 
' 

VOLUME "/DEV/DSK/cXtXdX" 

VOLUME REFERS TO A DEVICE THAT DOES NOT 

s of the ugchange, you may check if this occurred by typing the 
y <VG name>. For example: 

Step 2. Display the names of ali the logical volumes on this volume group using the ugdisplay command. ) 
For example: 

#vgdisplay /dev/vgOO 

Step 3. Determine which logical volumes have mirrors by using the ludisplay command. For example: 

#lvdisplay /dev/vgOO/lvol# [ grep -ie "LV Name" -e 
"Mirror" 

Step 4. Determine the pukey for the mirrored logical volume, again using the ludisp lay command with the 
-k option. Compare the output to the ludisplay command with the -v option to determine the device 
file to pukey mapping. For example, .. 

# lvdisplay -v -k /dev/vg00/lvol1 

--- Logical volume s --­
LV Name 
VG Name 

/dev/vg00/lvol1 
/dev/vgOO 

LV Permission read/write 
LV Status available/syncd Mirror copies 
1 Consistency Recovery MWC Schedule 
parallel LV Size (Mbytes) 256 Current LE 
64 Allocated PE 128 Stripes O 
Stripe Size (Kbytes) O Bad block off 
Allocation strict/contiguous IO Timeout (Seconds) 
default Distribution of logical volume ---PV Name 
on PV PE on PV /dev/dsk/c1t6d0 64 64 /dev/dsk/c2t6d0 64 
64 

LE 

Logical extents ---LE PV1 
Status 2 00000 O 00000 current 1 

PE1 Status 1 PV2 
00000 current 

O 00001 current 1 00001 cur rent 00002 o 

PE2 
00001 

00002 
current 1 00002 current 00003 O 00003 current 1 
00003 current 00004 O 00004 current 1 00004 current 
00005 O 00005 current 1 00005 current 00006 o 
00006 current 1 00006 current 00007 O 00007 current 
1 00007 current 00008 O 00008 current 1 

00008 current (etc.) 
# lvdisplay -v /dev/vg00/lvol1--- Logical volumes ---LV Narne 

) 

/dev/vg00/lvol1VG Name /dev/vgOOLV Permission 
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HotPiug Disk 

read lwrite LV Status 
copies 1 Consistency Recovery 
Schedule parallel LV Size (Mbytes ) 
Current LE 64 Allocated PE 

25 6 
128 

Stripes O S tripe Size (Kbytes) O 
Bad block off Allocation 
strict lcontiguous IO Timeout (Seconds) default 
Distributi on of logical vo lume ---PV Name LE on PV PE on PV 

64 l devl dsk lc1t6d0 64 64 l d evldsk l c2t6d0 64 
--- Logical extents ---LE PV1 PE1 Status 1 PV2 
PE2 Status 2 00000 l devl dsk l clt6d0 00000 current l dev l dsk lc2t6d0 
00000 current 00001 l devldsklc1t6d0 00001 current l devlds k l c2t6d0 
00001 current 00002 l devl dsk l c1t6d0 00002 c urrent ldevldsk l c2t6d0 
00002 c urrent 00003 l devl dskl c1t6d0 00003 current l devldsklc2t6d0 
00003 current 00004 l devl dsk lc1t6d0 00004 current l devl dsk lc2 t6d0 
00004 c urrent 00005 l devl dskl c1t6d0 00005 current l devl dsk lc2t6d0 
00005 current 00006 I devI dsk l clt 6d0 00006 current ldevldsklc2t6d0 
00006 current 00007 l devl dskl c1t6d0 00007 current l devl dsklc2t6d0 
00007 current 00008 l devldskl clt6d0 00008 current l devl dsk lc2 t6d0 
00008 c urrent 

The pukey (O or 1 in this example) shown in the first command maps to the device file names 
(ldevldsk/clt6d0 or ldevldsk/c2t6d0) in the second command under columns PVl and PV2, 
respectively. 

Step 5. Reduce any logical volumes that have mirror copies on the faulty disk drive so that they no longer 
mirror onto that disk drive (note the -A n option): · • 
# lureduce -m O -A n -k <LV name> I deu I dsk I cXtXcX <pukey#>& (for one-way mirroring) 
OR 
# lureduce -m 1 -A n -k <LV name> I deu I dsk I cXtXcX <pvkey#>& (for two-way mirroring). 

For example: 
# lureduce -mO -A n -k ldeulug001luol4 /deu/dsklc2t4d0 1& 

The following message will appear: 

Logical volume ldevlvg001lvol4 has been successfully reduced. 
lvlnboot: Logica1 Volume has no extents 

It is important to include the ampersand (&) at the end ofthe command line. This lureduce process 
will hang, and you will need terminal control to kill the command. Once the "successfully reduced" 
message has been generated, manually kill the process, using the kill -9 command. 

a. Use theps command to find the PID for the lureduce process. 

# ps -ef I grep l v reduce 

b. Stop the process. (This may take severa! minutes before the process finally ends. 

# kill -9 < PID> 

Step 6. Repeat steps 4 and 5 for alllogical volumes. 

Step 7. With alllogical volumes reduced, now reduce the volume group using the ugreduce command. For 
example: 

# vgreduce ldevlvgOO l devldsklc2t6d0 
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HotPiug Disk Drive Remova! (HPUX Systems Only) 

Step 8. 

CAUTION 

The ugreduce process may take a long time to complete. Do NOT kill this process. 

(MPE/iX does not support hotswap). Disk Drives can be removedor installed with the server 
still powered on. This is referred to as a "manual HotPlug". However, DO NOT remove a 
HotPlug disk drive until all prior software procedures have been completed. The MPE/iX 
operating system needs to be shut down prior to installing a new disk and then rebooting. 

To remove a bad disk drive from the server, perform the following st eps: 

Step 1. Remove the front bezel. 

Step 2. On the left side ofthe front ofthe server you will see a door with a spring-loaded latch holding it 
shut. Open the door to expose the disk drive slots. 

Step 3. Perform the following steps in the order shown: 

1. Pull out on the extraction levers on each side ofthe selected disk drive to unlock it. 

2. Pull gently on the levers to pull the disk drive partially out ofits slot 

3. Wait 10 seconds for the drive to spin down. 

4. Grasp the disk drive, pull it completely out ofits slot, and set it aside. 

The following photograph shows a HotPlug disk installed in the disk housing. 

The following graphic shows the location ofthe HotPlug disks. 
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HP-UX HotPiu 

HP-UX HotPlug Disk Drive Replacement 

The internai disk drives (two) are located at the front left side ofthe server (behind the bezel). When proper 
software and hardware procedures are followed, internai disk drives can be removed and replaced while the 
server is running. 

NOTE MPE/iX does not support hotplug. Do not use these procedures on HP e3000 servers. 

The procedures in this section are in two parts: physically replacing the device in the server and performing 
the HotPlug software procedure. 

The replacement disk drive must be the same product ID as the disk drive that is being replaced. 

HotPlug Hardware Procedure 

Be sure that ali the software procedures in the Disk Drive Remova} section have been performed prior to 
starting these steps. 

To install a disk drive from the server, perform the following steps: 

Step 1. Remove the front bezel. 

Step 2. On the left side ofthe front ofthe server you will see a door with a spring-loaded latch holding it 
shut. Open the door to expose the disk drive slots. 

Step 

Step 

3. 

4. 

Align the drive and carefully slide it completely into the selected slot with the extraction levers dut. 

Fold the extraction levers in to engage and lock the disk drive in place. 

Step 5. Close the door and engage the spring-loaded latch to keep it shut. 

The following photograph shows a HotPlug disk installed in the disk housing. 
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HP-UX HotPiug Disk Drive Replacement 

The following graphic shows the location ofthe HotPlug disks. 

cc rr 003 

HP-UX HotPlug Software Procedure 

NOTE The HP-UX HotPlug software procedures for Disk Drive removallreplacement described below 
are for a mirrored boot disk configuration only. Ifyour configuration differs from this, these 
procedures may not be valid. Consult your System Administrator or contact the HP Response 
Center for assistance. 

HP-UX HotPlug Software Procedure for Attached Physical Volumes 

Follow this procedure ifthe disk that was removed was recognized as an attached physical volume. 

NOTE HP often uses different manufacturers for disks having the same product number. The HotPlug 
manual procedure will not update the disk drivers intemal information to that ofthe replaced 
disk drive. 

Step 1. Perform an ioscan on the replaced disk drive to ensure that it is accessible (claimed) and also as a 
double check that it is a proper replacement and the device files are present. Refer to the above 
note. For example: 

# ioscan -fnC disk 

Step 2. Mirror the root disk: 

a. Create the new physical volume using the pvcreate command. For example: 

#pvcreate -B / dev / rdsk / cXtXdX 

b. Extend the volume group to include the new physical volume using the vgextend command. For 
example: 

#vgextend / dev / vgOO / dev / dsk / cXtXdX 

c. Run the mkboot command to make the device bootable. For example: 

~44 Chapter 
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HP-UX 

#mkboo t /dev/rd s k /cXtXdX 

d. Use the mkboot command again to add the HP-UX auto-file-string. For example: 

#mkboo t -a "hpux " / dev/ rds k / cXt XdX 

e. Run lulnboot. For example: 

#lv lnboot - R 

f luextend a mirrar into the replaced disk drive. This may take severa} minutes because this 
function copies ali the data from the original copy ofthe data to the mirrored extents. The 
logical volume(s) are still accessible for users' applications during operation ofthis command. 

#lv e x tend -m 1 <LV name > / dev / d s k / c XtXdX 

For example: 

#lvextend -m 1 / dev / v g00 / l vol4 / dev / dsk/ c Xt XdX 

#lv e x tend -m 1 /dev/vgOO / l v olS / dev/ dsk / cXtXdX 

Repeat this procedure for each logical volume to be mirrored 

Step 3. Verify that the mirror is bootable and AUTO file is correct. 

#lifl s -1 / dev/ rdsk / c Xt XdX 

#lifcp / dev / rds k / cXtXdX: AUTO -

Step 4. Verify that the mirroring is set up properly. 

#v gdisp1ay -v / dev/vgOO 

#lvdisplay / dev / vg00 / lol1 - lvo l 8 

#lvlnboot -v / dev / vgOO 

Both disks should list as "Boot Disk" and both should appear in the luollists. 

At this point, the system is fully functional . 

HP-UX HotPlug Procedure for Unattached Physical Volumes 

Follow these steps to replace a HotPlug disk drive for unattached physical volumes. 

NOTE HP often uses different manufacturers for disks having the same product number. The HotPlug 
manual procedure will not update the disk drivers internai information to that ofthe replaced 
disk drive. 

Step 1. Perform an ioscan on the replaced disk drive to ensure that it is accessible (claimed) to verify that it 
is a proper replacement and the device files are present. Refer to the above note. For example: 

# i os c a n -fnC di s k 

Step 2. Restare the LVM configurationlheaders onto the replaced disk drive from your backup of the LVM 
configuration: 

#vgcfgres t ore -n <vo lume g r oup name > / dev / r d s k / cXtXdX 
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HP-UX HotPiug Disk Drive Replacement 

For example: 

Step 3. 

up name> 

For example: 

# vgchange 

Step 4. Run the mkboot command to make the device bootable. For example: 

#mkboot / dev/ rdsk /cXtXdX 

Step 5. Use the mkboot command again to add the HP-UX auto-file string. For example: 

#mkboot -a "hpux" /dev/rdsk/cXtXdX 

Step 6. Run lvlnboot: 

#lvlnboot -R 

Step 7. Resynchronize the mirrors ofthe replaced disk drive. This may take severa! minutes since it has to 
copy ali the data from the original copy ofthe data to the mirrored extents. The logical volume(s) 
are still accessible for users' applications during operation of this command. 

#vgsync <VG name> 

For example: 

#vgsync / dev /vgOO 

The system is now functional. 
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1/0 Card Cage Remova! 

The I/0 Card Cage is located at the rear left side ofthe rp24xx server. To remove the I/0 Card Cage, follow the 
steps listed below: 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
rem oval or replacement of a component. 

Step 1. On the rear bulkhead, remove cables attached to I/0 card slots 2 through 4, located inside the card 
cage. Remove the cable attached to I/0 card slot 1, located outside the card cage. 

Step 2. Within the chassis, remove the I/0 card from slot 1 on the right side ofthe I/0 Card Cage, attached 
to the I/0 Backplane as follows: If the card in slot 1 is a Secure Web Console card, unplug the 5V 
power connector from the receptacle on the card. 

a. Remove the screw that attaches the I/0 card to the rear bulkhead. 

NOTE A short-shaft or right-angle Phillips-head screwdriver must be used to remove 
the screw due to the short distance between the screw head and the right side of 
the chassis. 

b. Pull the I/0 Card out ofits slot on the I/0 Backplane and place it on a clean anti-static surface. 
' 

Step 3. Loosen the two captive Phillips-head screws located at the front ofthe Card Cage. 

Step 4. Grasp the flat lever handle on the right side ofthe Card Cage and pull it up and forward to release 
the I/0 Backplane from the System Board. 

Step 5. Grasp the I/0 Card Cage, tilt the front up, and pull it up and out ofthe chassis. 

CAUTION Do not scrape the I/0 Backplane against the CPU heat sink when you lift the card cage out of 
the chassis. 

The following photograph shows an empty I/0 Card Cage. 

The following graphic shows an I/0 Card Cage. 
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No. Title 

1 I/0 Card Cage 

2 I/0 Card #1 slot tab 

3 I/0 Card #1 (short card only) 

4 Top front captive screws 

5 Flat lever handle 

6 I/0 Cards #2 through 4 slot tabs 

7 I/0 Cards #2 through 4 (long or short cards) 

8 I/0 Backplane retainer screw 

9 I/0 Backplane 
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110 Card Cage Replacement 

The I/0 Card Cage is located at the rear left side ofthe rp24xx server. To replace the I/0 Card Cage, follow the 
steps listed below: 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
remova} or replacement of a component. 

Step 1. Grasp the I/0 Card Cage, tilt the front up, and slide it down and into the chassis. 

CAUTION To prevent damage to the I/0 Backplane when removing or replacing the card cage, 
do not scrape it against the CPU heat sink as you move the card cage into or out of 
the chassis. 

Step 2. Grasp the flat lever handle on the right side ofthe Card Cage and pull it up and out ofthe way. 
Align the I/0 Backplane card connector with the System Board receiver and push in firmly to seat 
it. Push the flat lever handle down flush with the top of the Card C age. 

Step 3. Secure the two captive Phillips-head screws located at the front ofthe Card Cage. 

Step 4. Replace the I/0 card attached to the right side ofthe I/0 Card Cage (slot 1) on the I/0 Backplane as 
follows: 

a . Seat the 1/0 Card into its slot on the I/0 Backplane. 

b. Replace the screw that attaches the I/0 card to the rear bulkhead. 

NOTE A short-shaft or right-angle Phillips-head screwdriver must be used to replace 
the screw due to the short distance between the screw head and the right side of 
the chassis. 

c. Ifthe card in slot 1 is a Secure Web Console card, plug the 5V power connector into the 
receptacle on the Guardian Service Protector card. 

The following photograph shows an empty I/0 Card Cage. 

The following graphic shows the components of an I/0 Card C age. 
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No. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

Title 

I/0 Card Cage 

I/0 Card #1 slot tab 

I/0 Card #1 (short card only) 

Top front captive screws 

Flat lever handle 

I/0 Cards #2 through 4 slot tabs 

I/0 Cards #2 through 4 (long or short cards) 

I/0 Backplane retainer screw 

I/0 Backplane 
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PCI 1/0 Card Remova! 

PCI slots 2, 3, and 4 are located in the I/0 Card Cage, which must be taken out ofthe chassis prior to 
removing these cards. PCI slot 1 supports a short PCI I/0 card attached to the I/0 Backplane and is located 
outside of the card cage If a Secure Web Console card was ordered as part of the system, it may be located in 
this slot and must be removed before taking the I/0 Card C age out of the chassis. 

CAUTION Ensure that the system is shut down and power r emoved from the server before attempting 
rem oval or replacement of a component. Always use an antistatic wrist strap and mat when 
working on the server. 

Remove PCI I/0 cards as follows: 

• To remove PCI I/0 card 1: 

a . Remove the screw that fastens the connector to the inside bulkhead. 

b. Pull the I/0 card out ofits slot on the outside I/0 Backplane. 

NOTE lfyou are removing the Secure Web Console card in the slot 1 position, ensure that the 5v 
power plug is removed from the power outlet (located on the Guardian Service Processar 
(GSP), front right side). 

• To remove PCI I/0 cards 2, 3, and 4: 

a. Take the I/0 card cage out of the server. 

b. Grasp the edge of the I/0 card and pull it out of its slot in the card cage. 

The following graphic shows an exploded view ofthe I/0 card cage with I/0 cards. 
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No. Title 

1 110 Card Cage 

2 110 Card #1 slot tab 

3 110 Card #1 (short card only) 

4 Top front captive screws 

5 Flat lever handle 
) 

6 110 Cards #2 through 4 slot tabs 

7 110 Cards #2 through 4 (long or short cards) 

8 110 Backplane retainer screw 

9 I/0 Backplane 
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PCI 1/0 Card Replacement 

PCI slots 2, 3, and 4 are located in the 110 Card Cage, which must be taken out ofthe chassis prior to 
replacing these cards. PCI slot 1 supports a short PCI 110 card attached to the 110 Backplane and is located 
outside of the card c age. If a Secure Web Console card was ordered as part of the system, it may be located in 
this slot and must be replaced after reinstalling the 110 Card Cage in the chassis. 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
remova! or replacement of a component. Always use both an ESD antistatic wrist strap and 
and ESD mat when working on the server. 

To replace PCI 110 cards, proceed as follows: 

• To replace PCI 110 cards 2, 3, and 4: 

NOTE If a PCI card is installed in slot #1 (outside ofthe 110 card cage), it must be removed before 
the card cage can be removed from the server. 

a. Take the 110 card cage out of the server. 

b. Orient the replacement 110 card in its guide slot and push it into the card cage until the card 
connector seats in the 110 Backplane. 

c. Replace the screw that fastens the 110 connector to the bulkhead. 

• To replace PCI 110 card 1: 

a . Push the 110 card into its slot until the card connector seats in the outside 110 Backplane. 

b. Replace the screw that fastens the connector to the inside bulkhead. 

NOTE lfyou are replacing the Secure Web Console card, ensure that the 5v power plug is seated into 
power outlet (located on the Guardian Service Processar, front right side) after the card is 
installed. 

The following graphic shows an exploded view of the 110 card cage with 110 cards. 

Chapter 



) 

No. Name No. Name 

1 I/0 Card Cage 6 I/0 Card anchor screws 

2 Outside I/0 Card anchor screw 7 I/0 Cards #2 through #4 

3 Short I/0 Card #1 (may be Secure Web Console) 8 I/0 Backplane anchor screw 

4 I/0 Card Cage anchor quarter-turn fasteners 9 I/0 Backplane 

5 I/0 Backplane disconnect lever 
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PCI Backplane Remova! 

The PCI backplane is located on the back of the VO Card cage. VO slot 1 is located on the outside of the PCI 
VO card cage and slots 2, 3, and 4 are attached to the PCI backplane inside the VO card cage. 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
remova} or replacement of a component. 

To remove the PCI backplane from the server, perform the following steps: 

Step 1. Remove the VO cables from the back ofthe server. 

Step 2. Remove the VO card from slot 1. 

Step 3. Remove the VO card cage from the server. 

CAUTJON Do not scrape the VO Backplane against the CPU heat sink when removing or 
replacing the card cage. Failure to heed this precaution could cause serious damage 
to the backplane and require replacement. 

Step 4. Remove all PCI cards. 

NOTE Note the order ofPCI card installation prior to removal. Cards must be re-installed 
in the same slots, or VO reconfiguration may be required. 

Step 5. Lay the VO card cage, open side down, on a clean, dry surface. The PCI backplane is facing up. 

Step 6. Remove the T-10 retainer screw from the PCI backplane. 

Step 7. Slide the PCI backplane to one side, so that the retainer posts will clear the keyhole slots. 

Step 8. Grasp the PCI backplane by the edges and carefully remove it from the card cage. 

The following photograph shows the PCI Backplane. 
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PCI 

PCI Backplane Replacement 

The PCI backplane is located on the back ofthe VO Card cage. VO slot 1 is located on the outside ofthe PCI 
VO card cage and slots 2, 3, and 4 are attached to the PCI backplane inside the VO card cage. 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
remova} or replacement of a component. 

To replace the PCI backplane, perform the following steps: 

Step 1. Lay the VO card cage, open side down, on a clean, dry surface. When installed, the PCI backplane 
will be facing up. 

Step 2. Grasp the PCI backplane by the edges and carefully set it on the card cage retainer posts. 

Step 3. Slide the PCI backplane to one side so that the retainer posts lock into the keyhole slots. 

Step 4. Replace the T-10 retainer screw that secures the PCI backplane to the card cage. 

Step 5. Replace ali PCI cards. 

NOTE PCI Cards must be re-installed in the same slots from which removed, or I/0 
reconfiguration may be required. 

Step 6. Replace the VO card cage into the server. 

CAUTION Do not scrape the VO Backplane against the CPU heat sink when removing or 
replacing the card cage. Failure to heed this precaution may cause serious damage to 
the backplane. 

Step 7. Replace the VO card in slot 1. 

Step 8. Attach the VO cables to the back of the server. 

The following graphic shows the PCI Backplane. 

Chapter ~"' ' n 

, ~. .. st.- · Fls '""No • '- '· ----

,__o_õ_c_. --· _____ .J 



DC-DC 

DC-DC Converter Removal 

DC-DC Converter boards and slave boards are required to power each CPU. 

CPUMHz Mas ter Slave 

440 1 1 

550* 1 2 

* When available 

NOTE Each CPU requires a DC-DC Converter and slave(s) to operate. When upgrades are performed 
on the CPU, change the accompanying DC-DC Converter and slave(s) also. When returning 
replaced CPUs, return the accompanying DC-DC Converter and slave(s) also. 

The converter boards stand on edge in slots and are located immediately behind the Power Supply on the left 
and right sides ofthe System Board, next to the CPU assemblies. 

CAUTJON DC-DC converter boards are not "hot-swap" or "hot-plug" units. Shut the server down and 
unplug the electrical connection prior to removing or replacing DC-DC converter boards. 

To remove a DC-DC Converter board and its slave(s) from the server, perform the following steps: 

Step 1. Gently pull the left and right levers away from each side ofthe board approximately 0.635 em (114 . 
in.). 

CAUTJON DO NOT press hard on the left/right levers or they will break. The levers do not 
extract the board from its socket. They provide vertical stability, only. 

Step 2. Grasp the board by the left and right edges. 

Step 3. With a gentle rocking motion, pull the board up and out ofits slot. 

Step 4. Place the board on a clean, static-free surface. 

CAUTJON There is little working room between the DC-DC converter boards and slave(s) and CPU-1. If 
necessary, use a flat-blade screw driver to reach and release the levers prior to removing these 
boards. 

The following graphic shows the location ofthe DC-DC converter boards and slaves. 
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DC-DC Converter R 

DC-DC Converter Replacement 

DC-DC Converter boards and one or two slave boards (depending on the CPU speed) are required to power 
each CPU. 

NOTE 

CPUMHz Mas ter Slave 

440 1 1 

550* 1 2 

* When available 

Each CPU requires a DC-DC Converter and slave(s) to operate. When CPUs are upgraded or 
replaced, ensure that the accompanying DC-DC Converter and slave(s) are changed. When 
returning replaced CPUs to Hewlett-Packard, ensure that the accompanying DC-DC Converter 
and slave(s) are returned also. 

The converter boards stand on edge in slots and are located immediately behind the Power Supply on the left 
and right sides of the System Board, in front of the CPU assemblies. 

CAUTION DC-DC converter boards are not "hot-swap" or "hot-plug" units. Shut the server down and ., 
unplug the electrical connection prior to removing or replacing DC-DC converter boards. ., 

To replace a DC-DC Converter board and its slave(s) from the server, perform the following steps: 

Step 1. Grasp the board by the left and right edges. 

Step 2. Align the board connector with the slot. The slot and board are keyed so that the board will only fit 
one way. Place your thumbs on the top edge ofthe board, near the left and right sides, and push the 
board straight down into its slot until either an audible "click" is heard, or the levers close and seat 
into the slots in the side edges ofthe board 

CAUTION DO NOT press hard on the leftlright levers or they will break. Levers provide vertical stability, 
only. 

The following graphic shows a DC-DC converter board and slave(s). 
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Memory DIMM Removal 

Memory DIMMs reside in eight sockets (two sets offour sockets each) located on the right side ofthe System 
Board. They are normally loaded in DIMM pairs of equal size. 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
remova! or replacement of a component. 

To remove a memory DIMM, perform the following steps: 

Step 1. Press down on the extractor levers on each end ofthe selected memory DIMM to unseat the DIMM 
from its socket. 

Step 2. When the DIMM is unseated, pull it up and out ofthe System Board. 

The following picture shows a memory DIMM located on the right side (from the server front) ofthe server 
system board. 

The next graphic is a drawing of a generic memory DIMM, followed by drawings that show DIMM 
removallreplacement. 
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Memory DIMM Replacement 
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Memory DIMMs reside in sockets located on the right side (from the front) ofthe System Board. 

CAUTJON Ensure that the system is shut down and power removed from the server before attempting 
remova} or replacement of a component. 

To replace a memory DIMM, perform the following steps: 

CAUTION Be careful to insert the DIMM into the socket evenly. Do not rock the DIMM when seating it. 

Step 1. Match the guide slots on the bottom ofthe DIMM with the guides on the socket and seat the 
memory DIMM into the socket. Insert the DIMM connectors into the guides until the card snaps 
firmly in place. It may be necessary to apply downward force using the palm of your hand on the 
DIMM. Ensure that one side the DIMM is not higher than the other. 

Step 2. Use the BCH command in me to verify that the system recognizes the memory that you have just 
replaced. 

The following picture shows the memory DIMMs located on the right side (from the server front) ofthe server 
system board. 

The following graphic is a drawing of a generic memory DIMM, followed by drawings that show DIMM 
removal/replacement. 
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Guardian Servi c e Processor ( GSP) Rem oval 
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Guardian Service Process (GSP) Remova!! CJ 
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The GSP card resides on the System Board at the rear left center, under the short PCI VO card (slot 1), which 
must be removed for access. 

Before removing the GSP from the server, perform the following steps: 

CAUTION Ensure that the system is shut down and power removed from the server before attempting 
remova} or replacement of a component. 

To remove the GSP from the server, perform the following steps: 

Step 1. Loosen the four mounting screws that hold the GSP card in place. 

Step 2. Grasp the card by the left and right edges, rock it gently to free it from its socket on the System 
Board, and lift it out ofthe server. 

The following picture shows the a GSP installed in a server. 

The following graphic shows the location of a GSP in the server. 
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Reader Comment Sheet 
Hewlett-Packard SureStore Disk System 2100 User Guide 

We welcome your evaluation o f this manual. Y our comments and suggestions 
will help us improve our publications. Remove this page and mail or FAX it to 
916-785-2299. Use and attach additional pages ifnecessary. 

Agree Disagree N/ A 

The manual is well organized. o o o o o o 
The information is technically accurate. o o o o o o 
lnformation is easy to find. o o o o o o 
Step-by-step procedures are easy to perform. o o o o o o 
There are enough examples and pictures. o o o o o o 
The examples and pictures are useful. o o o o o o 

Comments -----------------------------------

Na me: Phone: 

Title: FAX: 

Company: E-mail: 

Address: ZIP: 

City & State: Country: 

_ Check here if you would like a reply. 

Hewlett-Packard has lhe right to use submitted suggestions wilhout obligation, with ali such ideas becoming lhe property of Hewlett·Packard. 
HPSO/MSO Roseville Information Engineering A5675-90901 E0301 
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Store Disk System 2100 

Product Web Site 

This guide is available in Adobe® Acrobat® format on the HP Customer Care web 
site for enterprise storage (http://www.hp.com/essdl) . The complete URL is 
www. !Jp. cum/suppurt/ds2 1 00 

Related Documents 

The following manuais explain how to use the system software interfaces to the HP 
Surestore Disk System 2100: 

• Online Diagnostics (for HP 9000): Support Tools Manager OveiView, available at 
/11 tp:!lwww. does. !Jp. cum/!Jpuxlsyst emsJ 

• HP-UX System Administration Tasks Manual, HP Order No. B2355-90079 

• Window's NT installation guide for HP Netservers: (NT 4.0) 
!Jtl p://nelserver. !Jp. COllll llelserveJ!ducs/do wnJoad. asp ?f] Je=Í 1_111_ 5 _ 5 _ 00. pd { 

• Window's NT installation guide for HP Netservers: (NT 2000) 
lillp:llnelserver. !Jp. cum!llelserveddocs/do wnluad.asp?IJle=il_ win2k_ 5_1_ OO. pdl' 

• Window's NT installation guide for Legacy HP Netservers: (NT 4.0) 
h li p:/lnetserver. hp. com/nelserveddocs/duwnload. asp ?fl le=ig_ 111 wnl4 O. pdf 
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HP SureStore Disk System 2 

DECLARATION OF CONFORMITY 
according to ISO/I EC Guide 22 and EN 45014 

Manufacturer's Name: Hewlett-Packard Company 

Manufacturer's Address: 8000 Foothills Blvd. 
Roseville, CA 95747 
USA 

declares, that the product 

Product Name: 

Model Number(s): 

Product Options: 

HP SureStore Disk System 21 00 

A5675A,A5675AD,A5675AZ,A5676A, A5676AD 

Ali 

conforms to the following Product Specifications: 

Safety: IEC 950:1991 + A1, A2, A3, A4/ EN 60950:1992 + A1, A2, A3, A4, A11 
GB 4943-1995 

EMC: CISPR 22:1997 I EN 55022:1998 Class A 1 

GB 9254-1988 
CISPR 24:1997/ EN 55024:1998 
IEC 61000-3-2:1995/ EN 61000-3-2:1995 
IEC 61000-3-3:1994/ EN 61000-3-3:1995 
FCC Trtle 47 CFR, Part 152 

Supplementary lnformation: 

The product herewith complies with the requirements of the Low Voltage Directive 
73/23/EEC and the EMC Directive 89/336/EEC and carries the CE marking accordingly. 

1) The product was tested in a typical configuration with a Hewlett-Packard computar 
system and peripherals. 

2) The product complies with Part 15 of the FCC rules. Operation is subject to the 
following two conditions: 

• this device may not cause harmful interference; and 

• this device must accept any interference received, including interference that may 
cause undesired operation. 

Roseville, December 6 , 2000 Fra~nd~NSSO Regulatory Mgr. 

North American Contact: Hewlett-Packard Company Product Regulatlons Manager, 3000 Hanover Street, 
Paio Mo, CA 94304 Phone: 650-857-1501 

European Contact: Your local Hewleti-Packard Sales and Servlce Off~ee or Hewlett-Packard GmbH, 
Department HQ-TRE, Herrenberger Stralle 130, D-71034 Bôbllngen (FAX: + 49-7031-14-3143) 
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Store Disk System 2100 

c. Notice for Japan 
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Harmonics Conformance {Japan) 

I am ~fi .-r ,.: 7 .-r :/ill-8" 6i.l 

D. Notice for Taiwan 

~~~m~=~~~~~~m~~'fr@tt~ 
llt:t.t$fj!FF.J !ey , PJfi§íf~mJtt~-=F~ , ftiê.fm 
~r~?5lT , ~ffl~1t1El~*f*lf.St~lfu~~~Wiff o 

E. Notice for Korea 

.A}%;(} ~41~ (B"ª" 7]71) 

ól 7171~ l:l]<~Pf-%.Q.~ ~Ã}ll}-1f"31J{}~g ~.g.7l7l~.A-1, -?/iÃlº'l 
oJl.A-l ~ 'ª"~ ~~ Ãl ~ oJl.A-l A}% ~ ~ !V, %tit:}. 

F. Notice for Germany 

Schalldruckpegel Lp = 55.0 dB(A) 

Am Arbeitsplatz (operator position) 

Normaler Betrieb (normal operation) 

Nach ISO 7779: 1999 (Typprüfung) 
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HP SureStore Disk Syste 
- - -----·- -------

japan: VCCI Class B 

Taiwan: CNS 13438, Class A 

US: 47 CFR Parts 2 & 15, Class B 

A. FCC Notice for United States 

The Federal Communications Commission (in 47 CFR 15. 105) has specified that the 
following notice be brought to the attention o f the users o f this product. 

This equipment has been tested and found to comply with the limits for a Class B 
digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to 
provide reasonable protection against harmful interference when the equipment is 
operated in a residential installation. This equipment generates, uses, and can 
radiate radio frequency energy and, if not installed and used in accordance with the 
instruction manual, may cause harmful interference to radio communications. 
However, there is no guarantee that interference will not occur in a particular 
installation. If this equipment does cause harmful interference to radio or television 
reception, which can be determined by turning the equipment off and on, the user is 
encouraged to try to correct the interference by one or more of the following 
measures: 

• Reorient or relocate the receiving antennna. 

• Increase the separation between the equipment and the receiver. 

• Connect the equipment into an outlet on a circuit different from that to which 
the receiver is connected. 

• Consult the dealer or an experienced radio/television technician for help. 

Hewlett-Packard's cerification tests were conducted with a Hewlett-Packard 
supported computer system and Hewlett-Packard shielded cables, such as those 
you received with your storage product. Changes of modificai tons not expressly 
approved by Hewlett_packard could void the user' s authority to opera te the 
equipment. cables used with this device must be properly sheilded to comply with 
the requirements of the FCC. 

B. FCC Notice for Canada 

This Class B digital apparatus complies with Canadian ICES-003. 

Cet appareil numérique de la classe B est conforme à la norme NMB-003 du Canada. 
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ureStore Disk System 2100 

TABLE 16 Environmental Specifications 

Climate Control 

Temperature (dry bulb) 

Relative Humidity 
(non-condensing) 

Operating 

Storage 

Operating 

Storage 

0°(- +40°C 

-40°C - + 70°C 

5% - 95% Relative Humidity at 
40°C 

90% Relative Humidity at 65°C 

Altitude (based on disks) Operating -1000 ft to +10,000 ft (3048 M) 

Storage 40,000 ft (12,092 M) 
---------------------------- ---~----~~--~--------

< 100 watts Heat Dissipation (maximum) Operating 
~----~--------------------------

Operating Temperatures 

If the storage system is installed in a multi-unit rack assembly, the operating 
ambient temperature o f the rack environment may exceed room ambient 
temperature. The rack environment ambient temperature cannot exceed 40° Celsius 
(104° Fahrenheit). 

Ifyour storage system contains less than 4 disk modules, the remaining empty slots 
require filler panels. These filler panels (part number A6198-60001) ensure that the 
proper cooling is maintained within the storage system. 

Regulatory Statements 

Safety Certifications 

UL listed, UL 1950: 1995 - 3rd Edition 

CSA certified, C22.2 No. 950:1989 

TUV certified with GS mark, EN 60950:1992 + A1:1993, A2:1993, A3:1995, 
A4:1997 

CE mark (see on page 39) 

EMC Compliance 

Australia: AS/NZS 3548, Class B 

Canada: ICES-003, Class B 

China: GB9254-88 

European Union: EN55022 Class B, EN55024 

ROS n ~ 03/2005 · CN 
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TA BLE 13 Supported HP Cables and Terminators (for Commercial Systems) 

Order 
Number Description 
------- - -- -- - - ----- ---

A6523A 0.5-meter HDT S68 SCSI multimode eable 

A6524A 1.0-meter HDT S68 SCSI multimode eable 

A6525A 1.5-meter HDT S68 SCSI multimode eable 

A6526A 2.5-meter HDT S68 SCSI multimode eable 

A6527A 5.0-meter HDT S68 SCSI multimode eable 

A6528A 1.0-meter VHDT S68/HDT S68 SCSI multimode eable 

A6529A 2.5-meter VHDT S68/HDT S68 SCSI multimode eable 

A6530A 5.0-meter VHDT S68/HDT S68 SCSI multimode eable 

A6531A SCSI Terminator LVD/SE HDTS68 
- - --- ------- - ~ ---

Specifications 

TABLE 14 Physical Dimensions 

Measure 

Width 

Depth 

Height 

Weight without disk modules 

Weight fully loaded 

Electrical Specifications 

TABLE 15 AC Power Requirements 

Electrical Element 

AC Operatinq Voltaqe Ranqe 

Une Frequenev Ranqe 

Metric 

45.08 em 

38.10 em 

4.32 em 

4 .94 kg 

8.11 kg 

English 

17.75 in 

15.0 in 

1.7 in 

10.90 lbs 

17.89 lbs 

Requirement 

88-269 VACRMs 

47-63 Hz 

Published Produet Operatinq Ranqe 

Published Produet Frequeney Ranqe 

100 - 240 VACRMs 

50- 60 H2 

Part 
Number 

- - - ----- ------ -

5183-2670 

5183-2671 

5183-2672 

5183-2673 

5183-2678 

5183-2674 

5183-2675 

5183-2676 

5183-2657 

-- --- - ---- - --- -
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TABLE 12 

tore Disk System 2100 

Replaceable Parts 

Product 
Number 

A5675A 

A6198A 

A6537A 

A6538A 

A6544A 

A6545A 

Description 

Base Disk System Assembly 

Disk Filler Panel 

18-Gbyte 10,000 rpm LVD disk module 

36-Gbyte 10,000 rpm LVD disk module 

18-Gbyte 10,000 rpm LVD disk module 

36-Gbyte 10,000 rpm LVD disk module 

Desktop Disk System Cover 

Desktop Disk System Feet 

Replaceable 
Part Numbers 

A5675-67001 

A6198-60001 

A6537-69001 

A6538-69001 

A6544-69001 

A6545-69001 

5065-5217 

0403-0285 

Supported HP Cables and Terminators (for Enterprise Systems) 

Order 
Number Description 

C2978B 0.5-meter HDT S68 SCSI multimode cable 

C2911C 1.0-meter HDT S68 SCSI multimode cable 

C2979B 1.5-meter HDT S68 SCSI multimode cable 

C2924C 2.5-meter HDT S68 SCSI multimode cable 

C7521A 5.0-meter HDT S68 SCSI multimode cable 

C2361B 1.0-meter VHDT S68/HDT S68 SCSI multimode cable 

C2362B 2.5-meter VHDT S68/HDT S68 SCSI multimode cable 

C2365B 5.0-meter VHDT S68/HDT S68 SCSI multimode cable 

C2364A SCSI Terminator LVD/SE HDTS68 

Part 
Number 

5183-2670 

5183-2671 

5183-2672 

5183-2673 

5183-2678 

5183-2674 

5183-2675 

5183-2676 

5183-2657 
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Upgrade Disk Products Available 

TABLE 9 Available Upgrade Disk Modules 

Product 
Number 

A6537A 

A6538A 

A6544A 

A6545A 

---~---------

Description 

18-Gbyte 10,000 rpm LVD disk module (for Enterprise Systems) 

36-Gbyte 10,000 rpm LVD disk module (for Enterprise Systems) 

18-Gbyte 10,000 rpm LVD disk module (for Commerial Systems) 

36-Gbyte 10,000 rpm LVD disk module (for Commerial Systems) 

TABLE 10 Upgrade Products for Hewlett-Packard Systems 

Product 
Number Description 

A4999A Single Port Ultra 2 SCSI Host Bus Adapter for Hewlett-Packard 
Workstations 

A5149A Single Port Ultra 2 SCSI Host Bus Adapter for HP-UX Systems 

AS1SOA Dual Port Ultra 2 SCSI Host Bus Adapter for HP-UX Systems 

A5856A Internai Disk Array Controller for HP-UX Systems 

A5675A HP Surestore Disk System 2100 

A5679A Rail kit for the Rittal Style Rack Systems and HP Rack Systems/E 

A5680A Rail kit for HP Rack Systems 

A6198A Disk Filler Panel 

C2364A LVD/SE SCSI Terminator (HDTS68) 

C7430A Ultra 2 SCSI Host Bus Adapter for HP Netservers 

D2140A 

DS025A 

D5955A 

D9161A 

D9351A 

P3413A 

Netraid 1si Host Bus Adapter for HP Netservers 

Ultrawide Host Bus Adapter for HP Netserver 

Netraid 3si Host Bus Adapter for HP Netservers 

Netraid 4M/64 Host Bus Adapter for HP Netservers 

Netraid 4M/128 Host Bus Adapter for HP Netservers 

Single Port Ultra 3 SCSI Host Bus Adapter fo r HP Netservers 
---- -- - ---- --- ------
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Reference Information 

Product Numbers and Options 

Three models o f the disk system are available: 

• A5675A field-racked disk system (Enterprise Customer Installable) 

• A5675AD desktop disk system (Enterprise Systems) 

• A5675AZ factory racked disk system (Enterprise Systems) 

• A5676A field-racked disk system (Commerial Customer Installable) 

• A5676AD desktop disk system (Commerial Systems) 

TABLE s Products and Options 

Disk System Disk Module 
Product Product 
Number (with Option) Description 

A5675A 

A6537A (001) 

A6538A (001) 

--- ---
A5675AO 

A6537A (001) 

A6538A (001) 

A5675AZ 

A6537A (001) 

A6538A (001) 

A5676A 

A6544A (001) 

A6545A (001) 

A5676AO 

A6544A (001) 

A6545A (001) 

----- - - -

Field installed disk system (Enterprise) 

Orive integrated into the field installed disk system 

Orive integrated in the same field installed disk 
system 

Oesktop disk system (Enterprise) 

Orive integrated into the factory installed disk 
system 

Orive integrated in the same factory installed disk 
system 

Factory installed disk system (Enterprise) 

Orive integrated into the desktop disk system 

Orive integrated in the same desktop disk system 

Field installed disk system (Commercial) 

Orive integrated into the field installed disk system 

Orive integrated in the same field installed disk 
system 

Oesktop disk system (Commercial) 

Orive integrated into the factory installed disk 
system 

Orive integrated in the same factory installed disk 
system 
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Isolating Faults 

Table 7 lists the probable causes and solutions for problems you may detect on the 
disk system. When more than one problem describes your situation, investigate the 
first solution that applies. The table lists the most basic problems first and excludes 
them from subsequent problem descriptions. 

Erratic LED behavior on the disk system could be observed in the following 
situations: 

• When a server that is connected to a Disk System 2100 is powered down or 
loses power (and the disk system remains powered on) 

• When the disk system is powered up when connected to a downed server 

• When an unconnected disk system is powered up 

An example of this LED behavior is the LEDs staying lit solidly. This condition is 
caused by the disk system being deprived of term power when the server loses 
power or is powered down. The disk system does not provide its own term power. 1t 
relies on the host bus adapter to which it is connected for term power. 

TABLE 7 Troubleshooting Table 

! Problem LED 
1 Description State Probable Cause/Solution 
r· Disk system - - --Syst-em -- -- -- -PÔwer -cord i!i-notpÍu_g_g_ed--in-.--­

i fails to power power LED is The power button is not pressed. 
I on when off AC breaker is tripped or AC power source has 
! installed failed. 
i The PDU/PDRU is defective. Replace. 
: Enclosure chassis is faulty . Replace. 

i System Power supply is defective - replace the enclosure 
! power LED is Cooling fans are not spinning at the correct speed -
i blinking replace the enclosure. 

I Operating Disk module Use diagnostic utilities to determine disk status. 
i system reports LED is on Depending on the results, monitor or replace disk 
' 1 errors on a solid or off module. 
'[ device 
----------- .. c--- -- -- - ---- ·----- ... - --------------------------------1 
l IOSCAN (HP- Disk module Disk module is faulty - Replace. 
~ UX) lists disk LED is on Enclosure is faulty - Replace. 
: as NO_HW, or solid or off If the ali disks on the bus have this problem, the 
: Mapper or cable is faulty. Replace the cable. 
! DSTAT ALL 
: (MPE/iX) lists 
no device type 
---- --1------1- --- -- ----------------1 
Unable to 
configure 
device for use 
by operating 
system 

Disk module 
LED is on 
solid or off 

Disk module possibly not correctly seated. 
If at a new installation, remove and reinstall the 
disk module. 

; If troubleshooting an existing installation, run 
1 diagnostics to determine drive status. Replace the 
, d1sk module. 
' 

) 
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mple STM Expert Tool Disk Error Log (MPE/iX 6.5 or 7.0) 

Write Error Statistics 

Errors Corrected Without Delay: 
Errors Corrected With Delay: 
Total Retries : 
Total Errors Corrected: 
Correction Algorithm Executions: 
Total Bytes Processed: 
Total Uncorrected Errors: 

Read Error Statistics 

Errors Corrected Without Delay : 
Errors Corrected With Delay: 
Total Retries: 
Total Errors Corrected: 
Correction Algorithm Executions: 
Total Bytes Processed: 
Total Uncorrected Errors: 

Read Reverse Error Statistics 

N/A 
o 
o 
o 
o 
6.3253e+10 
o 

23781 
o 
o 
23781 
23781 
9.6191e+10 
o 

Errors Corrected Without Delay: N/A 
Errors Corrected With Delay: N/A 
Total Retries: N/A 
Total Errors Corrected: N/A 
Correction Algorithm Executions: N/A 
Total Bytes Processed: N/A 
Total Uncorrected Errors: N/A 

Verify Error Statistics 

Errors Corrected Without Delay: 
Errors Corrected With Delay: 
Total Retries: 
Total Errors Corrected: 
Correction Algorithm Executions: 
Total Bytes Processed: 
Total Uncorrected Errors: 

Non-Medium Error Counts : 

o 
o 
o 
o 
o 
36864 
o 

o 
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STM Disk Information: MPE/iX 6.5 or 7.0 

STM displays the last-generated Information Log for a selected disk. Start STM and 
run the Information tool as follows. 

1 Log on the system. 

2 At the system prompt (:), type vsdose <physical volume number>. This 
removes the disk from use. 

3 At the system prompt (:), type cstm. STM starts. 

4 At the cstm prompt, type map. STM displays a list of all the disks installed on 
the system. 

5 Select the desired disk by typing select device <number>; for example, select 
device 15. 

6 Type information. STM updates the system map. 

7 To display the information log, type infolog. 

29 
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s Sample STM Information Log (HP-UX) 

,,,, rlekl,roae.hp.com : 15. 13.213.87 •..• 

• .;.. Í-nformeth:>n Toei Log for SCSi Dhk on peth B/BiB/1. 3. B -­

Log creet l<:>n time·: F~l Oct 2B B9: 18: 36 2BBB 

Herdwere peth: B/B/B/l.3.B 

Product ld: ST3181B~LC Vender: 
Dsvl·ce Type: SCSI DI ak Fi nnúlere Rev: 
Dsvl e~ Quel .aler: ~PI~.2GST3181B1LC Log'lcel Unlt: 
se;, l,a -1 Nt~j~&er:· 1BTB3101 , . 
Capáct>t y (f1 Byte): ' · .J7j66. ~~ ' 

Bioek Srze: S-12 
~ex B1oek Addreaa: 35566179 

, Er.r9r lo,gs 
Beed Er.r.or.e-: 

· Read Reverae Errara: 
.. . ~r.tu Er.r,or~:. 

Ver'l':r\1 Ertor.a: 

B 
N/A 
' B 

'B 

·Buffer Overrunà:· 
Buffer Underr~na: 
No.n-f1edl'""' Errora: 

'Prlnt 

HP 18.2G 
HPI!t 
B 
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View Di sk Status 

HP-UX and MPE/iX utilities provide descriptive and diagnostic information about 
disks, including disk type, firmware revision, and errors. On HP-UX and MPE/iX 
6.5 , the disk utility is Support Tools Manager (STM). For all other operating 
systems, consult the appropriate system administration manual for disk module 
status checking procedures. 

STM Disk Information: HP-UX 

STM displays the last-generated Information Log for a selected disk. Start STM and 
run the Information tool as follows . 

1 Log on the system. 

2 At the system prompt, type xstm&. STM starts and displays a graphic of the 
devices on the system. 

3 Select the desired disk. 

4 Select Information from the Tools menu. 

5 To generate a current log, select Run. The log will be displayed as soon as it is 
generated 

6 To view a log without updating the contents, select Information Log. 

7 Select Done when you have finished viewing the information. 

8 To quit STM, type exit. 

9 Figure 15 shows a sample Information Log. 

) 



6 tore Disk System 2100 

LEDs indica te the status of the disk system itself and each of the disk modules. A 
green system LED is visible on the front of the disk system. lt shows that a fault 
has occurred o r that power is on. Disk activity LEDs are on the front of the disk 
modules (see Figure 14 and Table 6 below). 

FIGURE 14 LED Status lndicators 

rn,lllll~·:. :]01111111~8:» :]01111111~81# :1~0111111/~e:B l:tl 
Disk System I I Disk Module . . 
Power LED LEDs -----1..----------J 

TABLE 6 LED Status lndicators 

LED State Indication 
---- - -

System Power Green Power is on 

Blinking Malfunction - either a fan is not operating 
properly or internai voltage is too low. 

OFF Power is off 

Disk Activity ON Installed and spinning up. If the LED is still on 
3 minutes after power is engaged, the disk may 
be faulty . 

Flashing I/0 activity on the disk 
---- - -- - - --·---
OFF Not installed, not operating, or no I/0 activity 

- --.................._ __ _ 
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HP SureStore Disk System 21 

FIGURE 13 Sample Hardware Event Notification 

Notification Time: Wed Feb 3 11:27:15 1999 

yourserver sent Event Monitor notification information: 

/storage/events/disks/default/10_4_4_0 . 0 is >=1. 
Its current value is CRITICAL(5) 

Event data from monitor: 

Event Time: Wed Feb 3 11:27:15 1999 
Hostname: yourserver.rose.hp.com 
Event ID: Ox0036b8a313000000002 
Event # : 100037 
Severity : CRITICAL 

IP Address : 15 . 43.213 . 13 
Monitor disk em 
Event Class: I/O 

Disk at hardware path 10/4/4/0.0 : Media failure 
Associated OS error log entry id(s) : 000000000000000000 

Description of Error: 

The device was unsuccessful in reading dat a for the current I/ 
O request due to an error on the medium. The data could not be 
recovered . The request was likely processed in a way whic h 
could cause damage to or loss of data. 

Probable Cause I Recommended Action: 

The medium in the device is flawed. If the medium is removable, 
replace the medium with a fresh one. Alternatively, if the 
medium is not removable, the device has exp erienced a hardware 
failure. Repair or replace the device, as necessary . 



isk System 2100 

The Disk Monitor, an EMS hardware event monitor, reports changes in disk status. 
Depending on how the monitor is set up, it sends messages to the console, an e-mail 
address , a log file , or a third-party application. These messages give early notice of 
a disk problem. Events include media errors, failed read and write attempts, invalid 
commands, changed operating parameters, failed diagnostics, and many others. 

Event severity ranges from criticai to informational: 

Criticai 

Serious 

Warning 

Information 

An event that causes data loss, host system downtime, or 
other loss of service. Host system operation will be affected if 
the disk system continues to be used without correction. 
Immediate action is required . For example, read data could 
not be recovered. 

An event that may cause data loss, host system downtime, or 
other loss of service if left uncorrected. Host system and 
hardware operation may be adversely affected. The problem 
needs repair as soon as possible. For example, the request 
queue is full. 

An event that could escalate to a serious condition if not 
corrected . Host system operation should not be affected and 
normal use of the disk system can continue. Repair is needed 
but at a convenient time. For example, the bus failed to reset. 

An event that is expected as part of the normal operation of 
the hardware. No action is required. For example, write 
protection was switched on or off. 

Event messages (see Figure 13) contain the following types of information: 

• Message Data - Date and time the message was sent, the source and 
destination of the message, and the severity levei 

• Event Data - Date and time ofthe event, the host, event ID, name ofthe 
monitor, event number, event class, severity levei, hardware path, associated 
OS error log entry ID 

• Error Description- Narrative information indicating the component that 
experienced the event and the nature of the event 

• Probable Cause/Recommended Action - The cause of the event and suggested 
steps toward a solution. This information should be the first step in 
troubleshooting. 

- - - I 
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HP SureStore Disk System 2 
---- - - - ------ --- - - - -
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Setting Up the Hardware Event Monitor (HP- UX 
Only) 

Hardware event monitors run on HP-UX hosts, versions 10.20 and 11.0. The Disk 
Monitor (disk_em) monitors all disks bound to sdisk drivers. Consequently, if the 
Disk Monitor is active on your host, it is already set up to monitor the disks of a 
new disk system. If you need to install or activate the Disk Monitor, refer to the 
EMS Hardware Monitors User's Cuide in the latest IPR Support Media or on the Web 
(http:! /www.docs.hp.com/hpuxl systems/#ems) .. 

Note This Disk Monitor should not be confused with the EMS disk 
monitor that is used to monitor LVM resources. 

The way you configure the monitor determines, among other things, where event 
messages will be sent and what levei of severity will be reported. 

Configura t ion Overview 

The following steps will help you identify and resolve disk system failures: 

1 Gather information from all sources: 

- Hardware event notifications (page 26) 

- Disk system LED status (page 26) 

- Online information tools (page 27) 

2 Isolate the cause ofthe problem {Table 7 on page 31). 

3 Correct the problem. (See page 20 for disk modulecremoval and replacement.) 

4 Verify operational status with IOSCAN or other host utilities. 

) 
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2 Disk System 2100 

Some data paths may be slot-dependent. Be sure to note the slot from 
which the disk module is removed so it can be installed in the same slot 
in the replacement disk system. 

Reverse the instaliation instructions enclosed with the rackmount kit for your 
cabinet: 

• A5679A for Hewlett-Packard Rack Systems/E for Enterprise Systems 

• A5680A for ali other Hewlett-Packard rack systems for Enterprise Systems 
purchased before November 1998. 

• A6532A for Hewlett-Packard Rack Systems/E for Commercial Systems 

• A6533A for ali other Hewlett-Packard rack systems for Commerial Systems 
purchased before November 1998. 

If your disk system is a factory-integrated unit, see the figure below for rem oval 
instructions. 

FIGURE 12 Removing the Disk System 

lf you are returning a desktop disk system, be sure to remove and store the plastic 
Desktop Disk System Cover for use on the replacement disk system. 
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HP SureStore Disk System 2 

2 Prepare the software environment to remove the drive. 

See your operating system documentation for instructions and procedures 
required to remove a disk module. It may be necessary to unmount file systems 
associated with the disk drives installed in the disk system. 

3 Unlatch the disk module handle and remove the disk module. 

Squeeze the latch to unlock the disk module. Put a finger behind the latch and 
pull the disk module out until it disengages with the backplane. Leave it in its 
slot for two to three minutes to allow the disk drive to spin down before 
removing the disk module from the enclosure 

If you are going to replace the disk module immediately, refer to "Replace a 
Disk Module" below. 

If you are not going to replace the disk module immediately insert a filler pane! 
in to the open slot to assure the required cooling if you are not returning the 
disk system. 

Replace a Disk Module 

Note The disk system supports the 18 and 36GB disk capacity. lt 
supports these capacities in 10,000 RPM disk modules only at this 
time. 

1 Refer to your operating system documentation for requirements and procedures 
for replacing disk modules. 

2 Align the replacement disk module with the disk module slot. 

3 Slide the disk module into the slot until it engages with the backplane. 

4 Press on the locking handle until it locks. You will hear an audible click when 
the locking mechanism is fully engaged. 

) 

) 



11 Installing a disk module 

Configure the new Disk Module 

Configure a New Disk Module within Your Application 

I CAUTION I 
These procedures should be performed only by qualified system 
administrator. Performing hot-plug operations on ao active disk drive can 
result in data loss or corruption. 

Remove and Replace A Disk Module 

Removing a Disk Module 

If the disk system is running and a disk module slot does not contain a 
disk drive or filler panel, the disk system will not cool properly and may 
overheat. Ifyou are not replacing the disk module immediately, a filler 
panel must be installed to maintain proper cooling. 
Ensure that you have a replacement disk or filler panel before removing 
the disk module from the disk system unless you are returning a defective 
disk system. 

1 Ensure there is no activity on the drives. 

If the Disk Drive LED for that disk module is flashing gréen, the disk drive is 
active. When the Disk Drive LED off, the disk module is either idle or 
completely off (see Table 1 on page 9). In this state, it is safe to remove the 
disk module. 

------ -
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HP SureStore Disk System 210 

Adding Disk Modules 
Disk modules can be added, removed, and replaced while the disk system is 
running. Because the disk modules can be handled in this way, they are called 
hot-pluggable. 

The SCSI addresses for the disks are set using the addressing switches on the back 
of the disk system. You can determine the assigned SCSI addresses by looking at 
the SCSI address switch settings at the rear of the disk system. 

If your storage system contains less than 4 disk modules, the remaining empty slots 
require filler panels. These filler panels ensure that the proper cooling is 
maintained within the storage system. 

The system administration procedure for adding a disk modules is operating system 
specific. You must decide where the disk module is to be installed and install it. 
Then the operating system has to be configured to recognize the new disk drive. 

Note The disk system supports the 18 and 36GB disk capacity points. It 
supports these capacities in 10,000 RPM disk modules only at this 

' 1 time. L__ __________________________________________________ ~ 

Add a Disk Module 

1 Select an available slot for the new disk module. Note the slot chosen for 
application configuration. 

2 Remove the disk module filler panel. Store the filler panel for future use. 

3 Hold the locking handle open on the disk drive. Push the locking lever to the left 
to release the latch. 

4 Slide the disk into the appropriate slot. 

5 Gently push the drive until the locking mechanism engages. When the disk 
modules is completely installed, an audible click can be heard. 

6 Close the locking handle completely, using gentle downward pressure. 

m 
:I 
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Disk System 2100 

1 Back up ali data if the disk system is still operational. 

2 Ensure that no data on disk modules within the disk system is being accessed. 

3 Unmount any file systems associated with the disk system that is going to be 
powered off. Refer to the system administration manual for your host system 's 
operating system for the correct procedure for unmounting a file system or 
stopping access to the disk modules within the disk system. 

Note Ifyour host system's boot or root disk drive resides in the disk 
system, the host system must be brought down before the 
power to the disk system can be tumed off. See your host 
system's system administrator's manual for the correct 
procedures. 

4 Tum the disk system offby pressing the power button. See Figure 10 (below) 
for the power button location. 

5 Confirm that the storage disk system System Power LED is off. See Figure 2 on 
page 9 

6 Disconnect the power cable from the power connector at the rear of the disk 
system. 

FIGURE 10 Power Button Location 

§§§§ §§§§§§§§§§§§ 
8888 888888888888 
0000 000000000000 

Power 
Button 

- - - ·--
RQS n° 03/2005 - CN 
CPMI _, -CORREIOS 

l'':i 61, 1 
4 ~'' Fls- -w ___ _ 

- -
Doc. ____ _ 



Connecting the Power Cable 

,.CAUTION i 
I ! 

Ensure that the connection of multiple units to the supply circuit does not 
overload the supply overcurrent protection or the supply wiring. Refer to 
the storage electrical ratings when determining the correct branch circuit 
rating for your installation. See Table 3 on page 12 

FIGURE 9 AC Power Connector Location 

C\::::::::::::::::: :: o 
LVME ....J 

Powering On and Off 

Power On the Disk System 

1 Press the power button and release it. The power button will stay in a depressed 
position, indicating that the power is on 

See Figure 1 O on page 18 for the location of the power button. 

2 Confirm that the disk system is running properly by checking the system power 
LED and the disk module LEDs at the front o f your disk system. A system reboot 
may be necessary to assure that the host system recognizes the disk drives 
within the disk system. 

Refer to "Front Panel" on page 3 for explanations of the LED functions and 
their meanings. 

) 
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tore Disk System 2100 

4 Determine if this disk system is at the beginning or end of the SCSI bus. 

- If the disk system is at the end of the SCSI bus (you are not going to daisy­
chain another device off this one), install the appropriate terminator (part 
number 5183-2657) on the available SCSI port and go to "Connecting the 
Power Cable" (see Figure 9 on page 17). 

- If the disk system is at the beginning or middle of the SCSI bus (you are going 
to daisy-chain another device off this one), consider the following: 

No more than 3 of these disk systems can be daisy-chained together. 

Ensure that the SCSI IDs assigned for the disk drives in the second disk 
system or other peripheral are not already assigned to another device on the 
SCSI bus. Refer to "Setting the SCSI IDs for the Disk Drives" (see Figure 7 
on page 14 for the SCSI IDs assigned for each SCSI switch setting). 

If you connected the SCSI cable to the on-board UltraSCSI port on the host 
system, verify that the SCSI IDs assigned to the disk drives in the second 
disk system or additional peripherals are not already assigned to any other 
peripherals installed in the host system. 

The overall SCSI bus length cannot exceed 12 meters. The SCSI bus length 
for the disk system internai cables is 1.1 meters. If another type of 
peripheral is being connected on this SCSI bus, refer to that peripheral's 
documentation for its internai SCSI cable length. 

5 Connect one end of an ultra SCSI cable (get it from the shipping box) to the 
available SCSI port on the rear of the first disk system on the SCSI bus. 

6 Connect the other end of the ultrascsi cable to the SCSI IN port on the rear of 
the second disk system on the SCSI bus. 

7 Repeat Steps 3, 5, and 6 for the last disk system on the SCSI bus if three disk 
systems are being installed. Keep in mind the maximum bus length {12 meters). 

8 Install a terminator íf the device is the last one on the bus. For supported 
terminators, see Table 10 on page 33 or Table 12 on page 34. 

Note The disk system, when connected at the end of a SCSI bus, 
requires a terminator. Refer to the documentation that carne with 
your wide SCSI device to determine if it needs a terminator or not. 
Narrow SCSI devices at the end of a daisy-chain always require a 
termina to r. 
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HP SureStore Disk System 2 

Keep in mind that the host bus adapter should have the highest SCSI address 
priority. See Table 5 below. 

T AB LE 5 SCSI Address Priority 

SCSI ID 7 6 5 4 3 2 1 O 15 14 13 12 11 10 9 8 

Priority Highest Lowest 

Inst alling t he Disk Syst e m 
See the installation instructions enclosed with your rackmount kit. 

Connect the SCSI Cables 

1 Make sure that the host system has been powered down. 

2 Connect one end of an ultra SCSI cable (get it from the shipping box) to the host 
system. To acheive Ultra 3 SCSI speeds, the host bus adapter, the SCSI cables, 
and the disks must be able to transmit data at UltraSCSI 3 speeds. For the SCSI 
port location on your host system, refer to your host system's documentation. 

You may connect non-Ultra 3 SCSI cables to the disk system, but the data 
transmission rates will be lower. 

3 Connect the other end of the SCSI cable to one of the L VD/SE ports on the rear 
of the disk system. 

FIGURE 8 SCSI Port Locations 
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Superdo e Configur.ations 

\ .. A· <:.> 

·~ 
b. An input power source supplied from a 3-pole plus protective earth (PE) , 4-wire system will always 

be wired as 240 volts phase-to-phase, no neutral or common , plus a PE ground. Three phase input 
voltage (240VAC) to the equipment is connected phase-to-phase. Examples of 4 wire: 200-volt 
phase-to-phase, 208-volt phase-to-phase, 240-volt phase-to-phase 

c. An input power source supplied from a 4-pole +PE, 5 wire system may be wired as either: 

208VAC phase-to-phase voltage with a common, plus a PE ground. Three phase input voltage 
(208VAC) to the equipment is connected phase-to-phase. The common is not connected to the 
PDCA neutral terminal. 

415VAC phase-to-phase voltage with a neutral return, plus a P E ground. Three phase input voltage 
(230-240VAC) to the equipment is connected phase-to-neutral. The neutral is connected to the 
PDCA neutral terminal. Examples of 5 wire: 208-volt phase-to-phase, 380-volt pha se-to-phase, 
415-volt phase-to-phase 

) 

) 
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Table D-1 LAN lnformation (Continued) 

Hostname 
Ga teway 

LANPort: (GSP Network IPAddress SubnetMask 
Name) 

Address 

Partition 5 (Net Interface 1) 

Partition 5 (Net Interface 2) 

Partition 5 (Net Interfa ce 3) 

a . Superdome 
b. Support Management Station 

) 
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\ \('' ~):: 
C p \.. ' ere are two columns ofpower numbers (Watts). The Power Breaker column shows the power used to size 

the wall breaker at the installation site. The Typical Power column shows typical power. Typical power 
numbers are for PA8600 systems and may be used to assess average utility cost of cooling and electrical 
power. Expect these typical numbers to be about 18% less for PA8700 systems. Table E-1 also shows the 
recommended breaker sizes for 4-wire and 5-wire sources. 

Table E-1 Typical Superdome Configurations 

Recommended Recommended Memory l/O Breaker Cell 
PerCell Chassis 3-pole Breaker 4-pole Breaker Typical Typical 

Boards 
Board Modules Powera Sizea,b Power Cooling 

8 

8 

8 

8 

8 

8 

6 

6 

6 

6 

6 

6 

4 

4 

4 

4 

4 

4 

2 

2 

2 

Sizea,c 

Qty. GBytes Qty. Watts Amps (min.) Amps (min.) Watts BTU/HR 

16 4 10660 40 25 8460 28,850 

16 2 9600 40 25 7780 26,530 

8 4 9220 40 25 7340 25,030 

8 2 8160 30 20 6660 22,710 

4 4 8500 35 20 6780 23,120 

4 2 7440 30 20 6100 20,800 

16 4 9040 35 20 7140 24,350 

16 2 7980 30 20 6460 22,030 

8 4 7960 30 20 6300 21,480 

8 2 6900 30 20 5620 19,160 

4 4 7420 30 20 5880 20,050 

4 2 6360 30 20 5200 17,730 

16 4 7420 30 20 5820 19,850 

16 2 6360 30 20 5140 17,530 

8 4 6700 30 20 5260 17,940 

8 2 5640 25 20 4580 15,620 

4 4 6340 30 20 4980 16,980 

4 2 5280 25 20 4300 14,660 

16 2 4740 20 20 3820 13,030 

8 2 4380 20 20 3540 12,070 

4 2 4200 20 20 3400 11,600 

a. These numbers are valid only for the specific configurations shown. Any upgrades may require a 
change to the breaker size. A 5-wire source utilizes a 4 pole breaker and a 4-wire source utilizes a 3 
pole breaker. The PE (Protectiue Earth) ground wire is not switched. 
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E Superdome Configurations 

Table E-1 shows Superdome power requirements by configuration (i.e. number of cell boards, amount of 
memory per cell, and number of I/0 chassis) . This requirement applies to 32-way-capable systems with 
PA8600 or PA8700 processors. 
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e LAN lnterconnect Diagram 

stomer network interface on SMS (10/100 Base-T Port) 

• Each network interface on each partition 

• PC/Workstation console 

Table D-1 LAN lnformation 

Hostname Gateway LANPort: (GSP Network IP Address SubnetMask 
Name) Address 

SDa GSP Private Priv-nn (where 192.168.2.1n 255.255.255 .0 192.168.2.1n 
nn is 01, 02, 03, (where n is 1, (where n is 1, 2, 
.. . ) 2, 3, ... ) 3, ... ) 

SD Customer Port 

SMSb Customer Port (LAN 
1, 10/100 BASE-T Port) 

SMS LAN Console 

SMS Private Port Priva teM 192.168.2.10M 255.255.255.0 192.168.2.10M 
(where M is 1, (where M is 1, 2; 
2, 3, .. . ) 3, ... ) 

PC/Workstation Console 

Partition O (N et Interface 1) 

Partition O (Net Interface 2) I 

Partition O (Net Interface 3) 

Partition 1 (Net Interface 1) 

Partition 1 (Net Interface 2) 

Partition 1 (Net Interface 3) 

Partition 2 (Net Interface 1) 

Partition 2 (Net Interface 2) 

Partition 2 (Net Interface 3) 

Partition 3 (Net Interface 1) 

Partition 3 (Net Interface 2) 

Partition 3 (Net Interface 3) 

Partition 4 (Net Interface 1) 

Partition 4 (Net Interface 2) ' 
-· · - _.,._- -
~~k' ~ n-:JI'>/'11'1~ - (' t\J 

~~· -vw 
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D Superdome LAN lnterconnect Diagram 

Have the customer fill in Table D-1 on page 100 with LAN information. Use the following diagram to help 
correlate the LAN connection with the IP address. 

You will need customer-supplied LAN information for: 

• Customer port on GSP ~· 
-----------------------------------------------------------------------
Appendix D 99 



Room Layout Plan 
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oom Layout Plan 

e 32 Way, Superdome 64 Way, and I/0 Expansion Cabinet Templates 
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Superdome 32 Way, Superdome 64 Way, and I/0 Expansion Cabinet Templates 
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Superdome 32 Way, Superdome 64 Way, and I/0 Expansion Cabinet Templates 
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Superdome 32 Way, Superdome 64 Way, and I/0 Expansion Cabinet Templates 
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Computer Room Layout Plan 

Use the following procedure to create a computer room layout plan: 

Step 1. Remove severa} copies of the floor plan grid. 

Step 2. Cut andjoin them together (as necessary) to create a scale model floor plan ofyour computer room. 

Step 3. Remove a copy of each applicable equipment footprint template. 

Step 4. Cut out each template selected in Step 3; then place it on the floor plan grid created in Step 2. 

Step 5. Position pieces until the desired layout is obtained; then fasten the pieces to the grid. Mark 

NOTE 

86 

locations of compu ter room doors, air-conditioning floor vents, utility outlets, and so on. 

Attach a reduced copy ofthe completed floor plan to the site survey located in Chapter 4, 
"Pre-installation Survey." Hewlett-Packard field engineers use this floor plan during equipment 
installation. 
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Equipment Footprint Templates 

Equipment footprint templates are drawn to the same scale as the floor plan grid (1/4 inch = 1 foot). These 
templates are provided to show basic equipment dimensions and space requirements for servicing. 

The service areas shown on the template drawings are lightly shaded. 

The equipment templates should be used with the floor plan grid to define the location ofthe equipment that 
will be installed in your compu ter room. 

NOTE Photocopying typically changes the scale of copied drawings. If any templates are copied, then 
ali templates and floor plan grids must also be copied. ) 
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Superdome 64 Way Space Requirements 

NOTE: 
12" Minimum Clearance Required 
Between Top Of Cabinet and Ceiling 
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Figure C-2 Superdome 16 Way/Superdome 32 Way Space Requirements 
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Figure C-3 on page 84 illustra t es t h e over a ll dimen sion s requir ed for a S uperdome 64 Way syst em . 

Figur e C-1 Cable Cutouts and Caster Locations 
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C Templates 

This appendix contains blank floor plan grids and equipment templates. Combine the necessary number of 
floor plan grid sheets to create a scaled version of the compu ter room floor plan. 

Figure C-1 illustrates the locations required for the cable cutouts. 

Figure C-2 on page 83 illustrates the overall dimensions r equired for a Superdome 32 Way system. 
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• Refrigeration 

1 watt = .86 kcal/h 

1 watt = 3.413 Btulh 

1 watt = 2.843-4 tons 

1 ton = 200 Btulmin 

1 ton = 12,000 Btulh 

1 ton = 3,517.2 W 

• Metric equivalents 

1 centimeter = 0.3937 in 

1 meter = 3.28 ft 

1 meter = 1.09 yds 

1 in. = 2.54 em 

1ft= 0.305 m 

1 CFM = 1.7m3/h 

• kVA conversions, three fil 

kVA =v X A X .V311000 

• kVA conversion, single fil 

kVA = VxA/ 1000 

----~-·, 
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B Conversion Factors 

The conversion factors provided in this appendix are intended to ease data calculation for systems that do not 
conform specifically to the configurations listed in this Si te Prepara tion Guide. 

Listed below are the conversion factors used in this document, as well as additional conversion factors that 
may be helpful in determining those factors required for site planning. t -----------------------------------------------------------------------------------
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Table A-2 Weight Summary (Continued) 

Component Quantity Multiply By Weight (kg) 

PDCA 26.00lbs lbs 
(23.59) 

- ~ 

Bulk Power 23 .00 lbs lbs 
Supply (BPS) (11.81) 

Total weight lbs 

a. The listed weight for a chassis includes the weight of ali components not listed 
in Table A-2. 
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Weight 

To determine overall weight, follow the examples in Table A-1, then complete the entries in Table A-2. 

Table A-1 Example Weight Summary 

' 
- - - - - --- --- ---

Component Quantity MultiplyBy Weight (kg) 

Chassisa 1 745.17 lbs 745.17lbs 
(338.10) (338.10) 

Cell Boards 4 41.00 lbs 164.00 lbs 
(18.60) (74.40) 

DIMMs 128 .2lbs 25.60 

(.09) 
(11.60) 

I/0 Cardcages 4 36.5lbs 146lbs 
(16.56) (66.24) 

I/0 Cards 12 .45lbs 5.4lbs 
(.225) (2.45) 

PDCA 2 26.00lbs 104.00 lbs 
(23.59) (47.18) 

BulkPower 6 23.00 lbs 138.00 lbs 
Supply (BPS) (11.81) (62.64) 

Total weight 1328.17lbs 
(517.35) 

a. The listed weight for a chassis includes the weight of ali components not listed 
in Table A-1. 

TableA-2 Weight Summary 

Component Quantity Multiply By Weight (kg) 

Chassis a 745.17 lbs 745.17 lbs 
(338.10) (338.10) 

Cell Boards 41.00 lbs lbs 
(18.60) 

DIMMs .2lbs lbs 

(.09) 

I/0 Cardcages 36.5lbs lbs 
(16.56) 

I/0 Cards .45 lbs lbs 
(.225) 
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Figure 4-2 Delivery Survey (Part 2) 

ELEVATOR 

Fill in the following information if an elevator is required to move equipment. 

Capacity (lb or kg) _____ _ 

Depth ____ _ _ 

Height _____ _ 

Width _ ____ _ 

STAIRS 

Please list number of flights and stairway dimensions. 

Number of flights 

Width _ ____ _ 

Width _ ___ _ _ 

T 
I 

Number of flights ___ __ _ 

Width _____ _ 

Width _____ _ 

60SP01 9A 
11 /24199 
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llation Survey 
Survey 

Delivery Survey (Part 1) 

DELIVERY CHECKLIST 

DOCK DELIVERY 

ls dock large enough for a semilrailer? Yes 

Circle lhe localion of lhe dock and give slreel name if differenl lhan address. · 

North 

West '------~ East 

Sou Ih 

STREET DELIVERY 

Circle lhe localion of access door and lisl slreel name if differenl lhan address. 

North 

West I I Easl 

South 

List height and width of access door. 

Lisl special permits (if required) for streel delivery. 

No __ 

Permit type: Agency obtained from: 

60SP018A 
12n/99 
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Delivery Survey 

The delivery survey form shown in Figure 4-1 on page 72 and Figure 4-2 on page 73 lists delivery or 
installation requirements. If any ofthe items on the list apply, enter the appropriate information in the areas 
provided on the form . 

Special instructions or recommendations should be entered on the Special Instructions or Recommendations 
form . Following are examples of special instructions or issues: 

• Packaging restrictions at the facility, such as size and weight limitations 

• Special delivery procedures 

• Special equipment required for installation, such as tracking or hoists 

• What time the facility is available for installation (after the equipment is unloaded) 

• Special security requirements applicable to the facility, such as security clearance 

·\ 
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Table 4-2 Site Inspection Checklist (Continued) 

Please check either Yes orNo. If No, include comment or date 

26. Are there any equipment servicing hazards 
(loose ground wires, poor lighting, etc.)? 

Cooling 

No. Area or condition Yes No 

27. Can cooling be maintained between 68° and 86° 
(20° and 30° C)? 

28. Can temperature changes be held to go 
(5 o C) per hour? 

29. Can humidity levei be maintained between 40% 
and 55%? 

30. Are air conditioning filters installed and clean? 

Storage 

No. Area or condition Yes No 

31. Are cabinets available for tape and disc media? 

32. Is shelving available for documentation? 

Training 

No. Area or Condition 

33 Are personnel enrolled in the System 

( Administrator's Course? 

34 Is on-site training required? 
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Table 4-2 Site Inspection Checklist (Continued) 

Please check either Yes orNo. IfNo, include comment or d ate 
Comment 
orDate 

11. Are floor tiles in good condition and properly 
braced? 

12. Metallic particulate test required. 

Power and lighting 

No. Area or condition Yes No 

13. Are lighting leveis adequa te for maintenance? 

14. Are there ac outlets available for servicing 
needs? (i.e. vacuuming) 

15. Does the input voltage correspond to equipment 
specifications? 

15A Is dual source power used? If so, identify type(s) 
and evaluate grounding. 

16 Does the input frequency correspond to 
equipment specifications? 

17. Are lightning arrestors installed inside the 
building? 

18. Is power conditioning equipment installed? 

19. Is there a dedicated branch circuit for 
equipment? 

20. Is the dedicated branch circuit less than 250 
feet (72.5 meters)? 

21. Are the input circuit breakers adequate for 
equipment loads? 

Safety 

No. Area or condition Yes No 

22. Is there an emergency power shut-off switch? 

23. Is there a telephone available for emergency 
purposes? 

24. Is there a fire protection system in the 
computer room? 

25. Is antistatic flooring installed? 
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Survey 

NOTE To ensure compliance with item 10 ofTable 4-2, provide a copy of Appendix Dto the customer 
to use a worksheet to identify required names and addresses for the LAN. 

Table 4-2 Site Inspection Checklist 

Please check either Yes orNo. IfNo, include comment or date 

I 
Computer room 

No. Area or condition Yes No 

1. Is there a completed floor plan? 

2. Is there adequate space for maintenance needs? 
Front 42 in (106 em) min., 48 in (121 em) 
recommended. Rear 32 in (81 em) min., 36 in 
(91cm) recommended 

3. Is access to the site or computer room 
restricted? 

4. Is the computer room structurally complete? 
Expected date of completion? 

5. Is a raised floor installed and in good condition? 
What is the floor to ceiling height? [7.5 ft (228 
em) minimum] 

6. Is the raised floor adequate for equipment 
loading? 

7. Are there channels or cutouts for cable routing? 

8. Is there a remate console telephone line 
available with an RJll jack? 

9. Is a telephone line available? 

9a. Is the customer aware ofthe iCOD email 
requirements? 

Each bootable partition requires a connection to 
the internet to send email to notify 
Hewlett-Packard that the customer has 
allocated additional CPUs beyond the amount 
initially purchased. Each bootable partition 
must be configured to perform this operation. 

For more details, go to http://superdome.hp.com 
and click on the iCOD link. 

10. Are customer supplied peripheral and LAN 
cables available and ofthe proper type? 
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Si te Inspection 

Table 4-1 contains a sample of the Customer and Hewlett-Packard information required. 

Table 4-2 contains a sample site inspection checklist. 

IMPORTANT Ensure that the customer is aware ofthe iCOD email requirements. That is, each bootable 
partition requires a connection to the internet to send email to notify Hewlett-Packard that the 
customer has allocated additional CPUs beyond the amount initially purchased. Each bootable 
partition must be configured to perform this operation. 

For more details, go to http://superdome.hp.com and click on the iCOD link. 

NOTE Table 4-1 and Table 4-2 are provided as examples only. To ensure use ofthe current information 
specific to your site preparation, refer to the Site Readiness Review Section ofthe Deployment 
Manager's Handbook. 

Table 4-1 Customer and Hewlett-Packard Information 

Customer Information 

Name: Phone No: 

Street Address: City 
o r 
Town: 

State or Province: Country 

Zip or postal code: 

Primary customer contact: Phone No.: 

Secondary customer contact: Phone No.: 
) 

Traffic coordinator: Phone No. : 

Hewlett-Packard information 

Sales representative Order No: 

Representative making survey Date: 

Scheduled delivery date 
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Typical Installation Schedule 

The following schedule lists the sequence of events for a typical system installation: 

• 60 days before installation 

- Floor plan design completed and mailed to Hewlett-Packard 

• 30 days before installation 

Primary power and air conditioning installation completed 

Telephone and data cables installed 

Fire protection equipment installed 

Major facility changes completed 

Special delivery requirements defined 

Site inspection survey completed 

Delivery survey completed 

Signed copy ofthe site inspection and delivery survey mailed to Hewlett-Packard 

Site inspection and pre-delivery coordination meeting arranged with a Hewlett-Packard 
representative to review the inspection checklist and arrange an installation schedule. 

• 7 days before installation 

- Final check made with a Hewlett-Packard customer engineer to resolve any last-minute problems 
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Pre-lnstallation r~):)·- ·~-
Pre-lnstallation Survey Cont L 

Pre-Installation Survey Content 

The si te pre-installation survey information is designed to identify problems that might occur before, during, 
or after the installation ofthe system. It contains the following items: 

• Pre-installation checklists-Verify the customer site is ready for the equipment installation. 

• Pre-installation survey information sheets- List customer name, address, and corresponding 
Hew lett-Packard sales personnel. 

• Pre-installation survey information forms-List delivery information and special instructions. 

) 

..... 

-------------------------------------------------~-~ 
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ion Survey 

• "Typical Installation Schedule" on page 66 describes the proposed schedule of installation events. 

• "Site Inspection" on page 67 provides a sample pfthe on-site inspection checklist. 

• "Delivery Survey" on page 71 provides the delivery or installation requirement forms. 
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4 Pre-Installation Survey 

This chapter provides a si te survey information packet consisting of an information form and checklists to be 
used to evaluate a computer facility. The checklists information sheets and information forms should be filled 
out by the customer anda Hewlett-Packard representative. 

• "Pre-Installation Survey Content" on page 65 describes the contents ofthe site survey information packet. 
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• Access areas for power wiring and air conditioning filters 

• Equipment cable routing 

Copies ofthe floor plan grid are located in Appendix C. 

Equipment Footprint Templates 

Equipment footprint templates are provided in Appendix C to show basic equipment dimensions and space 
requirements for servicing. Be sure to use the appropriate templates for the equipment that isto be installed. 

The service areas shown on the template drawings are lightly shaded. 

Removable copies ofthe equipment footprint templates are located in Appendix C. They should be used with 
the floor plan grid to define the location ofthe equipment that will be installed in your computer room. 
______________________________________________________ ) 
NOTE Photocopying typically changes the scale of drawings copied. If any templates are copied, then 

ali templates and floor plan grids must also be copied. 

) 

_______ ) 
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a ility Guidelines 

ace Requirements 

Space Requirements 

This section contains information about space requirements for a Superdome server. This data should be used 
as the basic guideline for space plan developments. Other factors, such as airflow, lighting, and equipment 
space requirements, must also be considered. 

Delivery Space Requirements 

There should be enough clearance to move equipment safely from the receiving area to the computer room. 
Permanent obstructions, such as pillars or narrow doorways, can cause equipment damage. 

Delivery plans should include the possible remova} ofwalls or doors. The physical dimensions for applicable 
computers and peripheral equipment are summarized in Appendix A. 

Operational Space Requirements 

Other factors must be considered along with the basic equipment dimensions. Reduced airflow around 
equipment causes overheating, which can lead to equipment failure. Therefore, the location and orientation of 
air conditioning ducts, as well as airflow direction, are important. Obstructions to equipment intake or 
exhaust airflow must be eliminated. 

The location oflighting fixtures and utility outlets affects servicing operations. Plan equipment layout to take 
advantage oflighting and utility outlets. Do not forget to include clearance for opening and closing equipment 
doors. 

Clearance around and above the cabinets must be provided for proper cooling airflow through the equipment. 

The service area space requirements, outlined in Appendix C, are minimum dimensions. If other equipment is 
located so that it exhausts heated air near the cooling air intakes ofthe computer system cabinets, larger 
space requirements are needed to keep ambient air intake to the computer system cabinets within the 
specified temperature and humidity ranges. 

Space planning should also include the possible addition of equipment or other changes in space 
requirements. Equipment layout plans should also include provisions for the following: 

• Channels or fixtures used for routing data cables and power cables 

• Access to air conditioning ducts, filters, lighting, and electrical power hardware 

• Power conditioning equipment 

• Cabinets for cleaning materiais 

• Maintenance area and spare parts 

Floor Plan Grid 

The floor plan grid is used to plan the location of equipment in the computer room. In addition to its use for 
planning, the floor plan grid should also be used when planning the locations ofthe following items: 

• Air conditioning vents 

• Lighting fixtures 

• Utility outlets 

• Doors 
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In the event that the flooring is being replaced ora new floor is being installed, Ta te Access Floors \. >::.---:-.-/ 
recommends its Series 1250 all-steel access floor with bolt-together stringers and 24 in. (61.0 em) by 2~~---=L .. - / 
(61.0 em) floor panels be used to support the Superdome installation. 

Figure 3-1 Tate Series 800 Floor Bracing 

Additional Support 

Floor panel 

60SP039A 
519/00 

NOTE If the specific floor being evaluated or considered is other than a Ta te Series 800 floor, the ··:· .. 
specific floor manufacturer must be contacted to evaluate the floor being used. ·• 

Table 3-2 lists specifications for the Tate Access Floors Series 800 raised-floor system. 

Table 3-2 Tate Series 800 Raised-Floor Tile Specifications 

Item Rating 

Dead load 7 lb/ft 2 (34.2 kg/m2) 

Live load 313 lb/ft 2 (1528.3 kg/m2) 

Concentrated loada 1250 lb (567 kg) 

Ultimate load 4000 lb (1814 kg) per 
panel 

Rolling load 400 lb (181 kg) 

Average Tile load 500 lb (227 kg) 

a . With 0.08 in (0.2 em) of span maximum deflection 

Windows 

Avoid housing computers in a room with windows. Sunlight entering a computer room may cause problems. 
Magnetic tape storage mediais damaged if exposed to direct sunlight. Also, the heat generated by sunlight 
places an additionalload on the cooling system. 

) 

----------------~~ 
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Floor-Loading Terms (Continued) 

Term Definition 

Concentrated load Load a floor panel can support on a 1-in2 (6.45 cm2) area at 
the panel's weakest point (typically the center ofthe panel), 
without the surface of the panel deflecting more than a 
predetermined amount. 

Ultimate load Maximum load (per floor panel) the floor system can support 
without failure. Failure expressed by floor panel(s) breaking 
or bending. 

Ultima te load is usually stated as load per floor panel. 

Rolling load Load a floor panel can support (without failure) when a wheel 
of specified diameter and width is rolled across the panel. 

Average floor load Computed by dividing total equipment weight by the area of 
its footprint. This value is expressed in lb/ft2 (kg/m2). 

Average Floor Loading 

The average floor load value, defined in Table 3-2, is not appropriate for addressing raised-floor ratings at the 
floor grid spacing levei. However, it is useful for determining floor-loading at the building levei, such as the 
area of solid floor or span of raised-floor tiles covered by the Superdome server footprint. 

Typical Raised-Floor Site 

This section contains an example of a compu ter room raised-floor system that is satisfactory for the 
installation of a Superdome server. 

Based on specific information provided by Hewlett-Packard, Tate Access Floors has approved its Series 800 
all-steel access floor with bolt-together stringers and 24 in. (61.0 em) by 24 in. (61.0 em) floor panels. 

Dueto the large amount offloor panel material that must be removed for the purpose ofrouting cables, this 
particular floor must be braced as shown in Figure 3-1. 
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Facility Characteristics 

This section contains information about facility characteristics that must be considered for the installation or 
operation of a Superdome server. Facility characteristics are: 

• Floor loading 

• Windows 

• Altitude effects 

Floor Loading 

The computer room floor must be able to support the total weight ofthe installed computer system as well as 
the weight ofthe individual cabinets as they are moved into position. 

Floor loading is usually not an issue in non-raised-floor installations. The information presented in this 
section is directed toward raised-floor installations. 

NOTE Any floor system under consideration for a Superdome server installation should be verified by 
an appropriate floor system consultant. 

Raised-Floor Loading 

Raised-floor loading is a function ofthe manufacturer's load specification and the positioning ofthe 
equipment relative to the raised-floor grid. While Hewlett-Packard cannot assume responsibility for 
determining the suitability of a particular raised-floor system, information and illustrations are provided for 
the customer or local agencies to determine installation requirements. 

The following guidelines are recommended: 

• Because many raised-floor systems do not have grid stringers between floor stands, the lateral support for 
the floor stands depends on adjacent panels being in place. To avoid compromising this type of floor 
system while gaining under floor access, remove only one floor panel ata time. 

• Larger floor grids (bigger panels) are generally rated for lighter loads. 

CAUTION Do not install any raised-floor system until you have carefully examined it to verify that it is 
adequate to support the appropriate installation. 

Floor-Loading Terms 

Table 3-1 defines floor-loading terms. 

Table 3-1 Floor-Loading Terms 

Term Definition 

Dead load Weight of the raised-panel floor system, including the 
understructure. Expressed in lb/ft2 (kg/m2). 

) 

Live load Load the floor system can safely support. Expressed in lb/ft2 
(kg/m2) . _______ j 
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NOTE 

56 

Refer to Appendix C for templates to aid in locating caster contact area and caster/leveling foot 
centers. Templates are also provided to locate required cutouts for cable routing. 
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3 Facility Guidelines 

This chapter describes facility characteristics and provides guidelines for preparing the computer roam. 

• "Facility Characteristics" on page 57 discusses architectural issues. 

• "Space Requirements" on page 60 discusses the amount of floor space required by the components. r 

1..· ~ -----------------------------------------------------------------------------------
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Static Protection Measures 

Follow these precautions to minimize possible ESD-induced failures in the computer room: 

• Install conductive flooring (conductive adhesive must be used when laying tiles). 

• Use conductive wax (ifwaxed floors are necessary). 

• Ensure that ali equipment and flooring are properly grounded andare at the same ground potential. 

• Use conductive tables and chairs. 

• Use a grounded wrist strap (or other grounding method) when handling circuit boards. 

• Store spare electronic modules in antistatic containers. 

• Maintain recommended humidity levei and airflow rates in the computer room. 

Acoustics 

Compu ter equipment and air conditioning blowers cause compu ter rooms to be noisy. Ambient noise levei in a 
computer room can be reduced as follows : 

• Dropped ceiling-Cover with a commercial grade offire-resistant, acoustic rated, fiberglass ceiling tile. 

• Sound deadening-Cover the walls with curtains or other sound deadening material . 

• Removable partitions- Use foam rubber models for most effectiveness. 

· ·~· 
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Zinc Particulate Contamination 

Metallic particulates can be especially harmful around electronic equipment. This type of contamination may 
enter the data center environment from a variety of sources, including but not limited to raised floor tiles, 
worn air conditioning parts, heating ducts, rotor brushes in vacuum cleaners or printer component wear. 
Because metallic particulates conduct electricity, they have an increased potential for creating short circuits 
in electronic equipment. This problem is exaggerated by the increasingly dense circuitry of electronic 
equipment. 

Over time, very fine whiskers ofpure metal can form on electroplated zinc, cadmium, or tin surfaces. Ifthese 
whiskers are disturbed, they may break off and become airborne, possibly causing failures or operational 
interruptions. For over 50 years, the electronics industry has been aware ofthe relatively rare but possible 
threat posed by metallic particulate contamination. During recent years, a growing concern has developed in 
compu ter rooms where these conductive contaminants are formed on the bottom of some raised floor tiles. 

Although this problem is relatively rare, it may be an issue within your computer room. Since metallic 
contamination can cause permanent or intermittent failures on your electronic equipment, Hewlett-Packard 
strongly recommends that your site be evaluated for metallic particulate contamination before installation of 
electronic equipment. 

Electrostatic Discharge (ESD) Prevention 

Static charges (voltage leveis) occur when objects are separated or rubbed together. The voltage levei of a 
static charge is determined by the following factors: 

• Types of materiais 

• Relative humidity 

• Rate of change or separation 

Table 2-2 lists charge leveis based on personnel activities and humidity leveis. 

Table 2-2 Effect of Humidi~y on ESD Charge Leveis 
I 

Personnel Activitya Humidityb and Charge Leveis (volts)c 

26% 32% 40% 

Walking across a linoleum floor 6,150 5,750 4,625 

Walking across a carpeted floor 18,450 17,250 13,875 

Getting up from a plastic chair 24,600 23,000 18,500 

a. Source: B.A.Unger, Electrostatic Discharge Failures of Semiconductor Devices (Bell 
Laboratories,1981) 

50% 

3,700 

11,100 

14,800 

b. For the same relative humidity levei, a high rate of airflow produces higher static charges 
than a low airflow rate. 

c. Some data in this table has been extrapolated. 
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Electrical and Environm 

CAUTION Low humidity contributes to undesirably high leveis of electrostatic charges. This increases the 
electrostatic discharge (ESD) voltage potential. ESD can cause component damage during 
servicing operations. Paper feed problems on high-speed printers are usually encountered in 
low-humidity environments. 

Low humidity leveis are often the result ofthe facility heating system and occur during the cold season. Most 
heating systems cause air to have a low humidity levei, unless the system has a built-in humidifier. 

Air Conditioning Ducts 

Use separate computer room air conditioning duct work. Ifit is not separate from the rest ofthe building, it 
might be difficult to control cooling and air pressure leveis. Duct work seals are important for maintaining : 
balanced air conditioning system and high static air pressure. Adequate cooling capacity means little ifthe 
direction and rate of air flow cannot be controlled beca use of poor duct sealing. Also, the ducts should not be 
exposed to warm air, or humidity leveis may increase. 

Dust and Pollution Control 

Computer equipment can be adversely affected by dust and microscopic particles in the site environment. 

Specifically, disk drives, tape drives, and some other mechanical devices can have bearing failures resulting 
from airbome abrasive particles. Dust may also blanket electronic components like printed circuit boards 
causing premature failure due to excess heat andlor humidity build up on the boards. Other failures to po~er 
supplies and other electronic components can be caused by metallically conductive particles. These metallrc 
particles are conductive and can short circuit electronic components. Use every effort to ensure that the 
environment is as dust and particulant free as possible. 

Smaller particles can pass though some filters and, over a period oftime, possibly cause problems in 
mechanical parts. Small dust particles can be prevented from entering the compu ter room by maintaining its 
air conditioning system at a high static air pressure levei. 

Other sources of dust, metallic, conductive, abrasive, andlor microscopic particles can be present. Some 
sources ofthese particulants are: 

• Subfloor shedding 

• Raised floor shedding 

• Ceiling tile shedding 

These pollutants are not always visible to the naked eye. A good check to determine their possible presence is 
to check the underside of the tiles. The til e should be shiny, galvanized, and free from rust. 

The computer room should be kept clean. The following guidelines are recommended: 

• Smoking-Establish a no-smoking policy. Cigarette smoke particles are eight times larger than the 
clearance between disk drive readlwrite heads and the disk surface. 

• Printer-Locate printers and paper products in a separate room to eliminate paper particulate problems. 

• Eating or drinking-Establish a no-eating or drinking policy. Spilled liquids can cause short circuits in 
equipment such as keyboards. 

• Tile floors-Use a dust-absorbent cloth mop rather than a dry mop to clean tile floors. 
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vironmental Guidelines 

Above Ceiling Ducted Air 

Ceiling 

Humidity Levei 

To and from air handling 
unit (if used) 

Compute r 
air discharge 

(typical) 

Roof or floor 
slab above 

Ducted return 
air (ORA) 

Cooled supply air 

Return air 
grille 

Maintain proper humidity leveis. High humidity causes galvanic actions to occur between some dissimilar 
metais. This eventually causes a high resistance between connections, leading to equipment failures. High 
humidity can also have an adverse affect on some magnetic tapes and paper media. 
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Figure 2-3 Ceiling Plenum Air Distribution System 

To and from air handling 
unit (if used) 

Supply air 
ductwork 

Roof or floor 
slab above 

Ceiling plenum 
return air (CPRA) 

Return air 
grille 

Ceiling diffuser 
(typical) 
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Underfloor Air Distribution System 

Roof or floor 

Down-flow A/C 
equipment 

Cooled 
supply air 

slab above 

Floor cavity 
supply plenum 

Compute r 
air intake 

Ceiling cavity 

Perforated floor 
panel (typical) 

Raised floor 

Ducted return 
air (ORA) 

Ceiling 
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Figure 2-1 Typical Computer Room Raised Floor Layout 

2' X 2' Grid 
raised floor 
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ronmental Guidelines 

A basic air distribution system includes supply air and return air. 

An air distribution system should be zoned to deliver an adequa te amount of supply air to the cooling air 
intake vents ofthe computer system equipment cabinets. Supply air temperature should be maintained 
within the following parameters: 

• Ceiling supply system-From 55° F (12.8° C) to 60° F (15.6° C) 

• Floor supply system-At least 60° F (15.6° C) 

If a ceiling plenum return air system or a ducted ceiling return air system is used, the return air grille(s) in 
the ceiling should be located directly above the computer equipment cabinets. 

The following three types of air distribution system are listed in order ofrecommendation: 

• Underfloor air distribution system-Downflow air conditioning equipment located on the raised floor of 
the computer room uses the cavity beneath the raised floor as plenum for the supply air. 

Return air from an underfloor air distribution system can be ducted return air (DRA) above the ceiling, as 
shown in Figure 2-2 on page 48. 

Perforated floor panels (available from the raised floor manufacturer) should be located around the 
perimeter ofthe system cabinets. Supply air emitted though the perforated floor panels is then available 
near the cooling air intake vents ofthe computer system cabinets. 

• Ceiling plenum air distribution system-Supply air is ducted in to the ceiling plenum from upflow air 
conditioning equipment located in the computer room or from an air handling unit (remote). ._, . 
The ceiling construction should resist air leakage. Place perforated ceiling panels (with down discharge 
air flow characteristics) around the perimeter of the system cabinets. The supply air emitted downward 
from the perforated ceiling panels is then available near the cooling air intake vents ofthe computer 
system cabinets. 

Return air should be ducted back to the air conditioning equipment though the return air duct above the 
ceiling. 

• Above ceiling ducted air distribution system-Supply air is ducted into a ceiling diffuser system from 
upflow air conditioning equipment located in the computer room or from an air handling unit (remote). 

Return air from an above ceiling ducted air distribution system may be ducted return air (DRA) above the 
ceiling, as shown in Figure 2-4 on page 50, or ceiling plenum return air (CPRA), as shown in Figure 2-3 on 
page 49. 

Adjust the supply air diffuser system grilles to direct the cooling air downward around the perimeter of 
the compu ter system cabinets. The supply air is then available near the cooling air intake vents of the 
computer system cabinets. 

Air Conditioning System Installation 

All air conditioning equipment, materiais, and installation must comply with any applicable construction 
codes. Installation ofthe various components ofthe air conditioning system must also conform to the air 
conditioning equipment manufacturer's recommendations. 

Figure 2-2 on page 48 illustrates a typical computer room underfloor air distribution system (DRA). 

Figure 2-3 on page 49 illustrates a typical computer room ceiling plenum air distribution system (CPRA). 
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• System controls adequate to maintain the computer roam within the operating ranges listed in Table 2=-t:---

Table 2-1 Computer Room Environment 

Param e ter Operating Range 
Recommended Maximum Rate of Change (per 

Range hour) 

Temperaturé,b 68° to 86° F 68 to 72 °F 9o F repeti tive, 
(20° to 30° C) (20° to 23° C) 36° F nonrepetitive 

(5° C repetitive, 
20° C nonrepetitive) 

Humidity 15% -80% 6% 
with no condensation 
( 40% - 55% recommended) 

a . At altitudes up to 3,000 (9,842) meters. 
b. System also requires 2400 CFM airflow. 

Lighting and personnel must also be included. For example, a person dissipates about 450 BTUs per hour 
while performing a typical computer roam task. 

At altitudes above 10,000 feet (3048 m), the lower air density reduces the cooling capability of air conditioning 
systems. Ifyour facility is located above this altitude, the recommended temperature ranges may need to be 
modified. For each 1000 feet (305m) increase in altitude above 10,000 feet (up to a maximum of 15,000 feet), 
subtract 1.5° F (0.83° C) from the upper limit ofthe temperature range listed in Table 1-14 on page 31. ·.; 

Air Conditioning System Guidelines 

The following guidelines are recommended when designing an air conditioning system and selecting the 
necessary equipment: 

• The air conditioning system serveing the compu ter roam should be capable of operating 24 hours a day, 
365 days a year. It should also be independent of other systems in the building. 

• Consider the long-term value of compu ter system availability, redundant air conditioning equipment, or 
capacity. 

• The system should be capable ofhandling any future computer system expansion. 

• Air conditioning equipment air filters should have a minimum rating of 45% (based on "AShRA Standard 
52-76, Dust Spot Efficiency Test"). 

• Introduce only enough outside air into the system to meet building code requirements (for human 
occupancy) and to maintain a positive air pressure in the computer roam. 

Air Conditioning System Types 

The following three air conditioning system types are listed in arder of preference: 

• Complete self-contained package unit(s) with remote condenser(s). These systems are available with u, or 
down discharge and are usually located in the computer room. 

• Chilled water package unit with remate chilled water plant. These systems are available with up or down 
discharge andare usually located in the computer roam. 

• Central station air handling units with remote refrigeration equipment. These systems are usually 
located outside the computer roam. 
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Environmental Elements 

The following environmental elements can affect a Superdome server installation: 

• Computer room preparation 

• Cooling requirements 

• Humidity levei 

• Air conditioning ducts 

• Dust and pollution control 

• Electrostatic discharge (ESD) prevention 

• Acoustics (noise reduction) 

• Zinc whisker control 

Computer Room Preparation 

The following guidelines are recommended when preparing a computer room for a Superdome server system: 

• Locate the computer room away from the exterior walls ofthe building to avoid the heat gain from 
windows and exterior wall surfaces. 

• When exterior windows are unavoidable, use windows that are double- or triple-glazed and shaded to ' 
prevent direct sunlight from entering the computer room. 

• Maintain the computer room at a positive pressure relatíve to surrounding spaces. 

• Use a vapor barrier installed around the entire computer room envelope to restrain moisture migration. 

• Caulk and vapor seal all pipes and cables that penetrate the envelope. 

• Use at least a 12-inch raised floor system for the most favorable room air distribution system (underfloor 
distribution). 

• Ensure a minimum ceiling height of 12 inches between the top ofthe server and the ceiling. Ensure ali 
ceiling clips are in place. 

Cooling Requirements 

Air conditioning equipment requirements and recommendations are described in the following sections. 

Basic Air Conditioning Equipment Requirements 

The cooling capacity ofthe installed air conditioning equipment for the computer room should be sufficient to 
offset the computer equipment dissipation loads, as well as any space envelope heat gain. This equipment 
should include: 

• Air filtration 

• Cooling or dehumidification 

• Humidification 

• Reheating 

• Air distribution 
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Electric 

Wiring connections must be properly torqued. Many equipment manufacturers specify the proper connection 
torque values for their hardware. 

Ground connections must only be made on a conductive, nonpainted surface. Lockwashers must be used on all 
connections to prevent connection hardware from working loose. 

Data Communications Cables 

Power transformers and heavy foot traffic create high energy fields. Route data communications cables away 
from these areas. Use shielded data communications cables that meet approved industry standards to reduce 
the effects of externai fields. Data cables that are run externally to a metal fire enclosure must have a 
minimum fire rating ofVW-1 or VW-4 or better. 

) 
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Main Building Electrical Ground The main electrical service entrance equipment should have an earth 
ground connection, as required by applicable codes. Connections such as a grounding rod, building steel, ora 
conductive type cold water service pipe provide an earth ground. 

Electrical Conduit Ground To provide a continuous grounding system, all electrical conduits should be 
made ofrigid metallic conduit that is securely connected together or bonded to panels and electrical boxes. 

Power Panel Ground Each power pane} should be grounded to the electrical service entrance with green 
(green/yellow) wire ground conductors. The green (green/yellow) wire ground conductors should be sized per 
applicable codes (based on circuit over current device ratings). 

NOTE The green wire ground conductor mentioned above may be a black wire marked with green 
tape. 

Computer Safety Ground Ground all computer equipment with the green (green/yellow) wire included in 
the branch circuitry. The green (green/yellow) wire ground conductors should be connected to the appropriate 
power panel and should be sized per applicable codes (based on circuit over current device ratings). 

Superdome was approved by regulatory agencies around the world, and therefore requires a 
groundlprotective earth. there are no exclusions to this regulatory approval. 

High-frequency grounding between IOX and Superdome is provided by the cabinet-to-cabinet signal cabling. 
Whenever an IOX is connected to a Superdome cabinet, low-frequency grounding between these two cabinets 
is provided by a ground strap. This ground strap is shipped with each IOX. Refer to the I /O Expansion 
Cabinet Guide for more detail. 

Newtwork-connected Equipment Ground The installation must provide a ground connection for the 
network equipment. This statement is translated into the following two languages as required: 

WARNING Sweden: ,A.pparaten skall anslutas till jordat uttag, nãr den ansluts till ett nãtverk. 

WARNING Denmark: F~r tilslutning af de ~vrige ledere, se medf~lgende 
installationsvejledning. 

System Installation Guidelines 

This section contains information about installation practices. Some common pitfalls are highlighted. Both 
power cable and data communications cable installations are discussed. 

Wiring Connections 

Expansion and contraction rates vary among different metais. Therefore, the integrity of an electrical 
connection depends on the restraining force applied. Connections that are too tight compressor deform the 
hardware and causes it to weaken. This usually leads to high impedance causing circuit breakers to trip. 

CAUTION 
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This section describes wire selection and the types ofraceways (electrical conduits) used in the distribution 
system. Wire size is dictated by circuit breaker sizing and local safety codes. 

Wire Selection 

Use copper conductors instead of aluminum, as aluminum's coefficient of expansion differs significantly from 
that o f other metais used in power hardware. Beca use of this difference, aluminum conductors can cause 
connector hardware to work loose, overheat, and fail. 

Raceway Systems (Electrical Conduits) 

Raceways (electrical conduits) form part ofthe protective ground path for personnel and equipment. 
Raceways protect the wiring from accidental damage and also provide a heat sink for the wires. 

Any of the following types may be used: 

• Electrical metallic tubing (EMT) thin-wall tubing 

• Rigid (metal) conduit 

• Liquidtight with RFI strain relief(most commonly used with raised floors) 

• Plenum-grade cables 

Building Distribution 

Ali building feeders and branch circuitry should be in rigid metallic conduit with proper connectors (to "~ 
provide ground continuity). Conduit that is exposed and subject to damage should be constructed ofrigid 
galvanized steel. 

The IOX and Superdome are safety grounded through the green (ground) wire in each AC power cord. In the 
IOX, this ground passes through the AC power cord entry into the XPC and connects intemally to the XPC 
chassis. The XUC chassis and each ICE chassis are grounded through their respective DC power cords from 
the XPC. Additional safety grounding must be provided for networking equipment. 

Power Routing 

Power drops and interface cables from the equipment are routed down from the power panel, through a 
grommet-protected opening (beneath the floor levei), and under the floor panels. 

Grounding Systems 

Superdome servers require two methods of grounding: 

• Power distribution safety grounding 

• High frequency intercabinet grounding 

Power Distribution Safety Grounding 

The power distribution safety grounding system consists of connecting various points in the power 
distribution system to earth ground using green (green/yellow) wire ground conductors. Having these ground 
connections tied to metal chassis parts that may be touched protects computer room personnel against shock 
hazard from current leakage and fault conditions. 

Power distribution systems consist of several parts. Hewlett-Packard recommends that these parts be solidly 
interconnected to provide an equipotential ground to ali points. 

-------.~ 
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--~ p \.. , e minimum recommended illumination levei is 70 foot-candles (756lumens per square meter) when the 
light levei is measured at 30 inches (76.2 em) above the floor. 

~, 

Power Quality 

This equipment is designed to operate over a wide range ofvoltages and frequencies . It has been tested and 
shown to comply with EMC Specification EN50082. However, damage can occur ifthese ranges are exceeded. 
Severe electrical disturbances can exceed the design specifications of the equipment. 

Sources of Electrical Disturbances 

Electrical disturbances, glitches, affect the quality of electrical power. Common sources ofthese disturbances 
are: 

• Fluctuations occurring within the facility's distribution system 

• Utility service low-voltage conditions (such as sags or brownouts) 

• Wide and rapid variations in input voltage leveis 

• Wide and rapid variations in input power frequency 

• Electrical storms 

• Large inductive sources (such as motors and welders) 

• Faults in the distribution system wiring (such as loose connections) 

• Microwave, radar, radio, or cell phone transmissions 

Power System Protection 

Computer systems can be protected from the sources ofmany ofthese electrical disturbances by using: 

• A Protective Earth (PE) connection with a wire diameter of at least equal to the current carrying 
conductors. The neutra} conductor must not be used for the PE connection. (The PE wire is GREEN with 
a YELLOW stripe.) 

• A dedicated power distribution system 

• Power conditioning equipment 

• Over- and under-voltage detection and protection circuits 

• Screening to cancel out the effects of undesirable transmissions 

• Lightning arresters on power cables to protect equipment against electrical storms 

Every precaution has been taken during power distribution system design to provide immunity to power 
outages of less than one cycle. However, testing cannot conclusively rule out loss of service. Therefore, 
adherence to the following guidelines provides the best possible performance of power distribution systems 
for Superdome server equipment: 

• 
• 

• 

Dedicated power source-Isolates server power distribution system from other circuits in the facility . 

Missing-phase and low-voltage detectors-Shuts equipment down automatically when a severe power 
disruption occurs. For peripheral equipment, these devices are recommended but optional. 

Online uninterruptable power supply (UPS)-Keeps input voltage to devices constant and should be 
considered if outages of one-half cycle or more are common. Refer to qualified contractors or consultants 
for each situation. 
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Electrical Factors 

Proper design and installation of a power distribution system for a Superdome server requires specialized 
skills. Those responsible for this task must have a thorough knowledge and understanding of appropriate 
electrical codes and the limitations ofthe power systems for computer and data processing equipment. 

In general, a well-designed power distribution system exceeds the requirements of most electrical codes. A 
good design, when coupled with proper installation practices, produces the most trouble-free operation. 

A detailed discussion of power distribution system design and installation is beyond the scope of this 
document. However, electrical factors relating to power distribution system design and installation must be 
considered during the si te preparation process. 

The electrical factors discussed in this section are: 

• Computer room safety 

• Electricalload requirements (circuit breaker sizing) 

• Power quality 

• Distribution hardware 

• System installation guidelines 

Computer Room Safety 

Inside the computer room, fire protection and adequate lighting (for equipment servicing) are important 
safety considerations. Federal and local safety codes govem computer installations. 

Fire Protection 

The National Fire Protection Association's Standard for the Protection ofElectronic Computer Data 
Processing Equipment, NFPA 75, contains information on safety monitoring equipment for computer rooms. 

Most computer room installations are equipped with the following fire protection devices: 

• Smoke detectors 

• Fire and temperature alarms 

• Fire extinguishing system 

Additional safety devices are: 

• Circuit breakers 

• An emergency power cutoff switch 

• Devices specific to the geographic location, i .e., earthquake protection 

Lighting Requirements for Equipment Servicing 

Adequa te lighting and utility outlets in a compu ter room reduce the possibility of accidents during equipment 
servicing. Safer servicing is also more efficient and, therefore, less costly. 

For example, it is difficult to see cable connection points on the hardware ifthere is not enough light. 
Adequa te lighting reduces the chances of connector damage when cables are installed or removed. 

) 
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• "Environmental Elements" on page 44 discusses computer roam preparation, cooling and humidity 
requirements, dust and pollution control, electrostatic discharge prevention, and acoustics. 
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2 Electrical and Environmental Guidelines 

This chapter provides guidelines for planning and preparing the site. Careful site planning and preparation 
ensures trouble-free installation and reliable operation of Superdome servers. Factors that may contribute to 
less than optimal equipment operation are also highlighted. 

) 

• "Electrical Factors" on page 39 discusses compu ter roam safety, electricalload requirements, power 
quality, distribution hardware, and system installation guidelines. J . 
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Figure 1-18 Typical Superdome Ducted Return Air Cooling System 
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Typical Superdome Room Space Return Air Cooling System 
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Figure 1-17 on page 34 through Figure 1-19 on page 36 illustrate typical cooling system layouts, adapted fr ' L · 
the typical cooling system described in Chapter 2. 

Figure 1-16 Airflow Diagram 
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anagement Station Power Dissipation 

Acoustic Noise Specification 

The acoustic noise specification for the Superdome is as follows: 

• 8.2 bel (sound power levei) 

• 65.1 dBA (sound pressure levei at operator position) 

The above leveis are appropriate for dedicated computer room environments, not office environments. 

Care should be taken to understand the acoustic noise specifications relative to operator positions within the 
computer room or when adding Superdomes to computer rooms with existing noise sources. 

AirFlow 

Superdome requires the cabinet air intake temperature to be between 20o C and 30o C at 2400 CFM. Any 
cooling system layouts described in Chapter 2 can be adapted to cool the Superdome. 

Figure 1-16 on page 33 illustrates the location ofthe inlet and outlet airducts on a single cabinet. 
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Environmental Requirements 

This section provides the environmental, power dissipation, noise emission, and air flow specifications for the 
Superdome. 

Temperature and Humidity Specifications 

Ambient intake air temperature is often different from ambient room temperature. You should measure the 
operating temperature and humidity directly in front ofthe cabinet cooling air intakes rather than check only 
ambient room conditions. Table 1-14lists the computer room temperature and humidity specifications for 
Superdome servers. 

Table 1-14 Computer Room Environment 

Parameter Operating Range 
Recommended Maximum Rate of Change (per 

Range hour) 

Temperaturea,b 68° to 86° F 68° to 72 ° F 9° F repetitive, 

(20° to 30° C) (20° to 25° C) 36° F nonrepet itive 

(5° C repetitive, 

20° C nonrepetitive) 

Humidity 15%-80% 40%-55% 6% · ·~· 
i 

with no condensation 

a. At altitudes up to 3,000 (9,842) meters. 
b. System also requires 2400 CFM airflow. 

At altitudes above 10,000 feet (3048 m), the lower air density reduces the cooling capability of air conditioning 
systems. If your facility is located above this altitude, the recommended tem per ature ranges may need to be ) 
modified. For each 1000 feet (305m) increase in altitude above 10,000 feet (up to a maximum of 15,000 feet 
subtract 1.5° F (0.83° C) from the upper limit ofthe temperature range listed in Table 1-14. 

NOTE Operating ranges refer to the ambient air temperature and humidity measured 0.5 meter from 
the air intake cooling vents at the same height as these vents. 

Power Dissipation 

Table E-1 on page 104 shows Superdome power requirements by configuration (i.e. number of cell boards, 
amount of memory per cell, and number of VO chassis). This requirement applies to 32-way-capable systems 
with PA8600 or PA8700 processors. 

There are two columns ofpower numbers (Watts). The Power Breaker column shows the power used to size 
the wall breaker at the installation site. The Typical Power column shows typical power. Typical power 
numbers are for PA8600 systems and may be used to assess average utility cost of cooling and electrical 
power. Expect these typical numbers to be about 18% less for PA8700 systems. Table E-1 on page 104 also 
shows the recommended breaker sizes for 4-wire and 5-wire sources. 
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1/0 Expansion Cabinet Power Requirements 

The I/0 expansion cabinet requires a single phase 200-240VAC input. Table 1-11lists the AC power 
requirements for the I/0 expansion cabinet. 

NOTE The IOX accommodates two AC inputs for redundancy 

Table 1-11 110 Expansion Cabinet Power Requirements (without Support 
Management Station) 

Requirements V alue 

Nominal input voltage 200-240 VAC 

Input voltage range (minimum-maximum) 200-240 VAC 

Frequency range (minimum-maximum) 50/60Hz 

Number ofphases 1 

Marked Electrical input current 16Amax 

Maximum inrush current 60 A peak 

Power factor correction 0.95 minimum 

Table 1-12 110 Expansion Cabinet Component Power Requirements 

Power Required (50 - 60 Hz) VA 

Fully configured cabinet 3200 

I/0 cardcage 500 

ICE 600 

1/0 Expansion Cabinet Power Cords 

Table 1-13lists the power cords for the I/0 expansion cabinet. 

Table 1-13 110 Expansion Cabinet AC Power Cords 

PartNumber 
Where Used Connector Type 

A5499AZ 

-001 N orth America L6-20 

-002 Intemational IEC 309 

Peripheral Cabinet Power Requirements 

There is a high probability that an existing peripheral cabinet may be incorporated in to this system. Ensure 
that adequate power is available for this cabinet and the associated peripherals. 
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ai Specifications 

Table 1-9 and Table 1-10 list the AC power requirements for a Superdome. These tables provide information 
to help determine the amount of AC power needed for your computer roam. 

Table 1-9 Power Requirements (without Support Management Station) 

Requirements V alue Comments 

Nominal input voltage 200/208/220/230/240 VAC 

lnput voltage range (minimum - maximum) 200-240 VAC Autoselecting (measured at 
input terminais) 

Frequency 50/60Hz 

Number ofphases 3 

Maximum inrush current 90Apeak 

Product Label maximum current, 3-phase, 44Amax Per phase at 200-240VAC 
4-wire 

Product Label maximum current, 3-phase, 24Amax Per phase at 200-240VAC 
5-wire 

Power factor correction 0.95 minimum 

Ground leakage current (mA) > 3.5 ma See WARNING below. . 

WARNING Beware of shock hazard. When connecting or removing input power wiring, always 
connect the ground wire first and disconnect the ground wire last. 

Component Power Requirements 

Table 1-9 and Table 1-10 list the AC power requirements for a Superdome. These tables provide information 
to help determine the amount of AC power needed for your computer roam. 

Table 1-10 Component Power Requirements (without Support Management 
Station) 

Power Required (50/ 60 Hz) VA 

Maximum configuration Superdome (32-Way) 12,196a,b 

Cell Board 900 

I/0 Cardcage 500 

a. A number that should be used for planning to allow for enough power to 
upgrade through the life of the system. 

b. Use Appendix A to determine the actual values required for your system. 
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Customer lnstallation Options 

Figure 1-14 and Figure 1-15 detail a suggested configuration for connecting the PDCA when the use ofrigid 
conduit is required or desired. Using a 2- to 4-inch nipple anda 90o elbow allows the conduit to pass through 
the raised floor at a point immediately past the cabinet. This prevents the conduit from extending beyond the 
cabinet. 

Figure 1-14 PDCA Conduit Connection 

Figure 1-15 Conduit Required for PDCA Connection 
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NOTE Figure 1-11 shows a 4-wire cable for illustrative purposes only. 5-wire cable is dimensionally 
identical regarding insulation and jacket rem oval. The only exception is the number of 
conductors. 

Figure 1-12 PDCA (Five Wire) lnput Wiring Connections 

Figure 1-13 PDCA (Four Wire) Input Wiring Connections 
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Step 5. Using the five screws retained from the remova! procedure, replace the bottom panel on the PDCA. 
Refer to Figure 1-9 on page 23 for panel installation details. 

Step 6. To verify the proper wiring to a 4-wire PDCA, use a DVM to measure the voltage at the test points. 
Voltage should read 200 - 240 Vac phase-to-phase as measured between the test points as follows: 
L1 to L2, L2 to L3, L1 to L3. 

IMPORTANT In some electrical distributions around the world, it is possible to measure 415 VAC 
phase-to-phase. Ensure that your DVM is capable o f measuring AC voltages of at 
least 500VAC. A number of 5-wire power distribution systems may have 
phase-to-phase voltages in excess of 400VAC. Many hand-held volt meters are 
limited to 300VAC. 

To verify the proper wiring to a 5-wire PDCA, use a DVM to measure the voltage at the test points. 
Voltage should read 200-240VAC phase-to-neutral, as measured between the test points as follows: 
L1 to N, L2 to N, L3 to N. 

Figure 1-11 Cable Preparation Detail 

NOTE 

0.6in __ 
1.5 em 

?.O in ______ 
1 18 em 

4.5 in 
11.5 em 

f--0.6in 

1 

1.5cm 

Ground Wire GN/YW 

6C 

Dimensions shown are for a cable strain reliefwithout an extension nipple. If an extension 
nipple is used, then the cable jacket must removed accordingly. 
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PDCA lnput Wiring Connections (5-Wire Unit Shown) 

60SP041A 
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Cable Installation 

NOTE These procedures may be used for early deliveries consisting of either option 1 or option 2 as 
well as those later systems delivered with PDCA cables attached. 

Select the proper cable using the following criteria. 

• Each Superdome cabinet using a 3-phase, 4-wire input is required to have a four-conductor cable. The 
four-conductor cable selected by the facility electrician shall be in accordance with local electrical codes to 
support the selected circuit breaker for the maximum Product La bel current of 44A per phase. The facility 
electrician and local electrical codes will determine proper power cord selection dependent upon desired 
application such as rigid conduit, flexible conduit, or cable bundle. Observe derating factors for multiple 
wires per cable. 

• Each Superdome cabinet using a 3-phase 5-wire input is required to have a five-conductor cable. The 
five-conductor cable selected by the facility electrician shall be in accordance with local electrical codes to 
support the selected circuit breaker for the maximum Product La bel current of 24A per phase. The facility 
electrician and local electrical codes will determine proper power cord selection dependent upon desired 
application such as rigid conduit, flexible conduit, or cable bundle. Observe derating factors for multiple 
wires per cable. 

Step 1. 

Step 2. 

Step 3. 

Step 4. 

~ 

Prepare the new cable as shown in Figure 1-11 on page 25. 

Using the cable retaining hardware saved from the cable remova}, route the new cable in to the 
PDCA. 

Route the cable into the PDCA terminallugs and secure in position by tightening the lugs. 

Using the hardware that was retained during the cable remova}, attach the 
ground cable. 

1
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Step 5. 
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Remove the cable from the PDCA. Keep ali retaining hardware for use during installation of ,t:J L ..... · ~ 
new cable. 

Figure 1-9 PDCA Cable Access (5-Wire Unit Shown) 
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emove the existing cable from the PDCA, begin be removing the five T-10 Torx screws detailed in Figure 
1-9 on page 23. Then remove the bottom panel ofthe PDCA. Retain the panel and screws for future use. 

NOTE The cable removal and installation requires only the bottom panel to be removed. For image 
clarity, Figure 1-9 does not show cable or cable strain relief. 

Step 1. Locate and remove the PDCAs. 

Step 2. Remove the fi v e screws securing the bottom of the PDCA. Retain the screws. Refer to Figure 1-9 for 
details. 

Step 3. Disconnect the existing wires from the PDCA terminallugs. Refer to Figure 1-9 for details. 

NOTE Loosen the cable side terminallugs only. Do not loosen the PDCA side terminallugs. 

NOTE For 5-wire cables, loosen four lugs. For 4-wire cables, loosen three lugs. 

Step 4. Using an 11-mm socket, remove the safety ground cable (green and yellow cable). Retain the 
attaching hardware. 

22 
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IMPORTANT Ensure that your DVM is capable of measuring AC voltages of at least 500VAC. A number of 
5-wire power distribution systems may have phase-to-phase voltages in excess of 400VAC. 
Many hand-held volt meters are limited to 300VAC. 

Figure 1-7 

Figure 1-8 

Cable Remova} 

Four-Wire In-Line Connector (A4660A Opt 401) 

Five-Wire In-Line Connector (A4660A Opt 501) 

PE 

60SP048A 
11/8100 

60SP047A 
11/8100 

Some installations may either require or desire that the Superdome(s) be hardwired in li eu of using the 
standard plugs and connectors provided . In these cases, it is necessary to remove the installed power cable 
from the PDCA. The following procedures are used to remove and replace the existing power cable. 

) 
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Specifications 
cal Specifications 

• To verify the proper wiring for a 4-wire PDCA, use a DVM to measure the voltage at the in-line connector. 
Voltage should read 200 - 240 Vac phase-to-phase as measured between the connector pins as follows: Ll 
to L2, L2 to L3, Ll to L3. 

• To verify the proper wiring for a 5-wire PDCA, use a DVM to measure the voltage at the connector. 
Voltage should read 200- 240 Vac phase-to-neutral as measured between the connector pins as follows: Ll 
to N, L2 to N, L3 to N. 

Figure 1-6 PDCAAssembly for Options 6 and 7 (4-Wire Unit Shown) 

Measurement points 

60SP049A 
8117/01 

Plug (in-line connector not shown) 
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Figure 1-5 

Power Cords 

PDCA Locations 

Rear PDCA 
Bezel L Bezel 60SP0408 

11/15101 

This section discusses the different possibilities for Superdome PDCA power cords. 

Pre-wired PDCAs Options 6 and 7 

All Superdomes are delivered with the appropriate cable and plug. The mating in-line connector is not 
provided. 

IMPORTANT VerifY that the source power is correct for the appropriate PDCA wiring. 

NOTE When installing the power connector, allow enough room for mating the connector with the 
plug. 

Check the voltages at the connector prior to connecting the newly installed connector to the PDCA plug. Refer 
to Figure 1-7 and Figure 1-8 on page 21 for pin locations. 

Chapter 1 
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pecifications 

I Specifications 

WARNING Do not install a PDCA that does not have one o f the following set of labels attached. 

No lntamal Usar Servioaable Parta or Assemblies 
.e~n~ 

I{J!;JIII ~~~: 200-24.QVAC Phase lo Phase 

AND 

mlilll'l1il!1Ti~: High Lea!cage Current. Ground (earitl) connection esssntia~ 
before connectillQ lhe supply. Mlu~tiple Power Souroes/Cords. 
Proteclive devices i111 iha bui!dling lns~l!aiion for proUection shall not 
exoeed 62A per 1Jhase 50/60 Hz. 

OR 

~ lnaema~ User Serviceable Parts or Assemblões 
~ ~11® t©IJil~llil@llil 

IXIõ(IDihl '14©00t111[1®: 20Q..2.00VAC Phase to Ne1.11tral 

AND 

I ih 

1\MiilJUllOilil~: High Lea~ge Current. Gro~.~~nd (earth} coonection essaniia! 
before connecting the supply. Multip!e Power Sources/Corrls. 
Protective devices in the bl!ildõng 'ins~ailainon ~011" pu"Oieclion shall not 
e}(caed 36A per pllase 50/60 Hz. 

/Í\ 1 1/Í\ 
I 
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.•. 

b. Panel-mount receptacles must be purchased by the customer from a local Mennekes supplier. 
c. In-line connector is available from HP by purchasing A6440A, Option 501. 

NOTE A qualified electrician must wire the PDCA in-line connector to site power using copper wire 
and in compliance with alllocal codes. 

Each branch circuit used within a Superdome Complex must be connected together to forma common ground. 

When only one PDCA isto be installed in a Superdome, it must be installed as PDCA O. Refer to Figure 1-5 
for PDCA O location . 

-C-h-ap_t_e_r -1--------------------- - - ----------1-7 A 
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j. In the U.S.A., site power is 30 Amps; In Europe site power is 32 Amps. 

Table 1-7 Option 004 and 005 Specificsa 

PDCA Product 
Attached Power Cord Attached Plug Connector Provided Number 

A5800A Option 004 OLFLEX 190 (PN 600404) is a Mennekes Mennekes 
2.5 meter multi conductor, 600 ME 4100P9 ME 4100C9 
volt, 90 degree C, UL and CSA (100 A capacity) (100 A capacity) 
approved, oil resistant flexible 
cable. (100 A capacity) 

A5800A Option 005 H07RN-F (OLFLEXPN Mennekes Mennekes 
1600111) is a 2.5 meter heavy ME 563P6-1235 ME 563C6-1245 
duty neoprene jacketed (63 A capacity) (63 A capacity) 
harmonized European flexible 
cable. (63 A capacity) 

a. Options 4 and 5 have been deleted. 

Table 1-8 Options 006 and 007 Specifics 

PDCA 
Product Attached Power Cord Attached Plug 
Number 

A5800A OLFLEX 190 (PN 600804), Mennekes 
Option 006 four-conductor, 6-AWG ME 460P9 

(16-mm2), 600-Volt, 3-phase, 4-wire, 

60-Amp, 90-degree C, UL, 60-amp, 

and CSA approved, 250-volt, UL 

conforms to CE directives approved. color 

GNIYW ground wire. blue, IEC 309-1, 
IEC 309-1, 
grounded at 3:00 
o'clock. 

A5800A Five conductors, 10-AWG Mennekes 
Option 007 (6-mm2), 450/4 75-volt, ME 532P6-14 

32-amp, <HAR> European 3-phase, 5-wire, 

wire cordage, GN/YW 32-amp, 

ground wire. 450/4 75-volt, 
VDE certified, 
calor red, 
IEC 309-1, 
IEC 309-2, 
ground at 6:00 
o'clock. 

Customer-Provided Part 

In-Line 
Connector 

Mennekes 
ME460C9 
3-phase, 4-wire, 
60-amp, 
250-volt, UL 
approved. color 
blue, IEC 309-1, 
IEC 309-1, 
grounded at 9:00 
o'clock.a 

Mennekes 
ME 532C6-16 
3-phase, 5-wire, 
32-amp, 
450/475-volt, 
VDE certified, 
colar red, 
IEC 309-1, 
IEC 309-2, 
ground at 6:00 
o'clock.c 

Panel-Mount 
Receptacle 

Mennekes 
ME 460R9 
3-phase, 4-wire, 
60-amp, 
250-volt, UL 
approved. colar 
blue, IEC 309-1, 
IEC 309-1, 
grounded at 9:00 
o'clock.b 

Mennekes 
ME532R6-1276 
3-phase, 5-wire, 
32-amp, 
450/4 75-volt, 
VDE certified, 
calor red, 
IEC 309-1, 
IEC 309-2, 
ground at 6:00 

o'clock.b 

a. In-line connector is available from HP by purchasing A6440A, Option 401. RQS no 03/2005 · CN 
C.PMI · CORREIOS 
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Table 1-6 Available Power Options (Continued) 

PDCA 
Source Source Voltage PDCA 

Inp ut Current 
In-line Connector 

Produ ct P erPhase 
Number 

Type (nominal) Required 
200-240VAC 

Required 

A5800A 3-phase Voltage range 5-wire 24AMaximum In-line connector and 

Option oo5d 200-240 VAC, per phase plug provided with a 
phase-to-neutral, 2.5-meter power cable. 
50/60Hz Electrician must 
(EUR typical) hard-wire in-line 

connector to 60/63A 
si te power. c,e,f 

) 
A5800A 3-phase Voltage range <1-wire <14A Maximum 2.5meter UL powei 

Ootion 006" 200-240 VAC, per phase cord and UL approved 
phase- to-ph ase, plug provided. The 
50J60 Hz customer must provide 

the mating in-lim 
connector or purchasE 
quantity one A6440A 
opt 401 to receive a 
mating inlinE 
connector. An 
electrician must hard 
wire the in-line . 
connector to 60N63A 
si te power. c,f,l: 

A5800A 3-phase Voltage range 5-wire 24AMaximum 2.5meter <HAR> 
Opt ion 007 i 200-240 VAC. per phase power cord and VDE 

phase-to-neutra}, approved plu~ 
60160 Hz provided. ThE 

customer must providf 
the mating in-lim 
connector or purchasE 
Quantity 1 A6440A opt 
501 to receive a matin~ 
in line connector. An 
electrician must hard 
wire the in-line 
connector to 30N32A 
si te power. c,h~ 

a. Options 1 and 2 have been deleted. 
b. 415 VAC phase-to-phase is possible. 
c. A dedicated branch is required for each PDCA installed. 
d. Options 4 and 5 have been deleted . 
e. Refer to Table 1-7 for detailed specifics related to this option. 
f In the U.S.A., site power is 60 Amps; In Europe site power is 63 Amps. 
g. Customer must provide in-line connector or purchase A6440A option 401. 
h. Refer to Table 1-8 for detailed specifics related to this option. 
i. Customer must provide in-line connector or purchase A6440A option 501. 

. 
"·~- . 
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Example 1-2 

Example 1-3 

Example 1-4 

The customer has a 3-phase source with a Source Voltage of 208 VAC measured 
phase-to-phase indicating that a 4-wire PDCA is required. 

The customer has a 3-phase source with a Source Voltage of 220 VAC measured 
phase-to-neutral indicating that a 5-wire PDCA is required. 

The customer has a 3-phase source with a Source Voltage of 230 VAC ineasured 
phase-to-phase indicating that a 4-wire PDCA is required. 

The customer has a 3-phase source with a source voltage of 415 VAC measure 
phase-to-phase and a measured phase-to-neutral source voltage of 240 VAC, 
indicating a 5-wire PDCA is required. 

lnput Power Options 

Table 1-6 describes the available power options: 

Table 1-6 Available Power Options 

PDCA 
Source Source Voltage PDCA Product 

Number 
Type (nominal) Required 

A5800A 3-phase Voltagerange 5-wire 
Option 001a 200-240 VAC, 

phase-to-neutra!, 
50/60Hz 
(EUR typical)b 

A5800A 3-phase Voltage range 4-wire 
Option 002a 200-240 VAC, 

phase-to-phase, 
50/60Hz 
(US typical) 

A5800A 3-phase Voltage range 4-wire 

Option 004d 200-240 VAC, 
phase-to-phase, 
50/60Hz 
(US typical) 

lnput Current 
PerPhase 

200-240VAC 

24AMaximum 
per phase 

44AMaximum 
per phase 

44AMaximum 
per phase 

In-tine Connector 
. 

Required 

None required. 
Electrician must hard 
wire power to the 
PDCAC 

None required. 
Electrician must 
hard-wire power to the 
PDCAC 

In-line connector and 
plug provided with a 
2.5-meter power cable. 
Electrician must 
hard-wire in-line 
connector to 100A site 
power.c,e 
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Electrical Specifications 
This section provides electrical specifications for Superdornes. 

Grounding 

The si te building shall provide a safety ground/protective earth for each AC service entrance to ali Superdorne 
cabinets. 

This equiprnent is CLASS 1 and requires full irnplernentation ofthe grounding scherne to ali equiprnent 
connections. Failure to attach Protective Earth results in loss of regulatory cornpliance and creates a possible 
safety hazard. . ) 

Circuit Breaker 

Each Superdorne cabinet using a 3-phase, 4-wire input requires dedicated circuit breaker to support the 
Marked Electrical current of 44A per phase. The facility electrician and local service codes will determine 
proper circuit breaker selection. 

Each Superdorne cabinet using a 3-phase 5-wire input requires a dedicated circuit breaker to support the 
Marked Electrical current of 24A per phase. The facility electrician and local service codes will determine 
proper circuit breaker selection. 

NOTE 

NOTE 

NOTE 

• See Table E-1 on page 104 for systerns that are configured with less than a full cornplirnent of 
cell boards, rnernory, and 1/0 modules. 

When using the rninirnurn sized breaker, always choose circuit breakers with the rnaximurn 
allowed trip delay to avoid nuisance tripping. 

As of March, 2002, PDCA Options 4 and 5 are obsolete. 

Detailed site power inforrnation is required to configure the systern correctly and prevent delays in systern 
installation. Collect the following information frorn the custorner site electrician before selecting the 
appropriate PDCA. 

• Type of source available 4-wire __ 5-wire __ 

• Source voltage phase-to-phase __ Vac 

• Source voltage phase-to-neutral __ Vac 

Using the above inforrnation, determine the appropriate power option frorn Table 1-6. 

1. Select the source type that rnatches the custorner source. 

2. Within the rnatching Source Type selection, select the rnatching voltage range to the custorner's source 
voltage. 

3. Select the appropriate PDCA. 

) 

4. The custorner rnust either provide the correct rnating in-line connector or arder one frorn HP. See 
Table 1-8 for details. (~~ . 

_C_h_a_p-te_r_1 ____________________________________ 1_3 ~ 
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cifications 

s and Weights 

Table 1-5lists the dirnensions and weights ofthe Support Managernent Station and the Superdorne cabinet 
with shipping pallet. 

Table 1-5 Miscellaneous Dimensions and Weights 

Equipment Width Depth/Length Height Weight 
(em) (em) (em) (kg) 

Superdorne on 39.00 in 48.63 in 73.25 in 1360.8lbs 
shipping palleta b c (99.06) (123.5) (186.7) (618.54) 

Blowers/Frarne on 40.00 in 48.00 in 62.00 99.2lbs 
shipping pallet (101.6) (121.9) (157.5) (45.01) 

I/0 Expansion 38.00in 48.00 in 88.25 in 1115lbs 
cabinet on shipping (96.52) (121.9) (224.1) (505.8) 

pallet d 

a. Shipping box, pallet, rarnp, and container adds approxirnately 116 lbs (52.63 kg) to 
the total systern weight. 

b. Blowers/Frarne are shipped on a separate pallet. 
c. Size and nurnber ofrniscellaneous pallets are deterrnined by the equiprnent ordered 

by the custorner. 
d. Assumes no I/0 cards or cables installed. The shipping kit and pallet and ali I/0 

cards adds approxirnately 209 lbs to the total weight. 

Doc. ____ _ 
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Dimensio 

Component Weights 

Table 1-3 lists the server and component weights. To determine the overall weight ofyour specific system, see 
Table A-1 on page 80 and Table A-2 on page 81. 

NOTE Refer to the appropriate documents to determine the weight ofthe SMS and any console that 
will be used with this server. 

Table 1-3 System Component Weights 

Component Quantity Weight (kg) 

Chassis a 1 745.17lbs (338.10) 

Cell Board 8 328.00 lbs (148.82) 

DIMMs 256 51.20 (23.27) 

Bulk Power Supply (BPS: 6 23.00 lbs (10.44) 

PDCA 2 52.00 lbs (23.59) 

110 cardcage 4 146.00 lbs (66.24) 

110 Cards 48 21.60 (9.80) 

Fully configured server (32-way cabinet) 1 1366.97 lbs (621.35)b 

a. The listed weight for a chassis includes the weight of all components not 
listed in Table 1-3. 

b. The listed weight for a fully configured cabinet includes all components 
and quantities listed in Table 1-3. 

Table 1-4 1/0 Expansion Cabinet Weights 

Component Weighta (kg) 

Fully configured cabinet 1104.9 lbs (502.2) 

110 cardcage 36.50 lbs (16.56) 

Chassis 264 lbs (120) 

a. The listed weight for a fully configured cabinet includes all 
items installed in a 1.6 meter cabinet. Add approximately 11 
lbs when using a 1.9 meter cabinet. 

) 

) 
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This section provides dimensions and weights of the system components. 

Component Dimensions 

Table 1-1lists the dimensions for the cabinet and components of a Superdome. 

Table 1-1 Server Component Dimensions 

c 
Width 

Depthl 
Height 

Maximum 
Component (em) Length (em) Quantity per 

(em) Cabinet 

Cabinet 30 48 77.2 1 
(76.2) (121.9) (195.6) 

Cell board (HCB) 16.5 20.0 3.0 8a 
(41.9) (50.2) (7.6) 

Cell board power 16.5 10.125 3.0 8a 
board (41.9) (25.7) (7.6) 
(HCPB) 

I/0 backplane 11 17.6 1 
(HIOB) (27.9) (44.7) 

Master I/0 3.25 23.75 1.5 1 
backplane (HMIOB) (8.3) (60.3) (3.8) 

I/0 cardcage 12.0 17.5 8.38 4 
(30.5) (44.4) (21.3) 

PDCA 7.5 11.0 9.75 2 

( (19.0) (27.9) (24.3) 

a. Superdome 16 Way is limited to a maximum of 4. 

Table 1-2 1/0 Expansion Cabinet Component Dimensions 

Width 
Depthl 

Height 
Maximum 

Component 
(em) Length (em) 

Quantity per 
(em) Cabinet 

Cabinet 24.0 53.2 77.3 1 
(61.0) (135.1) (196.0) 

ICE 17.6 33.5 16.2 3 
(44.8) (82.0) (39.7) 

I/0 cardcage 12.0 17.5 8.38 6 
(30.5) (44.4) (21.3) 

10 
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Upgrading Superdomes and Server Systems 

This section provides the details relating to upgrading a Superdome. 

IMPORTANT Ensure that the customer is aware ofthe iCOD email requirements. That is, each bootable 
partition requires a connection to the internet to send email to notify Hewlett-Packard that the 
customer has allocated additional CPUs beyond the amount initially purchased. Each bootable 
partition must be configured to perform this operation. 

For more details, go to http://superdome.hp.com and click on the iCOD link. 

Upgrading the Server 

Space requirements remain the same, but power and cooling must be increased when upgrading within a 
cabinet (adding additional cells, 1/0, etc.). 

Special attention should be given to the original circuit breaker and wiring sizes to ensure safety compliance 
and margins are sill appropriate. 

IdentifY and plan for future upgrades and expansions. It is cost effective to provide the cooling and power 
capability now for potential future expansions. 

Upgrading the System 

Space, power, and cooling requirements must be considered and increased as necessary when upgrading a 
Superdome (adding additional cabinets, cells, 1/0, etc.). 

) 

) 

-------~ 
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Figure 1-4 Server Cabinet Components 

Fans 

PDCA 

Cell boards 

1/0 chassis 

BPS 

60SP020A 
12/16199 
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Figure 1-3 

Syste SJl~ficatio~s \ 
erv~r Syste.~. 

()'~ ~)~ 
Typical Superdome 64 Way Superdome and 1/0 Expansion Cabin L .. 
Installation 

Server Cabinet 

60SP003A 
4/26100 

The server cabinet is the main building block ofthe Superdome. A Superdome 64 Way comprises two server 
cabinets interconnected. 

A single cabinet Superdome 32 Way may contain up to eight cell boards (32 processors), four I/0 card cages, 
six I/0 fans, four system cooling fans , six bulk power supplies, and two PDCA. Figure 1-4 illustrates the 
location of these components. 
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Typical Superdome 64 Way Superdome Installation 

( 

60SP002A 
4/17/00 
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Figure 1-1 
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Typical Superdome 16 Way/Superdome 32 Way Installation 

60SP001A 
4117/00 

5 
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This section provides an overview of the basic system building blocks of a Superdome. 

Basic System Building Blocks 

The basic system building blocks used to configure a Superdome are as follows: 

• Server cabinet 

• Support Management Station 

Figure 1-1 on page 5 illustrates a typical Superdome 16 Way/Superdome 32 Way installation. 

Figure 1-2 on page 6 illustrates a typical Superdome 64 Way installation. 
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General 

This chapter lists the specifications of a Superdome. Throughout this chapter each specification is defined as 
thoroughly as possible to ensure that all datais considered to ensure a successful site preparation. 

) 

) 

_C_h_a_p-te-r-1----------------------------------------------------------------------------3 tJ: 
j 



, ~ · . ·----..... 

• 

• 

• 

• 

Specifications 

"Upgrading Superdomes and Server Systems" on page 9 discusses the additional requirements resulting 
from upgrading Superdomes. 

"Dimensions and Weights" on page 10 discusses the physical size and weight of the Superdome 
components. 

"Electrical Specifications" on page 13 discusses the power requirements for the system and Support 
Management Station. 

"Environmental Requirements" on page 31 discusses temperature and humidity, power dissipation, and 
air flow information about the server and Support Management Station. 
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1 System Specifications 

The following Superdome specifications are based on HP Environmental Class C2. Class C2 is a controlled 
computer room environment where products are subject only to contr olled temperature and humidity 
extremes. 

) 

) 

This chapter describes the basic Superdome configuration including physical specifications and requirements: 
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JL 



Doc. ___ _ 



Figure 12 1/0 Expansion Cabinet Declaration of Conformity Page 2 

FCC Regulations (USA Only) 

The Federal Communications Commission (in 47 CFR Part 15) has specitied that the following notice he 

brought to the attention o f the users o f this product. 

Note: This cquipmcnt ha:; hct:n tcstt:d and tóund to comply with thc limits túr a Class A digital dcvi<.:c. pursuant 
to l'art 15 ofthe FCC Rules. These limits are designed to provide reasonah1e protection against harmti.ll 
interference when the equipment is operated in a commercial environment. This equipment generate:;, uses, and 
can rndiate radio frequency energy aml, i f no! installed and used in accordance with thc instruction manual , muy 
cause harmful intcrfcrence to radio communications. Opcration ofthis cqui pmcnt in a rcsidential arcais likcly 
to cause harmful intcrfcrence in which case the user will be required to correct the interterence ar his own 
ex pense. 

The uscr is cautioned that changt..>s or modifications not cxprcssly approvcd by thc party rcsponsiblc for 
compliance (Hewlett-Packard) could result in thc cquipment being non-compliant with the FCC Class A 
requircmcnts and void thc uscr's authority to opcratc thc cquipmcnt. 

Additional International Approvals 

ASiNZS 3548:1995 C-Tick & Supplicr C ode (N279) 
CSA C22.2 No. 60950:2000 
ICES-003 Issue 3 
VCCI Class A 
BSMJ, CNS-13438 ll/94(Rev. 5/97) 
MIC No. 1996-18, Class A 
GB4943-1995 
089254-1988 

IEC 60950 Evaluated for Country National Differences 

Australia/New Zcaland 
Cana da 
Canada 
Japan 
Taiwan 
Korcan 
China 
China 

CENELEC, AT = Austria, AU =Austral ia, BE = Bclgium, CA = Canada, CH = Switzerland, 
CN = China, CZ = Czech Republic, DE = Germany, DK = Denmark, ES = Spain, FI = Finland, 
FR = Francc, GB = Unitcd Kingdom, GR = Grcccc, HU = Hungury, !E = Jrcland, !L= Israel, 
IN = India, IT = Jtaly, JP = Japan, KR = Rcpublic o f Korca, NL = Thc Ncthcrlands, NO= Nonvay, 
PL = Poland, RU = Russia, SE= Sweden, SG = Singapore, SI= Slovenia, SK = Slovakia, 
TR = Turkey, UA = Ukrainc, US = United States, ZA = South Atiica 

) 
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110 Expansion Cabinet Declaration of Confonnity Page 1 

DECLARATION OF CONFORMITY 

1\-lanufacturer's Namc: 
Address: 

eclares that the product: 

accordin to ISO/IEC Guide 22 and EN 45014 

Hewlett-Packard Company 
3000 Waterview Parkway 
Richardson, TX 75080, USA 

Product Name: I/0 Expansion (IOX) cabinet for SuperDome 
Model Number(s): SPP6:10X, SPP6-I :XPC, SPP6-2:XUC/RDM, SPP6-3:1CE 

Base Product Number(s): A5861A:IOX, A5861-26001 :XPC, A5861-26002:XUC, A5861-26003:RDM, 
A5862A:ICE 

Product Option(s): Ali 

onforms to the following Product Specifications: 
Safety: !EC 60950:1999 (with national differences for the countries Jisted on page 2) 

EN 60950:2000 
UL 60950:2000 

EMC: CISPR 22 3rd edition:l997/ EN 55022 :1998 
EN 55022: I 998, Class A, 30 MHz to 5 GHz 
EN 55022:1998, Class A, 150 kHz to 30 MHz 
CISPR 24: 1997/EN 55024: 1998 
EN 61000-4-2:1995, 8kV CD /ISkV AD 
EN 61000-4-3:1996,100kHz-IGHz, IOV/m, lkHzAM 

ENV 50204:1995, 900MHvi.89GHz, PM,lO V/m 
EN 61000-4-4:1995, lkV Power Iine, O.SkV signal cables 
EN 61000-4-5:1995, 2kV CM, 1kV DM 
EN 61000-4-6:1996, 150kHz- 400MHz, 3V,., 1kHz AM 
EN 61000-4-8:1993,3 A/m, 50Hz 
EN6100Q-4-ll;l994, llV,, (lOms), l61V,.(0.5s),ll v_(5s) 
EN61000-3-2; '95 +AI4 
EN61 000-3-3; '95 

upplementary Information: 

ClassA 
Radiated Emissions 
Conducted Emissions 
lmmunity for ITE 
ESD 
Radiated Immunity 

Radiated lmmunity 
EFT 
Surge 
Conducted lrnmunity 
Magnetic lmmunity 

Voltage Dips & lnterrupts 
Power line Harmonics 
Voltage Flicker 

he product as stated above complies with thc requirernents ofthe Low Voltage Directive 73/23/EEC, and the 
MC Directive 89/336/EEC, as amendcd by 93/68/EEC. 

May 31,2001 
Date b~ •• ~-

Hewlett-Packard Company 

Product Regulations Manager 

uropean Cootact Your Local Hewlett-Packard Sales and Service Office or Hewletl-Packard GmbH. Department HQ-TRE I Standards 
Europe. He/Tenberger Strasse 130, D-71034 Boet>llngen, Germeny (FAX +49-7031·14-3143) 
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International Symbols (IEC335-1) 

Figure 7 Four Wire Connection 

@ 3 '\.; Protective f' nrth. :l-phase AC 

Figure 8 Five Wire Connection 

@3N rv Pt·otective Pat·t.h , 3-phas e AC plus n e ut.ml r etunl 

Associated Documents 

The following documents provide more details on the topics presented in this manual: 

• Standard for the Protection of Electronic Computer Data Processing Equipment, (NFPA75) National Fire 
Protection Association 

• ElA Standard RS-232-C, Electronic Industries Association 

• Electrostatic Discharge Failures of Semiconductor Devices, Unger, B.A. 1981, Bell Laboratories 

• IEC 60950, EN 60950, UL 60950, CSA 22.2 No. 950 Standards for Safety of Information Technology 
Equipment 

• IEC 60417, IEC 335-1, ISO 3864, IEC 617-2 International Symbols 

) 
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WARNING If the system has two PDCA installed, ensure that power is removed from both PDCA 
before removing fuses. 

Fuse Warnings 

Superdome Only: 

WARNING Disconnect power before changing fuse. 

CAUTION For continued protection against risk offire, replace fuses only with same type and rating. 

Lithium Battery Caution 

WARNING Observe the correct polarity when changing the lithium battery. There is a danger of 
explosion if battery is installed incorrectly. 

Replace only with the same or equivalent type recommended by the manufacturer. 
Dispose of used batteries according to the manufacturer's instructions and local 
disposal requirements. 

IMPORTANT Switzerland: Annex 4.10 ofSR 814.013 applies to batteries. 

Australian C-Tick La bel 

Figure 6 
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Table 4 

WARNING 

CAUTION 

t. c 
_./~ 
·fl :t:! 

ô.vetJ J' \_ ,~ · -< Wall Disconnect Device Circuit Breaker Specification (ContinuedJ ~ 

Circuit Interruption Simultaneous trip of ali poles 

Ground The protective earth (PE) ground wire is not 
switched 

Provide a disconnect device to protect against abnormal hazards. 

Systems configured with a full complement of cells, memory, and 1/0 and connected 
to a 5-wire source must have a maximum 24A 3-phase with neutra! (4-pole) circuit 
breaker installed as part of the building installation. 

Systems configured with a full complement of cells, memory, and 1/0 and connected ·· 
to a 4-wire source must have a maximum 44A 3-phase (3-pole) circuit breaker 
installed as part of the building installation. 

Refer to Table E-1 on page 104 to select the appropriate size circuit breaker for systems 
configured without a full complement of cells, memory, and I/0. 

Table E-1 on page 104 shows Superdome power requirements by configuration (i.e. number of cell boards, 
amount of memory per cell, and number of I/0 chassis). This requirement applies to 32-way-capable systems 
with PA8600 or PA8700 processors. 

• There are two columns ofpower numbers (Watts). The Power Breaker column shows the power used to size 
the wall breaker at the installation site. The Typical Power column shows typical power. Typical power 
numbers are for PA8600 systems and may be used to assess average utility cost of cooling and electrical 
power. Expect these typical numbers to be about 18% less for PA8700 systems. 

CAUTION For supply connections, use wires suitable for at least 105 °C. 

Utillser des fils convenant á une température de 105 oc pour les connexions d'allmenation. ) 

Network Connected EquipmentThe installation must provide a ground connection for the network 
equipment. 

CAUTION Sweden: Apparaten skall anslutas till jordat uttang nãr deb abskuts till ett nãtverk. 

IOX Multiple Power Sources and Cords 

This equipment may be configured with dual-input line sources. Hazardous voltages and energy may be 
present even after the remova} of a single input source. Trained service personnel must follow the guidelines 
stipulated in the Seruice Guidelines section ofthe Superdome EPSS. 

IOXOnly: 

WARNING Remove both input power sources before replacing an internai fuse. 

xiii 



WARNING 

WARNING 

Install a PE (protective earthing) conductor that is identical in size, insulation 
material, and thickness to the branch-circuit supply conductors. The PE conductor 
insulation must be green with yellow stripes. The earthing conductor is to be 
connected from the unit to the building installation earth or, if supplied by a 
separately derived system, at the supply transformer or motor-generator set 
grounding point. 

NOHDI C Class 1 Equipm ent 

Denmark: F~r tilslutning af de ~vrige ledere, se medf~lgende 
installationsvejledning. 

NORDIC Class 1 Equipment 

Sweden: Apparaten skall anslutas till jordat uttag, nãr den ansluts till ett nãtverk. 

Recommended Wire SizesTable 3 shows the wire size requirements for conductors in power supply cords 
(Extracted from IEC 60950, Table 11). 

NOTE 

Table 3 

Specific countries require a derating factor for the wire size when running multi pie conductors 
in the same power cord. It is Hewlett-Packards recommendation to use only power cord 
conductors sized for this derating factor. 

Recommended Wire Sizes 

Current Wire Size Derating Factor 

0-25 Amps 2.5 mm (14 AWG) 4mm (12AWG) 

25-32Amps 4mm (12AWG) 6mm(10AWG) 

32-40 Amps 6mm (10AWG) 10 mm(8AWG) 

40-63 Amps 10 mm(8AWG) 16mm(6AWG) 

63-80Amps 16 mm(6AWG) 25mm (4AWG) 

Disconnect DevicesDisconnect devices or circuit breakers must be used to protect the system against 
abnormal hazards. Table 4 details the circuit breaker specifications. 

Table 4 Wall Disconnect Device Circuit Breaker Specification 

Agency approvals: UL, CSA, VDE 

Interrupt capacity 5,000A minimum 

Breaker type Magnetic trip 

Voltage rating 250V minimum 3-pole+PE, 420V minimum 
4-pole+PE ' - ·~ ~ ..... -...... ~ ~.;- -.-...,:;:....,.. - .... 

l :t l•""t t.~ • :. •,1 /~ 1-\ A ' 'N "' '"' ' •J ,l i,{.\,/1,/'.J 

Input Source 3 pole + PE or 4-pole + PE GPMI . cORREI( )S 
··-

l 'll l /-. 

' ' 1 
~J c- l\, 10 ~ ' 
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BSMI (Taiwan Areas) ~ 
This product is fully compliant to CNS 13438 (CISPR 22: 1993) Class A. The EMC label is in the form shown 
in Figure 4. The eight # signs represent an eight-character, alpha-number string. 

Figure 4 

Figure 5 

Acoustics ( Germany) 

#t~ ######## 

'1';; lf:. .JU :l: 
;i .~ l' ~ ""i if !F. A. ~ , (l .!Hhl 

·'~ ·'t•H .. TJ ~t I ft1. t 1>'<.~1 ~1 
·I' !~ ' J. =~ li !t ii: f • ft ~ i" '!.t 
~ 9,-.~ !U J. l1: <H ·I<.Ifl jt · 

Acoustic Noise (A-weighted Sound Pressure Levei LpA) measured at the bystander position, normal 
operation, to ISO 7779: LpA = 65.1 dB. 

Gerãuschemission (Deutschland) 

\. _ _../ Lãrmangabe (Schalldruckpegel LpA) gemessen am fiktiven Arbeitsplatz bei normalem Betrieb nach 
DIN 45635, Teil19: LpA = 65.1 dB. 

IT Power System 
This product has not been evaluated for connection to an IT power system (an AC distribution system having 
no direct connection to earth according to IEC 60950). 

TT, TN -C, and TN-C-S Power Systems 
These products should not be connected to power systems that switch open the retum lead when the retum 
lead also functions as the protective earth (PE). A separate PE ground wire must be connected to the 
equipment at the designated PE terminal tie point. 

High Leakage Current 

WARNING High leakage current. Ground (earth) connection essential befor e connecting the 
supply. 

Installation Conditions 

See installation instructions before connecting this equipment to the input supply. 

Voir la notice d'installation avant de raccorder au réseau. 

WARNING Please note the following conditions of installation: 



( . 
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Figure 3 

Translation 

Class A Equipment: 

Korean RFI 

oJ 7]7)-e ·~Pi'-%.2..'."- ~A"l- 'll"~~~-& '1!--Pc 7]7]oJ.2.LJ. '/!<:!t ~* -'i'-~ 

>~Hl-a- a3ofc -'i'-~'lJ: *<>ll"i t!J~-'i'- ·lt- .!Ult :iit~ ilj-A]7] »~V'LJt:l. 

o] 7)7)~ "1~-'i'-%.2. ..... ~;<}-'4 'll-811~~-3- '1!-~ 7]7)9.-A-j, 'f':>J-"l<>lofA]t 

-!ir~ !i'.€- -"J~o!I-'J A~%~ "f> ili'fLJ"!-. 

Please note that this equipment has been approved for business purpose with regards to electromagnetic 
interference, if purchased un errar for use in residential are a, you may wish to exchange the equipment where 
you purchase it. 

Class B Equipment: 

Please note that this equipment has been approved for non-business with regards to electromagnetic 
interference. So, this equipment can be allowed to use ali area as well as residential area. 

European Union RFI Statement 
This is a Class A product. In a domestic environment this product may cause radio interference in which case 
the user may be required to take adequa te measures. 

Canada RFI Statement 
This Class A digital apparatus complies with Canadian ICES-003. 

Notice relative aux interférences radioélectriques (Canada) 
Cet appareil numéric de la classe A est conforme à la norme NMB-003 du Canada. 

Doc. ____ _ 
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The user is cautioned that changes or modifications not expressly approved by Hewlett-Packard could result 
in the equipment being noncompliant with FCC Class A requirements and void the user's authority to 
operated the equipment. 

Japanese Radio Frequency Interference 
VCCI 
This equipment is in the Class A category information technology equipment based on the rules ofVoluntary 
Control Council For Interference by Information Technology Equipment (VCCI). When used in a residential 
area, radio interference may be caused. In this case, user may be required to take appropriate corrective 
actions. 

Figure 1 

Korean RFI Statement 

1. Equipment Name (Model Name): 

2. Certification No: 

3. Name ofCertification Recipient: 

4. Date ofManufacture: 

5. Manufacturer/N ation: 

Figure 2 

.:OJIUII:. ??:<Ai~li!illi,Wll1' "f, .:OJ~i!H: 

~~~~1'~ffifit~~-~~~~~.:T:t~.l\ij 
:<f • .:OJ!I t;f:fi!lffll'tb'll:t..1f.ii"J1ii f~T õ .lo? J: 
>~<<'n<..:tb'S'J if.of . 

Certification Number: E- AAAAA- BB- CCCC 

• E: EMC registration 

• AAAAA: equipment codes (RRL notice, 2000.10.26) 

• BB: certification year 

• CCCC: registration number 

• E: EMC registration 

• AAAAA: equipment codes (RRL notice, 2000.10.26) 

• BB: certification year 

' . 
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WARNING 

WARNING 

WARNING 

WARNING 

IOXOnly: 

WARNING 

IOXOnly: 

WARNING 

Use care when lifting a cell board. Each cell board can weigh as much as 48 pounds 
(22kg). 

Use care when working with hazardous voltages. This equipment may be configured 
with dual input line sources. Hazardous voltages and energy maybe present even 
after the removal of a single input source. Trained service personnel must follow the 
service guidelines. 

Do not stand in front of the equipment as it is rolled off the pallet onto the ramps. 
When removing the equipment from the shipping pallet, follow the guidelines 
specified in the Installation Procedures section of the appropriate equipment guides 
(Superdome or 110 Expansion Cabinet). 

Do not attempt to move the Superdome cabinet, either packed or unpacked, up or 
down an incline of more than 15 degrees. 

Attach stabilizer feet to both front and back before extending the equipment 
drawers. Failure to attach the stabilizer feet may result in a tip hazard. 

Observe pinch hazard areas. Keep fingers away from closing parts. 

USA Radio Frequency Interference 
FCCNotice 

The Federal Communications Commission (in 47 CFR Part 15 subpart B) has specified that the following 
notice be brought to the attention ofthe users ofthis product. 

NOTE This equipment has been tested and found to comply with the limits for a Class A digital 
device, pursuant to Part 15 ofthe FCC Rules. These limits are designed to provide reasonable 
protection against harmful interference when the equipment is operated in a commercial 
environment. This equipment generates, uses, and can radiate radio frequency energy and, if 
not installed and used in accordance with the instruction manual, may cause harmful 
interference to radio communications. Operation of this equipment in a residential are a is 
likely to cause harmful interference in which case the user will be required to correct the 
interference at his own expense. 1 
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Safety and Regulatory Information 

For your protection, this product has been tested to various national and international regulations and ) 
standards. The scope of this regulatory testing includes electrical/mechanical safety, r adio frequency 
interference, acoustics, and know hazardous materials.Where applicable, approvals obtained from third-party 
test agencies are shown on the product label. 

Notational Conventions 

WARNING 

CAUTION 

NOTE 

Acronyms 

Warnings highlight procedures or information necessary to avoid injury to 
personnel. The warning should tell the reader exactly what will result from what 
actions and how to avoid them. 

A caution highlights procedures or information necessary to avoid damage to equipment, 
damage to software, loss of data, or invalid test results. 

A note highlights supplemental information. 

Table 2 lists acronyms used in this document. 

Table 2 Acronyms 

Acronym Definition 

PE Protective earth 

Class 1 Grounded equipment 

PDCA Power Distribution Controller Assembly 

EPSS Electronic Performance Support Service 

Safety in Material Handling 

WARNING Do not lift the cabinet manually. To avoid physical injury you must use a mechanical 
lifting device. 
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Added recommendations for the in-line connector and 
the wall panel receptacle that are supplied by the end 
user (customer). These parts are not provided by H.P. 
due to the extensive options available for the cusomter's 
building wiring infrastructure. 

Added miscellaneous updates and corrections. 

Added new PDCA options. 
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information. Changed power, circuit breaker, and wiring 
infomation. Added ramp angle note. 

Added Safety and Regulatory section. 

Added info on lower breaker value usage, pay-per-use 
and iCOD modem support, and general corrections per 
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Chapter 8 IP Routing 

This section of the Manager lets you configure system-wide IP routing parameters: 

Static Routes: Manually configured routing tables. 

Default Gateways: Routes for otherwise unrouted traffic. 

OSPF: Open Shortest Path First routing protocol. 

OSPF Areas: Subnet areas within the OSPF domain. 

DHCP: Dynamic Host Configuration Protocol global parameters. 

Redundancy: Virtual Router Redundancy Protocol parameters. 

You configure RIP and interface-specific OSPF parameters on the network interfaces; click the 
highlighted link to go to the Configuration I Interfaces screen. 

Figure 8-1 Confíguration I System I IP llouting Screen 

ConHguration I S em IIP Routln 
Save Neededt;j 

1bis section lets you configure system-wide IP Routing options. RIP and interface-specific OSPF parameters are 
configured on an interface. Chck here to configure mterlàces. 

In lhe left frame, or in lhe list oflinks below, click lhe option you want 

• Static Routes 
• Default Gateways 
• OSPF -- Open Shortest Path First. 
• OSPF Areas -- OSPF subnet areas. 
• DHCP -- Dynamic Host Configuration Protocol global pararneters. 
• Redundancy -- Redundancy using VRRP {VIrtual Router Redundancy Protocol). 
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IP Routing 

In a typicai installation, the VPN Concentrator is connected to the public network through an ext ai 
router, which routes data traffic between networks, and it might aiso be connected to the private net rk 
through a router. 

The VPN Concentrator itseif inciudes an IP routing subsystem with static routing, RIP (Routing 
Information Protocoi), and OSPF (Open Shortest Path First) functions. RIP and OSPF are routing 
protocois that routers use for messages to other routers within an internai or private network, to 
determine network connectivity, status, and optimum paths for sending data traffic. 

Once the IP routing subsystem establishes the data paths, the routing itseif occurs at wire speed. The 
subsystem iooks at the destination IP address in ali packets coming through the VPN Concentrator, even 
tunneied ones, to determine where to send them. I f the packets are encrypted, it sends them to the 
appropriate tunneiing protocoi subsystem (PPTP, L2TP, IPSec) for processing and subsequent routing. 
Ifthe packets are not encrypted, it routes them in accordance with the configured IP routing parameters. 

To route packets, the subsystem uses leamed routes first (leamed from RIP and OSPF), then static routes, 
then uses the default gateway. Ifyou do not configure the default gateway, the subsystem drops packets 
that it cannot otherwise route. The VPN Concentrator also provides a tunnel default gateway, which is a 
separate defauit gateway for tunneied traffic oniy. 

You configure static routes, the defauit gateways, and system-wide OSPF parameters in this section. This 
section aiso inciudes the system-wide DHCP (Dynamic Host Configuration Protocol) parameters. You 
configure RIP and interface-specific OSPF parameters on the network interfaces; see Configurati '! 
Interfaces. ) 

This section ofthe Manager aiso iets you configure VPN Concentrator redundancy using VRRP (Virtual 
Router Redundancy Protocoi) . This feature appiies to installations oftwo or more VPN Concentrators 
in a parallei, redundant configuration. It provides automatic switchover to a backup system in case the 
primary system is out o f service, thus ensuring user access to the VPN. This feature supports use r access 
via IPSec LAN-to-LAN connections, IPSec client (singie-user remote-access) connections, and PPTP 
client connections. 
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Chapter 8 IP Routing 

I Systern IIP Routing I Static Routes I Add or Modify 

: guration I System IIP Routing I Static Routes I 
Add or Modify 

These Manager screens let you: 

• Add: Configure and add a new static, or manual, route to the IP routing table . 

• Modify: Modify the parameters for a configured static route . 

Figure 8-3 Configuration I Systen1 I IP Houting I Static Houtes I Add or Modiry Screen 

Confl uratlon I S em IIP Routln I Statlc Routes I Ad!J 

Configure and add a static route. 

Networl<. Address 

SubnetMask 

Metrie 

Destination 

Router Address r.. 

Enter the network address. 

Enter the subnet mask. 

Enter the numeric metric for this route (1 through 16). 

Enter the routerlgateway lP address. 

Network Address 

Subnet Mask 

Metric 

Enter the destination network IP address to which this static route applies. Packets with this destination 
address will be sent to the destination you enter. Used dotted decimal notation, for example: 
192.168.12.0. 

Enter the subnet mask for the destination network IP address . Use dotted decimal notation, for example: 
255.255.255.0. The subnet mask indicates which part ofthe IP address represents the network and which 
part represents hosts . The router subsystem looks at only the network part. 

The Manager automatically supplies a standard subnet mask appropriate for the IP address you just 
entered. For example, the IP address 192.168.12.0 is a Class C address, and the standard subnet mask is 
255.255.255.0. You can accept this entry or change it. Note that 0.0.0.0 is not allowed here, since that 
would resol ve to the equivalent of a default gateway. 

Enter the metric, or cost, for this route. Use a number from 1 to 16, where 1 is the lowest cost. The 
routing subsystem always tries to use the least costly route . For example, i f a route uses a low-speed line, 
you might assign a high metric so the system will use it only i f ali h · e. 
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Chapter 8 IP Routing 

Configuration I System IIP Routing I Static Routes 

Static Routes 

This section o f the Manager lets you configure static routes for IP routing. You usually configure static 
routes for private networks that cannot be learned via RIP or OSPF. 

Figure 8-2 Configuration I Systern I IP Routing I Static Routes Screen 

Confl uratlon I em 1 IP Routln I Statlc Routw ·• :· 

Ths section lets you configure static routes for IP routing. 

Static Routes 

Defe.u~-> 192.168.12.77 
192.166.12.0/255.255.255.0 -) 10.1 0.0.2 

Save Needed~ 

Actions 

The Static Routes list shows manual IP routes that have been configured. The format is [destination 
network address/subnet mask -> outbound destination} , for example: 
192.168.12.0/255.255.255.0 -> 10.1 0.0.2. Ifyou have configured the default gateway, it appears first in 
the list as Default -> default router address. I f no static routes have been configured, the list shows 
--Empty--. 

Add I Modify I Delete 

Reminder: 

78-13273-01 

~~ 

To configure and add a new static route, click Add. The Manager opens the Configuration I Syste •.. 1 

IP Routing I Static Routes I Add screen. 

To modify a configured static route, select the route from the list and click Modify. The Manager opens 
the Configuration I System I IP Routing I Static Routes I Modify screen. lfyou select the default gateway, 
the Manager opens the Configuration I System I IP Routing I Default Gateways screen. 

To delete a configured static route, select the route from the list and click Delete. 

Note There is no confirmation and no undo. 

The Manager refreshes the screen and shows the remaining static routes in the list. You cannot delete the 
default gateways here; to do so, see the Configuration I System I IP Routing I Default Gateways screen. 

The Manager immediately includes your changes in the active configuration. To save the active 
configuration and make it the boot configuration, click the Save Needed icon at the top o f the Manager 
window. 
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Chapter 8 IP Routing 

System jiP Routing I Default Gateways 

This screen lets you configure the default gateway for IP routing, and configure the tunnel default 
gateway for tunneled traffic. You use this same screen both to initially configure and to change default 
gateways. You can also configure the default gateway on the Configuration I Quick I System Info screen. 

The IP routing subsystem routes data packets first using leamed routes, then static routes, then the 
default gateway. Ifyou do not specify a default gateway, the system drops packets it cannot otherwise 
route. 

For tunneled data, i f the system does not know a destination address, it tries to route the packet to the 
tunnel default gateway first. I f that route is not configured, it uses the regular default gateway. 

Figure 8-4 Confíguration I System I IP Routing I Derault Gateways Screen 

Confl uratlon I S em IIP Routin I Defauft Gatewa 

Configure the default gateways for your systern 

Default Gateway "'lo.-=-o.-=-0 ::-0 ---- Enter the IP address ofthe default gateway or router. Enter 0.0.0.0 
for no default router. 

Metrlcr------Enterthemetric, from 1 to 16. 

Tunnel Default j""o.-=-o . .,..O.O.,..-------,. Enter the IP address ofthe default gateway or router for tunnels. 
Gateway Enter 0.0.0.0 for no default router. 

Ovenide Default P' Check to allow leamed default gateways to override the configured 
Gateway default gateway. 

Default Gateway 

Metric 

Enter the IP address ofthe default gateway or router. Use dotted decimal notation, for example: 
192.168.12.77. This address must not be the same as the IP address configured on any VPN Concentrator 
interface. Ifyou do not use a default gateway, enter 0.0.0.0 (the default entry) . 

To delete a configured default gateway, enter o. o. o. o. 

The default gateway must be reachable from a VPN Concentrator interface, and it is usually on the public 
network. The Manager displays a waming screen i f you enter an IP address that is not on one o f its 
interface networks, and it displays a dialog box ifyou enter an IP address that is not on the public 
network. 

Enter the metric, or cost, for the route to the default gateway. Use a number from I to 16, where I is the 
lowest cost. The routing subsystem always tries to use the least costly route . For example, i f this route 
uses a low-speed line, you might assign a high metric so the system will use it only i f ali high-speed 
routes are unavailable. 
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Destination 

Router Address 

Interface 

Configuration I System IIP Routing I Static Routes \d--~r,~od~ . C. 

'0_:5 

Click a radio button to choose the outbound destination for these packets. You can choose only one 
destination: either a specific router/gateway, ora VPN Concentrator interface. 

Enter the IP address o f the specific router o r gateway to which to route these packets; that is, the IP 
address o f the next hop between the VPN Concentrator and the ui ti mate destination o f the packet. Use 
dotted decimal notation, for example: I 0.1 0.0.2. 

Click the Interface drop-down menu button and choose a configured VPN Concentrator interface c._ , e 
outbound destination. The menu lists ali interfaces that have been configured. 

For example, in a LAN-to-LAN configuration where remote-access clients are assigned IP addresses that 
are not on the private network, you could configure a static route with those addresses outbound to the 
Ethemet 1 (Private) interface. The clients could then access the peer VPN Concentrator and its networks. 

Add or Apply I Cancel 

Reminder: 

78-13273-01 

To add a new static route to the listo f configured routes, click Add. Or to apply your changes to ~ static 
route, click Apply. Both actions include your entries in the active configuration. The Manager retums to 
the Configuration I System I IP Routing I Static Routes screen. Any new route appears at the bottom of 
the Static Routes list. 

To save the active configuration and make it the boot configuration, click the Save Needed icon at the 
top o f the Manager window. 

To discard your entries, click Cancel. The Manager retums to the Configuration I System I IP R01 
Static Routes screen, and the Static Routes Iist is unchanged. 

VPN 3000 Series Concentrator Reference Volume 1: 
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Enabled 

Chapter 8 IP Routing 
ystem IIP Routing I OSPF 

This screen lets you configure system-wide parameters for the OSPF (Open Shortest Path First) routing 
protocol. You must also configure interface-specific OSPF parameters on the Configuration I Interfaces 
screens. 

OSPF is a protocol that the IP routing subsystem uses for messages to other OSPF routers within an 
internai or private network, to determine network connectivity, status, and optimum paths for sending 
data traffic. The VPN Concentrator supports OSPF version 2 (RFC 2328). 

The complete private network is called an OSPF Autonomous System (AS) , or domain. The subnets 
within the AS are called areas. You configure OSPF areas on the Configuration I System I IP Routing I 
OSPF Areas screens. 

Figure 8-5 Configuration I System I IP Houting I OSPF Screen 

Conflguratlon I System IIP Routln I OSPF 

Configure system-wide parameters for OSPF (Open Shortest Path First) IP routing protocol 

Enabled r Check to enable OSPF 

Router ID ,.,..,0.,..0.0.,...0,------ Enter the Router ID. 

Autonomous r Check to indicate that this is an Autonomous System boundary 
System router. 

To enable the VPN Concentrator OSPF router, check the Enabled check box. (By default it is 
unchecked.) You must also enter a Router ID . You must check this box for OSPF to work on any interface 
that uses it. 

To change a configured Router ID, you must disable OSPF here. 

To enable OSPF routing on an interface, you must also configure and enable OSPF on the appropriate 
Configuration I Interfaces screen. 
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Chapter 8 IP Routing 
Configuration I System IIP Routing I Def 

T unnel Default Gateway 

~ .. 

Enter the IP address ofthe default gateway for tunneled data. Use dotted decimal notation, for example: 
I 0.1 0.0.2. I f you do not use a tunnel default gateway, enter o. o. o. o (the default entry). 

To detete a configured tunnel default gateway, enter o. o. o. o. 

This gateway is often a firewall in parallel with the VPN Concentrator and between the public and private 
networks. The tunnel default gateway applies to ali tunneled traffic, including IPSec LAN-to-LAN 
traffic. 

Note Ifyou use an externai device instead ofthe VPN Concentrator for NAT (Network Address 
Translation), you must configure the tunnel default gateway. 

Override Default Gateway 

To allow default gateways leamed via RIP or OSPF to override the configured default gateway, check 
the Override Default Gateway check box (the default). To always use the configured default gateway, 
uncheck the box. 

Apply I Cancel 

Reminder. 

78-13273-01 

To apply the settings for default gateways, and to include your settings in the active configuration, click 
Apply. The Manager retums to the Configuration I System I IP Routing screen. Ifyou configure a Default 
Gateway, it also appears in the Static Routes list on the Configuration I System I IP Routing I 
Static Routes screen. 

To save the active configuration and make it the boot configuration, click the Save Needed icon at the 
top o f the Manager window. 

To discard your entries, click Cancel. The Manager retums to the Configuration I System I IP Ro g 
screen. 
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Chapter 8 IP Routing 

nfiguration I System IIP Routing I OSPF Areas 
This section o f the Manager lets you configure OSPF areas, which are the subnets within an OSPF 
Autonomous System or domain . You should configure entries for ali areas connected to this VPN 
Concentrator OSPF router. 

You can also identify an OSPF area on a VPN Concentrator network interface (see Configuration I 
Interfaces). Those area identifiers appear in the OSPF Area list on this screen. 

Figure 8-6 Configuration I System I IP Routing I OSPF Areas Screen 

Conflguratlon I System IIP Routlng I OSPF Areas 

1bis section lets you configure OSPF Areas. 

OSPF Area Actions 

o 0.0 o 
10.10.0.0 

Defete 

Save Nee ded(;l 

OSPF Area 

The OSPF Area list shows identifiers for ali areas that are connected to this VPN Concentrator OSPF 
router. The format is the same as a dotted decimal IP address, for example: I 0.10.0.0. The default entry 
is 0.0.0.0. This entry identifies a special area known as the backbone that contains ali area border routers, 
which are the routers connected to multiple areas. 

Add I Modify I Delete 

Reminder: 

~ .. 

To configure and add a new OSPF area, click Add. The Manager opens the Configuration I System I 
IP Routing I OSPF Areas I Add screen. 

To modify a configured OSPF area, select the area from the list and click Modify. The Manager opens 
the Configuration I System I IP Routing I OSPF Areas I Modify screen. 

To detete a configured OSPF area, select the area from the list and click Delete. 

Note There is no confirmation or undo. 

The Manager refreshes the screen and shows the remaining entries in the OSPF Area list. 

The Manager immediately includes your changes in the active configuration. To save..th.e.actJu·.vu:-e'---~ 

configuration and make it the boot configuration, click the Save Needed icon at t ~~ f1P i&-S/~g~N 
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Chapter 8 IP Routing 

Router ID 

~ .. 

Configuration I System IIP R 

The router ID uniquely identifies the VPN Concentrator OSPF router to other OSPF routers in its 
domain. While the format is that o f an IP address, it functions only as an identifier and not an address. 
By convention, however, this identifier is the same as the IP address o f the interface that is connected to 
the OSPF router network. 

Enter the router ID in the field . Use dotted decimal IP address format, fo r example: I 0.1 0.4.6. The 
default entry is 0.0.0.0 (no router configured). I f you enable the OSPF router, you must ente r an ID. 

Note Once you configure and apply a router ID, you must disable OSPF before you can change it. You 
cannot change the ID back to 0.0.0.0. 

Autonomous System 

An OSPF Autonomous System (AS), or domain, is a complete internai network. An AS boundary router 
exchanges routing information with routers belonging to other Autonomous Systems, and advertises 
externai AS routing information throughout its AS. 

Check the Autonomous System check box to indicate that the VPN Concentrator OSPF router is the 
boundary router for an Autonomous System. I f you check this box, the VPN Concentrator also 
redistributes RIP and static routes into the OSPF areas. By default, the box is unchecked. 

Apply I Cancel 

Reminder: 

78-13273-01 

To apply your OSPF settings, and to include your settings in the active configuration, click Apply. The 
Manager returns to the Configuration I System I IP Routing screen. 

To save the active configuration and make it the boot configuration, click the Save Needed icon < e 
top o f the Manager window. 

To discard your settings, click Cancel. The Manager returns to the Configuration I System I IP Routing 
screen. 

.L 



Chapter 8 IP Routing 
tem llP Routing I OSPF Areas I Add or Modify 

Click the Externai LSA Import drop-down menu button and choose whether to bring in LSAs from 
neighboring Autonomous Systems. LSAs descri h e the state o f the AS router's interfaces and routing 
paths. Importing those LSAs builds a more complete link-state data base, but it requires more processing. 
The choices are: 

• Externai = Yes, import LSAs from neighboring ASs (the default). 

• No Externai =No, do not import externai LSAs. 

Add or Apply I Cancel 

Reminder: 

[ 

y 

To add this OSPF area to the list o f configured areas, click Add. Or to apply your changes to this OSPF 
area, click Apply. Both actions include your entry in the active configuration. The Manager returns to 
the Configuration I System I IP Routing I OSPF Areas screen. Any new entry appears at the bottom of 
the OSPF Area list. 

To save the active configuration and make it the boot configuration, click the Save Needed icon at the 
top o f the Manager window. 

To discard your entries, click Cancel. The Manager returns to the Configuration I System I IP Routing I 
OSPF Areas screen, and the OSPF Area list is unchanged. 
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Chapter 8 IP Routing 

Configuration I System IIP Routing I OSPF Areas I Add or Modify 

Area ID 

These Manager screens let you : 

• Add: Configure and add an OSPF area. 

• Modify: Modify parameters for a configured OSPF area. 

Note Once you have configured an OSPF Area, you cannot modify its ID. To change an area ID, delete the 
existing area and add a new one. 

Figure 8-7 Confíguration I System I IP llouting I OSPF Areas I Add or M odiFy Screen 

Confl uratlon I S em IIP Routln OSPF Are as Add 

Configure and add an OSPF Are a. 

AreaiD 

Area Sununary r 
Externai LSA lmport r::l Ext:--er-n<>J--!j""• 

Add I Cancél I 

Enter the Area ID. 0.0.0.0 is used for the OSPF backbone. 

Check to generate summary LSAs. 

SpecifY whether to import externai AS LSAs. 

• Add: Enter the area ID in the field. Use IP address dotted decimal notation, for example: 10.1 0.0.0. 
The default entry is 0.0.0.0, the backbone. 

• Modify: Once you have configured an area ID, you cannot change it. See preceding note. 

The Area ID identifies the subnet area within the OSPF Autonomous System or domain. While its format 
is the same as an IP address, it functions only as an identifier and not an address . The 0.0.0.0 area TD 
identifies a special area-the backbone-that contains ali area border routers. J 

Area Summary 

78-13273-01 

Check the Area Summary check box to have the OSPF router generate and propagate summary LSAs 
(Link-State Advertisements) into OSPF stub areas. LSAs describe the state ofthe router 's interfaces and 
routing paths. Stub areas contain only final-destination hosts and do not pass traffic through to other 
areas. Sending LSAs to them is usually not necessary. By default this box is unchecked. 

VPN 3000 Series Concentrator Reference Volume 1: Configuration 



Chapter 8 IP Routing 
tem IIP Routing I DHCP 

Enter the UDP port number on which DHCP server response messages are accepted. The default is 67, 
which is the well-known port. To ensure proper communication with DHCP servers, we strongly 
recommend that you not change this default. 

Timeout Period 

Enter the initial time in seconds to wait for a response to a DHCP request before sending the request to 
the next configured DHCP server. The minimum time is 1 second. The default time is 2 seconds. The 
maximum time is 1 O seconds. This time doubles with each cycle through the list o f configured DHCP 
servers. 

Apply I Cancel 

Reminder: 

To apply the settings for DHCP parameters, and to include your settings in the active configuration, click 
Apply. The Manager returns to the Configuration I System I IP Routing screen. 

To save the active configuration and make it the boot configuration, click the Save Needed icon at the 
top o f the Manager window. 

To discard your entries, click Cancel. The Manager returns to the Configuration I System I IP Routing 
screen. 
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Chapter 8 IP Routing 
Configuration I System IIP 

Configuration I System IIP Routing I DHCP 

Enabled 

This screen lets you configure DHCP (Dynamic Host Configuration Protocol) parameters that apply to 
DHCP functions within the VPN Concentrator. You can use externai DHCP servers to assign IP 
addresses to clients as a VPN tunnel is established. 

lfyou check the Use DHCP check box on the Configuration I System I Address Management I 
Assignment screen, you must configure at least one DHCP server on the Configuration I System I 
Servers I DHCP screens. You configure global DHCP parameters here. 

Figure 8-8 Configuration I Systern I IP llouting I DHCP Screen 

Conflguratlon I S em IIP Routln I DHCP 

Configure system-wide DHCP (Dynarnic Host Configuration Protocol) parameters. 

Enabled P' Cbeck to enable DHCP. 

Lease Timeout 1""12""0---- minutos 

Listen Port /67 w .. r"commgnd lhalyou nol chang .. lhis d"jau/1. 

Timeout Period r-2 ----- seconds 

Check the Enabled check box to enable DHCP functions within the VPN Concentrator. The box is 
checked by default. To use DHCP address assignment, you must enable DHCP functions here. 

Lease Timeout 

78-13273-01 

Enter the timeout in minutes for addresses that are obtained from a DHCP server. The minimum tim ... _,at 
is 5 minutes. The default is 120 minutes. The maximum is 500000 minutes. DHCP servers "lease" IP 
addresses for this period o f time. Before the lease expires, the VPN Concentrator asks to renew it on 
behalf ofthe client. Iffor some reason the lease is not renewed, the connection terminates when the lease 
expires. The DHCP server's lease period takes precedence over this setting. 

VPN 3000 Series Concentrator Reference Volume 1: Configuration 
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tem jiP Routing I Redundancy 

Enable VRRP 

Group ID 

Figure 8-9 Configuration I System I IP Routing I Redundancy Screen 

Conflguration I System IIP Routlng I Redundan 

Configure the Vtrtual Router Redundancy Protocol (VRRP) for your system. Ali interfaces that you want to 
configure VRRP on should already be configured Ifyou !ater configure an additional interface. you need to 
revisit this screen. 

Enable VRRP r 
GroupiD 1 

Gronp Pa«word 

Role I Moster 'S 
Advertisement r

1
----­

Interval 

Gronp Shared 
Addresses 

1 (Private) 1.100.200.147.2 

2 (Pnblic) 1192.168.12.34 

Check to enable VRRP. 

Enter the Group ID for this sei of redundant routers. 

Enter the shared group password, or leave blank for no 
password. 

Select the Role for this system within the group. 

Enter the Advertisement inteiVal (seconds). 

Check the Enable VRRP check box to enable VRRP functions. The box is unchecked by default. 

Enter a number that uniquely identifies this group o f redundant VPN Concentrators. This number must 
be the same on ali systems in this group. Use a number from 1 (default) to 255. Since there is rarely more 
than one virtual group on a LAN, we suggest you accept the default. 

Group Password 

Role 

Enter a password for additional security in identifying this group ofredundant VPN Concentrators. The 
maximum password length is 8 characters. The Manager shows your entry in clear text, and VRRP 
advertisements contain this password in clear text. This password must be the same on ali systems in this 
group. Leave this field blank to use no password. 

Click the Role drop-down menu button and choose the role o f this VPN Concentrator in this redundant 
group. 

Master = This is the Master system in this group (the default choice). Be sure to configure only one 
Master system in a group with a given Group ID. 

Backup 1 through Backup 5 = This is a Backup system in this group. 
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Chapter 8 IP Routing 
Configuration I System IIP Rout 

Configuration I System IIP Routing I Redundancy 

78-13273-01 

~ .. 

This screen lets you configure parameters for Virtual Router Redundancy Protocol (VRRP), which 
manages automatic switchover from one VPN Concentrator to another in a redundant installation. 
Automatic switchover provides user access to the VPN even i fone VPN Concentrator is out o f service 
for some reason, for example a system crash, power failure, hardware failure, physical interface failure, 
system shutdown or reboot. 

These functions apply only to installations where two or more VPN Concentrators are in parallel, with 
the Public interfaces o f ali systems on a common LAN and with the Priva te and/or Externai interfaces 
o f ali systems on different common LANs. One VPN Concentrator is the Mas ter system, and the others 
are Backup systems. A Backup system acts as a virtual Master system when a switchover occurs. 

VRRP works only on LAN (Ethernet) interfaces, not on WAN interfaces. 

Note I f VRRP is configured on a VPN Concentrator, you cannot also enable load balancing. In a VRRP 
configuration, the backup device remains idle unless the active VPN Concentrator fails . Load 
balancing does not permit idle devices. 

This feature supports user access via IPSec LAN-to-LAN connections, IPSec client (single-user 
remote-access) connections, and PPTP client connections. 

• For IPSec LAN-to-LAN connections, switchover is fully automatic. Users do not need to do 
anything. 

For single-user IPSec and PPTP connections, users are disconnected from the failing system but they 
can reconnect without changing any connection parameters. 

Switchover typically occurs within 3 to I O lieconds. 

Note Before configuring or enabling VRRP on this screen, you must configure ali Ethemet interfaces that 
apply to your installation, on ali redundant VPN Concentrators. See the Configuration I Interfaces 
screens. 

~ .. 
Note You must also configure identica/ IPSec LAN-to-LAN parameters on the redundant VPN 

Concentrators. See the Configuration I System I Tunneling Protocols I IPSec LAN-to-LAN screens. 

VPN 3000 Series Concentrator Reference Volume 1: Configuration 
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Chapter 8 IP Routing 
Configuration I System IIP Routing I 

Advertisement lnterval 

Enter the time interval in seconds between VRRP advertisements to other systems in this group. Only 
the Master system sends advertisements; this field is ignored on Backup systems while they remain 
Backup. The minimum interval is I second. The default interval is I second. The maximum is 255 
seconds. Since a Backup system can become a Master system, we suggest you accept the default for ali 
systems. 

Group Shared Addresses 

1 (Private) 

2 (Public) 

3 (Externai) 

Enter the IP addresses that are treated as configured router addresses by ali virtual routers in this group. 
The Manager displays fields only for the Ethernet interfaces that have been configured. · 

On the Master system, these entries are the IP addresses configured on its Ethernet interfaces, anú 
Manager supplies them by default. 

On a Backup system, the fields are empty by default, and you must enter the same IP addresses as those 
on the Master system. 

The IP address for the Ethernet I (Private) interface shared by the virtual routers in this group: 

The IP address for the Ethernet 2 (Public) interface shared by the virtual routers in this group. 

The IP address for the Ethernet 3 (Externai) interface shared by the virtual routers in this group. J 
Apply I Cancel 

Reminder: 

78-13273-01 

To apply the settings for VRRP, and to include your settings in the active configuration, click Apply. The 
Manager returns to the Configuration I System I IP Routing screen. 

To save the active configuration and make it the boot configuration, click the Save Needed icon at the 
top o f the Manager window. 

To discard your entries, click Cancel. The Manager returns to the Configuration I System I IP Routing 
screen. 

VPN 3000 Series Concentrator Reference Volume 1: Configuration 
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HP Remote Insight Lights-Out Edition II 

Virtual Graphical Remote Console 

Remote lnsight Lights-Out Edition li delivers an embedded, hardware-based graphical remote console capability that provides virtual presence to servers in 
data center and remote sites, giving full control of remote server display, keyboard, and mouse. lt seamlessly supports text and graphics modes, displaying 
ali phases of remote server activities (shutting down, starting up, loading OS operation) and is OS independent (Microsoft® Windows®, Ne!Ware, Red Hat 
& SuSE Linux). lt works with a standard browser; no additional software is required on lhe remote server or client. The Remote lnsight Lights-Out Edition 11 
is based on a 200-MHz processar that now provides significantly faster performance in lhe Graphical Remote Console. The Remote lnsight Lights-Out 
Edition 11 provides secure remote access to lhe host server by providing 128-bit encryption of the remote console data stream. 

Virtual Power Button 

Using lhe browser interface, Remote lnsight Lights-Out Edition 11 can be used to remotely operate lhe power button of a host server. For example, if lhe 
host server is off, you can turn it on from Remote lnsight Lights-Out Edition 11. You can also power off and on lhe server in one step. A force server 
power off option is available for lhe Virtual Power Button in lhe event a momentary press is insufficient to power off a server with a failed operating 
system. 

Virtual Media 

The Virtual Floppy Drive allows an administrator to easily direct the remote host server to boot using an image of a floppy disk available anywhere on the 
network. The new USB-based Virtual Media feature extends the advantages by allowing an IT administrator to boot lhe remote server using a standard 
1.44-MB diskette on lhe client machine, a CD on lhe client machine, or an image of lhe floppy from anywhere on lhe client's network. After lhe remote 
server has booted a USB-capable operating system (e.g., Windows 2000, Windows 2003 Server, or Red Hat Linux 7.2), lhe virtual floppy or CD is 
available as if it were a local USB device. The Virtual Media features save time and increase efficiency by eliminating lhe need to visit lhe remote server 
just to insert and use a diskette or CD. This feature allows administrators to carry out any of lhe following functions remotely: 

• Run HP User Diagnostics on remote host servers 
• Apply ROMPaq upgrades to remate servers 
• Deploy an operating system on remote servers from a Virtual CD network drives 
• Perform disaster recovery of failed operating systems 
• lnstall applications on lhe remote server from a Virtual CD 

(NOTE: Booting a remote server from USB-based Virtual Floppy and CD requires server hardware and ROM support of these USB media devices. 
Recent-shipping Proliant servers include hardware support of USB media devices and need only a ROM update to support booting from a USB 
device. This support will be available via future ROM upgrades for USB-enabled servers and will be a standard feature o f newer servers.) 

Dedicated LAN Network Connectivity 

The Remote lnsight Lights-Out Edition li provides IT Administrators with a dedicated 10/100 Mbit network connection to lhe managed server. The board 
provides SNMP notification in case of server problems to the Central Site management station on a real-time basis, without needing to maintain separate 
telephone connections or modem sharing devices. lf dial-up access is desired, lhe board can be used in combination with an externai RAS or modem 
router gateway. 

Browser Accessible 

Remote lnsight Lights-Out Edition li is accessible via Microsoft Internet Explorer 5.5(SP2) or later, Netscape Navigator 6. 2 or later, and Mozilla 1.0 or 
later. This allows easy access from anywhere, any1ime to Remote lnsight features to perform remote management tasks using a familiar user interface. 
The board has its own Web Server that is independent of lhe server operating system, and provides HTML pages to any browser to use lhe Remote 
lnsight features. 

Pocket PC Access 

The Remote lnsight Lights-Out Edition li provides support for wireless and dial-up access from lhe iPAQ Pocket PC handheld devices. The Remote 
lnsight Lights-Out Edition li provides a special user interface when connecting from lhe iPAQ Pocket PC. 

Auto-Configuration of IP Address via DNS/DHCP 

Remote lnsight lights-Out Edition li allows automatic network configuration and can be pu! to use straight out of lhe box. The board comes with a default 
name and DHCP client that leases an IP address when a DNS/DHCP server is on the network. Static IP and port configuration are also supported. 

Directory lntegration for User Management 

The Remote lnsight Lights-Out Edition 11 integrates with enterprise-class directory services to provide secure, scalable, and cost effective user 
management. Directory services, such as Microsoft Aclive Directory and Novell eDirectory, can be used to authorize directory users with assigned user 
roles to Remote lnsight Lights-Out Edition li cards. An easy and reliable installation program is available to install a management console snap-in and 
extend customer's existing directory schema to enable directory support for the HP lights-out management products. A directory migration tool is available 
to automate the integration of existing HP lights-out management devices to directory services. The Remote lnsight Lights-Out Edition li also supports up 
to 25 local user accounts with customizable access rights, each with individuallogin and password. 
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QuickSpecs HP Remote Insight Lights-Out 

Overview 

MODELS 

Remote lnsight Lights-Out Edition 11 

227251-001 

The new Remate lnsight Lights-Out Edition li offers enhanced graphical remate console performance and advanced virtual administration for ultimate 
contrai of Proliant servers. 

What's New (Firmware 1.10 or Later) 

Directory Services lntegration 
Linux Client Browser Support 

i n v e n t 
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HP Remote Insight Lights-Out Edition II 

Auxiliary Power 

On Proliant servers with lhe Remete lnsight 16-pin or 30-pin connector, lhe Remote lnsight Lights-Out Edition 11 can obtain its power from lhe auxiliary 
power plane of lhe server by using lhe internai 16 or 30 pin cable. lf lhe server provides Redundant Power Supplies (RPS) then Rernote lnsight Lights-Out 
Edition 11 will use redundant power and will continue operation in lhe event of a power supply failure. The externai power adapter is not required when 
using lhe internal16-pin or 30-pin cable. 

R e mote lnsight Lights-Out Edition 11 Kit Contents (PN 227251-001) 

Remate lnsight Lights-Out Edition 11 
Externai Power Adapter 
Power Cord(s) 
Keyboard-Mouse Adapter Cable 
HP Management CD 
SmartStart and Support Software CD 
Documentation CD 
Virtual Power Button Cables (16 pin, 30 pin, 4 pin) 

(NOTE: When using lhe 16-pin or 30-pin cable, lhe Keyboard-Mouse Adapter Cable and Externai Power Adapter are not required. The 16-pin & 30-pin 
cables provide keyboard-mouse signal pass through to Rernote lnsight Lights-Out Edition 11 remate console. These cables also provide auxiliary 
power to lhe Remote lnsight Lights-Out Edition 11, eliminating lhe need for using lhe externai power adapter. Some exceptions apply. Refer to lhe 
slot and cable matrix available at http://www.hp.com/servers/lights-out for Remote lnsight Lights-Out Edition 11 cable requirements on Proliant 
servers.) 
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QuickSpecs HP Remate Insight Lights-Out E 

Product Highlights 

Security 

Using industry standard Secure Sockets Layer (SSL), ali HTTP data is encrypted across lhe network, ensuring lhe highest levei of protection. 
Configurable access rights for users and encrypted passwords provi de protection from unauthorized access. Numerous additional security features 
include 128-bit encryption of remate console session, event generation for failed login attempts, enforced delay after unsuccessful login attempts, 
configurable IP por! assignments, optional inbound IP address verificationllockout for each user, and optionallockout for lhe remate console telnet port. 

Externai Power Backup 

An externai power adapter provides continuous power backup to lhe board allowing continuous access to lhe server, even when there is a server power 
failure or lhe server has been turned-off. 

Reset and Failure Sequence Replay 

Remate lnsight Lights-Out Edition 11 captures and replays server video text to assist in locating startup problems and causes of failure. 

lnsight Manager and Web-Enabled Agent lntegration 

Remate lnsight Lights-Out Edition 11 fully integrates with lnsight Manager 7 under key operating environments providing full SNMP rnanagement. lt also 
provides seamless access to lhe host server's web-€nabled agents. lnsight Manager also allows detailed diagnostics of lhe card, ensuring that lhe card is 
always online. 

Easy to setup and use 

An onboard ROM-based configuration utility allows fast and easy setup without additional software. The Remate lnsight Lights-Out Edition 11 can also be 
setup via lhe browser interface over lhe network. lntegration with SmartStart Scripting Toolkit allows configuration of lhe card as part of lhe initial server 
deployment. For large deployments of Remate lnsight Lights-Out Edition 11 cards, lhe HP Lights-Out Configuration Utility can be used to configure in a 
group fashion, saving time and resources. 

Group Administration & Action 

Group administration simplifies an IT administrator's task of configuring and managing largely deployed Remate lnsight Lights-Out Edition 11 cards. Using 
lhe HP Lights-Out Configuration Utility, an administrator can easily configure network and global settings for a group of cards, rather than one ai a time. 
This can be performed in a batch process or by using lnsight Manager 7's powerful device query mechanism. Remate lnsight Lights-Out Edition 11 also 
.allows group actions on one or many servers including power on/off, power cycle, ROM upgrades, and even remate deployment of servers. 

Alert Administration 

lt provides support for SNMP trap delivery to a lnsight Manager 7 or any other management console. Traps forwarded by the board can be configured in 
lnsight Manager for delivery to an administralor's pager or e-mail. 

lntegrated Management Log 

lt maintains a copy of lhe host server lntegrated Management Log, lha! can be accessed using a standard browser even when lhe server is not 
operational. 

Remate lnsight Event Log 

lt includes a detailed event log independent of operating system, which records user actions like server power on/off, reset, changes in user configuration, 
clear eventlog, successful and unsuccessfullogin attempts, enabling auditing of user actions by lhe supervisor. 

Survey 

Using a supported browser you can view lhe HP survey configuration file, which provides lhe lates! host server configuration information to assist in lhe 
diagnostic process. Survey is supported on Windows NT®, Windows 2000, Windows Serve r 2003, and Ne!Ware. 

Microsoft EMS Console 

The Microsoft Emergency Management Service console provides a text-based screen to access lhe host server. The Emergency Management Service 
console option will be available on HP Proliant servers using Windows Server 2003. 

Headless Server Deployment 

Enables deployment of headless servers in a data center, eliminating the need to have a monitor, keyboard, mouse, and switch box in every rack. 
Provides superior cable management with by reducing lhe required cables from five to three per server. 
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Architecture 

Processar 

Upgradability 

Vídeo Support 

Interfaces 

Externai Power Adapter 

Memory 

Remote lnsight Server Operating 
System Support 

Remote lnsight Client Operating 
System Support 

Directory Services Support . 

Remote lnsight Client Browser 
Support 

COMPATIBILITY 

Servers 

HP Remote Insight Lights-Out Edition II 

32-bit PCI-based remate management board (32-bit slot on primary bus) 

PowerPC 405 GP 200 MHz embedded processar 

Option firmware upgradable via flash ROM. 

Onboard VGA, 640 x 480 (256 to 16.7 M colors), 800 x 600 (256 to 16.7 M colors), 1024 x 768 (256 to 65 K 
colors), 1280 x 1024 (256 colors) 

Externai power connector 

One keyboard/mouse inpuUoutput 

One video output 

One Ethernet network connection (10/100 Mb/s) 

9VDC, 1 A 

4-MB flash ROM 

32-MB RAM 

8-MB video RAM 

Microsoft Windows NT 4.0 Server, Terminal Server 

Microsoft Windows 2000, Advanced Server, Data Center, Terminal Server 

Microsoft Windows Server 2003, Standard Edition and Enterprise Edition 

Novel! Ne!Ware 5.1, 6.0 

Red Hat Advanced Server 2.1, Red Hat Linux 7.3, 8.0 

SuSE Linux Enterprise Server V7, VB 

Windows 2000 Professional, Windows XP Pro, Windows 2003, 

Red Hat Advanced Server 2.1, Red Hat Linux V7.3, VB.O 

SuSE Linux Enterprise Server V7, VB 

Active Directory V1 .0 (Windows 2000, 2003) 

Novel! eDirectory V8.6.2, V8.7 (Novel! Ne!Ware 5.X, 6.X, Red Hat 7.1, Windows 2000, Windows 2003) 

Internet Explorer 5.5 SP1, 6.0 

Netscape Navigator 6.2 (on supported Windows and Linux client systems) 

Mozilla 1.0 (for supported Linux client systems) 

For an updated list of supported servers, visit http://h18013.www1 .hp.com/products/servers/managemenUriloe2/supported-servers.html 
NOTE: The Remate lnsight Lights-Out Edition li USB Virtual Media feature is not supported on the 2.40 and 2.80 GHz versions of lhe Proliant DL380 G3 and 

Proliant ML370 G3 servers. The Remate lnsight Lights-Out Edition li cannot be used to connect lhe local client floppy and CD devices as USB virtual 
devices to the remate server. Ali other Remate lnsight Lights-Out Edition li features are supported on these servers. The non-USB based Remate 
lnsight Lights-Out Edition li Virtual Floppy feature is still supported, allowing you to perform functions such as remate ROM upgrades and serve r 
deployment. The Virtual Floppy feature requires loading the floppy image in to the Remate lnsig ht Lights-Out Edition 11 . For more details, please reter 
to the user guide of lhe Remate lnsight Lights-Out Edition 11. 

© Copyright 2003 Hewlett-Packard Development Company, L.P. 
The information contained herein is subject to change without notice. 

Microsoft and Windows NT are US registered trademarks of Microsoft Corporation. 

The only warranties for HP products and services are set forth in lhe express warranty statements accompanying such products and services. Nothing herein 
should be construed as constituting an additional warranty. HP shall not be liable for technical or editorial errors o r omissions contained herein. 
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QuickSpecs HP Remate Insight Lights-Ou 

Related Options 

Related Options Virtual Power Button Cable, Remate lnsight Board, for HP NetServers 306121-821 
NOTE: Not required for Proliant servers. 

NOTE: Supported on lhe following HP Netservers LC 2000, LH3000/3000r, Tower Server tc3100, Tower server 
tc41 00. Please see lhe following Web site for lhe HP ROM Configuration Utility for Netservers: 
http://www.hp.com/servers/lights-out 

Virtual Power Button Cable Kit Contents (PN 306121-821) 

Power Cord Option Kit 

Supported Server 

tc4100 
tc3100 

lc2000 

lh3000 

These cables are designed for connecting RILOE cards to high voltage PDUs. Each cable can connect up to two RILOE cards. 
Remate lnsight Board High Voltage Power Cord 

Remate lnsight Board High Voltage Power Cord Multi 

Warranty 

Part Number 

303291-001 

303292-001 

303293-001 

303294-001 

201493-001 
(single cable) 

201493-002 
(pack of 20) 

One-year, limited warranty- Certain restrictions and exclusions apply. Consult lhe HP Customer Support Center at 1-800-652-6672 for details. 

DA-11377 North America- Version 5- June 1 O, 2003 
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QuickSpecs 

A V AILABLE PACKS AND PURCHASE INFORMATION 

Models 

ProLiant™ Essentials lntegrated Lights-Out Advanced Pack (Featuring: sophisticated virtual administration features for ultimate contrai of servers in 
lhe data centers and remate siles) 
263825-821 (Software Option Kit- 1 Server) 
302280-821 (Fiexible Quantity License Kit) 
302281-821 (License-Only- for use with a Master License Agreement) 

Licensing and Packaging 

One license is required for every serve r on which lhe product is installed and used. Licenses are non-transferable. Full details are contained in the End 
Use r License Ag reement. 

Software Option Kit - 1 Server 

Contains one license with a unique license activation key and product documentation. For use with a single server. 

Flexible Quantity License Kit 

The quantity ordered of this pari number will be lhe quantity of licenses included in lhe kit along with a corresponding activation key. Use lhe same key to 
activate alllicenses up to lhe actual quantity ordered. For a given arder, one kit will be delivered with lhe licenses, activation key, and a single sei of 
product documentation. 

License-Only 

For use with signed and implemented Master License Agreements only. Purchase of this pari number entitles you to deploy another license of lhe 
product under lhe terms of your Master License Agreement. Note: nothing is delivered in conjunction with lhe purchase of this pari number. Visit 
http://www.compaq.com/proliantessentials for more information on Master License Agreements. 

To arder the ProUant Essentia/s lntegrated Ughts-Out Advanced Pack contact your Compaq Account Manager or Compaq Authorized Reseller, or go 
• online at http:llwww.compaq.comlmanaqelremote-liqhtsout.html 

For more information regarding ProUant Essentials Software and the ProLiant Essentials /ntegrated Lights-Out Advanced Pack visit 
http:llwww.compaq.comlmanaqelremote-/iqhtsout.html 

For additional information on other Compaq lntelligent Manageability products and services, visit http://www.compaa.com/manaqe 

ÜVERVIEW 

The Proliant Essentials lntegrated Lights-Out Advanced Pack provides Compaq Proliant Customers with an easy upgrade to full Lights-Out functionality 
on their lntegrated Lights-Out Standard enabled Proliant servers. The lntegrated Lights-Out Advanced Pack features Virtual Graphical Console and 
Virtual Floppy Drive lha! offer IT managers with !rue virtual presence and contrai to their distributed remate sites and data centers. Using lhe lntegrated 
Lights-Out Advanced, IT managers can perform ali lhe ' in-front-of-the-server" functions such as deployment, diagnostics, ROM upgrades, configuration, 
and maintenance without physically visiting lhe server. Ali this functionality is accessible through a standard browser without requiring special software or 
use of valuable PCI slot. The lntegrated Lights-Out Advanced improves lhe efficiency of lhe IT managers who have too many servers to manage, are 
short-staffed and working with limited budgets. lntegrated Lights-Out Advanced results in significant cosi savings from reduction of travei costs or 
requirement of dedicated IT staff for managing servers at distributed sites. lntegrated Lights-Out offers added advantage in lhe dense data centers where 
space floor is at a premi um. lntegrated Lights-Out Advanced enables deployment of servers in a 'headless' fashion in data center racks by eliminating lhe 
need for monitor, switch box, keyboard, mouse, and extra cabling associated with !hem. The Proliant 8L p-class blade systems ship from lhe factory with 
lhe lntegrated Lights-Out Advanced features enabled, allowing lhe administrators to have full use of lhe robust Graphical Remate Console and Virtual 
Media capabilities. 

COMPAQ 
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·ckSpecs ProLiant Essentials lntegrated 
Lights-Out Advanced Pack 

PROLIANT ESSENTIALS INTEGRA TED LIGHTS-OUT ADV ANCED P ACK BENEFITS 
• Benefit 1 - lntegrated Lights-Out Advanced can be easily activated online with a license key requiring no additional software installation or firmware 

upgrade. Using the Compaq Lights-Out Configuration Utility, the license key activation can be scripted for a group of lntegrated Lights-Out 
processors. 

• Benefit 2- The ability to view lhe serve r console seamlessly and controlling lhe virtual media devices remotely, frees up the IT staff to organize its 
personnel more effectively, reduce costs of onsite staff or traveling administrators, and resolve problems more quickly. 

• Benefit 3- lntegrated Lights-Out Advanced supports increased server density in data centers by displacing the need to have monitor, switch box, 
keyboard, mouse, and associated cables in every rack, resulting in additional cosi savings. 

PRODUCT FEATURES 

Virtual Graphical Console 

lntegrated Lights-Out Advanced provides embedded hardware Graphical Remete Console capabilities that can turn a supported browser into a virtual 
desktop, giving lhe user full control over the display, keyboard, and mouse of lhe host server. lhe operating system-independent console supports 
graphic modes that display remate host server activities, such as shutdown and startup operations. lt works with a standard browser and no additional 
software is required on lhe remate serve ror client system. 

Virtual Floppy Drive 

With the Virtual Floppy Drive, an administrator can easily direct a remate host server to boot and use standard media from anywhere on the network, thus J 
saving time and increasing efficiency by eliminating lhe need to visita remate server to insert and use a diskette. Administrators can apply ROMPaq™ 
upgrades to remate servers, deploy an operating system on remo te servers from network drives o r by using lhe SmartStart™ Scripting T oolkit, o r perform 
disaster recovery of failed operating systems. For operating systems lha! support Universal Serial Bus (USB) ftoppy drive devices, lhe lntegrated Lights-
Out Virtual Floppy is available 'end-to-end", from Boot Time, through OS loading and while lhe OS is operational. 

COMPLEMENT ARY PRODUCTS ' 

Proliant Essentials Foundation Pack' (shipped with every Compaq Proliant Server) 

Proliant Essentials Workload Management Pack 

.. Compaq Remate lnsight Board Lights-Out Edition 

Compaq lnsight Manager™ 7 

Proliant Essentials Rapid Deployment Pack 

Compaq SmartStart Scripting T oolkit 

• May be named lhe Server Setup & Management Pack in some servers 
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QuickSpecs 

SPECIFICATIONS 
Upgradability 

Client Browser Support 

Supported Operating Systems 

Client System Support 

Supported Servers 

Driver Support 

Other Product lnformation 

Warranty 

Option firmware upgradable via flash ROM 

Microsoft® Internet Explore r 5.5 ar !ater 

Microsoft Windows® NT® 4.0 Server and Enterprise Edition 
Windows 2000 Serve r and Advanced Server 
Windows .NET Serve r and Advanced Server 

ProLiant Essentials In 
Lights-Out Advanc 

Red Hat® 7.2 Professional, Red Hat 7.3 Professional, Red Hat 7.2 Advanced Server 
SuSE® Linux® Enterprise Server 7 
Novell® NetWare® 5.x, 6.x 
Microsoft Windows 98 
Windows 2000 and 2000 Professional 
Windows 2000 XP Professional Edition 

Please see lhe following URL for lhe lates! list of supported servers: 
http://www.cornpaq.com/manage/supoorted-servers.html 
Compaq Health Driver (Compaq iLO Advanced Server Management Controller Driver) 
Compaq i LO Management Interface Driver 
For more information on lntegrated Lights-Out, please visit http://www.compaq.com/manage/remote-lightsout.html 

• Compaq will replace defective delivery media replacement for a period of one year (12 months) following lhe 
date of purchase 

• Startup technical software support- Available for no additional charge by calling Compaq Support up to 90 
days from lhe date of purchase. This includes phone support to assist customers with installation, set-up 
and product usage questions and/or problems. Worldwide numbers for Compaq Support are available at: 
http://www.compag.com/supoort/contact compag/index.html. . 

© 2002 Compaq lnformation Technologies Group, LP. 
Compaq, lhe Compaq logo, lnsight Manager, Proliant, ROMPaq, and SmartStart are trademarks of Compaq lnformation Technologies Group, L.P. in lhe U.S. 
and/or other countries. Microsoft and Windows NT are registered trademarks or trademarks of Microsoft Corporation in lhe U.S. and/or other countries. Red 
Hat is a registered trademark ar trademark of Red Hat, Inc. in lhe US and other countries. Linux is a registered trademark or trademark of Linus Torvalds in 
lhe U.S. and/or olher countries. SuSE and its logo are registered trademarks or trademarks of SuSE AG in lhe U.S. and/or other countries. NetWare and 
Novell are registered trademarks or trademarks of Novelllnc., in lhe U.S. and/or other countries. Ali other product names mentioned herein may be 
trademarks of their respective companies. 

Compaq shall not be liable for technical or editorial errors ar omissions contained herein. The information is provided 'as is' without warranty of any kind and 
is subject to change without notice. The warranties for Compaq products are set forth in lhe express limited warranty statements accompanying such 
products. Nothing herein should be construed as constituting an additional warranty. 
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capacity 

connectivity 

security 

manageability 

for more information 
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Superdome provides a computing utility infrastructure unmatched by any competitor. 
Superdome's superior system and processar architecture provides scalability that outstrips 
the competition . 

Superdome offers massive amounts of 1/0 connectivity. And it has high-speed connectivity, 
too. 

Thanks to HP Virtualvault and other leading security products, Superdome can offer 
unparalleled leveis of security. Virtualvault today has been entrusted to protect some 
$7 trillion in assets, testimony to its industry·wide acceptance. 

HP's suíte of management products ate ali ready to make Superdome management 
easier. And with its dynamic new capabilities as pari of the HP Partitioning Continuum, 
Superdome provides the best combination of system flexibility and convenient 
management. 

looking for more information about HP~s Superdome? 
• For more information about performance and scalability, please refer to the Superdome 

Performance White Paper. 
• For more information about high availability, please refer to the Superdome High 

Availability White Paper. 
• For more information on Superdome services, go to: www.hp.com/go/superdome 
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rmow~corion of lhe nearest soles office cal!: 
Unlted States of Amerlca: + 1 800 637 77 40 
Canada: 
Hewlett-Packard ltd. 
5150 Spectrum Way 
Mississauga, Ontario L4W 5G 1 
+ 1 905 206 4725 
Japan: 
HewleH-Packard Japan, Ltd. 
Japan Country H.Q. 
3-29-21, Takaido-Higashi, Suginami-ku, 
Tokyo, 160-8585 Japan 
+81 3 3331 6111 
Latln Amerlca: 
HewleH-Packard 
Latin American Region Headquarters 
Waterford Building, 9th Floor 
5200 Blue Lagoon Drive 
Miami, Florida 33126 USA 
+ 1 305 267 4220 
F · to counlry phone numbers 
Australla/New Zealand: 
Hewlett-Packard Australia ltd. 
31-41 Joseph Street 
Blackburn, Viciaria 31 30 
Australia (A.C.N. 004 394 763) 
+61 3 9272 2895 
Asla Paclflc: 
HewleH-Packard Asia Pacific Ltd. 
17-21/F, Shell Tower 
Times Square 
1 Matheson Street 
Causeway Bay 
Hong Kong 
+8522 599 7777 
Europe/ Africa/Middle East: 
HewleH-Packard S.A. 
150, Route du Nant-d' Avril 
CH-1217 Meyrin 2 
Geneva, Switzerland 
+41 22 780 81 11 
r oean Multicountry: +4 1 22 780 81 11 
tv .. .Jdle East and Africa: +41 22 780 71 11 
European Headquarters: +41 22 780 81 81 

Refer to country phone numbers 

n v e n I 

. I 

For direcl counlry conlacl call: 

Argentina: +541 787 7145 

Austria: +43 1 25 000 O 

Belgium and Luxembourg: +32 2 778 31 11 

Bra:z:il: +5511 7296 8000 

Chile: +562 203 3233 

Colombia: +571 629 5030 

Denmark: +45 45 99 1 O 00 

East Central Europe, CIS, and Yugoslavia: 
+43 1 25 000 o 
Finland: +358 9 887 21 

France: +33 1 69 82 60 60 

Germany: +49 7031 140 

Greece: +30 1 689 644 

Hungary: +36 1 252 7300 

lceland: High Performance Systems hf. 
+354 1 67 10 00 

lreland: +353 1 615 8200 

Israel: Computation and Measurement Systems 
(CMS) Ltd. +972 3 5380 333 

ltaly: +39 2 92122770 

Mexico: +525 326 4600 

Netherlands: +31 20 547 6911 

Norway: +47 22 7356 00 

Poland: +48 22 608 77 00 

Portugal: +351 1 301 7343 

Russia and the CIS, excl. Ukraine: 
+7 095 923 5001 

Slovenla: +38 61 55 84 72 

Spaln: +34 1 631 1600 

Sweden: +46 8 444 2000 

Swlt:z:erland: +411 735 7111 

South Afrlca: Hewlett-Packard South Africa 
(Pty) Ltd .+27 11 806 1000 

Turkey: +90 212 224 5925 

Unlted Klngdom: +44 1344 369231 
Venezuela: +582 239 4133 

Full informotion on HP products is ovoiloble ot www.hp.com 

Intel ond ltonium ore trodemorks or registered trodemorks of Intel Corporotion in 
the U.S. ond other countries ond ore used under license. Java is o U.S. trodemork 
of Sun Microsystems, Inc. UNIX is o registered trodemork of The Open Group. 
Windows ond Windows NT ore U.S. registered trodemorks of Microsoft 
Corporotion. 

The informotion contoined in this document is subject to chonge without notice. 

© Copyright HewleH·Pockord Compony 200 1 . 
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HP-UX 11 i offers : 
• Excellent compatibility with Windows and Linux. 
• Comprehensive Internet-criticai functionality. 
• Ultimate performance and scalability, including 64-way SMP support for Superdome. 
• lndustry-leading investment protection through binary compatibility. 
• Superdome management features, including partition management. 
• Support for nPartitions and virtual parlitions. 
• Excellenl high availability features such as online addition and replacement for 1/0 and 

networking cards, dynamic patching, dynamically tunable kernel parameters, and up to 
70 percent faster rebooting. 

• Middleware and application software forward compatibility from HP-UX 11 .0. 

HP-UX 11 i delivers an end-to-end scalable, manageable, and secure infrastructure for 
developing, deploying, and brokering mission-critical e-services. lt has features targeted 
at Internet applications, and it contains funclionality for managing Superdome servers. 

With HP-UX 11 i, ordering and configuration have been vastly simplified. HP-UX 11 i is 
available in three operating environments, as shown in figure 9. Each consists of basic 
HP-UX plus a collection of layered software products addressing your specific needs for 
availability, manageability, and security. These environments are simple to install and 
maintain, and they are a great value lo purchase. 

hp-ux 11 i operating environments 

hp-ux lli mission-critital ·QE 

._. .. ~~ .,.......) 

figure 9: hp-ux 11 i operating environments 

- host intn~sion 
detoction 

- ,mc/serviceguard 
NFS toolkit 

serviclemnlrol 
ralssion-âilical: 
- mc/servlceguard 
- hp-ux workload 

manager 
- ECM toolkit 

........ ' 

Qí: D 
(_) \ J r../ 



hp-ux 11 i enferprise 

hp-ux 7 7 i 
mission-crifical 

tht. rest of the 
superdome story 

the always-on 
infrastruclure and 
superdome 

peripherals and 
sur"rdome 

mass storage and 
superdome 

conclusion 

availability 

29 

" y 

The entry-level operating environment offered with every server addresses key needs from 
a Web and small applicalion perspective. And new Superdome-specific functionality, such 
as Partition Manager, is tightly integrated with the base HP-UX. The core functionality of 
the new virtual parlition capability is also included. 

The HP-UX 11 i Enterprise OE is targeted at larger application servers typically served 
by mid-range systems such as the HP Server rp7 41 O. Customers in this environment usually 

need 
to oplimize resources and do proactive capacity planning with higher uptime; so the 
Enterprise OE includes tools such as Process Resource Manager, Glanceplus Pak, and 
Mirrordisk/UX. 

The mission-critical OE is highly recommended for most Superdome systems because it 

specifically addresses the needs of large application and database server environments. 
This operaling environmenl includes host intrusion detection to prateei the system from 
outside aHackers, MC/Serviceguard for the highest degree of HA, and HP-UX Workload 
Manager for automatic resource allocalion based on sei service leveis. Goal-based 
resource allocation is a must in today's Internet world, and HP is today the on/y UNIX 
vender offering such sophislicated resource allocalion capability. 

This white paper has barely touched the surface of Superdome's capabili ties. Here are 
some other areas o{ interest. 

Because no Superdome stands in isolation, you can expect even more from HP. 
Superdome can be pari of your always-on infrastructure, meeting the needs of your 
totaiiT environment throughoul the life of the solution. 

Superdome is delivered with a Foundation Configuration of services that ensure you get 

the right configuration for your solution the first time, and in record time. The services 
begin with up-front assessments of business/IT alignment, IT technical skills, and 
environment and mission-critical readiness . You'll also get a detailed architecture design 
based on your solution; factory pre-integration for software, peripherals, and middleware; 
and an HP solution manager assigned to ensure your satisfaction. You'll also be able to 
add mission-critical support services to meet the demanding requirements for stability and 
availability so characteristic of the Internet powerhouse. 

Superdome peripherals are supported through industry-standard PCI. The PCI FWD SCSI 
host adapter provides a fast and wide (FWD) SCSI interconnect currently available at 
40MB/s. This adapter provides an ideal interface to high-performance d isk array 
subsystems and high-performance tape drives. 

Superdome supports a wide range of mass storage options, including several varieties of 
SCSI-aHached RAID, Fibre Channel-aHached RAID, SCSI-aHached tape drives and tape 

libraries, and Fibre Channel-to-SCSI multiplexer connections. 

In this era of 24 x'7 applications and mission-criticallnternet operations, businesses need 
a bulletproof infrastructure. That infrastructure is powered by HP's industry-leading, high­
performing, enterprise servers and the robust HP-UX 11 i operating environment. And 
Superdome represents another giant step forward for the HP server line. 

With its industry-leading multi-system availability, single-system reliability, and superior 
nPartition resilience, Superdome is designed to meet the needs of large enterprises, service 
providers, and established online economy companies. 
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Superdome nPartitions can provide multiple independent environments for these 
applications. For instance, with nPartitions a portion of the compute and 1/0 resources 
can be configured to run an old copy of the operating system, while the rest of the 
machine is updated to run the newer software. Or you can use nPartitions to sei up 
a test environment where new software and operating systems can be installed while 
leaving production applications to continue operation without impact. 

Future releases will provide the ability to run different operating systems such as HP-UX, 
Linux, and Windows on the some Superdome platform. And for an even higher degree of 
flexibility you can run virtual and resource partitions within an nPartition-and change 
them on the fly-to even further optimize your resource utilization. 

nPartitions provide independence of failure or operation. lf you have to reboot one 
nPartition or take it down to perform é:m operating system upgrade, lhe other nPartitions 

in the system are not affected. 

Unlike a traditionallarge SMP, nPartitions allow a server to be configured into a cluster 
of independent systems. Since failure independence is provided by nPartitions, high 
availability clusters, consisting of two or more nPartitions, can be configured within 
the some server to improve single-system availability. In addition, you can configure 
MC/Serviceguard to fail over applications from one nPartition to another nPartition 
within the some Superdome system or to another HP Server. 

Some applications may not have the ability to scale linearly with large numbers of CPUs. 
Superdome's nPartitions allow you to tailor the processor, memory, and 1/0 resources to 
match application scaling characteristics. What's more, as new application or operating 
system releases provide improved scaling characteristics, nPartitions allow the resources to 
be readjusted to optimize application performance. 

In spite of ali its power and flexibility, the Superdome system is remarkably easy to 
manage, making your life easier with a host of management features and technologies. 
These include: 
• Superdome Support Management Station 

Partition Manager 
• Servicecontrol suite 

The Support Management Station (SMS) is used to run Superdome scan tools. These are 
the some scan tools used to enhance diagnosis and testability of the platform throughout 
Superdome development and manufacturing, and they are now available to HP field 
engineering organizations. This translates into better management, as well as faster 
and easier upgrades and hardware replacement. 
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One SMS is installed per customer site (or data center), connected to each Superdome 
platform via a private LAN. (ldeally, the SMS is installed near the associated Superdomes, 
because the HP Customer Engineer will run the scan tools and then be able to immediately 
make any necessary hardware repairs .) The physical conneclion from lhe platform is a 
private Ethernet conneclion . 

The SMS can support two LAN interfaces: 
• The dedicated connection to the systems to be supported . 
• The connection to interface with the customer's general LAN . 

These two LAN conneclions allow SMS operations to be performed remotely. More than 
one SMS can exist on a private LAN, but only one SMS should be aclively using the LAN. 

Here's what the SMS can do: 
• Allows remote access via customer LAN (no modem access). 
• Can be disconnected from the Superdome platform(s) and not disrupt their operation . 
• Can connect a new Superdome platform to the SMS and be recognized by scan 

software. 
• Supports multiple; heterogeneous Superdome platforms with scan software capability . 
• Can scan one Superdome platform while other Superdome platforms are connected, 

without disrupling the operational platforms. 
• Can run the scan software tools. 
• Can run up to fo~r scan processes concurrently, each on a different Superdome 

platform. ' 
• Supports utility firmware updates. 

Another invaluable management feature for Superdome is Partition Manager. This tool 
provides control and management of Superdome nPartitions. You can launch it as a GUI 
from system administration manager (SAM) or directly from the command line, and with i! 
you can: 
• Display server status. 
• Create and modify nPartitions. 
• Display a complete hardware inventory. 
• Display status of key server components. 
• Check for problem or unusual server conditions. 

• Manage power to cells and 1/0 chassis. 
• Toggle attention indicators for cells, 1/0 chassis, 1/0 cards, and cabinets. 

HP's Servicecontrol suite addresses the requirements for centralized configuration, fault, 
and workload management, providing effective, efficient management of computing 
resources. 
• HP Servicecontrol provides cost-effective control through truly multi-system management 

tools allowing rapid deployment, consistency, and assei management. 
• Fault management in the Servicecontrol suite adds the full power of monitoring and 

proaclive problem solving. 
• Servicecontrol suite's workload management tools enable administrators to optimize 

Web and application workloads via dynamic resource allocalion. 

The differenl components of lhe Servicecontrol suite are tightly integrated inlo ali the 
HP-UX 11 i operaling environmenls. 
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Virt"al partition• pcovide even mace portioning gcan,lodty, ond HP', virt,ol p~ 
unique in the UNIX industry. Superdome supports up to 16 nPartitions and up to 64 virtual 
partitions. Soa system with 16 nPartitions can have as many as four virtual partitions in 
each nPartition-or, to put it another way, one virtual partition per CPU . Each virtual 
partition runs its own image of the HP-UX 11 i operating system and can fully host its 
own applications. 

This solution offers complete software isolation across virtual partitions. Software isolation 
guarantees that an application running in one virtual partition is no! affected by a software 
crash in another. Although virtual partitions are susceptible to hardware failures, protection 
against hardware failures is provided with Hyperplex or nPartitions. Virtual partitions also 
let you dynamically adjust partition size (without rebooting) by the dynamic addition and 
deletion of CPUs, effectively moving them from one virtual partition to another. 

Very often many applications run on one server at the same time, but each application 
has different resource needs. (As an analogy, think of electricity use: many homes use 
electricity from the same generator, but some homes need more power than others .) 
HP's resource partitions are unique partitions created just for this type of workload 
management. 

Resource partitions run within hard partitions or virtual partitions, and are controlled by 
workload management functions within the operating environment. HP-UX Workload 
Manager (WLM) and Process Resource Manager (PRM) software dynamically create 
resource partitions for applications that need guaranteed amounts of dedicated resources 
such as CPU cycles, memory, or disk 1/0. Applications with specific goals, such as 
response time, can use HP's goal-based HP-UX WLM to automatically and dynamically 
allocate the necessary resources to applications or user groups within hard partitions or 
virtual partitions. With resource partitions and workload management tools, varying 
service levei objectives can be mel eyery time! 

Within Superdome, cell boards are grouped into physical structures. An nPartition 
consists of one or more cells that communicate coherently over a high-bandwidth, low­
latency crossbar fabric . Special programmable hardware in the cell boards defines 
the boundaries of an nPartition in such a way that isolation from the actions of other 
nPartitions is enforced. 

Each nPartition runs its own independent operating system, and different nPartitions can 
be executing the same or different versions of an OS. In a Superdome IPF system, they 
can even be executing different operaling systems altogether (such as HP-UX, Linux, and 
Windows). 

Each nPartition has its own independent sei of CPUs, memory, and 1/0 resources. 
You can use system management commands to change resources from one nPartition to 
another without having to physically change the hardware. Moreover, using the dynamic 
reconfiguration capabilities of HP-UX 11 i , such as onl ine addition and removal, you can 
add new resources to an nPartition and delete resources while the nPartition remains in 
operation . In addition, dynamic additions of new nPartitions are supported. 

With nPartitions, you can configure Superdome as one large symmetric multiprocessor 
or as several independent nPartitions. Using independent nPartitions has advantages in 
several areas: increased systems utilization, increased flexibility by supporting multiple 
environments, increased uptime, and increased scalability. 
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figure 8: using superdome's partitioning continuum 

Businesses today require that multiple applications running on the some server deliver full 
performance without conflicting or interfering with one another. lt is criticai that the actions 
of one application do not impact other applications or result in denial of service to them. 
Furthermore, a single failure in the operating system or hardware components on the 
server supporting the set of applications must not result in the loss of multiple applications 
running on that server. 

Superdome nPartitions are the answer. With Superdome nPartitions, each nPartition is 
isolated from the others. The dynamically configurable hardware provides an effective 
firewall between applications so that there is virtually no possibility of interference between 
nPartitions. The result is increased systems utilization with security-the perfect answer for 

systems consolidation scenarios. 
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You can continue to rely on binary compatibility across the PA-RISC family, e r;nft.g - ~() 
seamless interoperability with legacy applications on HP systems. Binary compa · ~· _i L-...-­
protecls your investments, enabling rapid growth and adoption of new technology 
infrastruclures. For performance improvements, you can use existing applications and 
operating systems with new or more advanced processar technology as il develops. 

HP will continue to support binary compatibility through the introduction of ltanium 
Processar Family based systems. As a result of HP's work with Intel® on EPIC (Explicitly 
Parallellnstruction Computing) architecture, the technology foundation for the ltanium 
Processar Family, today's HP-UX, Windows 2000, and Linux applications will run 
unchanged on the ltanium Processar Family. To ensure maximum performance, you 
can recompile applications without source changes. 

Upgrading an existing Superdome system is as simple as removing ali the cell boards and 
the memory contained on them. You transfer the memory to the new processar cell boards, 
plug the cell boards inlo the cabine!, and resume operation . 

In lhe future, Superdome will be upgradable to follow-on PA-RISC processors and to IPF 
processors. A new cell board and power conversion card are required . 

Processar upgrades occur on a cell board basis and can be performed one nPartition 
ata lime in arder to minimize downtime for lhe entire Superdome complex. You can 
upgrade either PA-RISC or IPF processors in this manner (although mixing PA-RISC and 
IPF processors in one system is currently not supported) . 

Today's Superdome is already prepared for the next generation of processors, ensuring 
that Superdome will stay ahead of tomorrow's performance demands. Whether it's a 
PA-RISC or an IPF follow-on processar, Superdome delivers the investment protection 
afforded by in-chassis upgrades. 

With the addition of Superdome, HP now offers an extremely comprehensive partilioning 
continuum. Partitions are physical or logical mechanisms for isolating operational 
environments within single or multiple servers, so that applications can enjoy protection 
from unrelated evenls that could otherwise cause disruplion, interruption, or performance 
degradation. Partitioning allows isolóting operational environments to ensure privacy and 
uptime while maintaining lhe highesfdegree of flexibility. 
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The HP Partitioning Continuum provides a broad range of partitioning solutions designed 
to meet the diverse needs of our customers. Figure 7 illustrates the various types of 
partitions. This is the only UNIX solution on the market to simultaneously address the often 
contradictory needs of flexibility and uptime. 

solfwore isolç tion 
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- multiple O S · 
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figure 7: hp's partitioning continuum combines high isolation with excellent flexibility 

Hard partitions with multiple server nodes are called the Hyperplex solution. Hyperplex 
delivers the optimum capacity at ali leveis by supporting the complete HP UNIX server 
product line. And Hyperplex is extremely scalable-in fact, a Hyperplex solution can 
range in size from as few as two entry-level server nodes up to hundreds of the latest 
Superdome servers, providing the maximum possible capacity. 

The hard partitions with multiple nodes afforded by Hyperplex are designed to allow total 
isolation from other hard partitions. Multiple applications can run in these partitions, and 
these applications are completely isolated from other nodes and their respective operating 
environments. 

Hard partitions within a node are called nPartitions. A unique feature of HP Superdome 
servers, nPartitions form the most powerful HP high-end Hyperplex server nodes. A 
Superdome server can support anywhere from one to 16 nPartitions, each supporting its 
own operating system, applications, peripherals, and networks. Currently each nPartition 
can host HP-UX operating environments. When the lnteiiPF versions of Superdome are 
available, nPartitions will support Linux and Windows environments as well. 
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Superdome servers are equipped with N+ 1 fans, power supplies, and backpl 
converters, ensuring maximum availability for these components. 

Dual power sources in Superdome servers mean the power supply can be protected 
against becoming a single point of failure. 

PCI card and chassis OLAR enables lhe online addition and replacement of PCI 1/0 cards 
and chassis on Superdome systems. The system hardware uses per-slot power control 
combined with operaling system support for lhe PCI card OLAR feature to allow you to 
add a new card and replace an existing card without affecting other components or 
requiring a reboot. 

Superdome and a future HP-UX release after 11 i support online addition and replacement 
of cell boards, allowing repair and maintenance of these criticai components without 
bringing the system down. 

With HP-UX 11 i, Superdome lets you add nPartitions without affecting other running 
nPartitions. Such dynamic reconfiguration is another reason why Superdome provides 
superior uptime. And Superdome is endbled for dynamic cell board migration, which 
will be fully supported with the next release of HP-UX 11 i. 

In order to increase the uptime of applications within a Superdome system, you can 
configure nPartitions in an MC/Serviceguard cluster so that the cluster membership is 
within the system. Upon detection of a failure within an nPartition, MC/Serviceguard 
fails over the application to another nPartition within the Superdome system. 

The Superdome family provides outstanding customer investment protection and lasting 
value, thanks in part to a system infrdslructure designed to accommodate severa! 
generations of processor upgrades. For example, Superdome will be board-upgradable to 
future PA-RISC and IA-64 processors. 'And ali major system components other than the cell 
board and power conversion card remain the some for PA-8600 or PA-8700 processors; 
these processors even use the some rilemory DIMMs. What's even better is the customer's 
investment in PA-8600 processors is protected, as PA-8600 and PA-8700 processors can 
be mixed in the some Superdome (but not in the some partition). 



The microprocessor roadmap in figure 6 illustrates how the processors used in Superdome 
evolved. lt also illustrates HP's commitment to long-term processar and architecture 
innovation, which ensures that HP will continue to provide the massive resources 
needed for future computing requirements. 

figure 6: hp microprocessor roodmap 

The processar roadmap shows no! only HP's leading line of RISC processors but also the 
introduction of binary compatible IPF processors. Notice that HP is investing in severa! 
PA-RISC enhancer;nents after the introduction of lhe IPF; this means you'll be able to move 
to the new ltanium Processar Family architecture when you're ready, no! when forced to by 

a vendor. Superior microprocessors and binary compatibility help make Superdome the 
fostes! high-end server on the market, and the safes! investment for the future. 
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When excessive processar coche errors are detected, the processar is automatically 
removed from use until it is replaced . 

With Superdome, HP's Support Tools Manager (STM) has been enhanced to give you 
detailed information about the system. Superdome has been designed with the ability for 
each individual field replaceable unit (FRU) to report information such as serial number, 
part number, revision levei, etc. This information is available in the "Miscellaneous" 
information tool in STM. Moreover, oH of the hardware inventory information is 
accessible via desktop management interface (DMI). 

To decrease the possibility of unscheduled downtime still further, the Superdome 
Support Management Station (SMS) is a separate server that provides diagnosis and 
lesl capabilities for lhe Superdome syslem. The SMS includes ASIC-Ievel scan tools thal 
can be used by HP Support Engineers to diagnose Superdome systems in your data 
center. (For more details of the SMS, see "Superdome Support Management Station" 
on page 26.) 

Superdome systems can be supported by Hewlett-Packard's High Availability Observatory 
(HAO), a support solution designed to keep mission-critical environments up and running . 
The HAO lets HP's Mission Criticai Support Centers reduce the number, duration, and 
impact of outages on covered systems . 

The HAO is a state-of-the-art suite of tools, processes, and support personnel that 
combine to provide significant support capabilities for systems covered by mission-critical 
HP support contracts. The HAO solution improves the availability of Superdome 
systems by: 
• Conducting frequenl, aulomaled data collection of lhe customer's mission-critical 

environmenl 
• Providing a secure, high-bandwidlh link for HP support personnel lo remolely access 

the customer's environment to conduct diagnostic tests and potentially solve reported 
problems 

• Providing reactive and proactive support for HP's mission-critical customers 

In addition to covering Superdome and HP-UX 11 i, HAO technology covers HP-UX servers 
running HP-UX 1 0 .20 and 11.0, as well as HP, Dell, and Compaq servers running 
Windows N 'f® 4.0 (with Service Pack 3 or later) or Windows® 2000, as these systems are 
identified in your mission-critical support contract . Network interconnect devices, such as 
hubs, switches, bridges, and routers ,manufactured by HP and Cisco, are also covered by 
HAO tools . 
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There are three major architectural components of the HAO: the HP Support Node, the 
high-bandwidth secure link, and the Mission Criticai Support Center (MCSC) . 
• HP Support Noel~: This is an HP-owned and operated HP workstation that resides within 

your environment. lts job is to act as the depot for various tools that capture your system 
configurations and network topologies for use by HP support personnel. HAO tools 
residing on the HP Support Node collect the configuration information and send it to 
one of HP's Mission Criticai Support Centers. The HP Support Node also serves as an 
HP-managed resource to analyze core dumps and help with other reactive support. The 
HP Support Node is the entry point for HP support engineers to access your mission­
critical systems. 

• High-Bandwidth Secure Link: The high-bandwidth secure link, or ISDN link, connects 
HP and the mission-critical customer. This link provides HP with the ca pability to react 
quickly when reactive support requires accessing your systems to help resolve a 
problem. lt also is a path used to transpor! data from the HP Support Nades to the 
MCSC for proactive analysis. 

• Mission Criticai Support Center: The MCSC resides inside HP. lts job isto act as 
the primary support center to collect and track customer information and to perform 
proactive problem analysis; it also provides a contrai point in the HAO remete 
support architecture. To maintain the security of the your environment, the MCSC 
allows access to the isolated LAN only to authorized HA (high availability) Support 
Engineers. 

A Remete Support Resource (RSR) is placed inside the isolated LAN, providing a secure 
method for authorized HA Support Engineers to access customer sites. 

Configuration analyzer servers in the MCSC take configuration information collected from 
ali HP Support Nodes and continually analyze the data. lf an irregularity is identified, a 
caseis opened in the MCSC's workflow management system . MCSC Monitor, a tool at the 
MCSC, provides a display of customer enterprise configuration data transported nightly 
from each HP Support Node. When providing reactive support, HP Support Engineers 
check the MCSC Monitor for configuration changes, and they can view patch summary 
information when providing proactive support. 

Superdome servers are endowed with a substantial number of features that make them 
easier to repair with little orno downtime. Among these features are: 
• N+ 1 CPUs with ihstant capacity on demand (iCOD) 
• Hot-swap N+ 1 fans, power supplies, and backplane DC/DC converters 
• Online replacement of PCI 1/0 cards 
• Online addition/replacement of PCII/0 chassis (follow-on release to HP-UX 11 i) 
• Online addition/replacement of cell boards (follow-on release to HP-UX 11 i) 
• Dual power sources 

With HP-UX 11 i, Superdome has support for instant capacity on demand (iCOD) . This 
feature lets you bring additional CPUs online without a system reboot. Because no reboot 
is needed, the system has no loss of availability, even while you're adding capacity. 

Another advantage of iCOD is that it allows setting up a system of N+ 1 CPUs, ensuring 
maximum single-system availability. lf one CPU fails, another is already running and 
prepared to take its place. 
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~\ Superdome offers a host of features that are especially important in the OLTP ~ bp . } 
intelligence, and technical markets. And bandwidth and scalability are two irl po/tçnt A ·. <:..> 
areas of Superdome leadership. C' l'.:l ·- -~-" '?" 
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superdome superdome superdome 
16-wav 32-way 64-wav 

aossbor bondwidth (peak) 16 GB/ s 32 GB/ s 64 GB/ s 
cell controller to l/O 2.0 GB/ s 2.0 GB/ s 2.0 GB/ s 
subsystem bondwidth 
(peak) 
1/0 bondwidth (peak) 8 GB/ s 16 GB/ s 32 GB/ s 
memory bondwidth 16 GB/ s 32 GB/ s 64 GB/s 

superdome superdome superdome superdome 
16-way 32-way 64-way l/O expansion 

(see note 1) 
4-CPU cell boards 1-4 1-8 8-16 N/ A 
(hot-swap capability 
offered with HP-UX 
releases after 11 i) 
CPUs 1-16 1-32 8-ó4 N/ A 
memory (with 4-ó4 GB 8- 128GB 16-256 GB N/ A 
512-MB DIMMs) 
12-slot 1/0 card 4 4/ 8 8/ 16 8 
cages 
hot-swap PO 1/0 48 slots 48/ 96 slots 96/ 192 slots 96 
slots (32 33-MHz slots, (64 33-MHz slots, (128 33-MHz slots, 

16 66-MHz slots) 32 66-MHz slots) 64 66-MHz slots) 

nPartitions 4 4/8 8/16 N/ A 

Note 1: For 1/0 expansion up to 168 slots, one Expansion Cabinet (6 1/0 card cages) is 
required. For 1/0 expansion up to 192 slots, two Expansion Cabinets (2 1/0 card cages) 
are required . Any remaining space in the 1/0 Expansion Cabinets can be used to store 
peripherals. Both the 1.96m and 1.6m heights are available for the 1/0 Expansion 
Cabinet. 

For more information about performance and scalability, please refer to the Superdome 
Performance White Paper. 

Superdome offers unprecedented single-system availability in the following areas : 

• System reliability 
• Supportability 
• Repairability 
• MC/ Serviceguard-in-a-Box 
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The Superdome product family is bolstered by design enhancements and production 
techniques that substantially enhance system reliability . Among these enhancements are: 
• Memory DRAM fault tolerance-that is, recovery of a single SDRAM failure 
• DIMM address parity protection 
• Dynamic memory resilience- page de-allocation of bad memory pages during 

operation 
• Dynamic processar resilience 
• CPU coche ECC protection and automatic de-allocation 
• CPU bus parity protection 
• Full single-bit errar detection and correction on crossbar and 1/0 links 
• 1/0 errar recovery and system resilience to 1/0 card failures 
• 1/0 cards fully isolated from each other 
• Prevention of silent corruption of data going to 1/0 
• Recovery of a single 1/0-tcrcell controller link failure 
• Recovery of a single crossbar wire failure 
• localization of crossbar failures to the partitions using the link 
• Automatic de-allocation of bad crossbar link upon boot 
• ASIC full burn-in and "high quality" production process, resulting in 1 OX improvement in 

ASIC failure rales 
• Full "test to failure" and accelerated life testing on a li criticai Superdome assemblies 
• Strong emphasis on quality for multiple-nPartition single points of failure (SPOFs) 
• System resilience to Guardian Service Processar (GSP) 
• lsolation of nPartition failures; failure of one nPartition will not bring down another 

partition 
• Protection of nPartitions against spurious interrupts or memory corruption 

Supportability is another key feature of the Superdome product line. Some of the 
supportability features of Superdome include: 
• Event Monitoring Service (EMS) 

lmproved Support Tools Manager 
• Support Management Station 
• High Availability Observatory (HAO) 

For Superdome, HP's Event Monitoring Service aids in system management by keeping 
track of the system's "vital signs." EMS lets you monitor virtually ali of the hardware on the 

system, including: 

• Mass storage 
• Memory 
• Fibre Channel components (MUX, switch, card, fabric, etc.) 
• 1/0 cards 
• ECC errors on the main system bus 
• ECC errors in the CPU coche 
• System temperature 
• Support processar problems 
• Processar dependent hardware problems 
• Processar dependent hardware baHery low 
• Cabinet fans 
• Cabinet power supplies 
• Chassis code logging failure 
• Processar dependent code (firmware) problems 

The system hardware configuration and selected kernel parameters are also monitored. 

) 



memory and backplane 
latencies 

14 

. . ~;;:1' 
The total crossbar bandw1dth for eoch Superdome model 1s calculated l1ke th1 · -· /':J L - - ~·· ~ 

(Number of ce//s x peak crossbar bandwidth per ce/1) + 2 ports 

Crossbar bondwidth for the different Superdome systems is excellent: 
• For Superdome 16-way, the crossbor bandwidth is 16 GB/s 
• For Superdome 32-way, the crossbar bandwidth is 32 GB/s 
• For Superdome 64-way, the crossbar bandwidth is 64 GB/s 

Superdome has been designed to reduce memory and backplane latencies, 
providing optimum performance. There are three types of memory latencies within 
the Superdome system: 
• Memory latency within the ce/1 refers to the case where an application runs on an 

nPartition that consists of a single cell board. 
• Memory latency between cells on the some crossbar refers to the case where 

the nPartition consists of two cells that reside on the some crossbar. In this case, 
50 percent of the addresses are to the memory of the requesting processor's cell 
board and the other 50 percent of the addresses are to the memory of the other 
cell board . 

• Memory latency between cells on different crossbars refers to the case where the 
nPartition consists of cell boards that do not reside on the some crossbar. In this case, 
if there are 16 cells in the nPartition, 1/16 of the requests are to the memory of the cell 
board in which the processar resides. 3/16 of the requests go to the memory of the 
other three cell boards on this some crossbar. Finally, the remaining 12/16 of the 
requests transit two crossbars. 

·- ---·----~-~--- - j 

RQS n° 03/2005 - Cf 
CPMI - CORRE J '" . 



lhe 1/0 subsystem 

. 15 

Superdome memory latency depends on the number of CPUs and the location of their 
corresponding cell board . Assuming that there is equally distributed access to ali memory 
controllers and that cell boards are installed to minimize latency, the average memory idle 
latency (when nothing is executing on the system) and memory latency (load-to-use) are 
shown below. 

number of CPUs average idle latency average memory latency 
4·CPU 174 ns 235 ns 

8-CPU 208 ns 266 ns 

16-CPU 228 ns 296 ns 

32-CPU 261 ns 336 ns 

64-CPU 275 ns 360 ns 

Superdome cells have remate 1/0; this enhances modularity and means there are no trade­
offs for scaling of processors, memory, and 1/0. Each cell can connect to a remate 1/0 
chassis through an 1/0 cable link. 

Superdome's 1/0 subsystem has plenty of capability for today and expansion for 
tomorrow. Each 1/0 module consists of twelve PCI connections, divided among eight 
2X and four 4X PCI slots, with an 1/0 controller ASIC and power. Each PCI slot has its 
own PCI bus; the 2X PCI slot has 266-MB/s bandwidth and the 4X PCI slot achieves a 
bandwidth of 533 MB/s. The point-to-point connectivity allows lhe earliest detection, 
containment, and recovery from errors. 

Any 1/0 module can support a core 1/0 card (required for each independent nPartition). 
Superdome 16-way, 32-way, and 64-way systems can accommodate four, four, and eight 
1/0 modules, respectively, within the system cabinet. This provides a total of 48, 48, and 
96 PCI slots, respectively. 

An 1/0 Expansion Cabine! can also be added. On lhe Superdome 32-way system, 
this yields an additional 48 PCI slots, giving a maximum connectivity of 96 PCI slots 
for 8 cells. For a Superdome 64-way system, the 1/0 Expansion Cabine! provides an 
additional 96 PCI slots, for a maximum connectivity of 192 PCI slots for 16 cells . 

A system configured with 16 cells, each with its own 1/0 module and core 1/0 card can 
support up to 16 independent nPartitions. Note that cells can be configured without 1/0 
modules attached, but 1/0 modules cannot be configured in the system unless they are 
attached to a cell. 

The 1/0 subsystem bandwidth is 2.0 GB/s per cell. This makes the total l/O subsystem 
bandwidth 8.0 GB/s, 16.0 GB/s, and 32 GB/s for Superdome 16-way, Superdome 32-
way, and Superdome 64-way systems, respectively . 
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The processor-dependent hardware, or PDH, is the module that provides the cell-local 
resources required to reset a cell and bring it up to a point where it can join other cells 

and boot the operating system. PDH é:ontains the system boot firmware, which is also 
used at runtime. 

The memory controller ASIC is also part of the Superdome system chip sei. lts primary 
function isto multiplex and demultiplex data between the cell controller ASIC and the 
SDRAMs in the memory subsystem. When the cell controller ASIC issues transactions 
on the memory interface command bus, the memory controller ASIC buffers those read 
transactions and returns the data as soon as it is available. 

Note that only the data portion of the memory subsystem goes through the memory 
controller ASIC. Ali address and contrai signals to the DIMMs are generated by the cell 
controller ASIC and sent directly to the DIMM via the memory interface address bus. 

The memory subsystem is a dual-ported implementation. lt supports memory ORAM fault 
tolerance, where a discrete SDRAM chip can fail without compromising data integrity. 
The memory subsystem provides 4 GB/s of bandwidth to the cell controller ASIC and 
minimizes the overhead typically associated with directory coherency. What's more, the 
memory subsystem enjoys a very low latency for cell-to-local-memory access: as low as 
200 ns average idle latency at 250 MHz load-to-use. 

Each crossbar backplane contains two sets of two crossbar ASICs that provide a non­
blocking connection between eight cells and their associated memory and 1/0. Each 
backplane cabinet can support up to'eight cells or 32 processors (in a Superdome 
32-way). Two backplanes can be lin~ed together with a flex cable to produce a 
cabinet that can support up to 16 cells or 64 processors (Superdome 64-way) . 
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The crossbar ASIC is yet another pari of the Superdome system chip set. lt implements a 
high-performance 8-port non-blocking crossbar and the 500 MHz crossbar link protocol. 
Ali ports are functior;~ally and electrically identical. Superdome's fabric is a fully connected 
crossbar mesh with four crossbar ASICs and four cells per crossbar ASIC. Like the cell 
controller ASIC, the crossbar ASIC has truly impressive scale. HP believes it to be the 
world's second largest ASIC, with 18 million transistors and six layers of metal, using 

copper technology. i 

A very important aspect of the crossbar mesh is that alllinks have the some bandwidth and 
latency-which is key to maximizing overall bandwidth and minimizing overalllatency. 
Cell-to-crossbar and crossbar-to-crossbar communication occur at the some speed; there 
are no excessive latency penalties for going remote. In addition, Superdome's memory 
interleaves across cells first, then across memory banks. This interleaving scheme tends to 
balance out memory traffic across ali the links. 

The crossbar mesh implements a global point-to-point packet filtering network. This mesh 
features an extremely high levei of integrity, with each crossbar port fully independent. 

The crossbar mesh has dedicated paths for data and control, and each port can be reset, 
assigned, or reconfigured fully independent of other ports. Superdome's crossbar mesh is 
an excellent foundation for resource isolation. 

The crossbar ASIC offers severa! features that contribute to Superdome's high performance: 
• Support for scaling up to a 256-way coherent shared memory system. 
• 250-MHz operation 
• 500-MT/s link speed 
• Supporl for two interleaved channels on link protocol. 
• Support for double-length data packets for ltanium Processor Family mode. 
• Performance counters to enable software tuning. 

Each port on the crossbar ASIC is 6.4 GB/s. These ports provide a high-throughput path 
to cells and other crossbar ASICs : 
• Four ports connect to the four cells that reside on lhe crossbar ASIC (one port per cell) . 
• Three ports connect to the remaining three crossbar ASICs (in a Superdome 64-way) . 

The remaining port may connect to another system to form a multi-node configuration 
(Scalable Computing Architecture) that is currently not supported . 



the cell board 
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A celt or cell board, shown in figure 4, is the basic building block of a Superdome systeflr."o, L __ 
Each cabinet can contain up to eight cell boards, which are plugged into the backplane of 
the cabinet. 

C PUs 

memory 
DIMMs 

• power bricks 

figure 4: superdome cell board layout 

Each cell board is a self-contained unit, with a symmetric multiprocessor (SMP), main 
memory, and ali necessary hardware: 
• CPUs (up to 4 processors) 
• Cell controller ASIC (application-specific integrated circuit) 
• Main memory DIMMs (up to 16-GB RAM in 2-GB increments, using 128-Mbit SDRAMs) 
• Power bricks (power converters) 
• Data buses 
• Optional link to 1 2 PCI 1/0 slots 
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processors 

ce/1 controller AS/C 

ll 

Figure 5 illuslrates the cell board architeclure. The cell has a peak memory bandwidth of 
4GB/s. A connection to a 12-slot PCI card cage is oplional for each cell, and lhe peak 
bandwidth of this link is 2 GB/s. Bandwidth lo lhe crossbar is 8 GB/s. 

Except for the DIMM connections, mos! links in lhe cell are poinl·lopoinl connections. 
Alllinks are protected by parily jprocessor link, 1/0 link) as well as ECC-:mor checkinÇJ 

and correctinq lall memory data and fabric ports). 

figure 5: superdome cell board and interconnect architecture 

In the future, cell boards will support up lo 32 GB of memory using 256-M bit SDRAMs. 

The initial release of the Superdome uses ECC-protected PA-8700 processors runn ing 
with a core frequency of 750 MHz and an on-chip coche of 2.25 MB. Future Superdome 
implemenlations will support ltanium Processar Family processors as well as future PA-RISC 
processors. 

Residing on lhe cell board, lhe cell controller ASIC (application-specific integrated circuit) 
is pari of lhe Superdome system chip set. li coordinates memory between lhe major 
components of a cell board and determines if a request requires communicalion with 
another cell or with lhe 1/0 subsystem. HP believes that this cell conlroller ASIC is lhe 
largest ASIC in lhe world: it has some 24 million lransistors and six layers of metal, using 
copper lechnology. 

The cell conlroller ASIC has five major interfaces: 

o 2 ports to memory controllers (DIMMs) 

o 4 ports to processors (one dedicated por! per processar for lhe highest possible 
performance) . 

• l por! to lhe crossbar, through which ali communicalion lo other cells flows 
• Processor-dependenl hardware (PDH) 
• l por! lo the 1/0 bus, which connects the cell to an 1/0 subsystem 

) 
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superdome system 
architecture 

Features of the Superdome cabinets include: 
• Front and rear servicing: You can service Superdome cabinets from the front and rear o 

the cabine!. This lets you arrange the cabinets of your Superdome system in the 
traditional row fashion found in most computer rooms. 

• Sized for easy installation: lnstallation is no problem-the width of the Superdome 
cabinet allows entry through most doorways without disassembly. 

• Hot-swappable filters: The intake air to the cell boards is filtered, helping to keep these 
boards clean and operationallonger. You can remove the filter for cleaning or 
replacement while the system is fully operational. 

• Externai status display: A status display on the outside of the front and rear doors of 
each cabine! allows maintenance personnel and HP field engineers to determine the 
basic status of each cabinet without opening any cabine! doors. 

Superdome is a ccNUMA (cache-coherent, Non-Uniform Memory Access) system. And 
Superdome presents an SMP (symmetric multi-processing) programming model to the 
operating system by enabling any pr6cessor to have access to any byte of memory 
anywhere in the system. In fact, Superdome is the first mission-critical UNIX system to 
exploit distributed processors and me.mory. Here's why: 
• Usable bandwidth scales with systém size, thanks to two important design features: 

- Superdome's coherency scheme: Unlike some UNIX systems, which rely on snoop­
based coherency that results in bottlenecks (large, flat latencies and bandwidth 
starvation) in high-end configurations, Superdome sidesteps the overheads usually 
attributed to directory coherency. 

- Superdome's topology: Superdome implements a point-to-point global packet switch 
for a communication fabric that is very well balanced across processor, memory, and 
1/0 traffic. 

• Large physical memary with extremely low latency: At first release, Superdome uses 
128Mbit SDRAM technology and provides 2X DRAMs per processor, yielding a 
maximum memory of 256 GB. In the future, Superdome will be the first system in 
the industry to surpass 1 TB memory capacity. And even with these high amounts of 
memory, the latency growth from 4 to 64 processors is only 1.6X (60% growth), 
which is extremely flat. 

• High 1/0 bandwidth and cannectivitY: Superdome provides a high degree of 1/0 
connectivity while preserving bandwidth. There are 192 PCI cards in the system, each 
with its own dedicated PCI bus; at the adapter levei, this aggregates to 64 GB/s of raw 
bandwidth. The 1/0 bandwidth available between the system core (processors and 
memory) and the 1/0 controllers is roughly 30GB/s. 

• Large number of high-performance processors: Superdome provides 64 PA-8700 
processors-and these are the highest-performance processors in the industry. (Compare 
this system to those from other UNIX system vendors; while the systems may provide up 
to 64 processors, their uniprocessor performance does not match that of PA-8700.) 

• True hardware isolation of system' resources: Processors, memory, and 1/0 resources 
are truly isolated from each other in order to provide flexibility in system usage. This 
means: 
- Great SMP performance to attack large single workloads. 
- Hardware-enforced isolation of'resources, coupled with great single-system high 

availability and manageability features for a strong consolidation platform. 
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Superdome's architecture is modular, with components that can be used to construct 
several different server-class computer products based on PA-8700 processors . (Processar 
upgrades beyond PA-8700 require a new version of the cell board .) Such modularity helps 

provide investment protection-you can simply add or change components as system 
requirements change. 

The Superdome platform supports a variety of system configurations from 1 to 64 
processors. The system is extremely flexible and has a cell-based hierarchical crossbar 
architecture that can be configured as one large symmetric multiprocessar or as several 
independent nPartitions. 

You can choose from three models in the Superdome server family. The largest is an 
8- to 64-processor system with a scalable memory and 1/0 subsystem. In a Superdome 
system, any processar on any nPartition can directly address any byte of memory on any 
nPartition, through processor-issued load or store instructions. 

There are three basic components in the Superdome system architecture: the cell or cell 
board, the crossbar backplane, and the PCI-based 1/0 subsystem. Figure 3 is an 

illustration of this architecture. 

figure 3: superdome's hierarchical crossbar architecture 
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superdome hardware 
overview 

4-CPU cell boards 
(hot-swap capability offered 
with HP-UX releases after 11 i) 
CPUs 
mernory (with 512MB DIMMs) 
12-slot l/O card cages 
hot-swap Pa l/O slots 

hot-swap redundant pawer 
supplies (N+ 1 induded) 
1/0fans 

~( vap redundant fans 
(N . índuded) 
nPartitions 
aossbar bandwidth (peak) 
2X PCII/0 bus bandwidth 
4X PCII/0 bus bandwidth 
c»ll c:ontroller to I/ O 
subsystem bandwidth (peak) 
l/O bandwidth (peak) 
cell c:ontroller to memory 
subsystem bandwidth (peak) 
memotY bandwidth (peak) 
averag'IJ·memory load-
to-use latency: 
4-CPU 
8-CPU 
16-CPU 
32-CPU 
64-CPU 
average idle mernory latency 
(system is idle): 
4CPU 
srPUs 
( ?Us 
32 CPUs 
64 CPUs 
operating system 
average power dissipation 
number of cabinets 
dimensions: 
height 

width 

depth 

superdome 
16-way 

1-4 

1-16 
4-64GB 
4 
48 slots 
(32 33-MHz slots, 
16 66-MHz slots) 
4 

6 

4 

4 
16 GB/s 
266 MB/s 
533 MB/s 
2.0 GB/s 

8 GB/s 
4GB/s 

16 GB/s 

235 ns 
266 ns 
296 ns 
N/ A 
N/ A 

174 ns 
208 ns 
228 ns 
N/ A 
N/ A 
HP-UX 11i 
3,756 
1 (left) 

1.96 m (77.2 in) 

762 mm (30 in) 

1220 mm (48 in) 

superdome superdome superdome 
32-way 64-way l/O expansion 

(see note 1) 
1-8 8-16 

1-32 8-64 
8-128GB 16-256 GB 
4/8 8/16 6 
48/96 slots 96/192 slots 72 
(64 33-MHz slots, ( 1 28 33-MHz slots, 
32 66-MHz slots) 64 66-MHz slots) 
6 12 2 

6 12 4 per 1/0 chassis enclosure 
(max 12) 

4 8 

4/8 8/16 
32 GB/s 64 GB/s 
266 MB/s 266 MB/s 
533 MB/s 533 MB/s 
2.0 GB/s 2.0 GB/s 

16 GB/s 32 GB/s 
4 GB/s 4GB/s 

32 GB/s 64GB/s 

235 ns 235 ns 
266 ns 

t 
266 ns 

296 ns 296 ns 
336 ns 336 ns 
N/ A 360 ns 

174 ns 174 ns 
208 ns 208 ns 
228 ns 228 ns 
261 ns 261 ns 
N/ A 275 ns 
HP-UX 11i HP-UX 11i HP-UX 11i 
5,740 11,480 
1 (left) 2 ( 1 left, 1 right) 1 Rack System E Expansion 

1.96 m (77.2 in) 1.96 m (77.2 in) 1.96 m (77.2 in) 
1.60 m (63 .0 in) 

762 mm (30 in) 1524 mm (60 in) 610 mm (24 in) 

1220 mm (48 inJ 1220 mm (48 in) 1220 mm (48 in) 

Note 1: For 1/0 expansion up to 168 slots, one Expansion Cabine! (holds up to 6 1/0 card cages) is required. For 1/0 expansion up to 192 slots, two 
Expansion Cabinets are required. Any remaining space in lhe 1/0 Expansion Cabinefs 'can be used to store peripherals. Both lhe 1.96m and 1.6m heights 
are available for lhe 1/0 Expansion Cabine!. 
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the superdome cabinet 

For maximum flexibility in configuring the data center, a Superdome system has up to four 
different types of cabine! assemblies: 
• Superdome 16-way and Superdome 32-way systems are single-cabinet configurations 

with one Superdome left cabinet. The Superdome cabinet contains ali of the processors, 
memory, and core devices of the system. lt also houses up to 48 PCI 1/0 cards or 

4 1/0 chassis. 
• The Superdome 64-way system is a dual-cabine! configuration with one Superdome left 

cabine! and one Superdome right cabinet. T ogether, the two cabinets conta in ali of the 
processors, memory, and core devices of the system. The dual-cabine! configuration 

houses up to 96 PCI 1/0 cards or 8 1/0 chassis. 
• An optionall/0 Expansion Cabinet is added if the required number of PCII/0 cards 

exceeds the number of PCII/0 cards that can be accommodated in a 32-way or 
64-way configuration. 

Figure 2 shows the physicallayout of a Superdome 32-way cabinet. At the top of the 
cabinet, hot-swappable main fans are installed after the cabinet arrives at the customer 
site. Below these fans is a cage for the eight cell boards on which processors and memory 
DIMMs reside. For ali HP-UX 11 releases after 11 i, these cell boards support hot-swap 
capability, so you can change them without bringing down the system. 

figure 2: front and rear views of superdome 32-way cabinet 

Directly below the cell boards is the main air intake, and below that are two 1/0 chassis. 
Each 1/0 chassis holds an 1/0 card cage. Redundant power supplies are at the bottom of 
the cabinet. The Superdome family does not use electric plugs; instead, - 48 Vdc power is 
hard-wired to each cabine!. There are two redundant power inputs so that the system can 
be powered up via two different power grids. An opening in the side of the cabinet allows 
two Superdome 32-way cabinets to be cabled together to constitute a Superdome 64-way. 
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The HP Server product line represents the most scalable range of computing availab l · 
today. These systems feature: 
• Application compatibility and portability across the product line, permitting users to 

select the best platform at the appropriate price point without worry about whether 
applications will run on it. 

• The highest uniprocessor performance in the industry, providing reduced time-to-solution 
through parallelism and increased throughput through multiprocessing, in ali 
environments. 

• Unmatched scalability, providing the best price/performance over the entire range of 
products and protecting customers' investments in hardware and software. 

• A consistent programming model, presenting the some application programming 
environment regardless of the systems' performance leveis; this greatly increases the 
number of available "off-the-shelf" third-party applicotions and reduces porting and 
development costs. 

• Leading-edge utility pricing models (Pay per Use, Capacity on Demand, and Pay per 
Forecast), allowing customers to better align their IT costs with revenues as their 
technology usage fluctuates over time. 

Some applications simply need the maximum amount of performance and availability. For 
instance, in the "Internet powerhouse" -the data center where transaction processing is 
handled and where the backbone of mission-critical applications runs - you'll want the best 
servers available to keep those applications running and meeting quality-of-service goals 
on a 24 x 7 basis. The Internet powerhouse, along with other workload types such as 
OLTP with database engines, data mining, and customer relationship management, are 
best handled by "big iron," top-of-the-line computers that also combine security, scalability, 
flexibility, capacity, and manageability. That's where Superdome fits in . 

Superdome is the latest addition to the HP family of HP-UX Enterprise Servers, and it 
extends the capabilities of this server family in several important areas: 
• Scalabilty 
• Performance 
• Capacity 
• Availability 
• Flexibility 
• lnvestment protection 
• Manageability 

As a high-end platform for the Internet data center, Superdome is uniquely able to address 
your requirements, even as those requirements change over time. This capability is based 
on Service levei Agreement (SLA) features, hard and soft partitions, scalability up to 64 
industry-leading processors, and multiple operating environments (OEs). Superdome is 
also the first high-end server family to be upgradable to ltanium ™ Processar Family {IPF) 
processors! 



performance and 
capacity 

a , ~,lability features for 
maximum uptime 

flexibility with partitions 

.. 
·- .~ .. 

investment protection, 
with support for 
PA-RISC or IPF 
processors 

better manageability 

hp-ux 1 1 i, the proven 
64-bit operating 
environment 

Superdome is the best choice for the Internet powerhouse because il greatly exlends the 
capabilities of HP Servers ai the high end: 
• High-performance RISC processar (PA-8700) 

- 750-MHz, 4-way superscalar (3.0 GFlOPS) 
- O. 18 micron copper silicon-on-insulator CMOS process 
- Data prefetching capability 
- large on-chip coche (2 .25 MB) 
- Upgradable to IPF processors 

• lncreased memory subsystem performance 
- lncreases peak memory bandwidth to 64 GB/s per 64-way system 
- Higher density system packaging provides 256 GB per 64-way system 

• Doubled processar capacity compared to V-class 
- Configurations available from 2 to 64 CPUs 

• Doubled 1/0 interface performance; more than doubled 1/0 bandwidth 
- 64-bit 33 MHz (2x) industry-standard PCI 
- 64-bit 66 MHz (4x) industry-standard PCI 

- Sixteen 2 .0 GB/s 1/0 channels (32 GB/s per 64-way system) 

- lncreased number of PCI slots (up to 192) 

Mission-critical applications are no problem for Superdome. This family of servers has 
the increased system reliability and availability necessary to provide maximum uptime. 
lt has improvements in system quality, resiliency, and fault management; and it provides 
support for MC/Serviceguard in a Superdome cluster. 

Superdome supports the HP Partitioning Continuum, allowing both hard and soft partition . 
In fact, Superdome can be configured as one large symmetric multiprocessar or as severa! 
independent hard partitions, known as nPartitions. These nPartitions can provide hardware 
isolation and complete software isolation, and you can dynamically resize partitions 
for the highest degree of flexibility . Partitions allow Superdome to reach new heights in 
availabil ity and scalability, too. 

At first release, Superdome supports PA-RISC processors, with support for IPF processors 
coming soon . This makes it the logical choice not only for your present and future high-end 
computing needs, but also for ensuring investment protection in the years to come. 

Superdome includes all-new management features coupled with tested management 
software and technologies, ali designed to increase your control while reducing 
administrative overhead. With tools such as the Superdome Support Management 
Station (SMS), Partition Manager, and Servicecontrol suíte at your fingertips, you'll 
find that a Superdome system is extremely easy to manage. 

HP-UX 11 i is an operating environment specifically focused on the needs of both online 
economy companies and lraditional economy concerns. Superdome runs this industry­
leading operating environment. 

HP-UX 11 i is an lnternet-focused version of HP's 64-bit operating system that enjoys the 
industry's greatest support from independent software vendors . In fact, you can choose 
from more than 16,000 applicalions, including native 64-bit versions of ali major 
databases and leading enterprise resource planning (ERP) applications. The widely 
supported 64-bit HP-UX operating system is compatible with the full line of HP Servers. 
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the hp 9000 enterprise 
server product line 

Superdome is the high-end UNIX® server in the HP Server product family . lt's designed to 
deliver the performance, availability, capacity, security, and manageability needed for the 
"mission-criticallnternet" and other compute-intensive applications. In this white paper, 
you'll learn about the architecture, system software, and management tools of the lnternet­
ready HP Superdome Enterprise Server. 

First, let's look at the overall HP Server product lineup. These servers address the major 
computing challenges that customers face today. Running the powerful HP-UX operating 
environment (Hewlett-Packard's version of UNIX), HP Enterprise Servers are especially 
suited to the demands of the Internet, online transaction processing (OLTP), system 
consolidation, large decision support systems, and compute-intensive technical 

applications. 

As shown in figure 1, the HP Server line is extremely comprehensive, with products 
ranging from entry-level products to high-end platforms. And now, added to the existing 
A-, L-, and N-class servers, Superdome is positioned as the family's most powerful high-end 
platform. 

hp UNIX 
server fa,mily 

the best server family in the world 

~ ~ ' 

Superdome 

~ ~ 
~ 
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rp7410 rp8400 rx9610 
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rp2430 & rp2470 rp5430 & rp5470 rx4610 

figure 1: the hp server family 
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Multiusuário 

CPUs para você e até 16 consoles! REGISTRO 
ALDEl 

com várias unidades 

ESPECIFICAÇÕES 
-Chassi de aço 

a CPU -IBM~ PC e compatíveis, PS/2", 
e a maioria dos PC UNIX'' (RS/6000", 

, SGI, OEC" Alpha e outros); 
em cascata para até 1000 C PUs 
Máxima por Chassi- (4) usuários, 

Js, (1) Placa de Expansão 
• Mouse- Microsotr Serial ou PS/2, 

Mlcr'Osysterns·· e compatíveis 
-Até 1280 X 1024 

CE-Sim 
-Todos os chassis: (1) alimentação 

(1 O) 0825 F, (2) RJ-11; 
(20) 0825 F, (4) RJ-11 ; 
: (4) 0825 F; 
(5) 0825 F; 

0815 F, (2) 0815 M; 
l'vnoooo'lrv (1} 0815 f, (1} 0815 M 

Chave de alimentação retro-iluminada 
-90-264 VCA, 47-63Hz, 40 watts, 

r----- ~--------------------------- ------- ------------- -------, 

l e INFORMAÇÕES l 
! ~ Solicite Documento Número: 22921 ! 
i ~ http://Www.blackbox.com.br i 
' ' 1..------------------------------------------------------------J 

Item 
Peça o_chassi pré-configurado adequado para sua aplicação .. . 

ser\tSwitch Affinity 
2 Usuários x 8 CPUs(inclue 1 Placa terminadora KV1304C) 
4 Usuários x 16 CPUs(inclue 1 Placa terminadora KV1304C) 

r· 1 Usuário x 16 CPUs(inclue 1 Placa de exoansão KV1305C) 
.. :ou laça sua propna configuração. Primeiro adquira o ... 

Chassi de Expansão ServSwitch Affinity(Não placas inclusos) 
Chassi Arquitetura de 4 usuários (4 Slots + 1 Slot de Expansão) 
Chassi Arquitetura de 8 usuários ( 4 Slots + 1 Slot de Expansão) 
Chassi Arquitetura de 16 usuários (4 Slots + 2 Slots de Expansão) 

.. . Depois acrescente as placas apropriadas ... 
ServSwitch Affinity Cards 

Código Preço 

KV132A 4.102,00 
KV134A 7.330,00 
KV131A 7.330,110 

KV130A 1.748,00 
KV138A 5.803,00 
KV139A 7.344,00 

O Usuários x 4 CPUs KV1300C 1.346,00 
1 Usuários x 4 C PUs KV1301 C 1.812,00 

Verifique abaixo quais são os conectares que as suas CPUs/ Servidores possuem, depois veja os códigos dos 
cabos necessários nas páginas correspondentes ... {Uiilize tamanho máximo 30m). 
Peça 1 cabo para cada console e 1 cabo para cada CPU conectada. 

Cabos CPU/Server ara ServSwitch 
PC PS/2 Plataforma Monitor Teclado Mouse AT Plataforma Monitor Teclado Mouse 

m~1 
.r'..J ~ ~ ~ ,,~ 

~ • ~ PS{I: H015 '-Wi[ll6ffu; '-Wi006ffu; AI" H015 [115ffu; 009 

Veja os códigos na pág. 512. 

Sun 13W3 Plataforma Monitor Teclado I Mouse VGA Plataforma Monitor Teclado I Mouse 

~j .ljjj C3!i!ilt' ~ !J l)jj ~ ~ 
13WJ 13W3 lki~BFm; VGA H015 lki~Bfm; 

Veja os códigos na pág. 512. 

Item Código 
Se você estiver montando uma configuração de chassi único com o KV130A, peça a ... 

ServSwitch Affinity Placa Terminator KV1304C 
Para aplicações com vários chassis, adicione a placa de expansão adequada ... 

Placa de Expansão ServSwitch Affinity, 4 Usuários KV1305C 
Placa de Expansão ServSwitch Affinity, 8 Usuários/16 Usuários KV1306C 

OBS: No KV132A, KV134A, KV130A utilize (1) KV1305C. No KV138A utilize 1x KV1306C. 
No KV139A utilize 2x KV1306C 
Se você quiser instalar seus chassis em rack, peça o kit apropriado para (KV13BA e KV139A) ... 

Kits ServSwitch Affinity para Rack 
19" 
23" 
24" 

RMK19A 
RMK23A 
RMK24A 

Preço 

52 00 

872,00 
2.541,00 

39,00 
51,00 
51,00 

Item 4 Usuários Preço 8 /16 Usuários Preço 
Para conectar múltiplos chassis, peça .. . 

Cabos de Expansão ServSwitch Affinity 
3,0 m KV140010 107,00 KV180010 115,00 
6,0 m KV140020 146,00 KV180020 157,00 
10,6 m KV140030 Consulte KV180035 225,00 
15,2 m KV140050 247,00 KV180050 265,00 
30,4 m KV1401 00 438,00 KV1801 00 471,00 

085.: Para expandir os Chassi de 4 usuários utilize 2 cabos KV14XXXX Para expandir os Chassi de 8 ~ 
=-- - - --- ,----- - ,----- -u-s-::ua_· ~_io_s _u_til-ize_4_ca_b_o_s _K_v_1a_x_x_xx_._r._a_ra,expandir os Chassi de 16 usuários utilize 8 cab~~KV18XXXX - -- -.. ~ 

[> [> (> Ao LIGAR TENHA SEMPRE EM Ab~~ (iG~3/2Jl) J ~; 
Acessórios para Exlensores para Serviços Técnicos DA SUA EMPRESA E O SÉUGP: 1- CO R R E 1 ( I 

ServSwilch Estação de Trabalho Personalizados PARA PEDIDOS, LIGUE: (Oll} ~5-fl UCTl C) E>D ~- I 
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Cybrary: Proliant DL 740 - Specifications Pagd of 1/ . ) ., I 

C> l'l - ~ ···"' ~ ·. , . L -,., 
• Humidity (non-condensing) I I condensing 

Acoustic Noise 

I Non-operating 

Maximum Wet 

I 
101.7° F 

Bulb Temperature 

Idle (Fixed Disk I L WAd(BELS) 

Drives Spinning) 
I L pAm (dBA) 

Operating I L WAd (BELS) 
(Random Seeks of I 

LpAm (dBA) Fixed Disks) 

This page was updated on February 19, 2003 

Comments about this page 
PriY'JCY ·md I t'fl jll S tat cmcnl 

I -40 to 85° C 

I 
38.7° c 

I 6.5 

I 47.3 

I 6.7 

I 50.3 

Top o fpaqe 

~ .... ~~-

/ 

RQS no 03/2005 . C ! 
CPMJ_ .:.. CORREIO 

bttp :1 I cybrary. inet.cpqcorp .net/HW /SYS/INTELISER VER/PRO LIANT _DL 7 40/techspea . . . . 23/7 /20~11 ç' 
f Fis- No u f..; 0 
\ 

N9 ª DÕc.'"' -----

) 



c 

Cybrary: Proliant DL 740 - Speeifieations 

ProLiant DL740 

Specifications 

I Category I Specification I us. - . I• ' Metri,c 
.. , i 

ó .. . . ...:..- ~~ _ .. ;_ ;;..... , 

Physieal Dimensions (Raek) I Height I 7.00" I 17.78 em 

/ Depth I 28.7" I 72.90 em 

I Width I 17.5" I 44.45 em 

I Weight (Rack) 
No hard drives 

I I 
installed, two 105 lbs. 47.63 kg 
power supplies 

Input Requirements Rated Input 100 to 120 V AC/200 to 240 
Voltage V AC (lowline/highline) 

Rated Input 47 to 63Hz (lowlinelhighline) Frequency 

Rated Input 12A at 100 VAC/8A at 200 VAC 
Current ' (low line/highline) 

I 

I lnput Power 
1142W/1570W 

(lowlinelhighline) 
!I . - ·- . ' 
' .. 

Power (watts) per Power Supply Rated Steady 
800W/1100W (lowlinelhighline) 

State Power 

Maximum Peak 
800W/1100W (lowline/highline) 

Power 

Heat Dissipation 1555 Watts [5309 BTU/hr] (System is 
(BTU's) configured to draw maximum power) 

Environmental Requirements 5° to 43°C (End 
use system 

• Temperature maxrmum 
Operating 40° to 110° ambiento f 35 °C, 

plus a maximum 
o f 8 o c due to rack 

effeet) 

I Non-operating I -40° to 185° I -40 to 85° C 

I Shipping 
~5% to 95% relative hwnidity, non-

eondensing 

I Environmental Requirements I Operating I 5% to 95% relative humidity, non-

http://cybrary.inet.epqcorp.net/HW /SYS/INTEL/SERVER/PROLIANT _DL 740/techs 1 -~5 · ~ o2(fJ'íe'ffiQP~ CN ~; 
CP.MI-· - CORREIOS 
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RAGE™ XL Product Snapshot 

Oelivering strong 20/30/video acceleration, RAGE"M XL is ideal for situations where sma/1 package 
sizes are crucial, ease o f integration is a must and upgrade ability is a necessity 

Process technology, Core Voltage: 0.25um, 2.5V 
• Clock: 83 MHz 

• Maximum Memory Configuration: 8MB Externai Memory 
• 1/0 Type, VOOC: 3.3V (L VTTL) 
• Memo Clock, Max Memo Path: 125 MHz, 64 bit width 

• CRT: Triple 8-bit palette DAC, 230MHz 
• lntegrated TMOS: DVI, DFP and VESA P&D interface 
• Su ort for 24bit TTL 

• Max 20/30 resolution: 1600x1200 
• Max color depth: 16. 7M Colors 
• TMOS: 1 024x768 

• Win 98/ME/NT/2000/XP, Linux (Piease see your technical contact for alternate OS support) 

Copyright 2003, ATI Technologies Inc. Ali rights reserved. A TI, MOBILITY, RADEON, RAGE, POWERPLAY and HYPER Z are 
trademarks and/or registered trademarks of ATI Technologies Inc. Ali other company and/or product names are trademarks and/or 
registered trademarks of their respective owners. Features, performance and specifications may vary by operating environment and are ~ ) fi 
subject to change without notice. Products may not be exactly as shown. Printed in Canada. 05/03 117-40186-10 ~ ~ 
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BLACKBO 
© 2001.AIIrightsreserved. NETWORK SERVICES Black Box Corporation. 

I Black Box Corporation • 1000 Park Drive • Lawrence, PA 15055-1018 • Te c h Support: 724-746-5500 • www.blackbox.com • e-mail: info@blackbox.com I 

Key featums 
..... As many as 16 users 

have keyboard/mouse/ 
vídeo control over as 
many as 1024 PC, Sun, 
RS/6000, SGI, HP, antl/or 

· Alpha computers. 

..... With additional 
converters, also supports 
Apple computers. 

..... Easily expandable with 
plug-in Port Cards and 
flexible cabling. 

..... Free lifetime finnware 
upgrades. 

..... Supports video resolu­
tions up to 1280 x 1024. 

..... High leveis of security, 
including passwords 
and access profiles. 

..... Controlled through on­
screen display, with 
additional keyboard 
commands anda 
terminal-based serial­
port options menu. 

..... Some models have 
redundant power supplies. 

~ 6/26/2001 #22921 
~~ 

SfRVSVVITCH™ AffiNilY 
..:w.·.·..; _ ~·. ·.tt'l~ . "~'"~"'~ .• ,fl .. 

Affordable many-to-many 
multiplatform KVM switching. 

ls your serve r roam growing by 
leaps and bounds? Wouldn't it be 

nice to h ave a keyboard/video/ 
mouse-switching system that could 
keep up with ali the hardware, ali 
the users, the constant changes, 
and the realities of your budget? 

Our ServSwitch™ Affinity 
could be the o 

pters, you can 
attach Apple' Macintosh" C PUs 
too-see 'What else you might 
need" on page 4. 

Vou can attach as many as 
16 computers to a single unit o r 
1024 computers to a daisychained 
Affinity system. Either way, you 
can also alta c h up to 4, 8, o r 
16 independent users; more users 
can be connected, but they'll h ave 
to contend for access. 

Here's how it works: Each 
ServSwitch Affinity h as four slots 
for Port Cards. O x 4 Port Cards 
(product c ode KV1300Cl h ave four 

CPU (computerl ports anda serial 
por! only; 1 x 4 Cards (KV1301 Cl 
also have a KVM (userl por!. 

lhe Affinity chassis also h as a 
fifth, top slot used for expansion 
purposes; the 16-User models have 
a matching sixth, bottom slot 
4-User models ship with a lermi­
nator Card (KV1304Cl installed in 
the expansion slot; you can swap 
in a 4-User Expansion Card 
(KV1305Cl if you'll be daisychaining 
the Affinity. 8- and 16-User models, 
which are designed to be pari of a 
daisychain, come without anything 
installed in the expansion slot(sl. 
Vou need to purchase and insta li 
an 8-User Expansion Card 
(KV1306Cl for each slot in arder 
for the unit to work. 

lhe only difference between 
the three 4-User Affinity models 
with single power supplies is 
which Cards they're preinstalled 
with; se e the start of "Ordering 
lnformation" on page 5 for a list of 
which Cards come with each model. 

Vou can add capacityto your 
Affinity system at any time by 
installing Port Cards in vacant 
slots or adding more chassis to a 
daisychain. 

lhe Port Card's serial ports 
are used for terminal-b ased initial 

system configuration; they are 
also used to upgrade the Affinity's 
firmware (upgrades are free for 
the lifetime ofthe Affinity!l. 

lhe ServSwitch Affinity's main 
contrais are its on-screen menus 
(with a full range of configuration 
and operating functionsl. These 
menus are augmented by a 
number of keyboard commands. 

For added security, the Affinity 
supports password-protected 
access groups. Computers can 
belong to multi pie groups, but 
users can only belong to one. 
Users will only be able to access 
the computers in their group. 

When users do access 
computers, they'll have one of 
four assigned access leveis: view 
only (no keyboard/mouse controll, 
share (view access until current 
user becomes inactive, then add 
keyboard and mousel, contrai 
(sole contrai but others can viewl, 
o r private (sole contrai, no one 
eis e can interruptor viewl. 

For mission-critical applications, 
we offer models of the Affinity 
with dual, redundant power 
supplies. I fone power supply ever 
fails, the other can take on the 
entire load until a replacement f \ 

'"PPIY "" b""'"llod -,~ 

RQS n° 03/2005 · C'-.l I I 

CE_~L - CORRE i '~'> ~ , 
C· G. '~ 

FI No G U .•· 
S. - --- I 

(;: ó ! .. ,. 
-Soe . ~ U 9_=-_J·'i 



cifications 
Resolution: Up to 1280 x 1024, but Connectors: Humidity Tolerance: 

wili depend on the length of CPU Ali rear-mounted; 5 to 80% noncondensing 
On Affinity chassis: IEC 320 mal e ~ and Use r Cables in your system Enclosure: Steel 

ardware Required: Monitor that Serial (RS-232) Characteristics: power inlet(s): 
Fuses: KV13x0A models: - KV13xOA models: (2); supports your computers' highest Protocol: Asynchronous; 

Ali other models: (1 ); Autoresetting switch !uses that vídeo standard; in multiplatform Data format: 8 data bits, 1 stop 
On ali Affinity Port Cards cut in when power surges applications, should be multisync bit, no parity (fixed); 

(KV1300C and KV1301C): exceed the maximum ratings of model that can vídeo from either Data rate: 9600 or 57,600 bps 
(4) DB25 female for CPU the chassis composite sync or separa te 

Maximum Distance: connections, Power: horizontal/vertical sync signals 
20ft (6.1 m) of CPU or Use r (1) RJ-12 ("6-wire RJ-11") lnput 90 to 264 VAC, 47 to 63Hz, Compliance: CE, FCC Part 15 Cable-possibly as much as female for serial 700 mA from AC outlet(s) Subpart J Class A, IC Class/ 100ft (30.5 m) if Cable is management; through included power classe A coaxial, depending on C PUs, On 1 x 4 Port Cards (KV1301 C): cord(s) and inlet(s) into 

Standards: monitor, and video resolution- (1) DB25 female for user internai transformer(s): 
With original Serv cabling: VGA from any Affinity Port Card to connections; KV13xDA models: Dual 

(colar o r monochrome/page any devi c e attached to it; On 4-User Expansion Cards transformers with separate 
white) video; 100ft. (30.5 m) of Expansion Cable (KV1305C): AC inlets, electricaliy 

With original Serv cabling between any two Affinity units; (2) DB15 female: (1) for input to isolated from one another; 
(minimal) or coaxial cabling 50ft. (15.2 m) of seria l cable from Port Cards in slots 1 and 2, Ali other models: Single 
(recommended): SVGA and the RS-232 port of any Affinity (1) for input to Port Cards in transforme r; 
(with KV99MA adapter) Ma c Port Card to a computer's slots 3 and 4; Consumption: Up to 40 VA 
vídeo; serial port (2) DB 15 male: (1) for output (40 watts) 

With coaxial cabling: XGA (colar User Controls: from Port Cards in slots 1 
Size: and 2, (1) for output from or monochrome), Sun, For system: Keyboard commands 

Port Cards in slots 3 and 4 KV139A and KV139DA chassis: RS/6000, or SGI video and on-screen menus; 
On 8-User Expansion Cards TH (4U) X 16.7'W X 7"D 

) Interfaces: On Affinity chassis: Rear-mounted 
(KV1306C): (17.8 x 42.4 x 17.8 em); 

On CPU ports and user ports of ON/OFF rocker switch(es); 
(4) HD15 fema le: Ali other Affinity chassis: 

Port Cards and IN 1 and OUT 1 KV13xDA models: (2); 
11) for input to Port Cards 5.25"H (3U) X 16.7'W X T'D 

ports of primary Expansion Ali other models: (1 ); 
setas KVM 1/2 or9/10; (13.3 x 42.4 x 17.8 em); 

Cards: On ali Expansion Cards (KV1305C 
(1) for input to Port Cards Port Cards and Expansion Cards: 

Proprietary composite of: and KV1306C): Board-mounted 
setas KVM 3/4 or 11/12; 0.9"H X 13.9'W X 4.8"D 

IBM PS/2, PC/AT, or Sun BUS/RING jumper; 
11) for input to Port Cards (2.3 x 35.3 x 12.2 em); 

compatible keyboard; On 8-User Expansion Cards 
set as KVM 5/6 ar 13/14; Terminator Card (4-User models 

PS/2, RS-232 serial (except (KV1306C): (2) Board-mounted 
(1) for input to Port Cards only): 

on user ports), or Sun jumper blocks for user-port 
setas KVM 7/8 o r 15/16; 0.4"H X 2.1 W X 0.8"D 

compatible mouse; and numbering 
(4) HD15 male: (1 x 5.3 x 2 em) 

Video (see Standards above); lndicators: (1) for output from Port Cards Weight: 
~ Wrth the KV99MCON converter, Ali models: ON/OFF switch(es) setas KVM 1/2 or 9/10; KV130A, KV130DA. KV138A, and . ~· . also supports ADB (Ma c are dark when ServSwitch (1) for output from Port Cards KV138DA: 10.51b. (4.8 kg); compatible) keyboard and Affinity is OFF, backlit when setas KVM 3/4 or 11/12; KV132A: 12 lb. (5.5 kg ); mo use ports; Affinity is ON; (1)for output from Port Cards KV134A: 141b. (6.4 kg); IN 1 and OUT 1 also carry KV13xDA models: (3) Front- setas KVM 516 or 13/14; KV139A and KV139DA: lllb. system-control signals; mounted power-supply status (1)for outputfrom Port Cards (5 kg); On Expansion Cards' other IN LEDs: setas KVM 7/8 or 15116 KV1300C, KV1301C, and KV1306C: and OUT ports: Proprietary (1) for supply 1 (the upper 

Maximum Altitude: 0.91b. (0.4 kg); vídeo composite (see transformer), lit while 
10,000 ft (3048 m) KV1304C: 0.2 1b.I0.1 kg); Standards above); supply is outputting power; KV1305C: 0.41b.I0.2 kg) On serial ports of Port Cards: (1) for supply 2 (the lower Temperature Tolerance: 

EINTIA RS-232 proprietarily transformer).litwhile 32 to 113.F (O to 45.C) 
pinned on RJ-12 ("6-wire supply is outputting power; 
RJ-11") connectors, DTE (1) for the Affinity chassis 

(marked "SYSTEM"), lit 
while either supply is 
outputting power unless 
internai di odes h ave failed 

~<~----------------------------



... Ordering lnformation (continued) 
ITEM 

NOTE: For CPU and Use r Cables, specify length by adding any of these suffixes to the product c ode (not ali cables are 
available in alllengths): 
"-0001" for 1 ft. (0.3 m, Use r C a bles only), 
"-0005" for 5 ft. (1.5 m), 
"-0010" for 10ft. (3m), 
"-0020" for 20ft. (6.1 m), 
"-0035" for 35ft. (10.7 m), 
"-0050" for 50ft. (15.2 m), 
"-0075" for 75ft. (22.8 m), o r 
"-0100" for 100ft. (30.5 m) 

You wi/1 need a CPU Cable for each CPU vou attach: 
Standard CPU Cables, available in standard lengths up to 20ft. (6.1 m)-Mac styles require keyboard/mouse conversion 

IBM PS/2 style ..................................................................................................................................................... ......................... EHN051 
IBM PC/AT style ............................................................................................................................................................................ EHN048 
Mac style with legacy OB15 vídeo connectors ........................................................ ................................... ..................... .... EHN215 
Mac style with H015 VGA vídeo connectors for G3™, G4™, and similar models ....... ................................................ EHN550 

Coaxial CPU Cables-IBM and Sun styles available in ali standard lengths, SGI and RS/6000 styles available in 
standard lengths up to 20ft. (6.1 m), Ma c styles require keyboard/mouse conversion 
Universal IBM style ............................................................................................. .. ...................................................................... EHN282 
Sun style with traditionai13W3 vide o connectors ....... .................................. ..................................................................... EHN206 
Sun style with VGA (H015) vídeo connectors ............................................................................................................. .......... EHN515 
SGI style ......................................................................................................................................................................................... EHN500 
RS/6000 style ................................................................................................................................................................................. EHN520 
Ma c style with traditional OB15 vídeo connectors ............................................................................................................. EHN208 
Ma c style with H015 VGA vídeo connectors for G3, G4, and similar models ............................................................... EHN560 

ServSwitch™ Micro Ma c"' Converter to convert PS/2 kbd/mouse to AOB™ kbd/mouse signals ...................... KV99MCON 
For o/der Ma c models that must see monitor ID: Ma c"' Vídeo Adapter for ServSwitch™ .......................................... KV99MA 

You wi/1 need a User Cable for each monitor!keyboard!mouse use r station you attach: 
Regular (non-coaxial) Use r Cables, available in standard lengths up to 20ft. (6.1 m) 

IBM PS/2* style .................................................................................................. ............. ............................. ................................ EHN054 
Sun style with VGA (H015) vide o connector for multisync monitor ... ..................................................................... ........ EHN059 

Coaxial User Cables 
IBM PS/2* style, available in ali standard lengths except 1 ft. (0.3 m) ......................................... ................................... EHN283 
Sun style with 13W3 vide o connector for Sun monitor, available in ali standard lengths .............................. .. ......... EHN201 
Sun style with VGA (H015) vídeo connector for multisync monitor, available in ali standard lengths .................. EHN225 
SGI style, 1ft. (0.3 m) only .................................................................................................. .................................... ........... EHN501-0001 
RS/6000 style, 1ft. (0.3 m) only ........................................................................................................................................ EHN521-0001 

*We no longer offer IBM PC/AT type User Cables for the ServSwitch Affinity, beca use its current firmware does not support serial 
mie e, although it will still translate signals from PS/2 type mie e into se rial protocol for PC/AT C PUs. 



rdering lnformation (continued) 
CODE 

You miqht also need: 
Expansion Cables for 4-User Units 

10ft (3m) ................................................................................ ..... ................................. .............................................................. KV140010 
20ft (6.1 m) ...................................... .................................. ...................................... ................................................................... KV140020 
35ft (10.7 m) ........................... ...................................... .................................................. ............................................................ KV140035 
50ft. (15.2 m) ........................................ .. ........ ....... ..... ... ..... ................. .................... .. ...... ............ ................... .. ........................... KV140050 
100ft. (30.5 m) ..................... ......... .. .......................................... ................................ ................................................................... KV140100 

Expansion Cables for 8- and 16-User Units 
10ft (3m) ............................ .............. ................................................................... ....................................................................... KV180010 
20ft (6.1 m) ................. .................................... ........................... ........... ... .. ...................... ................................................ .. ....... .. KV180020 
35ft (10.7 m) .................................................................................................................................................... ........................... KV180035 
50ft (15.2 m) .................................... .. ..... .................................................................................................................................... KV180050 
100ft. (30.5 m) .................................................................................................................................................................... ......... KV180100 

Replacement 6-wire straight-through-pinned flat-satin cable for serial management (specify length) ......... EL06MS-MM 

..... .............................................................. ........ .. .......................... .................... IRl\11~ 
To mount 4- or 8-User units in 23" Racks ................................................. ........................ ..................................................... RMK23A 
To mount 4- o r 8-User units in 24" Racks ....................................................................................................................... ....... RMK24A 
To mount 16-User units in 19" Racks ................................................................................................................................ RMK19A139 
To mount 16-User units in 23" Racks ........ ........................................................................................................................ RMK23A 139 
To mount 16-User units in 24" Racks ............................................................................................................... .. ............... RMK24A 139 

Surge protectorfor IBM PS/2 style keyboard and mouse I ines (6-pin mini-O IN M/F) ............................................. SP519A-R2 
Surge protectorfor IBM PC/AT style keyboard lines (5-pin DIN M/F) .......................................................................... SP518A-R2 

Cal/ 8/ack Box Te c h Support for help determining your best options for AC-power backup and protection. 

... Black Box offers the best warranty program in the 
industry-Fido Protection' . For more information, 
request FaxBack 22512. 

BLACK BOX, the * logo, and Fi do Protection are registered trademarks, and ServSwitch and ServSwitch Affinity are trademarks, of 
Black Box Corporation. 

AI/ other trademarks mentioned in this documentare acknowledged to be the property of the trademark owners. 
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f you need to share access to a 
large number of C PUs, think 

about putting in an Affinity 
daisychain ma de up of 4-User 
Expansion Chassis (like the fully 
loaded one shown below) o r 8- o r 
16-User Chassis. They come 
empty (no Cards installed), but 
you can insta li one Expansion 
Card (or two in the 16-User units) 
and add as many as four O x 4 o r 

Power inlet and switch; models 
with dual power supplies will 
h ave another inlet and switch 

above this one 

-

OUT2 IN2 

1 x 4 Port Cards to them, giving 
you a maximum of four, eight, or 
sixteen use r stations and sixteen 
C PUs attached to each unit. (Keep 
in mind that however many use r 
stations a unit is designed for, 
onlythat many video paths can be 
open thraugh that unit ata time. 
For example, a 4-User unit only 
h as four video paths, so if there 
are already four users attached to 

o .. ~. eel5!1• 

a 4-User unit, and a use r at 
another Affinity unit selects one o f 
the 4-User unit's C PUs, one of the 
4-User unit's users-and ali other 
users on that slot-will be locked 
out until the new connection 
ends.) 

The 8-User units look very 
similar to the 4-User unit shown 
here, but they accept only 8-User 
Expansion Cards like the one 

·~· •E!5'1:9• o 

o·~· •Ell5559• ·~· ·~· ·~·111 ~ 
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OUTl IN1 
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OUTl INl OUT2 IN2 OUT3 

®~® @ ·!·!·:·:·: ® ®~® ® ·:·:·:·:·: ® 

On the 4-User Expansion Cards 
(above, top), IN 1 and OUT 1 

carry signals forthe Port Cards in 
slots 1 and 2, while IN 2 and OUT 2 
carry signals for the Port Cards in 
slots 3 and 4. 

On the 8-User Expansion 
Cards (above, bottom), IN 1 and 
OUT 1 carry the signals for either 

KVM 1 and 2 or, if installed in the 
bottom slot of a 16-User unit, KVM 
9 and 10; IN 2 and OUT 2 cary the 
signals for either KVM 3 and 4 ar 
KVM 11 and 12; and so on. A pair 
of jumper blocks, mentioned 
above, determines which four 
KVM slots the four users on that 
Affinity chassis will use. 

IN3 OUT4 IN4 

®~® ® ·:·:·:·:·: ® ®~® 

8ecause the contrai paths are 
carried on different connectors 
this way, you h ave maximum 
flexibility for designing your 
daisychain layout: 

• lf ali of your users are on one 
Chassis, use the regular bus 
topology (below, left). 

Regular Bus Split Bus 

-

silown below. The 16-User 
accept two of the 8-User 
Expansion Cards. The 8-User 
Cards h ave jumper blocks that 
you can set to contrai which four 
KVM slots are used by the users 
attached to the Affinity chassis 
that the Card is installed in: KVM 1 
through 4, 5 thraugh 8, 9 thraugh 
12, or 13 thraugh 16. 

4-Use r Expansion Card (KV1305C) 

f-

1 x 4 Port Cards (KV1301C) with 
(4) 0825 female CPU ports, 
(1) 0825 female use r port. and 
(1) RJ-45 female seria l port 

1-

o 

o 

0815 female expansion ports 
on 4-User Expansion Card 

(KV1305C) 

H015 female expansion ports 
on 8- and 16-User Expansion 

Card (KV1306C) 

• lf you h ave two users on one 
Chassis and two on another, 
use the "split bus" topology 
(below, middle). 

• lf your users are spread 
acrass severa I Chassis, use 
the ring topology (below, 
right).* 

Ring 

Slot4 

Slot3 

Slot 2 

*lt is always important to keep in mind that only one user ata time can use the bus that interconnects daisychained Affinity units, 
espec1ally when you 1mplement a nng topology For example, when your Aff1nity umts are interconnected 1n a nng, i f any use r on ! 

Slot 1 "'"" " CPU '""'h'd to '"Affmrty """''"' ~'" h" ~o. oo oth" Slot 1 ""' '"' " ''cr "'Y CPU-~--~ 
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complete pacKa~e 
• The ServSwitch Affinity, including 

any cards and blanking plates that 
are normally preinstalled with your 
model. (Bianking plates will cover 
ali unused slots, as well as the slot 
on 4-User models that the tiny 
Terminator Card is installed in) 

• A power cord. 

• KV13xDA models only: A second 
power cord. 

• A 6-ft (1.8-m) serial cable with 
RJ-12("6-wire RJ-11") plugs. 

• An RJ-12 to 089 modular adapter. 

• A manual. 

lf you can use a scmwuriver, 
you can install t~e 
RacKmount ~ts_ 

W~at else you mi~~t neeu 
• CPU Adapter Cables, User Adapter Cables, and (ifyou're cascading) Expansion Cables. 

• Keyboards, mice, and monitors for your users. lf you're mixing platforms, we recommend true 
multiscan, multisync monitors capable of syncing to each CPU's video-outputfrequencies and 
compatible with ali of the C PUs' video cards. Also, if one of the multi pie platforms is IBM, the 
monitors must be able to accept both separate H/V sync and composite sync. (Sue h monitors are 
widely available.) We recommend that the monitors be able to display a maximum resolution of 
not Jess than 1280 x 1024 ata maximum refresh rate of not less than 75Hz. 

• An AC-power surge protector and uninterruptible power supply. 

• Data-line surge protectors for the keyboard and mo use !ines. 

• To attach an Apple Ma c": A ServSwitch™ Micro Ma c' Converter (product c ode KV99MCON), a 
G3™/G4TM o r Jegacy Macintosh' style CPU-Extension Cable, and, if the Ma c needs to se e 10 bits 
from its monitor, a Ma c Vide o Adapte r for ServSwitch (KV99MA). 

• /f you purchase a 4-User Expansion Chassis ar an 8- ar 16-User Chassis: Port Cards for your CPU 
and user-station connections. 

• To cascade a ServSwitch Affinity: An Expansion Card. 

• To rackmount a ServSwitch Affinity: A ServSwitch Affinity Rackmount Kit. 

Ordering lnformation 
ITEM CODE 

..St g ij!ptJWéli9ufJplfS'.':' ............................................... .................................. .. .................................. .... ... .. ... ..... .. .. ..... ~ ... !!.I_ .... ._ 
Dual power supply ...................................... .. ......................................... ..... .. ... ..................................................................... KV138DA 

16-User Chassis (no Cards installed) 
Single power supply .. .............................................................................................................................................................. KV139A 
Dual power supply ................................................................................................................................................................ KV139DA 

(j'fjWJIIJilS.\. 
O x 4 (No Users, Four C PUs) ............... .. ........ .. ............. ........ .......................................................... .......... ... ...... .. .. .................... KV1300C 
1 x 4 (One Use r, Four CPUs) ........... .. .. .................... .............. ............................................... ... .. .. ....... ...... .. ........... ..... .... ... ......... KV1301 C 

4-User Terminator Card .. .. .. ........................ .............. ..................................... .. ................ .. ... ... ............. ... .. ........... ................ ......... KV1304C 
~·=___,~~'"'"'*Vl®S'C 

~ ~ 
~~-----------------------------------------------------------------

) 
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... 
Layer 2 switching 

A switch helps provide a clear path from each workstation to its 
destination on demand, whether that destination is another workstation 
ora serve r. In contrast with bridges and routers (which process data 
packets on an individual, first-come, first-served basis), switches 
maintain multi pie, simultaneous data conversions among attached 
LAN segments. 

From an end-user workstation's perspective, a switched circuit 
appears as a dedicated connection-a direct, full-speed LAN link to an 
attached server or other remete LAN node. Although this technique is 
somewhat different from what a LAN bridge o r router does, switching 
hubs are based on similar technologies. 

Switching hubs that use bridging technologies are called layer 2 
switches-a reference to layer 2 or the Data link layer of the OSI 
Model. These switches operate using the MAC addresses in layer 2 
and are transparentto network protocols. layer 2 switches connect 
different parts of the same network, as determined by the network 
number contained with the data packet 

lf you're subdividing an existing LAN, obviously you're dealing with 
only one network and one network number, so you can insta li a layer 2 
switch wherever it will segment network traffic the best, and you don't 
h ave to reconfigure the LAN. 

lf, on the other hand, you use a layer 3 switch, which uses network 
addresses, you'd h ave to reconfigure the segments to ensure that each 
has a different network number. 

Similarly, if you're connecting existing networks, you h ave to 
examine the currently configured network numbers before adding a 
switch. lf the network numbers are the same, you need to use a layer 2 
switch.lfthey're different, you must use a layer 3 switch. 

When dealing with multi pie existing networks, you'll find they usually 
'use different network numbers. ln this case, it's preferable to use a 
Layer 3 switch (or possibly even a full-featured router) to avoid 
reconfiguring the network. 

layer 2 switches are generally unmanaged andare recommended 
for smaller, less-complex networks. 

... 
Store-and-forward switches 

Store-and-forward networking switches read each complete data 
packet into an internai buffer, temporarily storing the packet The 
destination and source addresses are checked againstthe switch's 
internai address list- just like a bridge. Simultaneously, the entire 
packet undergoes an error-checking procedure to validate its integrity. 
This process requires thatthe whole packet be read, since the check 
digit is the very last character in the packet Once verified, the packet is 
forwarded from the buffer to the appropriate destination device. 

.. Black Box offers the best warranty program in the 
industry-Fido Protection•. For more information, 
request FaxBack 22512. 

Ordering lnformatio 
ITEM 
E>q~re ;Ethemet witc -· 

10-/1 00-Mbps Copper 
18) RJ-45 .... .. ............................. ............................ LB91 OBA 
116) RJ-45 ................... ............................... .. ......... LB9019A 
124) RJ-45 ....... ........... .......................................... .LB9020A 

10-/1 00-Mbps eopper, 100-M bps Fiber 
11) RJ-45, 11) Se .................................... .LB9002A-Se-R2 
11) RJ-45, 11) ST ........................ .............. LB9002A-ST-R2 
12) RJ-45, 16) se ................. ... ...................... .LB9006A-SC 
12) RJ-45, 16) ST ....................... .................... .LB9006A-ST 
16) RJ-45, 12) Se .......................................... .. ..... .LB9021A 
16) RJ-45, 12) ST ................................................. .LB9022A 
17) RJ-45, 11) SC ........ ..... ............ ............ LB9007A-SC-R2 
17) RJ-45, 11) ST ..... ....... .............. ........... .LB9007A-ST-R2 

100-Mbps Fiber 
18) SC .............................................................. LB9008A-FO 

10-/100-Mbps eopper, 100-Mbps Fiber, Modular 
116) RJ-45, 

11) Slotfor Optional Fiber Uplink ......... .LB9017A-R2 

Choose an uplink module for LB9017A-R2 and LB9024A 
100BASE-FX Se Module ................................... .LB9017C-Se 
100BASE-FX ST Module .............. ...................... LB9007e-ST 

NOTE: The LB9006A- LB9007A models, LB9008A-FO, 
LB9017A-R2, LB9019A-LB9022A, and ~ ; '.J.!:L.'j·JI!/ 1 ··'U 11 

For optimum performance anda 20% savinqs, arder ... 
eategory 5 Patch eable, 100-MHz, 4-Pair, 

Straight-Pinned, PVe, Beige ... .. ........................ EVMSL05 
Duplex Fiber Optic eable, PVe 

ST-ST ........................................................................... EFN062 
SC-SC ............. ...................................... ..................... EFN4025 



a network into 10-/100-Mbps 
copper segments and 100-Mbps 
fiber segments. 

Choose from ST" or SC 
connectors on the 1008ASE-FX 
side. Each switch has a push­
button uplink for linking to another 
device. Use these switches atthe 
desktop or in racks. Rackmount 
hardware is included. 

lhe 2-port switches are ideal 
for adding a 100-Mbps frber island 
to your existing network or for 
extending a network long distan­
ces overfrberoptic cable. To 
handle the heavy traffic load 
associated with this sort of 
network link, the 2-port switches 
support a whopping 8192 MAC 
address entries! 

lhe 8-port switches are good 
switches for integrating 100-Mbps 
f!ber into your existing 10-/100-
Mbps network. The extra distance 
from fiber means you can extend 
network segments up to 1.2 miles 
(2km). 

lhe LB9006A-SC, L89006A-ST, 
L89021A, and L89022A models 
provide DIP switches for control­
ling port operation manually. 

For greater versatility, the 
LB9007A-R2 models have a 
console portthat enables you 
to contrai ports and set up port­
based VLANs and trunking. The 8-
port switches support 1024 MAC 
address entries. 

8oth L89007A-R2 models 
support managment The 
managamenttype is an ASCII 
console port (cable included) that 
provides access to a text-based 
menu. The menu permits basic 
configuration of port parameters 
(such as changing speed or 
duplex settings), and h as a 
proprietary method for assigning 
the ports into VLAN and Port-
T runking groups. 
1110-Mbps Fiber (l89008A-FO) 

For simplicity, speed, and 
distance, choose this fiber-only 
switch. lt provides eight ports of 
blazing speed and distances of 
up to 1.2 miles (2 km) with ali the 
security of fiber. 8est of ali, this 
entry-level switch is super sim pie 
to set up--just plug-and-play. 

lhe switch has SC-style fiber 
connectors and supports 1024 
MAC address entries. lt has DIP 
switches and is easy 
to rackmount with the included 
hardware. 
10-/100-Mbps Copper, 1110-Mbps 
Fiber, Modular (LB9017A-R2. 
LB9024A) and Optional Fiber 
Uplink Modules (LB9017C-SC, 
LB9017C-ST) 

These Express Ethernet 
Switches feature 16 or 24 
autosensing 10-/100-Mbps RJ-45 
ports. They're a smart-priced way 
to quickly expand your 108ASE-T/ 
1008ASE-TX network with the 
option of adding a frber uplink 
late r if you need it 

Although the switches are 
easy to set up, they offer powerful 
features to help you contrai heavy 
network loads. The 2048 MAC 
address table handles a large 
number of end users. 

These modular switches also 
include an RS-232 console port 
for basic management (cable 
included). Through the console 
port, you can access proprietary 
port-based VLAN features that 
enable you to segment or isolate 
traffic at Layer 2. 

Trunking provides extra 
bandwidth of up to 400 Mbps 
between two connected 
switches. Vou can also regulate 
standard backpressure and auto­
negotiation on individual ports. 
lhe crossover button enables you 
to configure one portas an uplink. 
These switches occupy only 1 U of 
rack space and are easily 
rackmountable with the included 
hardware. 

8oth L8917A-R2 and L89024A 
support managment The 
managamenttype is an ASCII 
console port (cable included) that 
provides access to a text-based 
menu. The menu permits basic 
configuration of port parameters 
(such as changing speed or 
duplex settings), and h as a 
proprietary method for assigning 
the ports into VLAN and Port­
Trunking groups. 

............... ~~ 
Specifications 
Distance (Maximum): 

RJ-45 ports: 100m (328ft.); 
Fiber ports: 2 km (1.2 mi.) 

Forwarding Rate: 
14,880 pps at 10 Mbps; 
148,800 pps at 100 Mbps 

MAC Addresses: L89108A 
LB9006A-SC, LB9006A-ST, 
LB9021A-LB9022A, LB9007A­
SC-R2, LB9007A-ST-R2 
LB9008A-FO: 1024; ' 

L89002A-SC-R2, LB9002A-ST-R2: 
8192; 

LB9019A-LB9020A, LB9017 A-R2, 
LB9024A: 2048 

Standards: IEEE 802.3 (10BASE-T), 
IEEE 802.3u (1DDBASE-TX/FX) 

Switching Method: Store-and­
forward 

VLAN Support: LB9007 A-SC-R2 
LB9007A-ST-R2, LB9017A-RZ 
LB9024A: Proprietary port-ba'sed 

lndicators: 
LB9108A: 

Per-unit LEOs: (1) Power; 
Per-port LEOs: 

(1) 1 DO Mbps/TX, 
(1) 10 Mbps/RX, 
(1) Fuii-Ouplex/Collision; 

LB9019A-LB9020A: 
Per-unit LEOs: (1) Power; 
Per-TX port LEOs: 

(1) Link!Aetivity, (1) 10-/100-
Mbps Speed, (1) Ouplex/ 
Collision, (1) 100 Mbps/TX, 
(1) 10 Mbps/RX, (1) Fuii­
Ouplex/Collision; 

LB9002A-SC-R2, LB9002A-ST-R2: 
Per-unit LEOs: (1) Power; 
Per-port LEOs: 

(1) Link, (1) 100 Mbps, 
(1) TX/RX, (1) Ouplex/ 
Collision, (4) Utilization; 

()?L 
LB9006A-SC, LB9006A-ST, 
LB9021A-LB9022A, LB9007A­
SC-R2, LB9007A-ST-R2: 

Per-unit LEOs: (1) Power, 
(1) Uplink; 

Per-TX port LEOs: 
(1) 10-/100-Mbps Speed, 
(1) Link, (1) TX, (1) Collision, 
(1) RX, (1) Ouplex, 
(4) Utilization; 

Per-FX port LEOs: (1) Link, 
(1) Aetivity, (1) Fuii-Ouplex; 

LB9017A-R2, LB9024A: 
Per-unit LEOs: (1) Power, 

(1) Uplink, (1) Module 
Enable; 

Per-TX port LEOs: 
(1) 100 Mbps/TX, 
(1) 10 Mbps/RX, 
(1) Fuii-Ouplex/Collision; 

LB9008A-FO: 
Per-unit LEOs: (1) Power, 

(1) Uplink; 
Per-FX port LEOs: (1) Link, 

(1) Aetivity, (1) Fuii-Ouplex 

Temperature: 
Operating: 32 to 104°F (O to 40°C); 
Storage: -13 to+ 158°F 

(-25 to +70°C) 

Humidity: 1 O to 90% noneondensing 

Power: 100-240 VAC, !i!HlO Hz, 
autosensing, internai 

Size: 
L89108A, L89002A-SC-R2, 

L89002A-ST-R2: 1.4"H X 10'W X 

5.3''0 (3.6 x 25.4 x 13.5 em); 
LB9019A, LB9021A-LB9022A: 

1.75"H X 1 0.2'W X 8"0 
(4.4 x 25.9 x 20.3 em); 

LB9020A, LB9006A-SC 
LB9006-ST, LB9007Á-SC-R2 
LB9007A-ST-R2, LB9017A-RZ, 
LB9024A, LB9008A-FO: 
1.75"H X 17 .3'W X 8"0 
(4.4 x 43.9 x 20.3 em) 

Weight: LB9108A: 3.5lb. (1.6 kg); 
LB9019A-LB9020A, LB9017A-R2, 

LB9024A: 5.7 lb. (2.6 kg); 
LB9002A-SC-R2, LB9002A-ST -R2: 

2.11b. (1 kg); 
LB9006A-SC, LB9006A-ST 

LB9021A-LB9022A,LBS007A­
SC-R2, LB9007A-ST-R2: 
5.51b. (2.5 kg); 

LB9008A-FO: 6.5 lb. (2.9 kg) 
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Key features 
.... Low-cost switching 

for sma/1- or mid-sized 
networks. 

.... Protocol-independent, 
MAC-Iayer switching. 

..... Models for copper, 
fiber, copper and fiber, 
or copper with a fiber 
uplink. 

.... Fiber ports provi de 
extra distance of over 
a miJe. 

... Ha/f-/fu/1-duplex on ali 
RJ-45 ports. 

.... Reduce bottlenecks. 

.... /nclude universal 
power supply. 

EXPRESS ETHERNET SWITCHrS 

Segmenting your 10-11 00-Mbps Ethernet 
LAN doesn't have to be expensive! 

.~ .......................... .. 
With Layer 2 switching, you get 
the speed to handle lots of 
network data. The store-and­
forward engine checks the 
integrity of each data packet and 
ensures accurate throughput 

Ali Express Ethernet Switches 
have an autosensing power 
supplythat adapts to worldwide 
voltages, so they integrate quickly 
and easily with your existing 
equipment A crossover switch 
makes uplinking to other switches 
o r hubs easy. Extensive LEDs 
provi de port status. 

Ali RJ-45 ports operate at 
10/100 Mbps in half- or full-duplex 
mode. The fiber ports are for 
100-Mbps connections in either 
half-or full-duplex mode . 
10-/100-Mbps Copper (LB9108A. 
l89019A-LB9020A) 

pansion or building workgroups . 
Because the autosensing ports 
adjustto the speed and duplexity 
of each port automatically, setup 
is a breeze . 

The 8-port model supports 
1024 MAC address entries and 
is greatfor building small work­
groups. lt's housed in a compact, 
sturdy enclosure suitable for 
desktop use orwallmounting. 

For higher traffic loads and 
larger networks, the 16- and 24-
port switches support 2048 MAC 
addresses. A crossover button 
enables you to configure one port 
as an uplink. The 16- and 24-port 
switches include a rackmount kit 
10-/100-Mbps Copper, 100-Mbps 
Fiber (LB9002A-SC-R2. LB9002A­
ST-R2. LB9006A-SC, LB9006A-ST, 
LB9021A-LB9022A. LB9007A-SC­
R2. LB9007A-ST-R2) 

Available in sporty 2-port 
These switches te ature 8, 16, 

or 24 autosensing 10-/100-Mbps 
RJ-45 ports. They're perfectfor 
rapid, inexpensive network ex-

models o r in more robust 8-port ~ 

~ Z versions, t~:~_s_w_itc~~ ~:~~ . 
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~ltautec 
Brasília, 24 de julho de 2003. CT/FGC0/279/2003 

A 
Empresa Brasileira de Correios e Telégrafos- ECT 
Comissão Permanente de Licitação da Administração Central - CPL/AC 
SBN - Quadra 01 - Bloco "A" - Sobreloja - Ed. Sede ECT 
Brasília - DF 

Ref.: Pregão 050/2003- CPLIAC 
Data: 24/07/2003 às 9:00 Horas 

Prezados Senhores, 

De acordo com a solicitação contida no referido convite, estamos encaminhando, em anexo, 
nossa Proposta n° 128/2003, a fim de participarmos do processo de licitação, do Pregão 
050/2003 - CPL/AC, para Locação de equipamentos de informática, incluindo a assistência 
técnica e treinamento de pessoal, conforme especificação técnica descrita em nossa proposta. 

Por oportuno, comunicamos os dados de nossa Empresa, participante deste processo licitatório: 

- Unidade Licitante 

- Razão Social: 

- Endereço: 

- Município/UF: 

- CNPJ N°/IE N°: 

-Banco/Agência: 

ITAUTEC INFORMÁTICA S.A.- GRUPO ITAUTEC PHILCO 

Rua Santa Catarina n° 01 - Tatuapé- CEP 03086-025 

São Paulo - SP 

51 .764.058/0001-42 I 110.970.918.117 

Banco do Brasil S.A. - Agência n° 3064-3 - C/C n° 7999-5 

- Dados para contato - Filial Brasília - DF 

-Contato: 

-CPF 

-Endereço: 

- Município/UF: 

-Telefone: 

- Fac-símile: 

- E-mail : 

Jorge ítalo Dimatteu Telles 

292.880.961-91 

SCS Q. 01 -Bloco "F" Ed. Camargo Corrêa 11° Andar - CEP 70397-900 

Brasília-DF 

(61) 323-3031 Ramal: 1126 - (61) 9994-4021 

(61) 226-1251 

italo@itautec. com.br 

Sem mais, colocamo-nos à disposição de V.Sas. para outras informações complementares que 
se façam nece"'"''rric'"' 

ge Ítalo Dimatteu Telles 
epresentante de Marketing 

ltaute~l t~rmáti a S.A. 
Grupo autec P91co 
Raim do C~s Pereira 
Gerente Comercial 

SCS o. 01 Bloco "F" 11 o Andar- Ed. Camargo Corrêa - Brasílía-DF CEP: 70397-900- Fone: (61) 3c :PíWr1 ~at 

Doc. _ _ j 
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A 
Empresa Brasileira de Correios e Telégrafos- ECT 
Comissão Permanente de Licitação da Administração Central- CPUAC 
SBN- Quadra 01 -Bloco "A"- Sobreloja- Ed. Sede ECT 
Brasília - DF 

PROPOSTA ECONÔMICA 

Pregão 050/2003 - CPUAC 

ltautec 
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~ltautec 
Dados de Cadastro 

ITAUTEC INFORMÁTICA S.A.- GRUPO ITAUTEC PHILCO 
CNPJ N°: 51.764.058/0001-42 
Inscrição Estadual: 110.970.918.117 
Rua Santa Catarina n° 01 - Tatuapé- CEP 03086-025 
Telefones: (61) 323-3031 Ramal: 1126 - (61) 9994-4021 
Fax: (61) 226-1251 
E-mail: italo@itautec.com. br 

-~ - ~ - . ..... ...... ...... 
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1. Requisitos Gerais 

'\ . . ., 

1.1. ASPECTOS GERAIS 

• Cabe à IT AUTEC fornecer, garantir compatibilidade e portabilidade, conforme Item 
1.6, instalar, configurar, dar garantia e assistência técnica aos produtos fornecidos e 
treinar a equipe técnica da ECT, durante a vigência do contrato; 

• O fornecimento contemplará os produtos descritos nesta Proposta, provendo a: 
./ Preparação do ambiente de produção, realizando integração e interoperabilidade 

com o ambiente já existente (Rede TCP/IP e Segurança de Rede); 

./ Integração e interoperabilidade da Rede SAN - Storage Area N etwork, existente 
na Empresa Brasileira de Correios e Telégrafos à Rede SAN fornecida, de forma 
que os Servidores e o Sistema de Backup fornecidos pela IT AUTEC possam 
acessar os dados armazenados no atual sistema de armazenamento (Storage IBM 
2105 F20), com a performance compatível com as aplicações existentes. 

• Os produtos descritos nesta Proposta possuem quantidades e especificações mínimas 
para a execução das funcionalidades solicitadas. produtos adicionais, necessários ao 
cumprimento das exigências funcionais e de performance, verificadas durante a 
vigência do Contrato, serão fornecidos pela IT AUTEC; 

• Cabe à ITAUTEC, a obrigatoriedade de fornecer, instalar e configurar, a critério 
exclusivo da ECT, as atualizações e correções de todos os softwares 
fornecidos,englobando, inclusive, a evolução das versões, sem ônus adicionais à ECT, 
durante a vigência do Contrato; 

• Será de exclusiva responsabilidade da IT AUTEC a entrega, a instalação, a 
configuração, os testes, a garantia e assistência técnica dos produtos, bem como o 
fornecimento dos recursos adicionais que sejam necessários ao pleno atendimento das 
funcionalidades exigidas no Edital; 

• A ITAUTEC procederá à entrega e a instalação física de todos os produtos nas Salas 
de Segurança Física, nas cidades de Brasília/DF e São Paulo/SP, conforme Pauta de 
Distribuição e Especificações Técnicas dos Equipamentos; 

• Serão fornecidos pela IT AUTEC, quando da instalação dos produtos, os insumos, 
suprimentos e componentes, tais como: cabos, acessórios, mídias, manuais e 
documentações necessárias; 

• Serão fornecidos pela ITAUTEC todos os controladores (drivers) necessários para o 
funcionamento dos equipamentos fornecidos, bem como todos os demais programas 1 

necessários à instalação, configuração e diagnóstico dos equipamento-s;-p _. 'ci.c.o.5._k_r .. 
interfaces· ROS n 'I 5 - CN 
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• A 1T A UTEC. na data de assinatura do contrato, apresentará equipe de trabalho e seus 
integrantes. relacionando-os nominalmente e informando currículo e telefone para 
contato. devendo ser alocado um profissional como gestor do projeto durante a 
vigência do Contrato; 

• O gestor do projeto alocado é certificado em PMP (Project Management Professional) 
pelo PMI ( Projcct Management lnstitute) e cópia desta certificação, atualizado e 
vigente. consta na Proposta Econômica da ITAUTEC; 

• A ECT poderá solicitar, a qualquer momento da vigência do Contrato, a seu critério, a 
substituição de qualquer membro da equipe de trabalho, comprometendo-se a 
comunicar com antecedência de 15 (quinze) dias; 

• A ECT indicará. na data da assinatura do contrato, o nome do Gestor e o nome dos 
componentes da sua equipe técnica para coordenar e orientar todo o processo de 
instalação. configuração e testes dos produtos, cabendo ao Gestor acompanhar o 
cumprimento dos prazos e atestar a qualidade dos produtos entregues; 

• A IT AUTEC detalhará o plano de trabalho, conforme Item 1.2 desta Proposta, para 
implantação dos produtos, informando o cronograma de atividades detalhado em 
fases, atividades. prazos e recursos alocados; 

• Caso a IT AUTEC não seja a fabricante de algum dos produtos fornecidos, mas apenas 
distribuidora da mesma, esta apresentará CARTA DE SOLIDARIEDADE do 
fabricante, assegurando o fornecimento e a garantia do produto em questão. 
Entretanto, se a mesma for apenas fornecedora do produto, esta pode apresentar 
CARTA DE SOLIDARIEDADE do fabricante ou CARTA DE SOLIDARIEDADE do 
distribuidor. sendo que neste caso também deve ser entregue CARTA DE 
SOLIDARIEDADE do fabricante para o distribuidor apresentado; 

• No que se refere a produtos, periféricos, acessórios, instalação, garantia, recursos 
humanos, translado, transporte, hospedagem, embalagens, e outras despesas, diretas e 
indiretas, necessárias ao cumprimento das obrigações da ITAUTEC, serão de 
responsabilidade da IT AUTEC e não gerarão qualquer ônus à ECT; 

• A ECT poderá, a seu critério, solicitar o deslocamento e/ou movimentação dos 
equipamentos dentro das Salas de Segurança Física de Brasília-DF e São Paulo-SP. 
Todos as despesas relativas a esta movimentação serão de responsabilidade da 
IT AUTEC. A ECT solicitará os deslocamentos durante a vigência do contrato. 
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1.2. DETALHAMENTO DO CRONOGRAMA DE TRABALHO 

• A ITAUTEC apresentará, para validação da ECT, até 45 (quarenta e cinco) dias após a 
assinatura do Contrato, cronograma detalhado de atividades contendo, no mínimo, os 
seguintes itens: 

1. Planejamento da adequação dos recursos de suporte à instalação dos equipamentos; 

2. Cronograma de Entrega e Instalação dos Equipamentos; 

3. Arquitetura detalhada da interligação de todos os produtos fornecidos; 

4. Cronograma de Instalação e Configuração do Ambiente Operacional e dos Softwares; 

5. Arquitetura planejada para a interconexão dos elementos que compõem a Rede 
TCP/IP, Rede SANe a Rede de Segurança com os atuais equipamentos existentes nos 
CCDs; 

6. Planejamento do treinamento dos técnicos da Empresa Brasileira de Correios e 
Telégrafos . 

• Sempre que houver alteração/atualização do cronograma, uma nova versão será 
imediatamente encaminhada, para validação da ECT, com respectivos relatórios de 
impacto; 

• Qualquer alteração no corpo técnico ou gerencial da ITAUTEC não afetará o 
cronograma nem tampouco a qualidade dos produtos contratados. 

1.2.1. CRONOGRAMA DE EXECUÇÃO 

Será obedecido o seguinte cronograma de execução: 

Fase Descrição . " -Pr~o (dias) 
" 

' ;;t.,l' ,. 
' ' --

I Apresentação do Cronograma de Trabalho em até D+45 

li Entrega, Instalação e Configuração dos Equipamentos em até D+90 

III Aceitação Final dos Equipamentos em até D + 120 

IV Treinamento Operacional em até FIII + 30 

v Treinamento Oficial em até FIII + 720 

VI Treinamento On-Site em até FIII + 1440 

Onde: D = Data de Assinatura do Contrato. 

FIII =Data de Emissão do Termo de Aceite da Fase III. 

1.2.2. O Termo de Aceitação do Cronograma de Trabalho - FASE I será eniitido após - -
concluídas as etapas definidas na Minuta de Contrato de Prestação de I ~~i~'bS3.de05 - C 

L - - --:z , RE IO 
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Locação de equipamentos de Informática, incluindo assistência técnica e treinamento de 
pessoal (anexo 2 do Edital do Pregão N.0 050/2003 - CPLIAC). 

1.3. ENTREGA E INSTALAÇÃO 

1.3.1. RECURSOS DE SUPORTE AOS EQUIPAMENTOS 

• A ITAUTEC fornecerá, instalará e adequará todas as conexões lógicas e elétricas 
necessárias à instalação de todos os equipamentos ofertados para os CCDs de Brasília 
e São Paulo, levando em consideração a padronização e garantia das Salas de 
Segurança Física- SSF; 

• Todos os aspectos relacionados à adequação das instalações lógicas e elétricas serão 
levantados durante a Vistoria obrigatória, durante este etapa, a IT AUTEC avaliará os 
detalhes técnicos necessários ao cumprimento de suas obrigações; 

• Todos os produtos utilizados na adequação das instalações lógicas e elétricas 
permanecerão em caráter definitivo na ECT após o término do Contrato; 

• Para efeito de quantitativo de conexões lógicas a serem fornecidas e instaladas pela 
ITAUTEC, serão consideradas todas as interfaces de rede de todos os equipamentos 
fornecidos, inclusive os equipamentos adicionais, mais o percentual de 25% sobre esta 
quantidade; 

• Para efeito de quantitativo de conexões elétricas a serem fornecidas e instaladas pela 
ITAUTEC, serão consideradas todas as entradas de energia elétrica de todos os 
equipamentos fornecidos, inclusive os equipamentos adicionais, mais o percentual de 
20% sobre esta quantidade; 

• O fornecimento englobará todos os cabos, fibras óticas, conectares, disjuntores, 
quadros elétricos, leitos aramados, tomadas e demais equipamentos e componentes 
necessários à interligação de todos os equipamentos ofertados, tanto lógica quanto 
eletricamente, levando em consideração a padronização e garantia das Salas de 
Segurança Física- SSF; 

• Todos os cabos, conectares e fibras fornecidos serão certificados por órgãos 
competentes e possuirão o comprimento suficiente para interligar todos os 
equipamentos. Será entregue um percentual adicional de 20% (vinte por cento) sobre 
as quantidades fornecidas de cabos de rede e fibras óticas; 

• O cabeamento lógico UTP CAT 6 a ser lançado pela ITAUTEC será certificado para 
suportar operação a velocidade de 1 Gbps; 

• O fornecimento de toda e qualquer fen·amenta, instrumento, material e equipamento 
de proteção, bem como materiais complementares necessários à instalação são de 
inteira responsabilidade da ITAUTEC e não gerará ônus à ECT; 

• A falta de peças ou equipamentos não será alegada como motivo de força maior e não 
eximirá a ITAUTEC das penalidades a que estará sujeita pelo não cumprimento dos 
prazos estabelecidos ; 

Doc. -----
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• A ITAUTEC entregará toda a documentação da implantação dos produtos, conforme 
foram implantados, inclusive, alterando as documentações existentes de maneira a 
retratar as novas configurações dos ambientes das SSF' s após a implantação. Serão 
entregues 4 (quatro) cópias impressas e 4 (quatro) cópias em CDROM de toda a 
documentação. 

1.3.2. RELATÓRIO DE INSTALAÇÃO (RI) 

• Será elaborado em formulário impresso e apresentando, no mínimo os seguintes itens: 
../ a Confirmação de todos os requisitos necessários para o perfeito funcionamento 

de cada produto, nos locais onde estará instalado, de maneira distinta, com um 
item para cada caso; 

• Confirmação da presença e funcionamento adequado de acessórios, cabos de interface, 
cabos de alimentação, softwares, manual de instalação, manual de operação, manual 
de manutenção, discriminando um item para cada caso; 

../ Confirmação do perfeito funcionamento do hardware e do software para os todos 
os produtos; 

../ A identificação de cada produto (marca, modelo, versão de software, número de 
série e outras informações pertinentes); 

../ A identificação da instalação, condições das tensões de alimentação e demais 
informações identificadoras da instalação; 

../ Nome, Matrícula, Data e assinatura do técnico da ITAUTEC que instalou o 
produto; 

../ Nome, Matrícula, Data e assinatura do representante técnico da ECT. 

• A ECT, através de seu representante técnico, deve conferir o completo preenchimento 
do RI. Todas as informações fornecidas nesse RI serão de responsabilidade única da 
própria IT AUTEC; 

• A ECT, através de seu representante técnico e de posse do RI, acompanhará o técnico 
da IT AUTEC no teste de aceitação do Período de Funcionamento Experimental -
PFE, de cada produto, quando serão verificados todos os itens apresentados no RI; 

• Quando aprovado o funcionamento de todos os produtos, tendo como base os itens do 
RI para cada produto, esses produtos serão considerados instalados e aptos a serem 
utilizados. Isso será confirmado pelo nome, matrícula, data e assinatura do 
representante técnico da ECT, no RI; 

• Quando não aprovado o funcionamento de qualquer produto, a IT AUTEC anotará no 
RI as ocorrências e suas origens, tomará todas as providências necessárias para 
resolvê-las, indicando no RI a condução sobre as ocorrências, pelo representante 
técnico da ECT, sem gerar ônus à ECT e sem prejudicar o tempo previsto de 
instalação; 

ROS no 03/2005 -
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• O RI não isenta a IT AUTEC das responsabilidades sobre o pleno funcionamento dos 

produtos, o qual será estendido ao longo de todo o período de garantia; 

• A falta da instalação completa de um ou mais produtos constitui-se em motivo de 
suspensão de todos os compromissos financeiros, vinculados ao evento de instalação 
de equipamentos correspondente, enquanto perdurar a instalação incompleta; 

• Desde que por escrito e a critério da Empresa Brasileira de Correios e Telégrafos , a 
instalação dos produtos será : 

../ Alterada em sua seqüência; 

../ Prorrogada por prazo determinado. 

1.4. INSTALAÇÃO E HOMOLOGAÇÃO DO AMBIENTE 

• Após o fornecimento, instalação e configuração dos produtos fornecidos (conforme 
requisitos de segurança recomendados pelo fabricante e de acordo com a política de 
segurança da ECT), será estabelecido pela ECT um PFE - Período de Funcionamento 
Experimental - para testar o perfeito funcionamento dos produtos, verificar as 
funcionalidades dos mesmos analisando sua aderência às especificações deste Edital e 
a sua compatibilidade com a estrutura já existente na ECT; 

• Durante o PFE, todos os produtos serão testados quanto à configuração realizada. 
Serão efetivados testes de acesso através da Rede TCP/IP, Rede SAN, Equipamentos 
de Segurança Lógica bem como a realização de procedimentos de BACKUP e 
RESTORE . 

../ O período de avaliação pode estender-se por até 7 (sete) dias consecutivos, não 
devendo ocorrer qualquer falha ou interrupção em qualquer uma das 
funcionalidades dos produtos fornecidos, durante este período; 

• Todos os produtos, a critério da ECT , serão submetidos ao PFE, sendo que, somente 
após este processo, pode ser emitido o Termo de Aceitação da Fase III; 

• A ITAUTEC entregará todos os comprovantes que atestem o licenciamento dos 
softwares fornecidos. A relação detalhadas dos softwares e seu quantitativo constarão 
em planilha a ser entregue à ECT, sendo que, somente após a entrega destes 
documentos, será emitido o Termo de Aceitação da Fase III; 

• Caso ocorra qualquer falha no produto testado, a contagem de tempo será reiniciada a 
um novo período de tempo. Serão toleradas, no máximo, 3 (três) tentativas. Esgotadas 
as três tentativas, o processo será suspenso por uma semana e uma última 
oportunidade de cumprimento de PFE será concedida à ITAUTEC, cabendo a ECT a 
aplicação de multa à IT AUTEC; 

• Durante o PFE, os produtos que apresentarem defeitos, ou apresentarem mau 
funcionamento serão reparados ou substituídos imediatamente e, se dentro do conjunto 
composto por equipamentos do mesmo tipo, o número de equipamentos defeituosos 
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ultrapassar 10% (dez por cento) do seu total, todo o conjunto desse tipo de 
equipamento será substituído sem ônus para a ECT; 

• Para os servidores INTEL de todos os tipos, a ITAUTEC executará, nos servidores 
indicados pela ECT, o software MS SYSTEM STRESS da MICROSOFT pelo período 
de 72 (setenta e duas) horas ininterruptas em cada equipamento. Caso o servidor 
apresente problemas de hardware durante este período, a ITAUTEC executará o 
reparo ou substituição e o teste será executado novamente. Caso o equipamento volte a 
apresentar defeito ou mau funcionamento em outras 2 (duas) tentativas, o equipamento 
será substituído sem ônus para a ECT; 

• Para os servidores RISC TIPO 1, a ITAUTEC realizará teste de 'STRESS' dos 
componentes de processamento, memória e 110. Os testes deverão proporcionar 
intensiva utilização do poder de processamento, alocação intensiva de memória RAM 
e componentes de 110, devendo ainda realizar intensiva escrita e leitura no 
equipamento de Storage da ECT. A ITAUTEC, em estrita concordância com a ECT, 
poderá lançar mão de qualquer ferramenta que realize os testes especificados. O 
período de testes não será inferior a 24 (vinte e quatro) horas ininterruptas nos 
equipamentos apontados pela ECT. Caso o servidor apresente problemas de hardware 
durante este período, a ITAUTEC executará o reparo ou substituição e o teste será 
executado novamente. Caso o equipamento volte a apresentar defeito ou mau 
funcionamento em outras 2 (duas) tentativas, o equipamento será substituído sem ônus 
para a ECT; 

• Serão também objetos de avaliação pela ECT o atendimento, suporte, execução dos 
serviços, bem como os planos de Treinamento; 

• A equipe de implantação da ITAUTEC permanecerá alocada e presente durante o 
prazo de 30 (trinta) dias após emitido o Termo de Aceitação da Fase 111. 

1.5. DISPONIBILIDADE 

• Os produtos estarão disponíveis 24 (vinte e quatro) horas por dia, 7 (sete) dias por 
semana, 365 (trezentos e sessenta e cinco) dias por ano; 

• Os valores mínimos de disponibilidade para cada produto, apurados mensalmente, 
serão de 98,33%, (noventa e oito vírgula trinta e três por cento); 

• A disponibilidade de cada produto será calculada para o período de 30 (trinta) dias 
corridos, pela seguinte operação: 
D =[(To- Ti)/To] * 100% 

onde: D =disponibilidade (em%); 

To= período de operação (últimos 30 dias corridos) em minutos; 

Ti = somatório dos minutos com interrupções do serviço durante os últimos 30 
(trinta) dias corridos de operação). 

r -------' 
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• Sempre que forem apurados valores de disponibilidade mensais abaixo dos valor~; · 

mínimos estabelecidos, será calculado o período (tempo) de indisponibilidade do 
serviço, que será o somatório dos tempos de indisponibilidade, desde a zero hora do 
primeiro dia até as vinte e quatro horas do último dia do mês corrente; 

• No cálculo de disponibilidade não serão computadas as interrupções previamente 
acordadas entre a ITAUTEC e ECT. 

1.6. COMPATIBILIDADE E PORTABILIDADE 

• A IT AUTEC garante que os produtos referentes aos servidores RISC Tipo I, devem 
ser compatí\·cis com os softwares relacionados a seguir: 

./ Softwares 

1) Aplicação One\\'orld JDEdwards XE; 

2) Servidor de Aplicação Websphere Application Server v 4.0; 

3) Banco de Dados Oracle v 9i- 64 bits. 

• A IT AUTEC deve responsabilizar-se, a qualquer tempo da vigência do contrato, pelas 
correções e customizações dos produtos fornecidos para a plataforma de servidores 
RISC. Ficando a cargo da ECT as correções ou customizações das Aplicações 
Corporativas (aplicativos) migrados para os equipamentos RISC fornecidos. 

1.7. GARANTIA E ASSISTÊNCIA TÉCNICA 

• Todos os produtos fornecidos possuem garantia de funcionamento durante a vigência 
do Contrato; 

• A garantia e a assistência técnica cobrirão as localidades de Brasília!DF e São 
Paulo/SP, quer seja através de filiais da própria empresa, quer seja através de 
representantes credenciados; 

• A garantia e a assistência técnica de todos os produtos abrangem a manutenção 
preventiva e corretiva de defeitos apresentados, inclusive substituição de peças, partes, 
componentes e acessórios fornecidos; 

• A manutenção corretiva é a série de procedimentos executados, mediante solicitação 
da ECT, para recolocar os produtos em seu perfeito estado de uso, funcionamento e 
desempenho, inclusive com a substituição de componentes, partes, ajustes, reparos e 
demais serviços necessários de acordo com os manuais de manutenção do fabricante e 
normas técnicas específicas para cada caso; 

• Os serviços de manutenção corretiva serão prestados nas dependências da ECT, onde 
se encontrarem instalados os produtos. Esses serviços de manutenção corretiva serão 
executados pela ITAUTEC, a pedido da ECT; 
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• A ITAUTEC não deixará de executar a manutenção corretiva sob qualquer alegação, 
mesmo sob pretexto de não ter sido executada anteriormente qualquer tipo de 
intervenção no respectivo produto, quer seja tal intervenção a limpeza externa, a 
manutenção preventiva ou qualquer outra; 

• Todas as despesas decorrentes da necessidade de substituição dos produtos, transporte, 
deslocamento, embalagem, peças, partes, manuais do fabricante, será de inteira 
responsabilidade da IT AUTEC, não devendo gerar qualquer ônus à ECT; 

• A IT AUTEC poderá prestar os serviços de manutenção através de empresas 
credenciadas, desde que os interventores técnicos dessas credenciadas também tenham 
habilitação legal e técnica, as quais serão apresentadas, à ECT, na ocasião da 
manutenção. Tais habilitações também poderão ser solicitadas a qualquer momento 
pela ECT. 

• A IT AUTEC será a única responsável por todo e qualquer ato de seus empregados, 
credenciados e representantes, inclusive sobre danos causados à ECT ou a terceiros, 
por negligência, imperícia, imprudência e/ou dolo, durante toda a vigência do 
contrato; 

• O tempo de atendimento para efeito de aplicação de penalidades decorrentes do não 
cumprimento dos prazos de atendimento aos chamados técnicos será contabilizado a 
partir do registro da ocorrência pela ECT; 

• A ITAUTEC se compromete a substituir, sem ônus para a ECT, os produtos instalados 
por novos com as mesmas especificações, funcionalidades e capacidade dos 
contratados, durante a vigência do Contrato, sempre que forem enquadrados em 
qualquer uma das seguintes situações: 
./ Produtos que apresentarem 2 (dois) ou mais defeitos que comprometam o seu 

funcionamento e desempenho, dentro de um período de 30 (trinta) dias; 

../ quando a soma dos tempos de paralisação do produto ultrapassar 20 (vinte) horas, 
dentro de um período de 30 (trinta) dias. 

• A substituição de que trata a alínea anterior ocorrerá no prazo de 10 (dez) dias 
corridos, a partir do registro da ocorrência pela ECT; 

• A IT AUTEC p0ssui, ela mesma ou seus representantes, estoques de peças e 
componentes dos equipamentos fornecidos nas cidades de Brasília/DF e São Paulo/SP; 

• A ITAUTEC apresentará DECLARAÇÃO de que manterá por no mínimo 5 (cinco) 
anos peças em estoque para os PRODUTOS fornecidos; 

• A ITAUTEC manterá por no mínimo 5 (cinco) anos peças em estoque para os 
PRODUTOS fornecidos (vide Anexo 2); 

1.8. CHAMADOS TÉCNICOS 
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• Todas as demandas, inclusive as que resultem em manutenção de natureza corretiv~;------ ·· · 

bem como o fluxo de resolução de problemas, serão documentados por sistema 
informatizado de gerenciamento do Serviço de Atendimento/Suporte Técnico; 

• A cada chamado técnico a IT AUTEC emitirá, por escrito, ordem de serviço 
discriminando os seguintes itens: o número identificador do chamado, a data e a hora 
do chamado, a data e a hora do atendimento, o motivo da chamada, causa do defeito, a 
situação do chamado, a data e a hora da solução, os trabalhos executados, a marca, 
modelo, número de série do equipamento, o técnico executante da solução definitiva e 
as peças substituídas, tudo de forma clara, compreensível e facilmente legível; 

• Todas as informações relativas aos chamados técnicos serão disponibilizadas à ECT 
através de relatórios mensais de acompanhamento, a serem entregues em cópia 
impressa e em mídia eletrônica, até o 5° (quinto) dia útil do mês subseqüente; 

• A ITAUTEC apresentará e fornecerá ao empregado da ECT, responsável pelo 
acompanhamento do chamado, logo após a conclusão do mesmo, a ordem de serviço 
mencionada no item anterior, para aceite e atesto; 

• Mesmo se permitir pela ECT, a permanência do técnico além do tempo de resolução 
do problema, para a continuidade de solução de um problema, não representará 
qualquer ônus adicional à ECT; 

• A ECT permitirá o acesso dos técnicos credenciados pela ITAUTEC às instalações 
onde se encontrarem os equipamentos para a prestação dos serviços de manutenção. 
Entretanto, tais técnicos ficarão sujeitos às normas internas de segurança da ECT, 
notadamente àquelas atinentes à identificação, trânsito e permanência nas 
dependências; 

• As interrupções programadas para manutenções preventivas dos equipamentos 
contratados serão comunicadas à ECT com antecedência mínima de 5 (cinco) dias 
úteis. O horário será negociado de forma a não haver impacto na produção; 

• A IT AUTEC disponibilizará à ECT um serviço de atendimento com discagem gratuita 
(0800) ou qualquer outro meio de comunicação de disponibilidade imediata, sem ônus 
para a ECT, para chamada do serviço de suporte técnico que estará acessível durante 
24h x 7 x 365 (vinte e quatro horas por dia, sete dias na semana, trezentos e sessenta e 
cinco dias por ano). 

1.8.1. CHAMADO DE SUPORTE DE HARDWARE 

• Com atendimento "on site" (atuação de um técnico no local onde está instalado o 
equipamento), no prazo máximo de 02 (duas) horas. O Prazo máximo para restauração 
do equipamento inoperante é de até 06 (seis) horas e o prazo máximo para solução 
total do problema é de até 12 (doze) horas. Todos os prazos serão contabilizados a 
partir do registro de ocorrência pela Empresa Brasileira de Correios e Telégrafos . A 
solução do problema engloba a substituição por outro equipamento com capacidade 
similar ou superior, até o conserto integral do equipamento com defeito, caso o reparo 
não seja possível dentro do prazo acima; - --- ·----
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• A IT AUTEC disponibilizará à ECT um serviço de atendimento com discagem gratuita 

(0800) ou qualquer outro meio de comunicação de disponibilidade imediata, sem ônus 
para a ECT, para chamada do serviço de suporte técnico que estará acessível durante 
24h x 7 x 365 (vinte e quatro horas por dia, sete dias na semana, trezentos e sessenta e 
cinco dias). 

1.8.2. CHAMADO DE SUPORTE DO AMBIENTE OPERACIONAL 

• Com atendimento "on site" (atuação de um técnico no local onde está instalado o 
ambiente operacional), no prazo máximo de 02 (duas) horas. O prazo máximo para 
restauração das funcionalidades inoperantes é de até 06 (seis) horas e o prazo máximo 
para solução total do problema é de até 12 (doze) horas. Todos os prazos serão 
contabilizados a partir do registro de ocorrência pela ECT. 

• Os prazos estabelecidos acima não se referem a BUGS de software que necessitem de 
apoio de laboratório do fabricante. Nestes casos os prazos serão definidos e acordados 
pela ECT em conjunto com a ITAUTEC. 

• Entende-se como AMBIENTE OPERACIONAL todos os softwares instalados ou 
embarcados nos equipamentos, tais como e não se limitando a: sistemas operacionais, 
softwares de backup, ferramentas de gerência, microcódigo, bios e frrmware. 

1.8.3. HORÁRIO DE ATENDIMENTO DE SUPORTE 

• A ITAUTEC disponibilizará de estrutura que permita o registro de ocorrência pela 
ECT e atendimento de suporte em horário integral, sendo 24h x 7 x 365 (vinte e quatro 
horas por dia, sete dias na semana, trezentos e sessenta e cinco dias por ano). 

1.9. TREINAMENTO 

1.9.1. TREINAMENTO OPERACIONAL 

• A ITAUTEC ministrará WORKSHOPS, com 2 (duas) turmas de até 12 (doze) 
participantes cada, sendo 1 (uma) turma em Brasília e 1 (uma) turma em São Paulo. 

• Os WORKSHOPS serão realizados em locais disponibilizados pela IT AUTEC nas 
cidades de Brasília e São Paulo, próximo aos locais de instalação dos produtos. 

• Cada WORKSHOP deve abordar os itens citados abaixo, sendo que a carga horária de 
cada um será negociada previamente com a ECT, de forma a permitirá aos técnicos da 
ECT o conhecimento pleno dos seguintes itens: 

• Conectividade 
./ Topologia e equipamentos da rede TCP/IP (Switches e Roteadores) 

./ Operação dos softwares de gerenciamento da rede TCP/IP 

• Rede SAN e Backup 
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~ltautec 
./ Caracteristicas dos equipamentos e política de backup implantada 

./ Topologia e equipamentos da rede SAN 

./ Operação dos equipamentos de Backup 

./ Operação dos softwares de gerenciamento da Rede SAN e do Backup 

./ Geração de relatórios de estatísticas de utilização dos equipamentos 

• Servidores RISC e INTEL 
./ Caracteristicas dos equipamentos 

./ Implementação e operação do particionamento lógicolfisico 

./ Implementação e operação do Gerenciamento de pré-falha dos Servidores 

./ Implementação do ambiente de alta disponibilidade em RISC 

./ Implementação do ambiente de alta disponibilidade em INTEL 

• Equipamentos de Segurança Lógica 
./ Características dos equipamentos e softwares envolvidos no ambiente de 

segurança 

./ Operação dos softwares utilizados na segurança lógica 

./ Configuração de regras, restrições e políticas nos equipamentos de segurança 
lógica 

./ Definição, configuração e geração de relatórios 

• Chamados Técnicos 
./ Características do contrato de garantia dos PRODUTOS 

./ Check-list de ocorrências mais comuns e soluções 

./ Verificações mínimas antes de acionar o suporte 

./ Levantamento das informações necessárias para abertura de chamado técnico 

./ Contatos com a IT AUTEC para suporte e manutenção. 

• A IT AUTEC entregará, a cada participante, em cada workshop realizado, material 
didático elaborado de acordo com o assunto a ser abordado. O material será entregue a 
ECT, 15 (quinze) dias antes da realização de cada workshop para avaliação quanto aos 
padrões de qualidade estabelecidos pela ECT. 

• No material a ser entregue estará inserido todo o assunto abordado durante o 
workshop, devendo ainda estar previsto espaço para anotações de itens relevantes. 
Serão exigidas boa edição, impressão e encadernação para todo o material fornecido. 
A impressão a cores será exigida sempre que for indicada para melhor visualização de 
gráficos, desenhos, tabelas e fotos. ,. -~ -·* - .-

1 

R r.; 0 2005 · ~"N 
SCS Q . 01 Bloco "F" 11 o Andar- Ed. Camargo Corrêa- Brasílla-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: ~ ·1 pl~.?.~ 1.25J:o -- ·I .<: 

j 
'Pag. t-6 , , r-
- / ÕJ 

/UJ . /~N" ', I 
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• Todas as despesas com material, impressão e encadernação serão por conta da 

ITAUTEC. 

• As datas de realização dos WORKSHOPS serão negociadas com a ECT, no mínimo, 5 
(cinco) dias úteis antes da realização do referido workshop, de forma a permitir a 
disponibilidade dos participantes. 

• À ECT resguardar-se-á o direito de acompanhar e avaliar os workshops, com 
instrumento próprio de avaliação. 

1.9.2. TREINAMENTO ON-SITE 

• A Equipe de Projeto da IT AUTEC realizará a passagem de conhecimento sobre os 
produtos e a arquitetura implantada para os profissionais que irão atuar no treinamento 
on-site. A duração desta transferência de conhecimento não será inferior a 30 (trinta) 
dias a partir da data do aceite da FASE 111. 

• A ECT solicitará, a qualquer momento da vigência do Contrato, a seu critério, a 
substituição de qualquer membro da equipe de treinamento, comprometendo-se a 
comunicar com antecedência de 15 (quinze) dias; 

• A IT AUTEC alocará profissionais nas instalações da Empresa Brasileira de Correios e 
Telégrafos, nas cidades de Brasília/DF e São Paulo/SP, para realizar a transferência de 
tecnologia, através de treinamentos práticos, nas 4 (quatro) especialidades descritas 
abaixo. 

1.9.2.1. TREINAMENTO DE HARDWARE 

• A ITAUTEC alocará e manterá, sem gerar ônus à ECT, 02 (dois) profissionais 
especializados em atendimento de hardware, nas dependências da ECT, sendo 01 (um) 
no CCD de Brasília e 01 (um) no CCD de São Paulo. 

• Estes profissionais estarão presentes em cada CCD, nas cidades de Brasília/DF e São 
Paulo/SP, das 08:00 às 18:00h, com intervalo de até 2 (duas) horas, de segunda a 
sexta, estando disponíveis para consultas através de celular ou pager nos demais dias e 
horários. 

• Os profissionais realizarão a transferência de conhecimento da tecnologia e da 
operação do hardware fornecido pela ITAUTEC. 

• O treinamento ocorrerá durante o período de 6 (seis) meses a partir da data do aceite 
da FASE III. 

1.9.2.2. TREINAMENTO DE SOFTWARE 

• A ITAUTEC alocará e manterá, sem gerar ônus à ECT, 02 (dois) profissionais 
especializados em atendimento de software, nas dependências da ECT, sendo 01 (um) _ _ 
profissional no CCD de Brasília e O 1 (um) profissional no CCD de São Paulo ; 05 r)~ 031~00 -_ CN l 
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• Estes profissionais estarão presentes em cada CCD, nas cidades de Brasília/DF e São 

Paulo/SP. das 08:00 às 18:00h, com intervalo de até 2 (duas) horas, de segunda a 
sexta, estando disponíveis para consultas através de celular ou pager nos demais dias e 
horários. 

• Os profissionais realizarão a transferência de conhecimento da tecnologia e da 
operação dos softwares fornecido pela IT AUTEC. 

• Os profissionais designados pela ITAUTEC possuirão conhecimentos técnicos 
aprofundados. das seguintes especialidades: 

../ Sistemas Operacionais Unix em Alta Disponibilidade; 

../ Análise de Performance de Sistemas Operacionais Unix; 

../ Unidades de Backup; 

../ Gerenciadores de Backup; 

../ Redes SAN. 

• Estes conhecimentos estarão atualizados nas versões/modelos dos produtos fornecidos 
pela IT AUTEC. 

• Os profissionais serão apresentados, pelo menos 15 (quinze) dias antes do início do 
treinamento de software, munidos de currículo com os respectivos certificados para 
entrevista e análise pela equipe técnica da ECT. 

• O treinamento ocorrerá durante o período de 48 (quarenta e oito) meses a partir da 
data do aceite da FASE III. 

1.9.2.3. TREINAMENTO DE GERENCIAMENTO 

• A ITAUTEC alocará e manterá, sem gerar ônus à ECT, 1 profissional especializado 
em gerenciamento nas dependências da ECT, no CCD de Brasília-DF. 

• Este profissional estará presente no CCD, na cidade de Brasília-DF, das 8:00 às 
18:00h, com intervalo de até 2 (duas) horas, de segunda a sexta, estando disponível 
para consultas através de celular ou pager nos demais dias e horários. 

• Este profissional realizará a integração dos PRODUTOS fornecidos à Plataf01ma de 
Gerenciamento da ECT, repassando aos técnicos da mesma os detalhes técnicos 
necessários à integração. 

• O profissional poderá, a critério da ECT, ser convocado a realizar os trabalhos de 
integração das ferramentas no CCD/SPM, na cidade de São Paulo-SP. Todas as 
despesas relativas a passagens, alimentação e estadas serão de responsabilidade da 
ITAUTEC. 

• O profissional designado pela ITAUTEC, possuirá conhecimentos técnicos 
aprofundados, no mínimo, das seguintes especialidades: 
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v" Implantação de Gerenciamento de Ambiente de Produção baseado na Plataforma 
HP OpenView (Network Node Manager - NNM e OpenView Operations -
OVO); 

./ Implantação de Gerenciamento de Ambiente de Produção baseado na Plataforma 
Concord eHealth. 

• O profissional terá participado da elaboração e implantação de projetos de 
gerenciamento utilizando as duas plataformas mencionadas, HP Open View e Concord 
eHealth, em pelo menos, 3(três) empresas de médio/grande porte. 

• A participação nestes projetos será comprovada através de declarações emitidas pelas 
empresas nas quais os projetos foram desenvolvidos ou pelas empresas pelas quais o 
profissional prestou os serviços. 

• O profissional possuirá treinamento oficial nas principais ferramentas das plataformas 
mencionadas, HP Open View e Concord eHealth, especificamente, NNM e OVO. 

• O profissional será apresentado, pelo menos 15 (quinze) dias antes do início do 
treinamento de gerenciamento, munido de currículo com os respectivos certificados e 
declarações, para entrevista e análise pela equipe técnica da ECT. 

• O treinamento ocorrerá durante o período de 48 (quarenta e oito) meses a partir da 
data do aceite da FASE III. 

1.9.2.4. TREINAMENTO DE SUPORTE 

• A ITAUTEC alocará e manterá, sem gerar ônus à ECT, 4 (quatro) profissionais 
especializados no atendimento de suporte técnico, nas dependências da ECT, sendo 02 
(dois) profissionais no CCD de Brasília e 02 (dois) profissionais no CCD de São 
Paulo. 

• Estes profissionais estarão presentes em cada CCD, nas cidades de Brasília-DF e São 
Paulo, das 08:00 às 18:00h, com intervalo de até 2 (duas) horas, de segunda a sexta, 
estando disponíveis para consultas através de celular ou pager nos demais dias e 
horários. 

• Cada profissional, mediante solicitação da ECT, poderá ser convocado a trabalhar fora 
do horário pré-determinado até o limite de 32 (trinta e duas) horas extras por mês, 
cabendo a IT AUTEC os encargos financeiros e trabalhistas resultantes destas 
convocações. 

• O conjunto formado por estes profissionais possuirá, no mínimo, treinamento oficial 
dos fabricantes dos softwares e hardware, nos modelos e versões fornecidos pela 
IT AUTEC. A capacitação dos profissionais permitirá a resolução de problemas 
relacionados as seguintes especialidades: · ;O$ n~~-oiJ;OOn ~Nl 

./ Sistemas Operacionais Unix em Alta Disponibilidade; CPMI . ÇQ ~( R t i OS I 

./ Sistemas Operacionais Windows em Alta Disponibilidade; 
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./ Unidades de Armazenamento e Backup; 

./ Gerenciadores de Backup e Redes SAN; 

• Estes conhecimentos estarão atualizados nas versões/modelos dos produtos fornecidos 
pela IT AUTEC. 

• Os profissionais serão apresentados, pelo menos 15 (quinze) dias antes do início do 
treinamento de suporte, munidos de currículo com os respectivos certificados para 
entrevista e análise pela equipe técnica da ECT. Caso sejam considerados com perfil 
técnico ou profissional inadequado, serão substituídos pela ITAUTEC, sem qualquer 
ônus para a ECT. 

• Os diplomas serão emitidos por centros de formação autorizados pelos 
fabricantes/desenvolvedores dos equipamentos e softwares fornecidos pela ITAUTEC. 

• O treinamento ocorrerá durante o período de 48 (quarenta e oito) meses a partir da 
data do aceite da FASE III. 

1.9.3. TREINAMENTO OFICIAL 

• Os cursos serão ministrados por Instrutores Certificados pelo 
fabricante/desenvolvedor dos produtos; 

• O treinamento poderá ocorrer pelo período de até 24 (vinte e quatro) meses, a partir do 
aceite da FASE III; 

• Os cursos serão ministrados por Instrutores Certificados pelo fabricante/desenvolvedor 
dos produtos fornecidos; 

• A grade de cursos será elaborada pela IT AUTEC de forma a atender os valores 
mínimos especificados para cada item: 

• Formação de Especialista em Sistemas Operacionais Microsoft 
./ 160 horas-aula por aluno; 

./ 4 (quatro) turmas com 6 (seis) alunos cada, sendo 3 (três) turmas em Brasília e 
(uma) turma em São Paulo. 

• Formação de Especialista em Sistemas Operacionais UNIX 
./ 160 horas-aula por aluno; 

./ 4 (quatro) turmas com 6 (seis) alunos cada, sendo 3 (três) turmas em Brasí -ia-~J-. _ .. ,-.,-
(uma) turma em São Paulo. ROS ntl 03/2005 • CN : 

CPMI ~OR~t l t S ! 
• Formação de Administradores de Banco de Dados MS SQL SERVER 2000 

./ 80 horas-aula por aluno; 
Fls - Nó , . 

s~e ; 
./ 2 (duas) turmas com 6 (seis) alunos cada, sendo 2 (duas) turmas em Brasília. 
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• Formação de Especialista em Segurança Lógica 

../ 160 horas-aula por aluno; 

~ - ,--·- -....., __ 

../ 2 (duas) turmas com 6 (seis) alunos cada, sendo 2 (duas) turmas em Brasília ou 
São Paulo ou Rio de Janeiro 

• Formação de Especialista em Conectividade- Switches TCP/IP e Roteadores 
./ 220 horas-aula por aluno; 

./ 3 (três) turmas com 6 (seis) alunos cada, sendo 2 (duas) turmas em Brasília e 1 
(uma) turma em São Paulo. 

• Formação de Especialista nas Ferramentas de Gerenciamento 
./ 80 horas-aula por aluno; 

../ 3 (três) turmas com 6 (seis) alunos cada, sendo 2 (duas) turmas em Brasília e 1 
(uma) turma em São Paulo. 

• As turmas serão prioritariamente fechadas. O Treinamento poderá ser realizado em 
Turmas abertas, caso as datas coincidam com as datas definidas pela ECT. 

• A ITAUTEC apresentará a grade · detalhada com proposta de cronograma dos 
treinamentos oficiais para validação pela ECT. 

• A IT AUTEC ministrará todos os treinamentos tendo como idioma o português 
(Brasil). 

• A ITAUTEC fornecerá ao final de cada conjunto de cursos oficiais, as provas de 
certificação, em Centros Autorizados na cidade de Brasília. As certificações mínimas 
que serão oferecidas são as seguintes: 

• Plataforma INTEL (12 vagas) 
./ MICROSOFT- Microsoft Certified System Administrator - MCSA 

• Plataforma RISC* (12 vagas) 
./ IBM- AIX System Administration 

* será oferecerida a prova para a plataforma RISC ofertada (IBM). 

• Conectividade (12 vagas) 
./ Serão fornecidas as provas de acordo com o programa de certificação de 

fabricante de equipamentos de rede, prevendo nível de especialista em switches e 
roteadores. 
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2. Descrição dos Serviços 

2.1 Instalação de Infra Elétrica para a 
Sala Cofre 

Escopo 

Implementar as adequações necessanas nos elementos e subsistemas das Salas de 
Segurança Física dos sites de Brasília e São Paulo, visando a instalação de novos 
equipamentos de informática. 

Procedimentos de Montagem Geral 

Para a execução dos serviços, a ITAUTEC seguirá as normas aplicáveis da ABNT, bem 
como as práticas usuais consagradas para a execução dos serviços. 

Observações 

A ITAUTEC, antes de executar quaisquer serviços, se reunirá com a contratante para a 
obtenção de informações visando a prevenção de riscos de quaisquer natureza 
decorrentes das particularidades locais para os serviços a serem executados e das 
interfaces com outras disciplinas. 

Modificações e Atualização de Plantas 

Todas as alterações nos projetos, quando da execução dos serviços, serão assinaladas em 
AS-BUILT. 

Requisitos e responsabilidades 

• Fornecimento de todos equipamentos e materiais desta adequação. 

• Gerenciamento das intervenções necessárias para a adequação. 

• Transporte, instalação, montagem, remoções e limpeza. 

• 48 (quarenta e oito) meses de suporte técnico e manutenção. 

• Assistência técnica para início das operações, instruções dos usuários. 
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• Documentação operacional, manuais e desenhos das adequações. 

• Declaração da extensão de garantia do fabricante da sala e sua solidariedade com o 
proponente sobre as adequações efetuadas e que esta mantém suas características de 
estanqueidade, além de manter a disposição peças de reposição por 5( cinco) anos a 
partir da data finalização das adaptações. 

• Recolhimento de todas taxas e impostos de acordo com as leis vigentes nesta data. 
Para todo fornecimento devem ser mantidas as características e fabricantes dos 
equipamentos e materiais já instalados, de forma a uniformizar e preservar as 
características originais de segurança e desempenho dos conjuntos. 

Escopo das intervenções 

Antes do início das atividades, será agendado junto ao cliente uma reumao para 
definições de cronograma e a estratégia a ser adotada, visando a prevenção de riscos de 
quaisquer natureza decorrentes das particularidades dos sistemas locais, dos serviços a 
serem executados e das interfaces com outras disciplinas. 

Intervenção dos sistemas principais: 

• Devem ser executadas intervenções nas Salas de Segurança Física, dotando-as de 
novas aberturas e instalação de blindagens para cabos e tubulações, estas intervenções 
serão efetuadas por pessoal especializado para não haver prejuízos a segurança e 
"estanqueidade" das salas de segurança. 

• A especialidade será comprovada através da carta de solidariedade e exclusividade do 
fabricante. 

• Fornecimento de expansão do sistema de detecção precoce de incêndio, para 
complementação do sistema em virtude do complemento do sistema de climatização 
da Sala de Segurança; 

• Integração dos novos equipamentos aos sistemas de detecção precoce de incêndio, 
controle e monitoramento ambiental existentes, de modo a manter as características e 
performance de atuação sem prejuízos ao sistema já instalado. 

Quadros gerais de distribuição dos No-Breaks, Barramento Seguro (QDX e QDY) 

Estes quadros serão complementados com a instalação de novos disjuntores para 
alimentação de novos painéis de distribuição interna da sala de segurança física, no 
mesmo padrão e funcionalidade dos atuais . 
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Quadros auto portantes da Sala Cofre (QdiX2 , QdiY2) em São Paulo e (QdiX2, 
QdiY2 , QdiX3 e QdiY3) em Brasília 

Os quadros a serem instalados, segutrao o mesmo padrão existente, dotados de 
disjuntores cxtraíveis (plug-in) com tampa transparente em policarbonato. 

Serão contemplados um total de I 08 (cento e oito) circuitos duais, totalizando 216 
(duzentos c dezesseis) pontos elétricos no ECT Brasília e 65 (sessenta e cinco) circuitos 
duais, totalizando 130 (cento e trinta) pontos elétricos no ECT São Paulo. 

Todos os quadros seguirão o padrão dos quadros atuais como fabricante e linha de 
disjuntores. medições e outras características. 

Eletrocalhas 

A interligação entre os quadros QDX e QDY será executada através das eletrocalhas 
existentes. 

A infra estrutura sob o piso elevado das salas será em leitos aramados em inox, com os 
devidos acessórios de derivação e fixação e identificações no padrão existente. 

Serão instaladas tomadas para alimentação dos equipamentos, estações de trabalhos e 
outras cargas da sala cofre. Serão instaladas duas réguas de tomadas em cada rack a partir 
do QdiX2 , QdiY2 em São Paulo e QdiX2 ,QdiY2 , QdiX3 e QdiY3 em Brasília . 

Sistema de Cabeamento lógico 

São Paulo 

Cabeamento Horizontal UTP: instalação de 6000 metros de UTP 4 pares cat. 6 para 
atender os 180 pontos estruturado, sendo que os 180 pontos estão sendo considerados 
para atender as estações de trabalho e equipamentos dentro da sala cofre. Esses 180 
pontos serão distribuídos de forma horizontal para atender cada estação de trabalho com 
02 pontos, possibilitando serviços de (dados, voz, imagem etc.) em cada ponto, esses 
cabos seguirão por leitos aramados até os Racks a serem instalados conforme o lay out a 
ser definido. 

Conectores UTP: Instalação de 180 conectares RJ-45 fêmea cat. 6 para te1minação nas 
extremidades dos cabos UTP 4 pares do Cabeamento Estruturado . 

Surface Box : Fornecimento e instalação de 90 Surface Box com 2 (duas) posições, para 
a instalação e identificação dos conectares RJ-45 fêmea nas estações de trabalho. 

l 
; 
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Patch Panel UTP: Fornecimento e instalação de 8 patch panels 19" com 24 portas cat. 6 
dentro dos Racks a serem instalados, para terminação dos cabos UTP 4 pares 
provenientes das estações de trabalho. 

Patch Cords UTP: Fornecimento e instalação de 180 patch cords de 1,5 metros para 
conexão de serviços de dados e voz nos Racks, referidos acima. 

Fornecimento e instalação de 180 patch cords de 3,0 metros para conexão de serviços de 
dados nas estações de trabalho, referidos acima. 

Organizador Horizontal: Fornecimento e instalação 20 organizadores horizontais de 
19"x lU de altura, para organização dos patch cords nos Racks. 

Cabeamento Ópticos 

Disponibilizarão um total de 128 fiber channel, com cordão dúplex SC/SC MM com 3 
metros do SW até distribuidor óptico e 27 metros do distribuidor óptico . até o 
equipamento para atender as necessidades de acréscimo no site ETC São Paulo. 

Testes e Identificações: Execução de medições para efetuar testes em todos os cabos 
UTP cat 6 e Ópticos , com emissão de relatórios dos resultados e instalação de etiquetas 
para identificação de todo o cabeamento instalado. 

Brasília 

Cabeamento Horizontal UTP: instalação de 12000 metros de cabos UTP 4 pares cat 6 
para atender os 400 pontos estruturado, sendo que os 400 pontos estão sendo 
considerados para atender as estações de trabalho e equipamentos dentro da sala cofre. 
Esses 400 pontos serão distribuídos de forma horizontal para atender cada estação de 
trabalho e equipamentos com 02 pontos, possibilitando serviços de (Dados Voz, Imagem 
etc.) em cada ponto, esses cabos seguirão por leitos aramados até os Racks a serem 
instalados conforme o lay out a ser definido. 

Conectores UTP: 11stalação de 400 conectares RJ-45 fêmea cat. 6 para terminação nas 
extremidades dos cabos UTP 4 pares do Cabeamento Estruturado nas estações de 
trabalho. 

Surface Box : Fornecimento e instalação de 200 Surface Box com 2 posições, para a 
instalação e identificação dos conectares RJ-45 fêmea nas estações de trabalho. 

Patch Panel UTP: Fornecimento e instalação de 17 patch panels 19" com 24 portas cat. 
6 dentro dos Racks a serem instalados, para terminação dos cabos UTP 4 pares 
provenientes das estações de trabalho. 

Patch Cords UTP: Fornecimento e instalação de 400 patch cords de 1,5 metros para 
conexão de serviços de dados e voz nos Racks, referidos acima. 
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Fornecimento e instalação de 400 patch cords de 3,0 metros para conexão de serviÇos de · 
dados nas estações de trabalho, referidos acima. 

Organizador Horizontal: Fornecimento e instalação de 40 organizadores horizontais de 
19"x 1 U de altura, para organização dos patch cords nos Racks. 

Cabeamento Óptico 

Serão disponibilizando um total de 256 fiber channel com cordão duplex SC/SC MM 
com 3 metros do SW até o distribuidor óptico e 27 metros do distribuidor óptico até os 
equipamentos para atender as necessidades no site do ECT Brasília . 

Testes e Identificações: Execução de medições para efetuar testes em todos os cabos 
UTP e Ópticos instalados, com emissão de relatórios dos resultados e instalação de 
etiquetas para identificação de todo o cabeamento instalado. 

Sistema de Climatização 

Para o site de Brasília será necessário o complemento do sistema de climatização 
existente. 

Serão fornecidos 2 novos equipamentos de climatização, de mesmas características e 
potência dos demais já instalados na Sala de Segurança. 

As unidades devem insuflar o ar climatizado diretamente por baixo do piso técnico, 
retomando pelo ambiente via filtro ( descartável) de alta eficiência (EU 4 ou ASHRAE 
30%) na parte superior da máquina, assim resfriando os equipamentos eletrônicos em 
circuito fechado com ar altamente filtrado, sem risco de contaminação de outras 
atividades no prédio. As conexões de energia e de tubulação serão pela base, via o entre­
piso. Toda manutenção será efetuada apenas via área frontal, permitirá instalação em 
conjunto. O ventilador deve ter motor com acoplamento direto e permitirá ajuste de 
rotação, adequado para pressão externa de 100 Pa. O gabinete deve ser de dupla chapa 
pintado de epóxi, com isolamento térmico e acústico. 
Os condensadores serão do tipo Drycooler, com acionamento direto, ventiladores do tipo 
axial, controles para operação da bomba. Para rejeitar o calor correspondente, os 
trocadores serão construídos com tubos de cobre e aletas de alumínio e deve ainda 
possuir baixo nível de ruído, ser resistente à corrosão e possuir estrutura em seu gabinete 
em alumínio, e ter controle de velocidade, permitirá desta maneira atuar com diferentes 
pressões de condensação em função da temperatura externa. 

Os equipamentos de climatização fornecidos devem ser integrados e programados 
seguindo as características de funcionalidade do ambiente, mantendo a lógica de 
revezamento e disponibilidade das maquinas reserva hoje em funcionamento. . · o_· --~~-..r. 
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Estas programações devem ser efetuadas diretamente nos equipamentos sem uso de 
painéis auxiliares, utilizando o recurso de comunicação entre maquinas através de cabos 
UTP. 

Os procedimentos de instalação e partida deverão seguir rigorosamente as instruções do 
fabricante, que emitirá o certificado de garantia após o comissionamento. Será exigida do 
proponente a apresentação de certificado de aprovação técnica emitida pelo fabricante. 

Critério de Conclusão 

Após a instalação dos materiais UTP e cabos ópticos e execução dos respectivos serviços 
contemplados nesta proposta, estes itens passarão por uma avaliação para conclusão dos 
serviços ora propostos. 

Estes itens serão avaliados de acordo com as tabelas a seguir: 

Item a ser verificado Parâmetro avaliado Forma de verificação 
Resultados 
Esperados 

a. CABLING: 

a. I . Links de Cabos Continuidade, Ferramenta: De acordo com as 
UTP, ótico Resistência DC, Equipamento do tipo normas vigentes e 

Comprimento, Penta Scanner, OTDR parâmetros dos 
Capacitância, NEXT, fabricantes, 
Atenuação, ACR e 
Impedância, 

Identificação, Inspeção visual, Conforme acordo entre 
aiTAUTEC e o 
Cliente, 

a.2. Racks e tomadas Fixação Inspeção visual, Conforme acordo entre 
de superfície aiTAUTEC e o 

Cliente, 
Defeitos de fabricação Inspeção visual, 

Sem defeito, 
Identificação, Inspeção visual, 

Conforme acordo entre 
aiTAUTEC e o 
Cliente, 
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2.2 Implementação de Servswitch 

Planejamento da instalação 

Nesta etapa será realizado o planejamento físico que servirá como base para a 
implementação dos equipamentos de servswitches nos CCD - Centros Corporativos de 
Dados de Brasília e São Paulo. 

Descrição dos serviços 

Serão fornecidas 2 (duas) redes de comutação de teclado, vídeo e mouse, sendo 1 (uma) 
rede no CCD de Brasília-DF e 1 (uma) rede no CCD de São Pau1o-SP, devendo atender a 
todos os servidores da plataforma INTEL fornecidos, incluindo servidores legados 
existentes na ECT ; 

Instalação de 10 (dez) servswitches em Brasília e 6 (seis) em São Paulo em cada unidade 
dos CCD - Centros Corporativos de Dados de Brasília e São Paulo. E suas devidas 
configurações 

O conjunto de equipamentos fornecidos para o CCD de Brasília disponibilizará um 
mínimo de 160 (cento e sessenta) portas de comutação, independente da quantidade de 
equipamentos que utilizarão para atingir este número, respeitando o número mínimo de 
16 (dezesseis) portas por equipamento; 

O número mínimo de servidores legados que serão atendidos pela rede de comutação no 
CCD de Brasília é o seguinte: 

• 24 Servidores RISC da Marca SUN Microsystems; 

• 48 Servidores da Plataforma INTEL. 

O conjunto de equipamentos fornecidos para o CCD de São Paulo disponibilizarão um 
mínimo de 96 (noventa e seis) portas de comutação, independente da quantidade de 
equipamentos que utilizarão para atingir este número, respeitando o número mínimo de 
16 (dezesseis) portas por equipamento; 

O número mínimo de servidores legados que serão atendidos pela rede de comutação no 
CCD de São Paulo é o seguinte: 

• 48 Servidores da Plataforma INTEL. 

Será disponibilizado um conjunto de 8 consoles externos à sala de segurança física para 
Brasília e um conjunto de 4 consoles externos à sala de segurança física para São Paulo; 
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As consoles serão independentes entre si, podendo acessar qualquer servidor, inclusive os 
servidores legados 

As 12 (doze) consoles utilizarão monitores de vídeo que alcancem resolução de 
1280x1024 60Hz com no mínimo com 17" (dezessete polegadas), policromático e DOT 
PITCH 0,28, mouse e teclado padrão ABNT2; 

As consoles serão montadas fora das Salas de Segurança Física de Brasília e São Paulo, a 
uma distância de aproximadamente 50 (cinqüenta) metros. 

Para a conexão dos servidores à rede de comutação, a ITAUTEC fornecerá todos os 
cabos e acessórios necessários a esta operação. 

Os cabos de interligação dos equipamentos fornecidos ao computador terão comprimento 
possuirão o comprimento suficiente para interligar todos os equipamentos, entretanto, os 
cabos utilizados para conectar servidores legados devem ter comprimento mínimo de 15 
(quinze) metros 

Os cabos a serem oferecidos terão comprimento suficiente para permitir a conexão a 
qualquer servidor, considerando as características dos equipamentos 

Os equipamentos utilizados na rede de comutação serão cascateados, de modo que, a 
partir de qualquer uma das consoles seja possível o acesso a qualquer equipamento 
conectado nas redes de comutação 

O servidor de comutação será configurado por menu, utilizando os nomes dos servidores 
designados pela ECT 

Critério de Conclusão 

Esta etapa estará concluída quando todos os equipamentos interligados nos servswitches 
estiverem configurados e em funcionamento do CCD Centros Corporativos de Dados de 
Brasília e São Paulo. 

Exigências Especiais 

Recomendações para instalação de equipamento 

O fornecimento de tensão para os equipamentos ligados à rede deve ser de 220 V ou 120 
V (dependendo do equipamento) com tolerância de +6% e - 8%. 

A ligação de outros equipamentos, que não são de processamento de dados na mesma 
alimentação que atende aos equipamentos da rede pode gerar ruídos que afetam o 
funcionamento dos mesmos. Em função disto, recomenda-se que para estes equipamentos 
seja utilizada uma rede exclusiva, e também, o uso de tomadas que não permitam o uso 
indevido desta alimentação por outros tipos de equipamentos tais como aspiradores de pó 
ou ventiladores. 

A qualidade da energia fornecida pode fazer uma grande diferença no desempenho dos 
equipamentos. Distúrbios ou interferências podem ocasionar falhas ou erros. falhas _ 
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intermitentes podem se originar da companhia de fornecimento de força, mas são mais 
comumente causadas por equipamentos elétricos instalados no prédio ou local próximo. 
Por exemplo. intermitências podem ser causadas por motores, elevadores, máquinas de 
cópia ou outros equipamentos de escritório. O melhor modo para prevenir problemas 
causados por distúrbios de força é instalar um No-Break. Como segunda alternativa, 
menos eficaz. pode-se usar um estabilizador. 

A impedãncia da malha de aterramento da rede será menor ou igual a 3 ohms, em 
qualquer época do ano. 

O aterramcnto dos equipamentos ligados à rede será feito através de um condutor 
exclusivo c isolado. indo da malha até o barramento do quadro de distribuição de força. 
Salientamos que esta malha será interligada a outras malhas existentes. 

Programa de Implantação 

A seguir é apresentado um programa para o conjunto de atividades desta etapa do 
Projeto. 

Entrega de Materiais: O prazo de entrega dos materiais está estimado em 30 (trinta) 
dias após a definição final do cronograma de entrega. 

Execução dos Serviços: O prazo para finalização dos serviços de cabling e elétrica está 
estimado em 90 (noventa) dias após a entrega dos materiais e após a disponibilização por 
parte da ECT da infra-estrutura necessária para iniciar a instalação. 

Os serviços necessários para realização deste projeto, objeto deste contrato, serão 
executados no horário de segunda a sexta-feira de 08:00 as 17:00 h. 

Itens a serem entregues pela ITAUTEC 

Documentação Técnica 

Será fornecido à ECT o "As Built" desta etapa do Projeto em até 30 dias após a conclusão 
dos serviços. 

Acompanhando o "As Built" será fornecido à ECT todos os resultados dos testes 
realizados no cabeamento ótico, obedecendo as Normas pertinentes, certificando que 
estão adequados e aptos para utilização. 

Consideramos que serão fornecidas pela ECT as plantas baixas dos locais de instalação 
em arquivos de AUTOCAD, incluindo a infra-estrutura para a passagem dos cabos. 

No escopo do trabalho de cabeamento, estão incluídos os seguintes itens de serviço: 

• Fornecimento e instalação dos materiais. 

• Identificação de todos os cabos UTP e Óptico descrito nesta proposta conforme padrão 

lT AUTEC. R.QS n° 03/20Ó5 - CN l 
SCS Q. 01 Bloco " F" 11 ° Andar- Ed. Camargo Corrêa- Brasilia-DF CEP: 70397-900- Fone: (61) 323-3031 ffa~. )226-~ ·-5 RE lO I 

Pág. Q O"" e, I 
No U . \.: 

Doc. -----



~ltautec 
• Testes do cabeamento UTP. 

• Não estão incluídos os seguintes itens de fornecimento: 

• Fornecimento e instalação de qualquer infra-estrutura civil (por exemplo, eletrodutos, 
leitos para fios e cabos e seus acessórios). 

• Fornecimento e instalação de qualquer infra-estrutura elétrica ou de refrigeração 
adicional ao escopo desta etapa. 

Programação de entrega e local onde os itens acima serão entregues 

Todas as documentações serão fornecidas à ECT, ao Gerente de Projeto da ECT ou a 
quem o mesmo indicar. 

Outros termos não especificados anteriormente 

O não cumprimento de quaisquer itens desta proposta, durante a execução dos serviços, 
por parte da ECT, implicará na paralisação dos mesmos, até que se satisfaçam as 
exigências do item não cumprido, sendo que o prazo de execução será acrescido de tantos 
quantos forem os dias de paralisação, mais o necessário para a nova mobilização. 

Garantia 

Uma vez concluídas, todas as instalações são garantidas pelo prazo especificado abaixo 
contra defeitos comprovados de execução, a contar da data da entrega das instalações. 

A garantia descrita compreende os reparos necessários durante o período mencionado, 
desde que a instalação seja mantida em operação, de forma adequada. 

A garantia é intransferível, beneficiando apenas à ECT, durante o prazo de garantia. 

Para esse fim, ao término das obras, a ITAUTEC entregará à ECT, se existentes, todas as 
garantias escritas, correspondentes a esses produtos, bem como manuais de manutenção 
e/ou utilização. 

>. 
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2.3 Implementação da Conectividade 
da Rede 

Planejamento da instalação 

Nesta etapa será realizado o planejamento físico e lógico que servirá como base para a 
implementação dos switches Tipo 1, 2, e 5, Roteadores Tipos 1 e 2, Servidores de 
Segurança Lógica Tipo 1 e Tipo 2, e Sistema para Detecção de Intrusão dos CCD -
Centros Corporativos de Dados de Brasília e São Paulo. Tendo como base os endereços 
da rede atual e a política de os parâmetros de segurança de rede já implementados, 
estaremos fazendo, em conjunto com a ECT o endereçamento IP, a definição das 
VLAN s, dos parâmetros de roteamento e segurança a serem implementados na ampliação 
da estrutura dos CCD - Centros Corporativos de Dados de Brasília e São Paulo. 

Critério de Conclusão 

Esta etapa estará concluída quando da entrega do projeto de endereçamento físico e 
lógico dos switches, roteadores e servidores de segurança for feito pela ITAUTEC à 
ECT. 

OBS: Para o sucesso desta etapa é primordial a participação do corpo técnico da ECT 
responsável pela rede e segurança de rede com os parâmetros de endereço e segurança 
atualmente em uso. 

Instalação do Switch Tipo 1 em Brasília e em São Paulo 

Atividades a serem realizadas: 

• Quantidade: 2 equipamentos Cisco modelo Catalyst 6513 em Brasília 

• Quantidade: 2 equipamentos Cisco modelo Catalyst 6513 em São Paulo; 

• Desembalagem; 

• Montagem dos Módulos; 

• Montagem do equipamento no Rack; 

• Ligação e teste; 

• Configuração (SNMP, IP, VLANs, roteamento e gerenciamento); 

• Configuração do balanceamento de carga; 

• Testes operacionais . 
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Critério de Conclusão 

Esta instalação estará concluída quando houver comunicação entre a rede existente e a 
rede nova. A configuração do Switch deverá permitir que as estações de trabalho que 
estejam em perfeito funcionamento e com a configuração de endereçamento TCP/IP 
coerente com o determinado pelo projeto de endereçamento da rede possam realizar 
comunicação através do protocolo TCP/IP, o que será demonstrado pela execução de um 
comando PING de uma estação ao Switch e aos servidores da rede. 

Instalação do Switch Tipo 2 em Brasília e em São Paulo 

• Quantidade: 4 equipamentos Cisco modelo Catalyst 2950 em Brasília 

• Quantidade: 2 equipamentos Cisco modelo Catalyst 2950 em São Paulo 

• Desembalagem; 

• Montagem do equipamento no Rack; 

• Montagem das fontes redundantes; 

• Montagem dos GBICs para empilhamento; 

• Ligação e teste; 

• Configuração (SNMP, IP de gerenciamento e VLANs,); 

• Configuração da conexão com a rede existente; 

• Testes operacionais. 

Critério de Conclusão 

Esta instalação estará concluÍda quando houver comunicação entre a rede existente e o 
switch instalado. A configuração do Switch deverá permitir que as estações de trabalho 
que estejam em perfeito funcionamento e com a configuração de endereçamento TCP/IP 
coerente com o determinado pelo projeto de endereçamento da rede possam realizar 
comunicação através do protocolo TCP /IP, o que será demonstrado pela execução de um 
comando PING de uma estação ao Switch e aos servidores da rede. 

Instalação do Switch Tipo 5 em Brasília e em São Paulo 

• Quantidade: 1 conjunto de alta disponibilidade(2 equipamentos) CVPN3060 em 
Brasília 

• Quantidade: 1 conjunto de alta disponibilidade(2 equipamentos) CVPN3060 em São 
Paulo 

• Desembalagem; 
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• Configuração (SNMP, IP, VLANs, VPNs); 

• Testes operacionais. 

Critério de Conclusão 

Esta instalação estará concluída quando houver comunicação através de um túnel VPN 
formado entre a rede da ECT e a rede de suporte da ITAUTEC em Tutóia ou outra rede, 
na impossibilidade de link entre os sites. A configuração do Switch deverá permitir que 
as estações de trabalho que estejam em perfeito funcionamento, com o software VPN 
client instalados(a ITAUTEC instalará em 2 maquinas com conectividade direta a 
Internet) e com a configuração de endereçamento TCP/IP coerente com o determinado 
pelo projeto de endereçamento da rede possam realizar comunicação através do protocolo 
TCP/IP, o que será demonstrado pela execução de um comando PING de uma estação a 
um dos servidores da rede. Após a instalação do Switch, o software de gerenciamento de 
VPN's poderá colher informações sobre as VPN's configuradas no equipamento. 

Instalação do Roteador Tipo 1 em Brasília e em São Paulo 

• Quantidade: 1 equipamento Cisco modelo 3745 em Brasília 

• Quantidade: 1 equipamento Cisco modelo 3745 em São Paulo 

• Desembalagem; 

• Ligação e teste; 

• Montagem dos módulos; 

• Configuração (SNMP, IP, VLANs, roteamento); 

• Testes operacionais 

Critério de Conclusão 

Esta instalação estará concluída quando houver comunicação na rede LAN através das 
portas GigabitEthernet e W AN entre o roteador na rede da ECT e uma rede conectada por 
meio das portas seriais V.35 e ATM E3 . A configuração do Roteador deverá permitir que 
as estações de trabalho que estejam em perfeito funcionamento e com a configuração de 
endereçamento TCP/IP coerente com o determinado pelo projeto de endereçamento da 
rede possam realizar comunicação através do protocolo TCP/IP, o que será demonstrado 
pela execução de um comando PING de uma estação ao roteador da rede remota. 

Instalação dos Roteadores Tipo 2 em Brasília 

• Quantidade: 2 equipamentos Cisco modelo 1751 em Brasília ' ~~~0312005 . c~l 
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• Desembalagem; 

• Ligação e teste; 

• Montagem dos módulos; 

• Configuração (SNMP, IP, VLANs, roteamento); 

• Testes operacionais 

Critério de Conclusão 

Esta instalação estará concluída quando os parâmetros da rede de homologação forem 
customizados nos roteadores e houver comunicação entre as redes via interfaces de 
LAN(l0/100 FastEthemet) e seriais V.35. Para as interfaces de voz analógicas deverão 
ser fornecidos os parâmetros para a devida configuração como dial-peers, gateways e 
numero de ramal local. 

Implementação da Solução do Servidor de Segurança Lógica Tipo 01 

• Quantidade: 4 Firewalls Cisco Firewall PIX 535 em Brasília 

• Quantidade: 4 Firewalls Cisco Firewall PIX 535 em São Paulo 

Atividades a serem realizadas: 

• Instalação dos frrewalls Cisco Pix; 

• Configuração de endereços e máscaras; 

• Configuração de rotas 

• Configuração de interfaces 

• Definição dos objetos da rede 

• Configuração do log e dos filtros de registros 

• Configuração do log de eventos 

• Configuração de NAT (se necessário) 

• Configuração de alta disponibilidade 

• Testes de funcionalidade 

Critério de Conclusão 

Esta etapa estará concluida quando da verificação das funcionalidades e políticas de 
segurança estabelecidas no firewall através de um teste de conexão p rm.itida ij;lG:t:--­
exemplo: SMTP) e um teste de conexão não autorizada (por exempl 1 R06::MB~2005 - CN 
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verificação será efetuada através da análise do arquivo de log dos firewalls. Além disso, 
será realizada a verificação da redundância de configuração, quando ao se interromper o 
funcionamento do firewall principal (simulando uma queda de energia), o firewall de 
backup (failover) deverá assumir suas funcionalidades. 

Implementação da Solução do Servidor de Segurança Lógica Tipo 02 

• Quantidade: ~ Firewalls Cisco Firewall PIX 525 em Brasília 

• Quantidade: 2 Firewalls Cisco Firewall PIX 525 em São Paulo 

Atividades a serem realizadas: 

• Instalação dos firewalls Cisco Pix; 

• Configuração de endereços e máscaras; 

• Configuração de rotas 

• Configuração de interfaces 

• Definição dos objetos da rede 

• Configuração do log e dos filtros de registros 

• Configuração do log de eventos 

• Configuração de NAT (se necessário) 

• Configuração de alta disponibilidade 

• Testes de funcionalidade 

Critério de Conclusão 

Esta etapa estará concluída quando da verificação das funcionalidades e políticas de 
segurança estabelecidas no firewall através de um teste de conexão permitida (por 
exemplo: SMTP) e um teste de conexão não autorizada (por exemplo: ICMP). A 
verificação será efetuada através da análise do arquivo de log dos firewalls. Além disso, 
será realizada a verificação da redundância de configuração, quando ao se interromper o 
funcionamento do firewall principal (simulando uma queda de energia), o firewall de 
backup (failover) deverá assumir suas funcionalidades. 

Implementação da Solução de Sistema para Detecção de Intrusão 

• Quantidade: 1 equipamento Cisco modelo IDS 4250 em Brasília 

Quantidade: I equipamento Cisco modelo IDS 4250 em São Paulo / ~-
RQS no 0312005 - N 
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• Instalação e configuração dos sensores Cisco em segmentos da rede a serem definidos 

na reunião de planejamento 

• Configuração para identificar padrões de ataque no tráfego da rede 

• Configuração para atualização automática dos padrões de ataque 

• Configuração das condições de alerta e reações automáticas 

• Testes de Funcionalidade 

Critério de Conclusão 

Verificação da funcionalidade dos produtos através da programação da detecção de um 
padrão conhecido, como a aplicação FTP para um determinado servidor. O sistema 
deverá detectar esta tentativa e alertar o administrador sobre a ocorrência através de um 
e-mail. 

Implementação da Solução de Gerência de Firewall e IDS(VMS), Switches e 
Roteadores(CiscoWorks-LMS e CiscoWorks-RWAN) e Autenticação de 
usuários(ACS) 

Software: 

São Paulo: 

1 x MC- Management Center para Firewall(FW-MC); 

1 x MC - Management Center para IDS (IDS-MC); 

1 x CiscoWorks LMS para switches 

1 x CiscoWorks RWAN para roteadores; 

1 x Cisco Secure para autenticação; 

Brasília: 

1 x MC- Management Center para Firewall(FW-MC); 

1 x MC- Management Center para IDS (IDS-MC); 

1 x CiscoWorks LMS para switches 

1 x CiscoWorks RWAN para roteadores; 

1 x Cisco Secure para autenticação; 

• Instalação dos últimos patches e correções no Windows NT Server 

• Instalação e configuração do FW-MC para firewall 
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• Instalação e configuração do IDS-MC para IDS 

• Instalação e configuração do LMS 

• Instalação e configuração do R W AN; 

• Instalação e configuração do ACS; 

• Definição dos objetos e da topologia da rede no MC- Management Center. 

• Configuração das políticas de segurança nos firewalls dos clusters e as políticas de 
detecção do IDS 

• Testes de funcionalidade 

Critério de Conclusão 

Visualização e configuração através das consoles de gerência dos firewalls, switches, 
IDS, concentrador de VPN e de usuário. 

2.4 Descrição dos Serviços de 
Instalação do Ambiente na 
Plataforma Windows 2000/2003, 
Implementação de MS Cluster 
Service e Instalação e 
configuração de SAN Manager 

Estes serviços baseiam-se no seguinte escopo de serviço: 

Site Brasília/DF- BSB 

SERVIDOR INTEL TIPO 1 - Instalação e Configuração Windows 2000 Advanced 
Server ou Windows Server 2003 Enterprise Edition em 14 (catorze) Servidores. 

SERVIDOR INTEL TIPO 2 - Instalação e Configuração Windows 2000 Advanced 
Server ou Windows Server 2003 Enterprise Edition em 29 (vinte e nove) Servidores. 

~o c. ___ _ 
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SERVIDOR INTEL TIPO 3 - Instalação e Configuração Windows 2000 Server ou 
Windows Server 2003 Standard Edition em 27 (vinte e sete) Servidores. 

Site São Paulo/SP - SPM 

SERVIDOR INTEL TIPO 1 - Instalação e Configuração Windows 2000 Advanced 
Server ou Windows Server 2003 Enterprise Edition em 7 (sete) Servidores. 

SERVIDOR INTEL TIPO 2 - Instalação e Configuração Windows 2000 Advanced 
Server ou Windows Server 2003 Enterprise Edition em 6 (seis) Servidores. 

SERVIDOR INTEL TIPO 3 - Instalação e Configuração Windows 2000 Server ou 
Windows Server 2003 Standard Edition em 24 (vinte e quatro) Servidores. 

Esta solução prevê a instalação e configuração dos servidores relacionados nesta proposta 
de serviço, nas localidades de Brasília!DF e São Paulo/SP, sendo estes os únicos sites 
para realização do serviço. 

COMPONENTES DE SERVIÇOS PROFISSIONAIS 

Os serviços profissionais, dentro das premissas estabelecidas, estão traduzidos através das 
atividades abaixo: 

• Etapa EOl -Planejamento 

• Etapa E02- Instalação e Configuração do ambiente Plataforma Windows 2000/2003. 

• Etapa E03 - Instalação e Configuração de MS Cluster Service 

• Etapa E04 - Instalação e Configuração do SAN Manager 

• Etapa E05 - Finalização 

A seguir, apresentamos a descrição detalhada das etapas. Qualquer alteração no escopo 
do Projeto, conforme previsto no Edital do Pregão No. 050/2003- CPLIAC da ECT, será 
avaliada para verificação de possíveis alterações na alocação de recursos e na duração das 
etapas. 

Etapa EOl - Planejamento 

Descrição 

Reunião entre a ITAUTEC e a ECT que endereçará os pontos relevantes para realização 
dos serviços. 

1 RQS no 03/2005 CN 
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Atividades a Desenvolver 

• Levantar informações detalhadas para a execução das atividades técnicas destes 
serviços. 

• Levantamento de pré-requisitos de HW e SW. 

• Definir procedimentos e datas para a execução destes serviços. 

• Apresentar a arquitetura da solução para a ECT e suas compatibilidades no ambiente a 
ser implementado. 

• Definir o processo de instalação, para o ambiente de Cluster e SAN que estarão 
envolvidos nesta proposta de serviço. 

Critério de Conclusão 

Esta etapa estará concluída quando as informações sobre o sistema da ECT forem 
registradas, todos os pré-requisitos necessários à execução destes serviços forem 
analisados e quando os procedimentos, processos e datas tiverem sido acordados entre a 
ITAUTEC e a ECT. 

Etapa E02 - Instalação e Configuração do ambiente Plataforma Windows 
2000/2003, para adequação a arquitetura de rede 

Fase 1 - Instalação e Configuração 

Descrição 

Nesta etapa estaremos instalando e configurando o ambiente plataforma Windows 
2000/2003, assim disponibilizando esta arquitetura para os sites Brasília/DF e São 
Paulo/SP, consistindo esta instalação e configuração em seu ambiente LAN. 

Site Brasília/DF - BSB 

SERVIDOR INTEL TIPO 1 - Instalação e Configuração Windows 2000 Advanced 
Server ou Windows Server 2003 Enterprise Edition em 14 (catorze) Servidores. 

SERVIDOR INTEL TIPO 2 - Instalação e Configuração Windows 2000 Advanced 
Server ou Windows Server 2003 Enterprise Edition em 29 (vinte e nove) Servidores. 

SERVIDOR INTEL TIPO 3 - Instalação e Configuração Windows 2000 Server ou 
Windows Server 2003 Standard Edition em 27 (vinte e sete) Servidores. 
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Site São Paulo/SP - SPM 

SERVIDOR INTEL TIPO 1 - Instalação e Configuração Windows 2000 Advanced 
Server ou Windows Server 2003 Enterprise Edition em 7 (sete) Servidores. 

SERVIDOR INTEL TIPO 2 - Instalação e Configuração Windows 2000 Advanced 
Server ou Windows Server 2003 Enterprise Edition em 6 (seis) Servidores. 

SERVIDOR INTEL TIPO 3 - Instalação e Configuração Windows 2000 Server ou 
Windows Server 2003 Standard Edition em 24 (vinte e quatro) Servidores. 

Pré-Requisitos 

• A estrutura de telecomunicação disponibilizada. 

• O acesso à rede corporativa disponibilizada. 

• A ECT deve fornecer e disponibilizar a estrutura de endereçamentos TCP /IP, classe, 
máscaras, segmentos e todas as informações chaves para estes serviços que consiste o 
ambiente de rede da ECT. 

Atividades a Desenvolver 

• Instalação e configuração do sistema operacional Plataforma Windows 2000/2003 nos 
servidores INTEL. 

• Instalação no ambiente Plataforma Windows 2000/2003, o último nível de service 
pack e fixes. 

• Configuração de sistemas de arqmvos (partições e drive lógicos, definição de 
diretórios). 

• Customização de relação de confiança entre domínios conforme solução 
disponibilizada pelo cliente em seu ambiente de rede. 

• Configuração de protocolos de comunicação, definições de endereçamentos e nomes, 
adotados pelo cliente em seu ambiente de rede. 

• Definição e customização dos serviços básicos da Plataforma Windows 2000/2003. 

• Definição de DHCP Server, DNS Server, WINS Server, solicitados pelo cliente em 
seu ambiente de rede e disponibilizado pela ECT. 

• Instalação e configuração dos devices drives, conforme os dispositivos existentes no 
servidor (placas de rede, discos). 

• Arquitetura na Plataforma Windows 2000/2003 na segurança de usuários, 
monitoramento de acessos, em 1 (um) servidor Domain Controller. 

Critério de conclusão 
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Esta etapa estará encerrada quando a arquitetura na Plataforma Windows 2000/2003 nos 
servidores envolvidos nestes serviços estiverem em funcionalidade de comunicação; e o 
administrador esteja efetuando logon em seu domain controller. 

Fase 2- Estrutura da Plataforma Windows 2000/2003 

Descrição 

Nesta fase estaremos construindo a arquitetura do ambiente na Plataforma Windows 
2000/2003. com configurações, gerência e processos. 

Atividade a desen,·olver 

• Configuração da estrutura de rede, protocolo TCP/IP em ambiente LAN. 

• Configuração do ambiente de gerência de comunicação nos servidores INTEL do 
ambiente de rede na Plataforma Windows 2000/2003 nos sites Brasília /DF e São 
PauloiSP envolvidos no escopo desta proposta. 

• Estrutura de domínio, trust e segmento de rede, segundo informações disponibilizadas 
pela ECT. 

Critério de conclusão 

Esta etapa estará encerrada quando os Servidores INTEL estiverem em funcionalidade de 
comunicação na plataforma Windows 2000/2003 no ambiente LAN, processando com 
êxito um acesso a outro servidor na plataforma Windows 2000/2003, através do Server 
Manager da plataforma Windows 2000/2003, sendo que estes acessos são em protocolo 
TCP/IP já instalado e em perfeita funcionalidade na ECT. 

Etapa E03 - Implementação MS Cluster Service 

Fase 1 - Planejamento para a estrutura do Cluster 

Descrição 

Nesta etapa estaremos procedendo a reuniões de planejamento, focando estes serviços no 
detalhamento de infom1ações, documentação sobre a melhor disponibilização do 
ambiente . 
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Atividades a Desenvolver 

• Levantamento dos dados sobre a estrutura física do ambiente dos servidores. 

• Detalhes sobre ambiente de rede, protocolos, serviços e acessórios de rede. 

• Informações sobre os servidores a serem clusterizados, sobre os serviços genéricos, 
aplicativos, banco de dados, sistema operacional e outras informações que sejam 
relevantes a estes serviços. 

• Detalhes dos técnicos do ECT referente aos servidores envolvidos nestes serviços. 

• Documentação desde planejamento e disponibilização do mesmo. 

Critério de conclusão 

Esta fase estará concluída quando as dúvidas e informações forem coletadas e for 
executado um levantamento de informações do ambiente a ser clusterizado e servidores. 

Fase 2 - Instalação e Configuração do MS SQL 2000 Server Enterprise Edition em 
ambiente de MS Cluster Service 

Descrição 

Nesta etapa estaremos instalando e configurando o ambiente MS Cluster Service para o 
SGBD MS SQL 2000 Server Enterprise Edition, assim disponibilizando esta arquitetura 
nas 02 (duas) localidades abaixo: 

Site Brasília/DF - BSB 

SERVIDOR INTEL TIPO 1- Instalação do MS SQL 2000 Server Enterprise Edition em 
05 (cinco) Servidores e instalação e configuração MS Cluster Service em 05 (cinco) 
Servidores. 

Site São Paulo/SP- SPM 

SERVIDOR INTEL TIPO 1 -Instalação do MS SQL 2000 Server Enterprise Edition em 
02 (dois) Servidores e instalação e configuração MS Cluster Service em 02 (dois) 
Servidores. 

Pré-Requisitos 

• A estrutura física totalmente disponibilizada. 

. - ·-·-·- ·- I 
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• O acesso aos servidores a serem "clusterizados" disponíveis. 

Atividades a Desenvolver 

• Instalação do MS SQL 2000 Server Enterprise Edition para disponibilidade de 
arquitetura. 

• Instalação do Microsoft Cluster Service para disponibilidade de arquitetura. 

• Instalação dos níveis de service pack e fixes defmidos pelo cliente. 

• Configuração de sistemas de arquivos (partições e drive lógicos, definição de 
diretórios). 

• Defmição e customização de serviços de MS Cluster Service 

• Instalação e configuração dos devices drives. 

• Configuração dos respectivos subsistemas de discos externos, conexão destes ao 
servidor do cluster e instalação dos devices drivers. 

• Implementação da arquitetura MS Cluster Service em 07 (sete) servidores. 

Critério de conclusão 

Esta fase estará concluída quando a arquitetura MS Cluster Service entre 07 (sete) 
servidores, estiver em comunicação com o node manager e visualizando o node client no 
servidor de administrador do MS Cluster Service. 

Fase 3 - Estrutura da arquitetura do ambiente Cluster Service 

Descrição 

Nesta fase estaremos construindo a arquitetura do ambiente cluster serv1ce, com 
configurações, gerência e processos. 

Atividade a desenvolver 

• Estrutura do N ode Manager, integrando todos os membros ou grupos do cluster 
serv1ce 

• Configuração da estrutura do Database Manager, repositório das configurações do 
cluster service 

• Gerência de recursos e failover, assinalando os recursos e grupos de decisões e 
apropriadas ações para o cluster service 
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• Estrutura do processamento de eventos, conectando os componentes de serviço de 
cluster, operações e controle dos serviços de cluster de inicialização. 

• Configuração do ambiente de gerência de comunicação, com os nodes do serviço de 
cluster. 

Critério de conclusão 

Esta fase estará concluída quando o Node Manager estiver em 03 (três) grupos de cluster 
service criado no node manager, e o database manager estiver sido instalado para 
armazenagem das informações do cluster server. 

Fase 4 - Estrutura de monitoramento de recursos do cluster service 

Descrição 

Neste processo estaremos ativando o monitoramento de mensagens do ambiente de 
serviço de cluster. 

Atividades a Desenvolver 

• Configuração de gerenciamento de processo e comunicação com o serviço de cluster, 
através do Remote Procedure Call (RPC). 

• Monitoramento em até 07 (sete) Nodes dentro do serviço de cluster. 

Critério de conclusão 

Esta fase estará concluída quando a comunicação através de mensagens dentro do 
ambiente de cluster estiver sido efetuada entre o node manager e o node client, e possa 
ser visualizada uma mensagem na console administrador no node manager. 

Fase 5 - Estrutura da base para o serviço de cluster 

Descrição 

Nestes processos estaremos implementando a base para o serviÇO de cluster e 
configuração de ambiente. 

Atividade a desenvolver 

• Estrutura de discos físicos para o ambiente desta etapa do Projeto. - -, 
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• Criação de volumes lógicos dentro da arquitetura dos servidores e cluster. 

• Definição de arquivos e diretórios. 

• Adequação dos endereços TCP/IP e nomes na rede cozporativa. 

• Controle dos serviços e aplicativos. 

Critério de conclusão 

Esta fase estará concluída quando todas as configurações fisicas (discos) e lógicas 
(volumes) estiverem sido visualizadas na console de administrador do node manager. 

Fase 6 - Estrutura essencial da arquitetura do serviço de cluster 

Descrição 

Nesta etapa estaremos finalizando a estrutura do cluster server, com as configurações 
essenciais para a implementação do serviço de cluster. 

Atividades a Desenvolver 

• Instalação e configuração do Ndde Manager em até 07 (sete) Servidores Windows 
2000 Advanced Server ou Windows Server 2003 Entezprise Edition. 

• Configuração do Database Manager em até 07 (sete) Servidores Windows 2000 
Advanced Server ou Windows Server 2003 Entezprise Edition. 

• Configuração do Resource Manager/Failover Manager em até 07 (sete) Servidores 
Windows 2000 Advanced Server ou Windows Server 2003 Entezprise Edition. 

• Instalação e configuração de uma interface de administrador em até 07 (sete) 
Servidores Windows 2000 Advanced Server ou Windows Server 2003 Entezprise 
Edition. 

Critério de conclusão 

Esta fase estará concluída quando for executado com sucesso, a conexão entre 07 (sete) 
Servidores e a comunicação dos Node Managers com os Nodes Clients configurados na 
arquitetura do serviço de cluster, através da visualização dos grupos de cluster nos node 
managers. 

Etapa E04 - Instalação e Configuração do ambiente SAN Manager 

' -. 
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Fase 1 - Instalação e Configuração 

Descrição 

Nesta etapa estaremos instalando e configurando o ambiente SAN Manager, assim 
disponibilizando esta arquitetura para o site Brasília!DF e site São Paulo/SP, consistindo 
esta instalação e configuração em seu ambiente SAN. 

Site Brasília/DF- BSB 

SERVIDOR ADICIONAL- Instalação e configuração do SAN Manager Server/Console 
em 1 (um) Servidor Windows 2000 Server ou Windows Server 2003 Standard Edition em 
ambiente SAN. 

SERVIDOR INTEL TIPO 1 -Instalação e configuração do SAN Manager Agent em 14 
(catorze) Servidores. 

SERVIDOR INTEL TIPO 2- Instalação e configuração do SAN Manager Agent em 29 
(vinte e nove) Servidores. 

Site São Paulo/SP - SPM 

SERVIDOR ADICIONAL- Instalação e Configuração do SAN Manager Server/Console 
em 1 (um) Servidor Windows 2000 Server ou Windows Server 2003 Standard Edition em 
ambiente SAN. 

SERVIDOR INTEL TIPO 1 -Instalação e configuração do SAN Manager Agent em 7 
(sete) Servidores. 

SERVIDOR INTEL TIPO 2 - Instalação e configuração do SAN Manager Agent em 6 
(seis) Servidores. 

Pré-Requisitos 

• O acesso a SAN corporativa disponibilizada. 

• A estrutura física e lógica do ambiente SAN da ECT. 

Atividades a Desenvolver 

• Instalação e configuração do SAN Manager Server na plataforma Windows 2000 
Server ou Windows Server 2003 Standard Edition. 

• Instalação e configuração do SAN Manager Console na plataforma Windows 2000 
Server ou Windows Server 2003 Standard Edition. 

• Configuração dos SAN Manager Agents 

• Definição de customização do SAN Manager Server/Console. 

• Configuração do SAN Manager Server/Console em ambiente SAN. --~--~~-1 
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• Definição e customização em até 05 (cinco) eventos do SAN Manager em sua console. 

• Configuração de Auto Discovery para os objetos relacionados na SAN. 

Critério de conclusão 

Esta etapa estará encerrada quando a arquitetura SAN Manager Server/Console nos 
servidores envolvidos nesta etapa do projeto estiver em funcionalidade de comunicação 
com a SAK visualizando os objetos relacionados na SAN no escopo desta etapa do 
projeto. 

Etapa E05 - Finalização 

Descrição 

Reunião entre a IT AUTEC e a ECT para encerramento desta etapa do projeto, o que 
marca o final do dos serviços referentes à Instalação do Ambiente na Plataforma 
Windows 2000 '2003, Implementação de MS Cluster Service e Instalação e configuração 
de SAN Manager. 

Atividades a Desenvolver 

• Executar o software MS SYSTEM STRESS da MICROSOFT pelo periodo de 72 
(setenta e duas) horas ininterruptas em cada equipamento; 

• Executar reunião de encerramento desta etapa do Projeto; 

• Recolher o Termo de Conclusão de Serviços Profissionais. 

Critério de Conclusão 

Esta etapa do Projeto estará finalizada após a reunião de encerramento e a assinatura do 
Termo de Conclusão de Serviços Profissionais. 

2.5 Serviço de Implementação de 
Ambiente pSeries Regatta, 
Storage e Backup 
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Etapa EOl - Alocação de Recursos 

Descrição 

Este período será o de mobilização que é necessário para que IT AUTEC e Cliente 
possam garantir os pré-requisitos necessários abaixo para o início do Projeto. 

Pré-requisitos 

• Alocação de profissionais pela ITAUTEC e Cliente para cada um dos seguintes 
papéis: 

../ Gerente de Projeto (ITAUTEC): Ponto Focal da ITAUTEC em relação aos 
contatos com o Cliente, referentes a este Projeto; 

../ Gerente de Projeto (ECT): Ponto Focal para toda e qualquer comunicação com a 
ITAUTEC relativa a este serviço e que terá autoridade para decidir em nome do 
cliente nas questões relativas a este projeto, ou escalar o assunto dentro da ECT . 

../ Especialistas (ITAUTEC): execução das atividades escopo desta proposta; 

../ Analistas Técnicos (ECT): acompanhar a instalação do ambiente e apto a 
responder ao questionamento do profissional ITAUTEC em relação à execução 
dos serviços que dependem de definições adotadas pelo Cliente. 

Etapa E02 - Reunião de Planejamento 

Descrição 

Reunião entre a IT AUTEC e o Cliente que endereçará os pontos relevantes para execução 
do Serviço de Implementação do Ambiente pSeries Regatta, com definição e montagem 
do cronograma de trabalho. 

Atividades a Desenvolver 

Reunião entre IT AUTEC e ECT para : 

• Levantar informações detalhadas para a execução das atividades técnicas desta etapa 
do Projeto; 

• Endereçar os pontos relevantes para a execução desta etapa do Projeto; 

• Verificação da disponibilidade de requisitos de HW e SW para a execução desta etapa 
do Projeto; 

• Definir procedimentos, roteiros, datas e responsabilidades para a execução desta etapa 
do Projeto; 

• Confecção e validação do cronograma de trabalho. r - o 0312005 c~l I ROS 11 - -
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Ao final desta reunião, o Gerente de Projeto do Cliente deve definir os pontos focais a 
serem alocados para cada uma das etapas. Desta forma, ao fmal desta etapa, os Gerentes 
de Projeto da ITAUTEC e ECT estarão de posse de um cronograma de trabalho detalhado 
e validado. Este será utilizado para acompanhamento e controle do andamento desta 
etapa do Projeto. 

Pré-requisitos 

• Alocação do Gerente de Projeto da ITAUTEC/Cliente; 

• Confirmação de data, local e recursos necessários para a reunião. 

Responsabilidades 

• IT AUTEC: preparação e condução da reunião; 

• ECT: alocação das facilidades necessárias para a reunião e estruturação da agenda de 
trabalho com pontos focais do cliente. 

Critério de Conclusão 

Esta etapa estará concluída quando os procedimentos, roteiros, datas e responsabilidades, 
além do próprio cronograma de trabalho, tiverem sido acordadas entre a IT AUTEC e 
ECT. 

Local 

Nas instalações do cliente. 

Etapa E03 - Implementação AIX e Configuração de Regatta (LP AR) 

Atividades a Desenvolver 

O serviço IT AUTEC de Implementação de AIX coloca um Especialista de Serviços à 
disposição nas instalações do Cliente para coordenar a instalação de 11 (onze) 
equipamentos pSeries Regatta, instalar e configurar o Sistema Operacional AIX e 
configurar as partições LP AR, de acordo com a quantidade definida no desenho da 
solução proposta para cada equipamento Regatta em cada uma das localidades, São Paulo 
e Brasília. 

Serão implementados também 4 (quatro) equipamentos pSeries, considerando instalação 
e configuração do AIX, sendo 2( dois) em cada localidade de São Paulo e Brasília para 
atuarem como servidores de Back:up ITSM. 

; r<CS no Q~/2005 CN 
__ S_C_S_Q __ 0- 1- B-Io_c_o -.. F-.. -1-1 °-A-n-da-r-- -E-d.-C-a-m-ar_g_o -Co-r-rê-a---B-ra-s-ília--D-F_C_E_P_:-70_3_9_7 --90-0---F-on_e_: -(6-1 )-3-2-:-3--::-30-:-3:-1-:F-ax-:-:-(6:-il-:r),·2-:LfiTI~7i1~25::-:='l CO , ~a 

Pqg .. 50 , 't 

. F ls . No -
- - -J.:.._ 

' 

Doc. -----
'""--------~ 
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Este serviço também prevê transferência de conhecimentos básicos para o pessoal técnico 
do Cliente. 

O Especialista de Serviços IT AUTEC irá executar as seguintes atividades em cada 
equipamento pSeries e pSeries Regatta a ser instalado: 

• planejar, com o representante do Cliente, a instalação do novo equipamento pSeries; 

• coletar, com o representante do Cliente, dados sobre o sistema e a configuração 
desejada; 

• conectar 1 (uma) console IBM suportada e verificar a comunicação com a CPU 
pSeries; 

• criar "file systems" padrão, "file systems" para os programas-produto IBM e 
selecionar uma interface padrão; 

• instalar o sistema operacional AIX; 

• configurar as Partições LP AR; 

• ·definir um usuário no AIX, indicado pelo Cliente, com os parâmetros. e senhas 
apropriados; 

• configurar o ambiente de trabalho ( desktop ); 

• configurar o TCP/IP; 

• instalar e configurar Licenças do Compilador C; 

• prover instrução básica, durante a execução dos serviços; 

• realizar uma cópia de segurança (mksysb backup) do sistema instalado; 

• criar e entregar um documento contendo a configuração do sistema. 

Critérios de Conclusão 

As responsabilidades da ITAUTEC estarão terminadas quando as atividades acima forem 
finalizadas e o servidor pSeries estiver pronto para que as aplicações e dados seJam 
instaladas pelo Cliente. 

Isto ficará evidenciado quando puder ser efetuado um ping a partir do equipamento 
pSeries para um outro equipamento da rede local do cliente. 

Etapa E04 - Implementação HACMP 

Atividades a Desenvolver 

Em resposta à demanda para alta disponibilidade nos servidores de aplicações comerciais, 
a ITAUTEC oferece o Serviço de Implementação de AIX HACMP. Este servi ~ com 
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HACMP, pode aumentar potencialmente a disponibilidade de seus recursos 
computacionais ao permitir que um processador pSeries de reserva (backup) assuma os 
endereços de rede e recursos compartilhados de disco de um servidor com problemas. 
Após uma falha, os usuários podem acessar os recursos computacionais a partir do 
servidor de reserva, com mínima perda de continuidade. 

Ao fornecer este serviço, a ITAUTEC assume a responsabilidade de conduzir a sessão de 
planejamento da instalação, a instalação do software, configuração, teste de falha, e 
instrução básica do uso e administração do HACMP. 

Ao término do serviço, o software HACMP estará instalado e operacional para 14 
(quatorze) clusters de 2 (dois) nós cada, na configuração HotStandy, Mutual Takeover ou 
Concurrent para o Site de Brasília e 6(seis) clusters com 2(dois) nós cada no site de São 
Paulo. 

Também será efetuada a configuração do Software HACMP em dois clusters de 2 (dois) 
nós cada, sendo um em São Paulo e outro em Brasília, para os equipamentos pSeries que 
atuarão como Servidores de Backup ITSM 

A ITAUTEC é responsável pelas seguintes atividades: 

• Planejamento da instalação 

Planejar a instalação do HACMP com seu representante. Os seguintes tópicos serão 
discutidos: 

./ Compatibilidade das aplicações com o HACMP 

./ Verificação dos requerimentos de hardware e software 

./ Planejamento da rede TCP/IP 

./ Planejamento da rede serial 

./ Planejamento dos discos compartilhados e componente LVM 

./ Planejamento do servidor de aplicações 

./ Planejamento do grupo de recursos 

./ Planejamento das máquinas-cliente 

./ Determinação de Pontos Únicos de Falha 

./ Notificação de falha em hardware redundante 

./ Planejamento de backup 

./ Determinação da necessidade de pessoal e recursos do Cliente 

./ Cronograma das atividades de instalação 

• Instalação do HACMP- Instalar HACMP para AIX e correções (PTF) necessárias 
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• Configuração do HACMP 

./ Configurar rede 

./ Configurar discos compartilhados 

---·····- --, ... 
.... -· ..... 

./ Configurar o servidor de aplicações HACMP com os korn shell script padrões que 
serão modificados para as aplicações do Cliente 

• Notificação de Erros e Eventos 

Configurar a notificação de erros e eventos para discos redundantes, adaptadores de rede 
e falhas no nó via e-mail para o usuário root. 

• Teste de falha e recuperação 

Demonstrar a recuperação para falhas em adaptadores de rede, disco e nó ( crash de 
máquina). 

• Registro de instalação (Documentação) 

Fornecer um registro da instalação com informações sobre a configuração do HACMP. 

• Instrução básica 

Durante a execução deste serviço, profissionais designados pelo Cliente irão receber 
instrução básica sobre as atividades realizadas de instalação e administração do AIX e 
HACMP. 

• Cópia de segurança (backup) 
Um backup mksysb será iniciado após a implementação do HACMP. 

Pré-Requisitos 

• O cluster será limitado a 2 (dois) na configuração hot standby ou mutual takeover 
utilizando grupos de recursos em cascata ou rotativos; 

• O IP Address Takeover (IPAT) será configurado para um endereço IP de serviço para 
o modo hot standby ou dois endereços para mutual takeover; 

• A instalação e teste do HACMP requerem exclusividade do sistema, ou seja, o uso 
produtivo do sistema não deve ser programado durante serviços de instalação, 
configuração e teste do HACMP. É necessário acesso dedicado ao sistema durante a 
execução do serviço; 

• Somente as aplicações que não requeiram intervenção manual após a queda do 
sistema, poderão ser automatizadas no HACMP. 

• O Cliente deve : 
./ Designar até dois administradores de sistema para estarem disponíveis durante a 

execução deste serviço, a fim de receberem a instrução básica; 

I rws nQ 03/2005 - c I i 
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./ Assegurar que as pessoas responsáveis por este projeto, pelo banco de dados, pela 

rede. pelo sistema e aplicações participem da reunião de planejamento 

../ Fornecer acesso dedicado ao sistema para execução deste serviço; 

./ Fornecer as seguintes informações sobre seu ambiente: 

a password 'root' 

Características de localização e tamanho para os 'volume groups' de discos 
compartilhados, volumes lógicos e/ou filesystems para os dados da 
aplicação residindo em discos compartilhados 

Múltiplos endereços de IP requeridos pelos pSeries 

../ Realizar cópias de segurança, caso o sistema já se apresente em produção (sistema 
operacional mais dados) 

Critérios de Conclusão 

A ITAUTEC terá completado sua participação neste projeto quando o processo de 
takeover terminar com sucesso, ou seja, quando, após o crash da máquina sevidora, a 
máquina backup assumir os recursos configurados pelo HACMP em todos os clusters. 

Etapa EOS- Implementação do ITSM 

Descrição dos Serviços 

Esta proposta descreve as atividades do serviço de implementação da solução ITSM para 
o cliente ECT. Este serviço está dividido em 05 (cinco) fases, descritas a seguir, sendo 
que em todas elas haverá treinamento "on-the-job" ao cliente. 

Atividades a Desenvolver 

Fase 1 -Apresentação de conceitos básicos do ITSM 

O serviço iniciará com uma apresentação sobre os conceitos básicos do ITSM para o 
pessoal técnico do cliente, visando a participação ativa do cliente durante todo o serviço. 

Esta fase estará concluída após esta apresentação técnica, que tem duração estimada entre 
3 (três) e 8 (oito) horas, dependendo da participação do cliente. 

Fase 2 - Instalação do servidor ITSM (plataforma AIX) 

1- Instalação e configuração básica de 4 (quatro) ITSM Servers em equipamentos com 
sistema operacional AIX, sendo 2 (dois) localizados em São Paulo e 2 (dois) em 
Brasília. 
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2- Instalação e configuração no AIX, e no ITSM de uma library 3584 e suas respectivas 

unidades de fita. 

3- Testes de backup e restare do servidor ITSM na library instalada anteriormente. 

4- Instalação do ITSM SysBack em 15 (quinze) equipamentos pSeries. 

Esta fase estará concluída quando for possível fazer um backup de teste do próprio 
servidor na biblioteca de fitas via ITSM. 

Fase 3 - Instalação dos clientes ITSM nas plataformas AIX e Windows 

1- Instalação e configuração do ITSM Client em 134 (cento e trinta e quatro) 
equipamentos com sistema operacional AIX ou Windows, considerando ITSM 
Clients for SAN e ITSM Clients for LAN. 

2- Testes de backup e restare de cada um dos clients no servidor ITSM instalado na 
fase 2. 

Esta fase estará concluída quando for possível fazer um backup de teste (de pequeno 
volume) de cada um dos clients no servidor ITSM instalado na fase 2. 

Fase 4- Instalação do ITSM for Database (Oracle) 

1- Instalação e configuração do TDP for Oracle em 11 (onze) equipamentos. 

2- Testes de backup e restare (de pequeno volume) de cada um dos servidores de Dados 
oracle no servidor ITSM instalado na fase 2 através do TDP for Oracle. 

Esta fase estará concluída quando for possível fazer um backup de teste (de pequeno 
volume) de cada um dos Servidores Oracle no servidor ITSM instalado na fase 2 através 
do TDP for Oracle. 

Fase 5- Instalação do ITSM for Database (SQL) 

1- Instalação e configuração do TDP for MSSQL em 7 (sete) equipamentos. 

2- Testes de backup e restare (de pequeno volume) de cada um dos Servidores de 
Dados MSSQL no servidor ITSM instalado na fase 2 através do TDP for MSSQL. 

Esta fase estará concluída quando for possível fazer um backup de teste (de pequeno 
volume) de cada um dos Servidores MSSQL no servidor ITSM instalado na fase 2 
através do TDP for MSSQL. 

Fase 6- Instalação do ITSM for Mail (Exchange) 

1- Instalação e configuração do TDP for MSExchange em 8 (oito) equipamBp tus . 1 
I RQS no 03/2005 · CN 
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2- Testes de backup e restore (de pequeno volume) de cada um dos Servidores 

MSExchange no servidor ITSM instalado na fase 2 através do TDP for 
MSExchange. 

Esta fase estará concluída quando for possível fazer um backup de teste (de pequeno 
volume) de cada um dos servidores MSExchange no servidor ITSM instalado na fase 2 
através do TDP for MSExchange. 

Fase 7 - Customização inicial do ambiente ITSM do Cliente 

Com base nas necessidades do cliente, a ITAUTEC fará a customização inicial do 
ambiente, com o objetivo de deixar as funções do ITSM disponíveis ao término do 
serviço. 

O cliente terá participação ativa na definição dos objetivos desta etapa, porém, algumas 
tarefas básicas serão executadas pela IT AUTEC, descritas a seguir: 

1- Inicialização das fitas para o uso do ITSM; 

2- Criação das políticas de backup; 

3- Criação de schedules; 

4- Definição de storage pools; 

5- Definição do mecanismo de backup do servidor ITSM. 

Esta fase estará concluída quando o teste de backup e restore de acordo com a política de 
backup definida ocorrer com sucesso. 

Etapa E06 - Implementação do Sistema de Cofre para Ambiente ITSM 

Atividades a Desenvolver 

• Levantamento da quantidade de dados a serem copiados para o Cofre 

• Definição das janelas de tempo entre as operações de cópia e retirada das fitas 

• Implementação dos Copy Storage Pools 

• Implementação das operações de check-in e check-out das fitas a serem transportadas 
entre o site e o cofre. 

• Definição dos procedimentos de Restore do ITSM DB e Storage Pools em caso de 
desastre com os volumes do site. 

• Teste de Restore de Volumes dos Copy Storage Pools 

Critério de Conclusão 
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E~t~~~ar~:~luída quando o restore dos volumes de copy storage pool tiver std~ 
concluído com sucesso e todos os processos do sistema de cofre tenham sido 
automatizados. 

Etapa E07 - Implementação da Storage Area N etwork (SAN) 

Descrição 

O serviço contemplado nesta etapa tem como objetivo a implementação de 06 (seis) 
Switches 2109 para a Configuração da Rede SAN. 

Fase 1- Planejamento 

Descrição 

Reunião entre a ITAUTEC e a ECT que endereçará os pontos relevantes para execução 
desta etapa. 

Atividades a Desenvolver 

• Levantar informações detalhadas para execução das atividades técnicas desta etapa. 

• Análise do atendimento dos requisitos básicos para esta etapa. 

• Definir procedimentos e datas para a execução desta etapa. 

• Definir plano de testes para validação desta etapa. 

Critério de Conclusão 

Esta Etapa estará concluída quando as informações sobre o sistema do Cliente forem 
registradas; quando houver a confirmação de todos os pré-requisitos necessários à 
execução desta etapa e quando os procedimentos e datas forem acordados entre a 
ITAUTEC e a ECT. 

Fase 2 - Distribuição Lógica dos Switches 

Descrição 

Esta etapa tem como objetivo fazer a distribuição lógica das portas dos switches da rede 
SAN. 

Atividades a Desenvolver 

~ ~-- . I O · 
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• Planejar a distribuição das portas; 

• Realizar a configuração nos switches. 

Critério de Conclusão 

Esta etapa estará concluída quando os switches 2109 estiverem configurados e 
disponíveis. 

Fase 3 - Tape Pooling 

Descrição 

Esta etapa tem como objetivo conectar os drives da LTO 3584 na rede SAN. 

Atividades a Desenvolver 

• Configurar o gateway; 

• Conectar os drives. 

Critério de Conclusão 

Esta Etapa estará concluída quando os drives da LTO estiverem sendo acessados pelos 
servidores da rede SAN através dos switches. 
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2.5.1 Ilustração da Solução 

Correios BSB - Arquitetura Proposta - Expansão CCD 

Servidor xSeries 
SAN Manager 

Servidores LAN Expansão CCD 

Servidor AIX 
ITSM Server I 

Servidor AIX 
ITSM Server 2 

Servidores SAN Expansão CCD 

Tape Library L TO 
Shark 
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Correios SP - Arquitetura Proposta- Expansão CCD 

Servidor xSerir-s 
SAN Managcr 

Servidores LAN Expansão CCD 

Servidor AIX 
ITSM Scrver I , 

~J 
HACM I' 

Servidor AIX 
ITSM Server 2 

Servidores SAN Expansão CCD 

Tape Library L TO 
Shark 
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2.6 Implementação do IBM Director 
Descrição dos Serviços 

O serviço compreenderá a instalação e Configuração de 1 IBM Director Server em São 
Paulo para atender 43 Clients, e 1 IBM Director Server em Brasília para atender 76 
clientes. Para tal, estaremos seguindo as seguintes atividades: 

• Planejamento em São Paulo e Brasília 

• Instalação do Server em São Paulo e Brasília 

• InstalaÇão dos Clients em São Paulo e Brasília 

• Testes e Ajustes em São Paulo e Brasília 

• Documentação para São Paulo e Brasília 

Planejamento 

Atividades a Desenvolver: 

• Identificar com absoluta clareza o ambiente do cliente, registrando as informações em 
ata de reunião. 

• Definir o Cronograma de Atividades 

Instalação do Server 

Atividades a Desenvolver: 

• coletar, com o representante do Cliente, dados sobre o sistema e a configuração 
desejada; 

• implementação de contingência e falha de discos nos servidores conforme adotado 
pelo cliente na fase de planejamento, com as configurações RAID1 ou RAID5, caso 
aplicável ; 

• instalação do sistema operacional Windows 2000 Server ou Windows Server 2003 
Standard Edition em 02 (dois) servidores; 

• instalação no ambiente Windows 2000/2003 Server do último nível de Service Pack e 
fixes em até 02 (dois) servidores; 

• configuração de sistemas de arquivos (partições e drives lógicos, definição de 
diretórios) ; 

• customização de relação de confiança entre domínios confonne solução adota~a_.o!p,_e_lo~---

cliente na fase de planejamento; RQS no 03/2005 _ 
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• configuração de protocolos de comunicação, definições de endereçamentos e nomes, 
adotada na fase de planejamento; 

• definição e customização dos serviços básicos do Windows 2000/2003 Server; 

• instalação e configuração dos devices drives, conforme os dispositivos existentes no 
servidor (placas de rede, discos); 

• montar a estrutura do Windows 2000/2003 Server, configurando os serviços e grupos 
de acesso a volumes; 

• configuração da estrutura de rede, protocolo, LAN e WAN; 

• montar a estrutura de domínio, trust e segmento de rede; 

• Instalação do IBM Server Director baseado em informações obtidas no planejamento. 

• Executar o software MS SYSTEM STRESS da MICROSOFT pelo período de 72 
(setenta e duas) horas ininterruptas em cada equipamento. 

Pré-requisitos do Cliente: 

• A estrutura de telecomunicação disponibilizada; 

• O acesso a rede corporativa disponibilizada; 

• Fornecimento da estrutura de endereçamentos TCP/IP disponibilizados, classe, 
máscaras, segmentos e todas as informações chaves para o projeto. 

Nota: 

• Algumas das atividades acima podem não ser executadas, dependendo do tipo de 
configuração proposta e do ambiente de rede Windows 2000/2003 Server já existente 
no Cliente. 

• O critério de conclusão para Instalação do Server será quando a arquitetura Windows 
2000/2003 Server de 02 (dois) servidores estiverem configuradas compartilhando 
diretórios. 

Instalação dos Clients 

Atividades a Desenvolver: 

• Instalação dos Clientes do IBM Server Director em 119 Clients distribuídos entre São 
Paulo e Brasília. 

Testes e Ajustes 

Doc. ____ _ 
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Atividades a Desenvolver: 

• Realizar testes e ajustes no produto para garantir o perfeito funcionamento do sistema. 

Workshop 

A ITAUTEC realizará um Workshop em Brasília e um Workshop em São Paulo, a fim de 
esclarecer a operação dos softwares de gerenciamento em questão. 

Documentação 

Atividades a Desenvolver: 

• Criar um documento refletindo as atividades realizadas em termos de instalação e 
customização do Produto IBM Director na ECT. 

Nota: 

• É recomendável que pelo menos 02 (dois) recursos da ECT, por localidade, 
acompanhem as atividades de Instalação e Customizaçâo do IBM Director. 

. • A funcionalidade de gerenciamento de pré-falha é disponibilizado através da 
implementação de um sistema de gerenciamento baseado no IBM Director, que 
intercepta os sinais de PFA (Predective Failure Analisys) gerados por 
componentes/opcionais que suportam esta capacidade, tais como CPU, VRM (voltage 
regulator module), discos, ventiladores e fontes de alimentação. 

2.7 

Atividades 

Implementação do 
gerenciamento eHealth Enhanced 
Sysedge 

Instalação, licenciamento e configuração dos softwares Concord nos 119 servidores 
Intel e nas 92 partições AIX (RISC). 

Os agentes e suas extensões, serão instalados, licenciados e configurados para monitorar 

... .., .•. 

os "File System" do servidor gerenciado, os respectivos serviços e aplicações, alftfu" .eno omaos -CN 
I(' . COR .fiOS 
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enviar estas informações para o ambiente HP Open View e Concord eHealth atual dos 
Correios. 

Quando especificado pelos Correios, os seguintes itens serão configurados para que 
sejam gerenciados nos servidores e no ambiente eHealth dos Correios: 

• Serviços de configuração dos agentes Enhanced Sysedge a fim de medir o tempo de 
resposta dos serviços DNS, HTTP, HTTPS, SMTP, POP3, FTP ou TCP dos 
servidores. 

• Serviços de configuração dos agentes Enhanced Sysedge para monitorar o 
desempenho e falhas das aplicações Exchange, Oracle, MS SQL, Apache ou IIS 

Integração do ambiente operacional ao ambiente de gerenciamento dos Correios 

1. Concord eHealth 

A ITAUTEC realizará a descoberta e agendamento de relatórios para os seguintes 
elementos no Concord e Health dos Correios referentes à licitação: 

• Agentes SystemEdge dos servidores 

Serão criadas regras no Live Health para a monitoração de elementos e o env10 de 
alarmes para o ambiente HP Openview. 

1.1 HP Openview NNM 

Será criado um mapa no HP Openview NNM com todos os elementos do ambiente em 
questão. 

1.2 HP Openview OVO 

Dentro do funcionamento do HP Openview OVO serão realizadas as seguintes alterações 
nas estruturas para se adequar os novos elementos desse projeto ao ambiente já utilizado: 

• Criação de usuários 

• Criação de grupos de usuários 

RQS 11° 03i2õõ5.~c I 
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• Adição de nodes 

• Configuração de grupos de nodes 

• Modificação da console de alarmes 

Doc. 
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2.8 Treinamento Oficial 

s· t IS emas o . M. f (MCSA) •pcracJOnaas acroso t 
Descrição 

Managing a l\11crr"oft \\' mdows Serve r 2003 
Environment 
Maintaining a l\11cro-.oft Windows Server 2003 
Environrnent 
Updating Suppon Skills from Microsoft Windows NT 
4.0 to Microsoft \\' mdm\ s Server 2003 
Implementing a 1\ltcro~oft Windows Server 2003 
Network lnfrac~tructurc : Network Hosts 
lmplementing. l\1anagmg. and Maintaini ng a Microsoft 
Windows Server 2003 Network Infraestructure: Network 
Services 
Implementing and Supporting Microsoft Windows XP 
Professional 
lnstalling, Configuring. and Administering Microsoft 
Windows XP Professional 
Microsoft Windows 2000 Networking and Operating 
System Essentials 
Deploying and Supporting Microsoft Management 
Server 2.0 
Adrninistering Microsoft System Management Server 2.0 
Deploying and Managing Microsoft Internet Security 
and Aceleration Server 2000 
160 horas-aula por aluno 
03 Turmas de 06 alunos em Brasília 
01 Turma de 06 alunos em São Paulo 

pSeries & AIX-RS/6000 

AIX Para Usuários Finais 
Descrição · 

AIX Básico Ver.5L 

Código: 
2274 

2275 

2208 

2276 

2277 

2272 

2285 

2151 

828 

827 
2159 

.. 1 ;J>.ur"ç~~- ((Jia$') Horas 
5 40 

3 24 

5 40 

2 16 

5 40 

5 40 

3 24 

3 24 

5 40 

3 24 
3 24 

Duração (dias) Horas 
5 40 

ROS n° 03/2005 -
.. _, ORREI 
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Administração do Sistema AIX 
·Descrição - ·código , ,.Duração (dl~s) Horas 

AIX Ver. 5L Administração de Sistema AIX I: Q1314XBR 5 40 
Implementação 
AIX Ver. 5L Administração de Sistema AIX 11: Q1316BR 5 40 
Detemtinação de Problemas 
AIX Ver. 5L Administração de Sistema AIX III: Q1318BR 5 40 
Administração de Desempenho 
AIX V5L Administração de Sistema IV: Gerência de Q1320BR 4 32 
Armazenamento 
AIX Ver. 5L Administração de Sistema V: Work Load Q1319BR 3 24 
Manager 
AIX Ver. 5L Jumpstart para Profissionais UNIX Q1818BR 4 32 
AIX Ver. 5L Diferenças da Implementação Q1237BR 3 24 
pSeries Logical Partitioning para AIX 5L Q1370BR 5 40 

s egurança AIX 
I)escrição - Cód!~Q Durã~() ~~), .H9r.il$ 

Segurança em AIX I : Mecanismos Baseados em Host Q1341BR 3 24 
Segurança em AIX 11: Mecanismos de Rede Q1342BR 2 16 
Segurança em AIX 111: Mecanismos de Internet Q1343BR 3 24 

p - AIX rogramaçao 
Descriçã,Q Código _ · J>uração_ (dias) Horas 

Introdução a Programação em Linguagem C Q1070BR 4,5 36 
Programação RS/6000 Kom Shell Q1123BR 5 40 
Programação RS/6000 PERL V Q1122BR 3 24 
AIX Ver. 5L Ambiente de Programação de Aplicações Q1325BR 5 40 
Workshop: Migrando de Solaris para AIX Ver. 5L Q1329BR 4 32 
Programação PERL para Sistemas Abertos em World Q1124BR 5 40 
WideWeb 

Comunicação AIX 
Descrição -Código :i>uraçãQ (dias) Horas 

AIX Ver. 5L Configuração TCP/IP Q1307BR 5 40 
AIX Ver. 5L Network Installation Management (NIM) Q1308BR 2 16 

AIX High A vailability 
Descrição Código Duração (dias) Horas 

Administração de Sistema HACMP I: Planejamento e Ql554BR 5 40 
Implementação 

,; ,:;;os no 03 .005 - c 
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eServer Cluster 1600 
' ' 'Dê$çríç'ão · ·. ·"i 

: , 
eServer Cluster 1600 Administração do Sistema I: 
Implementação 
eServer Cluster 1600 Administração do Sistema II: 
UsandoPSSP 

Linux 
D~crição . , 

Fundamentos de Linux e Instalação 
Administração de Sistema Linux I: Implementação 
Linux Jumpstart para Administradores de Sistemas 
UNIX 
Administração de Sistema Linux li: Segurança de Host 
Administração de Rede Linux 1: TCPIIP e TCP/IP 
Services 
Administração de Rede Linux li: Segurança de Rede e 
Firewalls 
Linux e-business com Apache 
Integrando Linux com Windows (Samba) 
Programação Per! para Linux e World Wide Web 

160 horas-aula por aluno 
03 Turmas de 06 alunos em Brasília 
O 1 Turma de 06 alunos em São Paulo 

MS SQL Server 2000 
"·, D~serição. 

Administering a MS SQL Server 2000 Database 
Programing a MS SQL Server 2000 Database 

80 horas-aula por aluno 
02 Turmas de 06 alunos em Brasília 

Segurança Lógica 

Segurança 

Descrição 
Secure Cisco Networks 
Cisco Secure Pix Firewall Advanced (CSPF A) 
Cisco Secure Virtual Private Network (CSVPN) 
Cisco Secure Intrusion Detection System (CSIDS) 
Cisco Safe Implementation (CSI) 

160 horas-aula por aluno 

' · eóai2~ ' ·. ])J1~ri!~iê>)tlU8."s) 
.... 

Q1991BR 5 

Q1996BR 5 

Çó'dfgõ . ·· : Ji.P.JÇã:o::{dias) ' . 

. . , 
QLX02BR 5 
QLX03BR 5 
QLX15BR 4 

QLX41BR 3 
QLX07BR 5 

QLX24BR 5 

QLX25BR 3 
QLX26BR 2 
QLX28BR 5 

Có~l!9 - . ~,&:oiõ (éií~l: 
2072 5 
2073 5 

Cóiligo Durac'ãO. (Dias) · 
SECUR 5 
CSPFA 5 
CSVPN 4 
CSIDS 3 

CSI 4 

02 Turmas de 06 alunos em Brasília ou São Paulo ou Rio de Janeiro 

Hdr,1l8 
40 

40 

Hor-as 
40 
40 
32 

24 
40 

40 

24 
16 
40 

H'Qras · 
40 
40 

Horas 
40 
40 
32 
24 
32 
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Cisco Product Training 

Routing & Switching 

Descdç~() .• f 

Interconnecting Cisco Network Devices (ICND) 
Building Scalable Cisco Intemetworks (BSCI) 
Building Cisco Multilayer Switching Networks 
(BCMSN) 
Building Cisco Remote Access Networks (BCRAN) 
Cisco Intemetwork Troubleshooting (ClT) 
TCP/IP com enfoque LAN/WAN 

220 horas-aula por aluno 
02 Turmas de 06 alunos em Brasília 
O 1 Turma de 06 alunos em São Paulo 

Tivoli System Management 

Tivoli Performance and Availability 
.; 

~ :D~sci:içi,ip : 
... 
~-

Tivoli Distributed Monitoring 4.1 
IBM Tivoli Monitoring 5.1 
IBM Tivoli Enterprise Console 3.8 

' 

Programming Rules for the Tivoli Enterprise Console 
3.8 
Tivoli Decision Support 2.1 for lmplementors 
Tivoli NetView for UNIX 7.1 for Adrninistrators 
Tivoli NetView for NT for Administrators 
IBM Tivoli Business Systems Manager 2.1 
Fundamentais 
IBM Tivoli Service Levei Advisor 1.2 Workshop 
IBM Tivoli Web Si te Analyzer 4.2 

Tivoli Configuration Mgmt. & Operations 

D.escrição 
Tivoli Infrastructure 4.1 
Tivoli Infrastructure 4.1 for Senior 
Administrators 
Novo! IBM Tivoli Configuration Manager 4.2 

Tivoli Software Distribution 4.1 
Tivoli Inventory 4.0 
Tivoli Workload Scheduler 8.1 Scheduling and 
Operations 

Tivoli Workload Scheduler 8.1 Administration 

çó(Jígo . · D~aÇão·(Bja11) · Horas 
ICND 5 40 
BSCI 5 40 

BCMSN 5 40 

BCRAN 5 40 
ClT 5 40 

TCP/IP- 5 40 
LAN 

. -~C~à.lg().' ;: ·nUJt3ÇJ1i!: ,(Pi'as} .• :Ji.oràs. 
TM220BR 2 16 
TM230BR 2 16 
TM120BR 3 24 
TM210BR 2 16 

TZ050BR 2 16 
TV070BR 5 40 
TV060BR 5 40 
TM030BR 2 16 

TM572BR 2 16 
TM270BR 2 16 

código .Duração {Dias) Horas 
TM160BR 3 24 

TM260BR 4 32 

TM170BR 5 40 

TM145BR 4 32 

TM200BR 2 16 

TW050BR 3 24 

TW040BR 2 16 
• - -n- ' 
l f~QS n° 03/200 - CN · 
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Tivoli Storage Management 

. ' 
l>escriÇão . 

Tivoli Storage Manager Implementation 5.1 

Tivoli Storage Manager 5.1 Enhancements, 
Tuning and Troubleshooting 

Tivoli Disaster Recovery Manager 
5.1 lmplementation 

Tivoli Security 

> 
-~ ·ne~~rjção · ,. 

IBM Tivoli Risk Manager Installation & 
Administration 

IBM Tivoli Access Manager for e-business 3.9 
System Administration 

IBM Tivoli Access Manager for· Business 
Integration 4.1 System Administration 

IBM Directory Server 4.1 Administration 

OS/390 Solutions 

'· --JJ~cris'ão- , ·, _, · · " 
' ,;,. ' . " J.' 

IBM Tivoli Workload Scheduler 8.1 for ziOS 
Scheduler's Workshop 

IBM Tivoli Workload Scheduler 8.1 for ziOS 
Implementation 

80 horas-aula por aluno 
02 Turmas de 06 alunos em Brasília 
01 Turma de 06 alunos em São Paulo 

.· - ~- . 
· ~ . -.... ·n . .. 

~b C\~' 

Có:d~gQ. , -~ ·V.lliação-(l)ias) Jl'oras 

TS570BR 5 40 

TS580BR 4 32 

TS590BR 2 16 

. ·. Cõdi2!i~ · :· · ' J)U,r:it~âõ :(D(a,s):·: · -~ _ aor.~$· 

TR020BR 2 16 

TR390BR 5 40 

TR440BR 3 24 

TR360BR 3 24 

- ; f.;.'tlóJljgQ;.;\: ~ j)!fr~çio tD13sJ. li oras. 
TM400BR 4 32 

TM410BR 5 40 
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Plataforma INTEL - MCSA- Microsoft Certified System Administrator- 12 vagas 

• Exame 70-290 - Managing and Maintaining a Microsoft Windows Server 2003 
Environment 

• Exame 70-291 - Implementing, Managing, and Maintaining a Microsoft Windows 
Server 2003 N etwork Infraestructure 

• Exame 70-270 - Installing, Configuring and Administering Microsoft Windows XP 
Professional 

• Exame 70-210- Installing, Configuring and Administering Microsoft Windows 2000 
Professional 

• Exame 70-086 - Implementing and Supporting Microsoft Systems Management Server 
2.0 

• Exame 70-227- Installing, Configuring and Administering Microsoft Internet Security 
and Acceleration (ISA) Server 2000, Enterprise Edition 

• Exame 70-228 - Installing, Configuring and Administering Microsoft SQL Server 
2000 Enterprise Edition 

Plataforma RISC - IBM 191 - IBM Certified Specialist - pSeries AIX System 
Administration - 12 vagas 

Conectividade - 12 vagas 

• 640-607 CCNA 

• 642-801 BSCI 

• 643-811 BCMSN 

• 642-821 BCRAN 

• 643-831 CIT 

I ROS n° 03~2005 - N 
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3. Pauta de Distribuição e 
Especificações Técnicas dos 
Equipamentos 

3.1 Pauta de Distribuição 
Os equipamentos que compõe a presente Proposta serão distribuídos entre Brasília e São 

Paulo, segundo o quadro abaixo: 

,, . ; DISTRIBUIÇÃODQ.S RECIJBNOS · . · ~ .•: ·. 
. . . . ' ·e . . ~ '!\ .:· . 

' ·CCD AC ;·., __ (j [~or ::··c~ sj»M · · .. 
;fiPO DE EQUIPAMENTO :· ; 

(lJRASÍL~ÀJ -' -" ft7:(SÃQ,\P~ULO) -~TOTÁL 
:, ... .. : · - t' " • -r, 

SERVIDOR INTEL TIPO 01 14 7 21 

SERVIDOR INTEL TIPO 02 29 6 35 

SERVIDOR INTEL TIPO 03 27 24 51 

SERVIDOR RISC TIPO 01 8 3 11 

S WITCH TIPO 1 2 2 4 

S WITCH TIPO 02 4 2 6 

S WITCH TIPO 03 4 2 2 

SWITCH TIPO 04 8* 4* 12* 

SWITCH TIPO 05 1 1 2 

ROTEADOR TIPO 01 1 1 2 

ROTEADOR TIPO 02 2 o 2 

UNIDADE DE BACKUP 1 1 2 
ROBOTIZADO 

SERVIDOR DE SEGURANÇA 2 2 4 

LÓGICA TIPO 01 

SERVIDOR DE SEGURANÇA 1 1 2 
LÓGICA TIPO 02 

SERVIDOR PARA DETECÇÃO DE 1 1 2 

INTRUSÃO 

TOTAL 162 

- - ~ 



REQUISITOS ESSENCIAIS AOS EQUIPAMENTOS OBRIGATÓRIOS 

2. ASPECTOS GERAIS 

Os itens descritos a seguir serão observados para todos os produtos que compõem a proposta técnica. 

Requisito 

2.1-
Comprovação de 

Perfmmance 
para os 

Equipamentos da 
plataforma RISC 

Atributos Ofertados 

• Estão sendo ofertados • 
equipamentos IBM pSeries 
p690 Turbo com 16 CPUS de 
1. 7 GHz. Este equipamento foi 
auditado pelo Standard 
Perfonnance Corporation com 
32 CPUs. Está sendo 
apresentada a comprovação 
por documentação adequada 
do valor de SPECjbb2000 
auditado pelo Standard 
Performance Evaluation 
Corporation - SPEC 
(www.spec.org) para o 
equipamento cotado. 

• O equipamento cotado não foi 
auditado com o número de 
processadores proposto, desta 
fmma estamos infmmando um 
cálculo estimado. O valor 
utilizado para estimativa de 
SPECjbb2000 foi obtido em 

Atributos Ofertados 
adicionalmente 

16.740 specjbb 

Confirma 
Atendimento (Sim I 

Não) 
Sim 

Página da 
documentação Técnica 

Manual25 
SPECjbb2000 IBM 
Corporation IBM 
eServer pSeries 690 
Turbo (págs. 1 e 2) 

Manual18 
Cálculo para 
comprovação de 
Performance 
(Equipamentos RISC) 
(pág. 1) 

SCS Q. 01 Bloco "F" 11 o Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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Requisito Atributos Ofertados 

equipamento auditado, com o 
mesmo tipolsélie e tipo de 
CPU (modelo, clock e cache), 
do equipamento cotado, o que 
será comprovado por 
documentação adequada de 
auditoria. 

• A perfom1ance estimada, foi 
calculada com base na 
fórmula :SPECjbb2000 
estimado = SPECjbb2000 
auditado * (n° de CPU 
ofertadas I n° CPU auditada) 

• O benchmark de SPECjbb2000 
utilizado é superior ao valor 
máximo especificado. 

• Todos os equipamentos 
INTEL para os qua1s foram 
solicitados valor de 
performance baseado em tpm­
C, possuem documentação 
comprobatória adequada do 
valor do tpm-C auditado pelo 
Transaction Processing 
Perf01mance Council TPC 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento (Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

Tipo 01 : Manual26 
Pag. 05 
http:l lwww .tpc.orglresul 
tslindividual resultsiiB 
M/ibm.x440-
8way.c5.1.es.030404.pd 
f 

Tipo 02 : Manual 26 

SCS Q . 01 Bloco "F" 11o Andar Ed. Camargo Corrêa Brasília-O F CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 22?-1251 
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Requisito 

2.3 - Requisitos 
Gerais 

Atributos Ofertados 

(www.tpc.org) para o 
equipamento cotado ou para 
equivalente, conforme 
documentação em anexo. 

• Para o servidor Intel Tipo 3 foi 
utilixzada a formula de 
pel"fom1ance estimada 
abaixo:Tpm-C estimado = 
tpm-C auditado * (no. De CPU 
ofertadas I no. CPU auditada) 

• Os equipamentos serão novos 
de fábrica e entregues 
acondicionados 
adequadamente em caixas 
fechadas, de forma a permitir 
completa segurança durante o 
transpmte; 

• Serão fornecidos pela 
IT AUTEC, quando da entrega 
e instalação dos produtos, 
todos os cabos, acessórios, 
manuais e documentações 
completas, que são necessários 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento (Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

Pag.21 
http:llwww.tpc.orglresul 
tslindividual resultsiiB 
M!ibm.x360 2.0GHz.c5 
.l.es.0302280 l.pdf 

Tipo 03 : Manual 26 
Pag.37 
http:llwww.tpc.orglresul 
tslindividual resultsllB 
M/ibm.x235.c5.1 .es.030 
7100l.pdf 

lr--~0---. -'~1---i-,l~·-, i ao pleno funcionamento dos 
' ~ (J) 1 equipamentos, softwares e 1 · R 
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Requisito 

• 

• 

• 

• 
2.4 - Garantia 

-~ . 
r1 

Atributos Ofertados 
Confirma Página da 

Atributos Ofertados 
adicionalmente 

Atendimento (Sim I documentação Técnica 
Não) 

petiféricos; 

Não serão consideradas para 
efeitos de somatório das 
quantidades mínimas exigidas, 
controladoras Fibre Channel e 
de Rede integradas na placa de 
sistema; 

Serão aceitas, para efeito de 
somatório, Placas de Rede 
Ethemet com até 2 (duas) 
interfaces por placa, na 
montagem da configuração dos 
Servidores RISC Tipo O 1; 

A ECT solicitará o 
remanejamento de módulos de 
switch, interfaces de rede ou 
fibre channel entre os 
servidores fornecidos, a 
qualquer momento da vigência 
do Contrato, sem ônus 
adicionais. 

É de total responsabilidade da 
Sim 

IT AUTEC, a garantia do pleno 
funcionamento e operabilidade 
dos produtos fornecidos, 
durante a vigência do 
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Requisito 

2.5 -
Alimentação 

Elétrica 

2.6 - Assistência 

Atributos Ofertados 

Contrato. 

• Todos os equipamentos Intel 
destinados ao CCD de Brasília 
operam em 220 (duzentos e 
vinte) volts. 

• Todos os equipamentos Intel 
destinados ao CCD de São 
Paulo operam em 220 
(duzentos e vinte) volt, e 
através da instalação de 
equipamentos adicionais que 
realizam compatibilidade 
elétrica, confmme especificado 
no subitem 1.3.1.alínea "i" do 
ANEXO 1-A, estaremos 
atendendo este item. 

• A ITAUTEC prestará os 
serviços assistência técnica nos 
locais de instalação dos 
equipamentos, nas cidades de 
Brasília/DF e São Paulo/SP·, 

, , ;;f '\,, ~~ • Os serviços prestados devem 
englobar a substituição de 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento (Sim I 

Não) 

Sim 

Sim 

Página da 
documentação Técnica 

Manual26 
Tipo 01 - Pag. 03 
Tipo 02 - Pag. 19 
Tipo 03 - Pag. 35 
Página da Web do 
componente : 
-Fonte de Alimentação: 
Tipo 02- P/N: 
31P61 08- Pag. 27-29 
Tipo 03 - Pag. 45 

r :20 1 .~.-.· r~'. _ .... _. 3! ::u' ~·. técnica 

I ~ 
1 

' ~ 1: peças e componentes 

I 
8 ~ :L_ ____________ l_ __ d_e~_e_iru __ o_so_s __ d_o_s_e_q~u_iL_p;am __ e_n_to_s~,L-------------------~------------------~----------------~ 
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Requisito 

2. 7 - Recursos 
Mínimos 

de 
Pmiicionamento 

para 
os Servidores 

RISC 

At.-ibutos Ofertados 

bem como a depuração e 
resolução de problemas 
relacionados ao AMBIENTE 
OPERACIONAL fornecido 
pela ITAUTEC. 

• O Equipamento RISC Tipo 01 • 
está sendo ofetiado com, no 
mínimo, 8 (oito) pmiições 
físicas ou lógicas e são 
expansíveis a 16 (dezesseis) 
partições físicas ou lógicas. 

• O número especificado de 
partições é alcançado com a 
simples configuração de 
software fornecido para este 
fim, sem a necessidade de 
adição de nenhum hardware ou 
software adicionais. Estão 
sendo ofertadas 2 (duas) 
consoles em cada localidade, 
sendo que todas as consoles 
gerenciam todos os 
equipamentos em cada 
localidade; 

• As pmiições funcionarão de 
modo que cada uma execute 

Atributos Ofertados 
adicionalmente 

O Equipamento RISC 
tipo O 1 ofetiado é 
expansível a 32 
partições físicas ou 
lógicas. 

Confirma 
Atendimento (Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

Declaração 
Comprobatória. 

Manual24, página2 

Declaração 
Comprobatória. 

Declaração 
Comprobatória. 
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Atributos Ofertados 
Confirma Página da 

Requisito Atributos Ofertados 
adicionalmente 

Atendimento (Sim I documentação Técnica 
Não) 

sua própria imagem de sistema 
operacional e que a falha do 
sistema operacional de uma 
patiição não interfira, em 
hipótese alguma, no 
funcionamento das demais 
partições; 

• Os equipamentos RISC Tipo 
01 petmitirão o 

Manual 24, pág 2 
remanejamento de recursos de 
CPU, Memória e 1/0 entre as 
partições; 

• Os equipamentos RISC Tipo 
O 1 serão fornecidos com todos 
os recursos de hardware e 
software necessários à criação 
do número ' . de mtmmo 
partições especificadas para 
cada equipamento; 

• A ITAUTEC fornecerá 
Manual34: 

notebooks, com no mínimo: 
Página 1 

Processador INTEL Pentium 
IV 2,0 GHz, 256MB de 

o ::u 
memória RAM, Placa de Rede 

o íT1 ' Placa de Faxmodem, o (j) -o o e para 
(") ' ,s:: (/) 

z ::J desempenhar a função de 
' I o 

~ 
o ~ SCS Q. 01 Bloco "F" 11 o Andar - Ed. Camargo Corrêa - Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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ltautec 

Requisito 

• 

• 

Atributos Ofertados 

gerenciamento e suporte 
remoto dos servidores RISC. 
Fornecerão 4 (quatro) 
notebooks para o CCD de 
Brasília e 1 (um) notebook 
para o CCD de São Paulo. 

Atributos Ofertados 
adicionalmente 

Todos os servidores Intel Adicionalmente, os 
fornecidos, inclusive os servidores Intel Tipo O 1, 
adicionais, possuem 02 , 03 e Adicionais 
mecanismos de detecção de pré- suportam gerenciamento 
falhas para os componentes de pré-falha para as 
vitais ao sistema CPU, fontes de alimentação, 
Memória e Discos; ventiladores. 

Através da instalação e 
implementação de um servidor 
adicional com o sw IBM 
Director, seus agentes e console 
de gerenciamento estará 
disponibilizada a gerência de 
pré-falhas, sendo 
disponibilizado um ambiente 
para cada localidade (CCD de 
Brasília e CCD de São Paulo) 

Confirma 
Atendimento (Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

Manual26 
Tipo O 1 - Pag. 03 

Tipo 02 - Pag. 19 
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Requisito Atributos Ofertados 

Todos os servidores INTEL 
ofertados adicionalmente, serão 
montados em RACK de 19", 
conforme o subitem 7, a serem 
fornecidos pela ITAUTEC; 
Os equipamentos Intel adicionais 

2.9 - Recursos serão fornecidos com os seguintes 
Mínimos 

de hardware e 
software 
para os 

Servidores 
INTEL 

recursos: 

• Sistema Operacional 
Microsoft Windows Server 
2003 Standard Edition, 
instalado, licenciado e 
configurado para Rede 
Corporativa dos Correios; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento (Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

is que suportam esta 
capacidade, tais 
como CPU, VRM 
(voltage regulator 
module), CPU, 
discos, ventiladores e 
fontes de 
alimentação. 

Manual26: 

Página da Web do Rack 

PIN 9306-420 I 9306-
421 - Pag. 65-68 

O Sistema Operacional 
Microsoft Windows 
Server 2003 Enterprise 
Edition a ser licenciado 
é conforme endereço 
internet 
http:llwww.microsoft.co 
rnlcatalog/display.asp?s 
ubid=22&site= 11261, e 
será instalado e 
configurado conforme / , ,,, ' .. . 
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Requisito 
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Atributos Ofertados 
Confirma Página da 

Atributos Ofer tados 
adicionalmente 

Atendimento (Sim I documentação Técnica 
Não) 

"Etapa E02 - Instalação 
e Configuração do 
ambiente Platafmma 
Windows 2000/2003, 
do item "2.4 Descrição 
dos Serviços de 
Instalação do Ambiente 
na Plataforma Windows 
2000/2003, 
Implementação de MS 
Cluster Servi c e e 
Instalação e 
configuração de SAN 
Manager", conforme 
página 38. 

1 (uma) licença do agente O Agente SysEdge a ser 
'Concord SystemEdge' , licenciado é conforme 
devidamente instalado e Manual 35 - endereço 
configurado conforme internet 
orientação da equipe técnica http:/ /www.concord.co 
dos Coneios; m, e será instalado e 

configurado conforme 
item "2.7 -
Implementação do 
gerenciamento eHealth 
Enhanced Sysedge, 

11 11 . .. 
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Requisito Atributos Ofertados 

• 1 (uma) licença de software 
agente de backup compatível 
com o gerenciador de fitoteca 
especificado no subitem 5.13, 
devidamente instalado e 
configurado conf01me 
orientação da equipe técnica 
dos Correios; 

Estamos ofertando como 
servidores adicionais, 
equipamentos idênticos aos 
configurados para Intel Tipo 02 e 
03. Todos os servidores 
adicionais possuem os seguintes 
componentes de hw : 

• Fontes de alimentação 
instaladas na configuração 
máxima do equipamento com 
recurso de troca sem 
inte1rupção (Hot Swap/Hot 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento (Sim I 

Não) 

Página da 
documentação Técnica 

conforme página 63 . 

Manual36: 

IBM Tivoli Storage 
Manager for AIX 
Administrator's Guide, 
pag.3 

Manual37: 

"IBM Tivoli Storage 
Manager for Windows -
Quick Start" 

Pag. 1 

Manual26: 

Servidores Adicionais 
01 =Intel Tipo 03 
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Requisito 

; :::0 I 

~ 8 f 

I, ::lo I 

• 

• 

Atributos Ofertados 

plug) e alimentação elétrica 
em 220V para as duas 
localidades, com frequência 
60 (sessenta) Hertz; 
As fontes de alimentação são 
redundantes por fontes 
intemas independentes, com 
alimentação redundante, de tal 
forma que, em caso de falha 
de uma das fontes por defeito 
ou por falta de alimentação 
elétrica em um dos 02 (dois) 
circuitos, o equipamento 
conitunará funcionando sem 
prejuízo às aplicações. 
Interfaces de rede padrão 
Ethemet PCI 10/100/1000 
BaseT em conformidade com 
os padrões IEEE 802.3ab e 
802.3u com possibilidade de 
gerenciamento SNMP; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento (Sim I 

Não) 

Página da 
documentação Técnica 

1\hnual 26: 

Fonte de Alimentação 

Pag. 35, 43-45 

Manual26: 

PIN: 31P6301 

Pag. 59-62 

Manua126: 

Servidores Adicioanais 
02 =Intel Tipo 02 

Manual26: 

PIN: 31P6108 

Pag. 19,27-31 

Manual26: 

P/N: 31 P6301 
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Requisito 

2.10- Recursos 
Mínimos de 
hardware e 

software para os 
servidores RISC 

adicionais 

;B ~ 1 

~ . ~ I 
~ 

c ) ---
-~ o "-> ..._ :::u C> 

~~ "'*;~ ~ 
: '--~ I 

.._ ____ .~ _..-Jn._~ 

• 

Atributos Ofertados 

As interfaces de rede 
conectarão os servidores a 
Rede do CCD utilizando 
cabeamento UTP CA T -6 e 
conectares RJ-45. 

• Os servidores Risc oferecidos 
adicionalmente serão montados 
em RACKS de 19". Os Racks 
serão fomecidos pela 
ITAUTEC. 

• A IT AUTEC está fomecendo e 
irá instalar e configurar, para 
todos os servidores RISC 
cotados adicionalmente os 
seguintes softwares: 

• Sistema Operacional AIX 
64Bits, será instalado e 
configurado para Rede dos 
Correios, e está sendo proposto 
com número ilimitado de 
usuários simultâneos; 

• Sistema de Arquivos JFS 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento (Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

Pag. 59-62 

Proposta Econômica -
item 1.3.1 pág 8 

Manual36 

IBM Tivoli Storage 
Manager for AIX­
Administrator Guide 
pág_3 

Manual24 

5765-E62 IBM (pág. 1) 

Manual24 

5765-E62 IBM (pág. 2) 
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Requisito 

;r, Sci -~ I 

il1 =5: !f) 

Atributos Ofertados 

• Fenamenta que permita o 
backup e restore do sistema 
operacional (Image Backup) 

• 1 licença do agente "Concord 
SystemEdge", devidamente 
instalado e configurado 
conforme orientação da equipe 
técnica dos Coneios. 

• 1 licença de software agente de 
backup compatível com o 
gerenciador de fitoteca 
especificado no subitem 5.13, 
devidamente instalado e 
configurado conforme 
orientação da eqmpe técnica 
dos coneios. 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento (Sim I 

Não) 

Página da 
documentação Técnica 

Manual24 

5765-E62 IBM (pág. 2) 

(pág. 3) 

O Agente SysEdge a ser 
licenciado é conforme 
Manual35- endereço 
internet 
http:/ /www.concord.co 
m, e será instalado e 
configurado conforme 
item "2.7-
Implementação do 
gerenciamento eHealth 
Enhanced Sysedge, 
conforme página 63. 

Manual41: 

IBM Tivoli Storage 
Manager for AIX Quick 
Start, página 1. 

z :- p_ 
o I ' ~o~----------_J--------------------------~-------------------L------------------~----------------~ 

'"""' 0J 
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Requisito Atributos Ofertados 

• A IT AUTEC está fomecendo e 
irá instalar, para todos os 
servidores RISC cotados 
adicionalmente, os seguintes 
componentes de hardware: 

• Fontes instaladas na 
configuração máxima do 
equipamento, com recurso de 
troca sem interrupção 
(HotSwappable/HotPluggable) 
e alimentação elétrica de 
acordo com a localidade onde 
serão instalados os 
equipamentos, conforme 
subitem 2.5, freqüência de 60 
(sessenta)Hertz; 

• As fontes de alimentação 
propostas são redundantes por 
fontes intemas independentes, 
com alimentação redundante, 
de tal fmma que, em caso de 
falha de uma das fontes por 
defeito ou por falta de 
alimentação elétlica em um dos 
2( dois) circuitos, o 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento (Sim I 

Não) 

Página da 
documentação Técnica 

Manual42: 

IBM Tivoli Storage 
Manager for System 
backup and Recovery 
Installation and User' s 
Guide, pág. vii 

Manual21: 

7028-6C4 IBM eServer 
pSeries 630 Model 6C4 
(págs. 26 e 89) 

Manual21 

7028-6C4 IBM eServer 
pSeries 630 Model 6C4 
(págs. 80 e 81) 

Manual 17 c 0~1 
· :,~ o ~ equipamento continue a 
, ~ ~ ~ q~-------------L---L~--------------------~------------------~------------------~----------------~ 
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Atributos Ofertados 

funcionar sem prejuízo das 
aplicações; 

• As interfaces de rede serão 
padrão Ethernet PCI 
1 0/10011000 Base-T em 
conformidade com os padrões 
IEEE 802.3ab e 802.3u com 
possibilidade de gerenciamento 
SNMP; 

• As interfaces de rede irão 
conectar os servidores a Rede 
do CCD utilizando cabeamento 
UTP CAT-6 e conectares RJ45; 

• 1 (uma) unidade de fita 
DDS4 interna. Está sendo 
prevista a entrega de 1 O (dez) 
fitas DDS 3 e 2 (duas) fitas 
para limpeza. 

fornecimento · da 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento (Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

Installation and Using 
Guide (pág. 1) 

Manual19 

IBM AIX 5L Operating 
System (pág. 3) 

Manual21 

7028-6C4 IBM eServer 
pSeries 630 Model 6C4 
(pág. 84) 

c~~ \ 
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tautec 

Requisito 

dos 
Requisitos 
Exigidos 

• 

• 

Atributos Ofertados Confirma Página da 
Atributos Ofertados 

adicionalmente 
Atendimento (Sim I documentação Técnica 

Não) 
documentação técnica, é 
exigido que sejam fornecidos 
obrigatoriamente todos os 
informes, confmme descritos 
nos subitens que seguem: 
• A documentação que 

acompanha o equipamento 
deve ser em língua 
portuguesa, espanhola ou 
inglesa, preferencialmente 
em língua portuguesa; 

• A identificação do 
Fabricante, da Marca e do 
Modelo do produto. 

Comprovação, conforme 
MODELO VIII do ANEXO 3, 
de todos os atributos exigidos 
nesta planilha de 
Especificações, atestada pelo 
fornecimento do descrito em 
qualquer dos subi tens que 
seguem ou pelo conjunto 
destes: 

Prospecto técnico do modelo 
cotado, o qual deve ser 
preferencialmente no original 
ou fotocópia legível e I 

SCS Q . 01 Bloco "F" 11 o Andar - Ed. Camargo Corrêa - Brasília-DF CEP: 70397-900 - Fone: (61) 323-3031 Fax: (61) 226-1 251 · 
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Requisito 

2.12-
0rganização da 
Documentação 

(/) .c. 

Atributos Ofertados 

completa, com grifo nas 
características técnicas a serem 
informadas; 
• Cópia legível e atual da 

página Internet do Fabricante 
onde constem às 
especificações técnicas do 
modelo do produto cotado, 
com grifo nas características 
técnicas a serem informadas 

• A IT AUTEC organizará toda a 
documentação dos 
equipamentos e softwares de 
fmma que estejam reunidas e 
catalogadas, nos CCDs de 
Brasília e São Paulo, cópias da 
documentação técnica de cada 
tipo de equipamento ofertado, 
bem como cópias do CDs de 
instalação de cada software 
fornecido pela ITAUTEC; 

• A ITAUTEC entregará, sem 
ônus para a ECT , os CDs com 
toda atualização dos softwares 
fornecidos, durante a vigência 
do Contrato. Será entregue 1 

Atributos Ofertados 
adicionalmente 

A ITAUTEC 
fornecendo 02 

estará 
(dois) 

conjuntos de cópias 
contemplando 01 (um) 
CD de instalação do 
Sistema Operacional 
Microsoft Windows 
Server 2003 Standard 
Edition, 01 (um) CD de 
instalação do Sistema 
Operacional Microsoft 
Windows 2000 Server, 
01 (um) CD de 
instalação do Sistema 
Operacional Microsoft 
Windows Server 2003 
Enterprise Edition, O 1 

Confirma 
Atendimento (Sim I 

Não) 

Sim 

Página da 
documentação Técnica 
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Requisito 

2.13 - Supotie 
Remoto 

Atributos Ofertados 

(uma) copta no CCD de 
Brasília e I (uma) cópia no 
CCD de São Paulo. 

• A IT AUTEC disponibilizará 
todos os PRODUTOS 
necessários à implementação 
de uma estrutura de acesso 
remoto que permita a 
ITAUTEC acesso a rede 
corporativa da ECT , 
utilizando o Switch Tipo 5 a 
ser fornecido de acordo com o 
subitem 3.5.; 

• Esta estrutura de acesso 
remoto que será utilizado pela 

Atributos Ofertados 
adicionalmente 

(um) CD de instalação 
do Sistema Operacional 
Microsoft Windows 
2000 Advanced Se~er, 

01 (um) CD de Microsoft 
SQL Se~er 2000 
Enterprise Edition, sendo 
que 01 (um) conjunto 
será entregue no CCD de 
Brasília e 01 (um) 
conjunto será entregue 
no CCD de São Paulo. 

Confirma 
Atendimento (Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

0 '
11 

·: c-: ::u IT AUTEC possa prestar 

g , ~ ~ ~~=~~~----------~ __ s_e_~_i~ç_o_d_e_s_u~p_o_rt_e_r_e_m_o_t_o_n_a_s~--------------------L-----------------~L-----------------~ 
. Z , ::Jo I 
~ 9 oêl b .0 ~ 

r:. , ~. 

~~' (/) z _j 
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Requisito 

2.14-
Configuração 

das Ferramentas 
de 

Gerenciamento 

Atributos Ofertados 

• Situações em que a ECT 
julgue necessária. A estrutura 
de acesso remoto seguirá 
estritamente as Normas de 
Segurança definidas pela ECT. 

• Durante o Treinamento de 
Gerenciamento, descrito no 
Subitem 1.9.2.3. do ANEXO 
1-A, a ITAUTEC irá instalar e 
configurar os novos agentes 
'Concord SystemEdge', 
integrando conforme os 
padrões da plataforma de 
Gerência já existente da ECT ; 

• A IT AUTEC configurará os 
agentes 'Concord 
SystemEdge' para, entre outras 
coisas, medir o tempo de 
resposta dos serviços de infra­
estrutura, não se limitando a: 
DNS, HTTP, HTTPS, SMTP, 
POP3, FTP e TCP; 

• A ITAUTEC configurará os 
agentes 'ConcordSystemEdge' 
para que 
desempenho 

monitore o 
e falhas das 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento (Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

Conforme item "2.7 -
Implementação do 
gerenciamento eHealth 
Enhanced Sysedge, 
conforme página 63 da 
Proposta Econômica 

Manual eHealth Service 
Response U ser Guide 
(Arquivo svcrsp.pdf), 
página 11. Obs: Service 
A vailability é o novo 
nome comercial para o 
Service Response; 
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Requisito Atributos Ofertados 
Atributos Ofertados 

adicionalmente 

Confirma 
Atendimento (Sim I 

Não) 

Página da 
documentação Técnica 

Manuais: 
ADV ANTEDGE FOR 
MICROSOFT® 
EXCHANGE User 
Guide (Arquivo 
ExchangeUser.pdf), 
págtna 1-1; eHealth 
AIM for Oracle User 
Guide (Arquivo 
OracleUser.pdf), página 
11; ADV ANTEDGE 
FOR MICROSOFT 
SQL SERVER User 
Guide (Arquivo 
SQLUser.pdf), página 
1-1 ; eHealth AIM for 
Apache U ser Guide 
(Arquivo 
Apache U ser. pdf), 
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3. CONECTIVIDADE DA REDE 

3.1. SWITCH TIPO 1 (LAYER-3 GE) 

MARCA: CISCO 

MODELO: CATALYST 6513 

FABRICANTE: CISCO 

OBJETIVO 

Prover a conectividade dos equipamentos do CCD 

Requisito 

l­
Características 

Físicas 

2- Gabinete 

Atributos Ofertados 

• Serão do tipo chassis. 

• Chassis para ser instalado em RACK 
de 19" a ser fornecido juntamente 
com o equipamento. Virá 
acompanhado de kit de suporte 
específico para montagem em 
RACK de 19" com todos os 
módulos de interface, fontes de 
alimentação e ventiladores do tipo 
HOT -SW APP ABLE/HOT-

-n ~ ~ ; PLUGGABLE. 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 
Sim 

Sim 

Página da 
documentação 

Técnica 

• Pág. 1-
Switch _Tipo 1_ doe 1 

• pág. 21-
Switch _Tipo 1_ doe 1 

• Pag. 2-
Switch _Tipo 1_ doc5 

00 ! ~~n~+-~ --------~--~~~--------------------~------------------~------8-i-m------~----------------~ 

, f ;;;::: -, o • Disponibilizará de, pelo menos, 16 • pág. 25- / . 
Q ' 
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Requisito 

3- Portas 
Gigabit-Ethemet 

• 

• 

4 - Hot-

~ Swapping 

çt · 
~· i o I 

(") -
C> 5 - • C> 

o - Balanceamento 
~ -""" o ~ 
~. , ;;a o de carga 
(" :;QU"l 

, , 

Atributos Ofertados 
Confirma Página da 

Atributos Ofertados 
adicionalmente 

Atendimento(Sim I documentação 
Não) Técnica 

interfaces Gigabit Ethemet no Switch _Tipo 1_ doe 1 
padrão 1 OOOBASE-SX , compatíveis Pag. 20-
com o padrão IEEE 802.3z; 

Switch _Tipo 1_ doc7 
disponibilizará de, pelo menos, 192 
portas 10/100/1 OOOBASE-T, Vide configuração na 
autosensing, compatíveis com o pág. 206 e 216 
padrão IEEE 802.3ab, para cabos 1 módulo com 16 
UTP Categoria 6 e conectores RJ- portas 1 OOOBaseSx e 4 
45; módulos com 48 portas 

Suportará a inclusão futura de, no 1 0/1 00/1 OOOBase-T 

mínimo, mms 48 portas com conectares RJ-45. 

1 0/100/1 OOOBASE-T. 

• O chassis fornecido 
possui 3 slots livres 
permitindo até 144 
portas 
10/10011 OOOBaseT 

Será "HOT -SW APP ABLE/HOT-
Sim 

pág. 10 -• 
PLUGGABLE" em todos os Switch_Tipo1_doc1 
módulos, permitindo as manobras de 
inserção/retirada de módulos sem 
interrupção do funcionamento dos 
demais. 

Sim 
Implementará balanceamento de • Pag. 5-
servidores (tráfego) localizados em Switch _Tipo 1_ doc9 
redes diferentes da rede deste 

. .. 
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Requisito Atr·ibutos Ofertados 

SWITCH TIPO OI, baseado nos 
algoritmos Weighted Round Robin, 
Weighted Least Connections e URL 
Hashing; 

• Implementará balanceamento 
baseado em protocolos das camadas 
4 a 7 (RM-OSI), incluindo TCP, 
UDP, FTP, DNS, SMT HTTP e 
IPSec; 

• Possuirá capacidade de vincular as 
conexões de cada cliente a um 
mesmo servidor por meiO de 
endereçamento IP da fonte, de 
cookies e de Secure Socket Layer 
por identificador de sessão; 

• O balanceamento de tráfego possuirá 
redundância e alta disponibilidade 
com os outros SWITCHES do 
mesmo tipo, através dos protocolos 
HSRP ou VRRP, de maneira que, 
em caso de falha de um dos módulos 
de balanceamento, o estado de todas 
as conexões seja remanejado para o 
módulo redundante de forma 
totalmente transparente para os 
usuários; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação 

Técnica 

Pag. ~ -
Swill.:h_ Tipo I __ doc9 

• Pag. 4- Switch 
Tipo I doe I O e Pag. 
2 - Switch Tipo I 
docl2 

• Pag. 3-
Switch _Tipo 1_ doc9 

• Pag. 1 O - Switch 
Tipo1 doc11 
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Requisito 

7-
Gerenciamento 

8-
Conectividade 

Atributos Ofertados 

• Será capaz de implementar 
adicionalmente qualidade de serviço 
(QoS) com diferenciação/priorização 
para todo o t:-áfego balanceado; 

• Supmiará balanceamento global 
para servidores localizados em sites 
com diferentes saídas para a 
Internet. 

• Supmiar as bases SNMP e MIB li, 
conforme RFC 1213, bem como os 
grupos RMON I (no mínimo quatro 
grupos) e todos os grupos RMON li. 

• Permitirá no mínimo 8 (oito) grupos 
de agregação com, no mínimo, 8 
(oito) enlaces cada, conforme padrão 
IEEE 802.3ad. 

9 - Roteamento • Os SWITCHES fornecidos 

10- QoS 

realizarão roteamento (camada 3). 

• Os SWITCHES fornecidos 
implementarão no mínimo 4 (quatro) 
filas de prioridade em cada porta, 
permitirá a priorização do tráfego de 
rede e uma integração transparente 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Sim 

Sim 

Sim 

Página da 
documentação 

Técnica 

• Pag. 3-
Switch _Tipo 1_ doe 1 
2 

• Pag. 3-
Switch _Tipo 1_ doe 1 
2 

• Pag. 11-
Switch_Tipo1_doc3 

• Pag. 3 e 4-
Switch _Tipo 1_ doc6 

• Pag. 3-
Switch Tipo1 docl 

• Pag. 14-
Switch _Tipo 1_ doc4 

Pag. 2-
Switch _Tipo 1_ doc5 

O -n 
1 

c n:;o 
1 

de dados, voz e vídeo através do o m ~~~L_ ________ l_ ________ ~------------------~------------------L------------------L----------------~ () . ~(1) 1 

"'\ 126 • ~ ' 
""' 'i. '!~.:)~ i':) I 

I 
~ ."':;o 8 
... -yg ':' 

0 0 cnz 
-·--·-- · --
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Requisito 

11 - Fonte de 

Atr·ibutos Ofertados 

protocolo IEEE 802.lp com Cós 
( class-of-Service ). 

• Fontes instaladas na configuração 
max1ma do equipamento, com 
recurso de troca sem interrupção 
(HOT -SW APP ABLE/HOT­
PLUGGABLE) e alimentação 
elétrica de acordo com a localidade 
onde instalarão os equipamentos, 
conforme subitem 2.5., freqüência 
de 60 (sessenta) Hertz; 

Alimentação • As fontes de alimentação serão 

l::·l·.Z - F orwarding • 
:Jt.J I 

~~ ! Performance 

redundantes por fontes internas 
independentes, com alimentação 
redundante, de tal forma que, em 
caso de falha de uma das fontes por 
defeito ou por falta de alimentação 
elétrica em um dos 2 (dois) 
circuitos, o equipamento continue a 
funcionar sem prejuízo das 
aplicações. 

Mínimo de 1 00 Mpps para Layer 2, 
Layer 3 e Layer 4. 

• Implementará o protocolo STP 
(Spanning Tree Protocol) para cada 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Sim 

Sim 

Página da 
documentação 

Técnica 

• Pag. 20-
Switch_Tipo1_docl 

Pag. A9-
Switch _Tipo 1_ doc7 

• Pag. 20-
Switch _Tipo 1_ doe 1 

• Pag. 4-
Switch Tipo 1 doc2 

• Pag. 25-
Switch_Tipo1_docl 
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Requisito 

13- Gerais 

Atributos Ofertados 

VLAN configurada (uma sessão 
STP por grupo de portas); 

• Suportará múltiplos agrupamentos 
simultâneos de no mínimo 8 
interfaces cada um em qumsquer 
interfaces de rede e em módulos 
diferentes de forma a agregar taxa de 
transmissão; 

• Possuirá a facilidade de trunking 
(IEEE 802.1 Q) com outros switches; 

• Será capaz de implementar no 
mínimo 2 sessões simultâneas de 
espelhamento de tráfego, entrada e 
saída, de interfaces ou de VLAN s; 

• Será fornecida ferramenta que 
permita o gerenciamento dos 
equipamentos e de todas as suas 
interfaces através de aplicação 
gráfica; 

• Serão fornecidos servidores 
adicionais para a instalação desta 
gerência. 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação 

Técnica 

• Pag. 2-
Swi tch _Tipo 1_ doc5 

• Pag. 4-
Switch_Tipo1_doc1 

• Pag. 6-
Switch _Tipo 1_ doc5 

• Pag. 1-
Switch _ Tipo2 _ docl 
3 

• Proposta 
Econômica pág. 
211 para Brasília e 
221 para São Paulo. 
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Requisito Atributos Ofertados 

3.2. SWITCH TIPO 2 (FE) 

MARCA: CISCO 

MODELO: CATALYST 2950G-48-EI 

FABRICANTE: CISCO 

Atributos Ofertados 
Confirma 

adicionalmente 
Atendimento(Sim I 

Não) 

OBJETIVO 

Prover a conectividade dos equipamentos do CCD. 

Atributos Ofertados 
Confirma 

Requisito Atributos Ofertados 
adicionalmente 

Atendimento(Sim I 
Não) 

Será do tipo "stackable" Sim 
• 

( empilhável); 

1 - Switch 
:;o , • Permitirá empilhamento de no o 
(/) mínimo 6 (seis) unidades, por meio 
:::l 

de links de mínimo 1 Gbps o no 

Página da 
documentação 

Técnica 

Página da 
documentação 

Técnica 

• Pag. 1 -
Switch _ Tipo2 _doe 1 

• Pag. 12 -
Switch _ Tipo2 _doe 1 

o ' Pag. 2 -
,---, ::;i, ,: 1 1 . ' . f' . .1 . • . 1 .1 

.. 
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Requisito 

2 - Interfaces 
Fast e 

Gigabit Ethemet 

~~ ~ 1-Gerais 
::J 

' o ' 
C> 

C'~ 

~Q ! 
::o <J1 
rn 

Atributos Ofertados 

redundantes, fotmando uma unidade 
gerenciável na rede através de um 
único endereço IP; 

• Os SWITCHES TIPO 2 serão 
montados em RACKS de 19"de 
acordo com o Subitem 7, a serem 
fomecidos pela IBM 

• Possuirá o quantitativo mínimo de 
48 portas com interfaces 
10BaseT/100Base-TX, com 
detecção automática (switching fast 
ethemet autosense ), full duplex, para 
cabos UTP Categoria 6 e conectares 
RJ-45 e, no mínimo, 1 portas 
"GBIC-based" Gigabit Ethemet, 
1 OOOBaseSX, e 1 porta disponível 
para empilhamento. 

• Possuirá sinalização visual de 
funcionamento e "status" das portas. 

• Será capaz de implementar 
espelhamento de tráfego de entrada e 
saída de interfaces ou de VLAN s; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Sim 

Página da 
documentação 

Técnica 
Switch _ Tipo2 _doe 1 

Pag. 11-
Switch _ Tipo2 _doe 1 

• Pag. 8-
Switch _ Tipo2 _ doc3 

• Pag. 2-
Switch _ Tipo2 _ doc2 

Pag. 3-
Switch _ Tipo2 _ doc2 

Pag. 1-
Switch _ Tipo2 _ doc6 

Pag. 7-
Switch _ Tipo2 _ doc7 

Proposta Econômica 
pág. 8 "item 1.3.1" 

• Pag. 12-
Switch _ Tipo2 _ doc2 

• Pag.10-
Switch Tipo2 docl 
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Requisito Atributos Ofertados 
Atributos Ofertados 

adicionalmente 

Confirma Página da 
Atendimento(Sim I documentação 

Não) Técnica 
- ---· - ----j----- - ----------+----------jf---- - - __!_--- -+--- --------1 

• Gerenciável através de protocolo 
SNMP e possuirá suporte a MIB 11, 
conforme RFC 1213, bem como 
Possui pelo menos 4 grupos RMON 
I. 
' 

• Ser compatível com o padrão 
Ethernet IEEE 802.3u; 

• Implementará as normas IEEE 
802.1Q e IEEE 802.lp; 

• Permitirá o controle de "broadcast 
storm"; 

• Suportará algum protocolo que 
permita limitar o flooding de tráfego 
IP multicast; 

• Implementará no mínimo 4 (quatro) 
filas de prioridade em cada porta, 
petmitirá a priorização do tráfego de 
rede e uma integração transparente 
de dados, voz e vídeo através do 
protocolo IEEE 802.1 p com CoS 
( class-of-Service ); 

Sim 

• Pag. 14 c 15 
Switch_ Tipo2 _doe I 

• Pag. 14 -
Switch_ Tipo2 _doe I 

Pag. 14-
Switch_Tipo2_docl 

• Pag. 7-
Switch_Tipo2_docl 

• Pag. 8-
Switch_Tipo2_docl 

• Pag. 4-
Switch _ Tipo2 _doe 1 
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Requisito Atributos Ofertados 

• Possuirá kits de fixação para 
instalação em RACKS de 19"e 
cabos de ligação lógica e elétrica 
necessários à instalação e perfeito 
funcionamento; 

• Serão fornecidos todos os acessórios 
necessátios à composição do 
empilhamento do switch, tais como 
cabos, conectares e interfaces; 

• Implementará, no mínimo, 200 
VLANs no padrão IEEE 802.1Q, 
inclusive no empilhamento, isto é, 
permitirá o agrupamento em VLANs 
de portas de quaisquer switches da 
pilha; 

• Implementará o protocolo STP 
(Spanning Tree Protocol) para cada 
VLAN configurada (uma sessão 
STP por grupo de portas); 

• Possuirá barramento para 
empilhamento igual ou superior a 1 
Gbps; 

• Será fomecida fetTamentas que 
permitam o gerenciamento dos 
equipamentos e de todas as suas 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação 

Técnica 

• Pag. 8-
Switch _ Tipo2 _ doc3 

• Vide configuração, 
pág. 206 e 216-
módulo GigaStack 
GBIC (acompanha 
o cabo) 

• Pag. 2-
Switch _ Tipo2 _ doc4 

Pag. 14-
Switch _ Tipo2 _doe 1 

• Pag. 7-
Switch_Tipo2_doc1 

• Pag. 12-
Switch _ Tipo2 _ docl 

• Pag. 1-
-~ ,· ,1. 'T': .'1 ;t, .c:: 
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Requisito Atributos Ofertados 

interfaces através de aplicação 
gráfica; 

• Serão fornecidos servidores 
adicionais para a instalação desta 
gerência. 

• Possuirá alimentação elétrica de 
acordo com a localidade onde 
instalarão os equipamentos, 
confmme subitem 2.5., freqüência 
de 60 (sessenta) Hertz; 

• As f9ntes de alimentação serão 
4- Fonte de redundantes por fontes internas ou 
Alimentação externas independentes, com 

alimentação redundante, de tal forma 
que, em caso de falha de uma das 
fontes por defeito ou por falta de 
alimentação elétrica em um dos 2 
(dois) circuitos, o equipamento 
continue a funcionar sem prejuízo 
das aplicações. 

o :::o 
-o o 
~ :b3 SWITCH TIPO 3 (FC) 

o 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da 
documentação 

Técnica 
Switch _ Tipo2 _ doc5 

• Proposta 
Econômica pág. 
211 para Brasília e 
221 para São Paulo. 

• Pag. 16-
Switch _ Tipo2 _doe 1 

• Pag. 15-
Switch _ Tipo2 _doe 1 

o 

~· 
r---~~0~~------------------------~----------------------------------------------------------------------
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S\JJ -r l r o ·3 
MARCA: IBM 

MODELO: SAN SWITCH 2109 

FABRICANTE: IBM 

OBJETIVO 

Conectividade com os Storage Existente e Backup Robotizado 

Requisito 

1- Recursos 
Básicos 

Atributos Ofertados 

• Serão diponibilizados 
equipamentos com 64 Portas 
Fibre Channel, operando a 
2Gbit/sec, que serão interligados 
à rede SAN já existente na 
contratante. 

• Os equipamentos fornecidos 
interligarão a todos elementos 
relativos a Storage Area N etwork 
- SAN, definidos: Servidores 
(Intel e RISC) fornecidos; 
Storage (IBM 2105 F20); Backup 
fomecido.STORAGE (IBM 2105 
F20); BACKUP fomecido. 

• Os Swtiches possuem os seguintes 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 
Sim 

Página da 
documentação 

Técnica 
Manual 1 - SPEC 
SHEET pag. O 1 e 02 
Manual 07 pag. 1 

Manual 1 - SPEC 
SHEET pag. 1 e 2 
Manual 2 - Sup. 
Servers. 

z 
o ~ ~ · i recursos: Possibilidade de 

Manual 1 - SPEC 
SHEET pag. 01,02 e 
03 
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Requisito 

2 - Pmias 
Ethemet 

3 - Cabeamento 

( I :::0 
~o 
~ (/) 
. :::l 

o 

4 - Recursos 

Atributos Ofertados 

configuração das portas de forma 
independente; Pot1as são "HOT­
SWAPPABLE/HOT­
PLUGGABLE"; Modularidade. 

• Os Switches são montados em 
RACKS de 19"; 

• Possui 1 (uma) interface Fast­
Ethemet 1 01100 autosensing, com 
protocolo SNMP para gerência. 

• Serão 
instalados, 

disponibilizados e 
todos os recursos 

necessários ao cabeamento, 
incluindo os cabos, que são em 
Fibra Ótica Multi Mode com 
conectares LC. 

• Os equipamentos possuem todos os 
recursos de hardware, software, 
cabos, manuais, etc necessários a 
sua total instalação, configuração, 
gerenciamento e utilização. 

• Possui ferramenta que 
implemente o gerenciamento da 
rede SAN, contemplando todos os 
agentes e consoles necessários ao 

Atributos Ofertados 
adicionalmente 

N/ A 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Sim 

Sim 

Página da 
documentação 

Técnica 

Manual 1 - SPEC 
SHEET pag. 03 

Manual 1 - SPEC 
SHEET pag. 03 
Manual 3 pagJ 

Manual 1 - SPEC 
SHEET pag. 04 
+ Proposta Econômica 

Decl_~r~ç_ão + Proposta 
Econômica 

Manual 
SHEET 
Tivoli 

1 
pag. 

SPEC 
01 
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Requisito Atributos Ofertados 

seu pleno funcionamento . 

• Permite descoberta automática 
dos elementos que comp~ SAN, 
baseado em protocolo \.SNMP ou 
agente da própria fetTamenta; 

gica da topologia dos elementos que 
de forma gráfica, incluindo as 

, switches,servidores e devices de 
ica console; 

• Possui a capacidade de 

• 

• 

• 

apresentar detalhes sobre as 
conexões das portas FC; 

Possui a capacidade de receber 
eventos provenientes dos elementos 
constantes na topologia SAN; 

Possibilita o envio dos eventos 
recebidos através de protocolo 
SNMP ou agentes próprios. 

Serão montados 2(dois) 
ambientes de gerenciamento da 
Rede SAN, sendo l(um) no CCD 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação 

Técnica 
Manual 1 - SPEC 
SHEET pag. 01 
Manual 09 pag 04 
Manual 1 O pag. 02 

Manual 1 - SPEC 
SHEET pag. 01 
Manual 09 pag.05e 05 
Manual 1 O pag. 04 

Manual 
SHEET 

1 
pag. 

SPEC 
01 

Manual 09 pag. 29 

Manual 1 - SPEC 
SHEET pag. 01 
Manual 09 pag. v 
Manual 1 O pag. Vii 

Manual 1 - Spec Sheet 
pag.3 Manual 1 O pag. 
113e114 

Declaração 
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Requisito Atributos Ofertados 
Atributos Ofertados 

adicionalmente 

Página da 
documentação 

Técnica 

Confirma 
Atendimento(Sim I 

Não) 
~·------------+-----~----~--~--~~~--~~----------------~----------L-------~-----------------4 

Brasília e l (um) no CCD de São 

:::J 
o 

Paulo. 
• Fomece os servidores 

necessários para implementação da 
gerência da rede SAN. Declaração 

Proposta Econômica 
Pag. l60-161 e 167-168 

Os servtços de 
implantação da 
gerência da rede SAN, 
referente à implantação 
do software SAN 
Manager está 
contemplado conforme 
descrito na "Etapa E04 
- Instalação e 
Configuração do SAN 
Manager" do item "2.4 
Descrição dos Serviços 
de Instalação do 
Ambiente na 
Plataforma Windows 
2000/2003, 
Implementação de MS 
Cluster Service e 

SCS Q . 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 ~~ 
Instalação e~"" 
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Requisito 

5-
Compatibilidade 

e Integração 

Atributos Ofertados 

• Os equipamentos são totalmente 
compatíveis e fornece suporte total 
aos padrões Fiber Channel. 

• Os equipamentos fornecidos 
integra aos equipamentos já 
existenes na contratante, formando 
uma única rede SAN em cada 
localidade Brasília-DF e São 
Paulo-SP. 

ipamentos existentes são: 
• Switches: Modelo IBM 2109-

S16; Fabricante IBM (OEM 
Brocade 2800 Silkworm), versão 
de microcódigo A2.4.1 C; 

• Storage: Modelo 2105-F20 
(IBM) com dois microcódigos ( 2 
dispositivos de armazenamento): 
1.5.2.1 03 e 1.3.2.49; 

• HBA' s: modelo QLOGIC QLA 
2200 - PCI Fibre Channel 
Adapter, versão de Microcódigo 
8.0.8.1. 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da 
documentação 

Técnica 
configuração de SAN 
Manager", conforme 
página 38. 
Manual 3 - pag.1 03 à 
1 07 Manual 1-
Spec Sheet pag.3 

Manual 1- Spec Sheet 
pag.2 

Manual 1- Spec Sheet 
pag.2 +Declaração 

Manual 1- Spec Sheet 
pag.2 + Declaração 

Manual 2 + Declaração 
( é que as placas no 
RISC FC 6227 é QLA 
2200F Manual 4 . · .. ·R 

- ~ 
SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (6~)a3~;;0;1 ;~x: (61) 2~6-1251 . ~~ : 
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Requisito 

6 - Fonte de 
Alimentação 

Atributos Ofertados 

• Fontes instaladas na configuração 
máxima do equipamento, com 
recurso de troca sem intenupção 
(HOT -SW APP ABLE/HOT-
PUGGABLE) e alimentação 
elétrica de acordo com a localidade 
onde serão instalados os 
equipamentos, freqüência de 60 
(sessenta) He1tz; 

• As fontes de alimentação são 
reduntantes por fontes internas 
independentes, com alimentação 
redundante, de tal forma que, em 
caso de falha de uma das fontes por 
defeito ou por falta de alimentação 
elétrica em um dos 2 (dois) 

~ circuitos, o equipamento continue a 
~~'---+- funcionar sem prejuízo das 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da 
documentação 

Técnica 

Manual 2 + Declaração 
do Fabricante 
Manual 4 pag.39 e 26 

Manual 1- Spec Sheet 
pag.2 e 4 
Manual 3 pág. 30 e 103 

Manual 1- Spec Sheet 
pag.2 e 4 
Manual 03 pág. 30 

o ' n , -~ aplicações. 
o ~ ~ ~~~· ----------~--~--~----------------------L-----------------J-----------------~------------------~ 
(") -

~ ' :lo 

-"" " ')o 
\..-_- o ~ 
,~ 0) ~ 

:;o o 
,.. _::;u c:.n 

~' 

;_J~ ~ 
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3.4. SWITCH TIPO 4 (KVM) 

MARCA: BLACKBOX 

MODELO: SERVSWITCH AFFINITY 

FABRICANTE: BLACKBOX 

OBJETIVO 

Comutação vídeo, mouse e teclado de todos os servidores do ambiente. 

Requisito 

1 - Descrição 

Atributos Ofertados 

• Serão fornecidas 2 (duas) redes de 
comutação de teclado, vídeo e 
mouse, sendo 1 (uma) rede no 
CCD de Brasília-DF e 1 (uma) 
rede no CCD de São Paulo-SP, 
devendo atender a todos os 
servidores da plataforma INTEL 
fornecidos, incluindo servidores 
legados existentes na ECT ; 

• Os equipamentos fornecidos serão 
compatíveis com a atual solução 
de comutação existente na ECT , 
fornecida pela empresa 
BLACKBOX (modelo: Affinity); 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 
Sim 

Página da 
documentação Técnica 

• Página . 28 da 
proposta econômica 
do F ritem -
"Implementação de 
Servswitch" 

• Manual27: 

Página de 1 a 2 
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Requisito 

• 

• 

• 

• 
~ 

~ 1 Quantidade 

~ fde Portas 

I~ I -

Atributos Ofertados 
Confirma Página da 

Atributos Ofertados 
adicionalmente 

Atendimento(Sim I documentação Técnica 
Não) 

Os SWITCHES TIPO 4 serão • Manual27: 
montados em RACKS de 19" de Página 2 
acordo com o subitem 7, a serem 
fomecidos pela ITAUTEC; 

• Página 28 da 
O número e os locais de instalação 
dos RACKS serão indicados pela 

proposta econômica 
do item -

ECT; "Implementação de 
Servswitch" 

Permitirá, para os servidores da • Manual 27: 
Platafmma INTEL, fomecidos Página 1 
pela IT AUTEC, a utilização de 
Hardware para Gerenciamento 
Remoto, em substituição aos 
equipamentos especificados 
acima, desde que as características 
deste hardware, descritas no 
Subitem 3.4.4. deste Anexo sejam 
atendidas. 

o conjunto de equipamentos 
Sim 

Página 28 da proposta 
fomecidos para o CCD de Brasília 

econômica do item -
disponibilizará um mínimo de 160 

"Implementação de 
(cento e sessenta) portas de 

Servswitch" 
comutação, independente da 
quantidade de equipamentos que 

. .. 
SCS Q . 01 Bloco "F" 11° Andar- Ed. Camargo Correa- Bras11ia-DF CEP: 70397-900- Fone: (61 ) 323-3031 Fax: (61) 226-1251 
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Requisito Atributos Ofertados 

utilizarão para atingir este número, 
respeitando o número mínimo de 
16 (dezesseis) portas por 
equipamento; 

• O número mínimo de servidores 
legados que serão atendidos pela 
rede de comutação no CCD de 
Brasília é o seguinte: 
• 24 Servidores RISC da Marca 

SUN Microsystems; 
• 48 Servidores da Plataforma 

INTEL. 

• O conjunto de equipamentos 
fomecidos para o CCD de São 
Paulo disponibilizarão um mínimo 
de 96 (noventa e seis) portas de 
comutação, independente da 
quantidade de equipamentos que 
utilizarão para atingir este número, 
respeitando o número mínimo de 
16 (dezesseis) portas por 
equipamento; 

' • O número mínimo de servidores 
OJ 1 11 S"J 7!:. 1:- legados que serão atendidos pela 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação Técnica 

Página 28 da proposta 
econômica do item -
"Implementação de 
Servswitch" 

• Página 28 da 
proposta econômica 
do item -
"Implementação de 
Servswitch" 

Página 28 da proposta 
econômica do item -
"Implementação de 
Servswitch" 

g ' (/)z-o ~ ~. ~ I rede de comutação no CCD de 
São Paulo é o seguinte: 

~~4-, ----------~--------------~------------~------------------~--------------------L-----------------~ 
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Requisito Atributos Ofertados 
Atributos Ofertados 

adicionalmente 

Página da 
documentação Técnica 

Confirma 
Atendimento(Sim I 

Não) 
~~ ----------+-----~~--~--~~~~~--~----------------~----~~~-------+-----------------~ 

• 48 Servidores da Platafonna 
INTEL. 1--- - ---l------=-:.._ _________ +----------+-----~------- 1-- -~--------~--1 

3- Consoles 

• Será disponibilizado um conjunto 
de 8 consoles extemos à sala de 
segurança física para Brasília e um 
conjunto de 4 consoles externos à 
sala de segurança física para São 
Paulo; 

• As consoles serão independentes 
entre si, podendo acessar qualquer 
servidor, inclusive os servidores 
legados descritos no Subitem 
3.4.2.; 

• As 12 (doze) consoles utilizarão 
monitores de vídeo que alcancem 
resolução de 1280xl 024 60Hz 
com no mínimo com 17" 
(dezessete polegadas), 
policromático e DOT PITCH 0,28, 
mouse e teclado padrão ABNT2; 

Sim Púginn 28 da proposta 
econômica do item -
"Implementação de 
Servswitch" 

• Página 28 da 
proposta econômica 
do item -
"Implementação de 
Servswitch" 

• ~anual26: 

Página Web dos 
Componentes: 

~onitor P/N 31P8136 
pag.69-72 

~ouse P~ 28L3673 -
Pág. 75 

Declaração 
Comprobatória pg.89 

• ~anual 2 7: c;;;;:, 

323-3031 Fax: 61) 226-1~.- "'.- ~r-:~ SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) . .. 
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Requisito 

4- Solução 
Alternativa 

para 

Atributos Ofertados 

• As consoles serão montadas fora 
das Salas de Segurança Física de 
Brasília e São Paulo, a uma 
distância de aproximadamente 50 
(cinqüenta) metros. Todos os .. 
matenms e componentes 
necessários a esta montagem serão 
fornecidos pela ITAUTEC. 

• A IT AUTEC substituirá portas de 
comutação de teclado, vídeo e 
mouse por controladoras que 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

Página 2 

• Manual26: 

Página Web dos 
Componentes: 

Monitor P/N 31P8136 
pag.69-72 

Mouse P/N 28L3673 -
Pág. 75 
Declaração 

Comprobatória pg.89 

• Manual27: 
Página 2 

Página 28 da proposta 
econômica do item -
"Implementação de 
Servswitch" 

A Solução apresentada 
não necessita de uma 
solução alternativa, pois 

SCS Q. 01 Bloco "F" 11 o Andar- Ed. Camargo Corrêa- Brasília-O F CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 y_ --~· ~----- . 
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Requisito 

comutação dos 
Servidores 

INTEL 

Atributos Ofertados 

permitam o Gerenciamento 
Remoto, para os servidores da 
platafmma INTEL fornecidos, de 
fmma que 1 (uma) controladora de 
gerenciamento remoto substitui 1 
(uma) pm1a de comutação 
solicitada; 

• O Hardware para Gerenciamento 
Remoto possuirá as seguintes 
características técnicas: 
• Placa PCI instalada em slot do 

mesmo padrão ou integrada a 
placa- mãe; 

• Funcionará independentemente 
do Sistema Operacional; 

• Permitirá o acompanhamento e 
controle de todo o ciclo de 
inicialização do servidor, 
incluindo as etapas de POST 
(Power On Self Test) e carga do 
Sistema Operacional; 

• Será do mesmo fabricante do 
servidor; 

• Possibilitará a utilização de 
, console remota gráfica através 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação Técnica 

atende a todos os 
requisitos deste Edital. 

~ ~~, q ~ . de browser; 
n . i~ ~fl-+-~ --------~---·_I_m_Lp_le_tn __ en_t_a_ra_' __ m __ e_c_an_t_s_m_o ___ d_e_L __________________ ~--------------------L-----------------~ 
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Requisito 

5- Gerais -o :::o 
-oo , S:U> 

~ 8 f ::u ( Jl 

rn . í 
o o l 
(J) z ' =..J 

Atributos Ofertados 

segurança para a comunicação 
entre o browser e o dispositivo 
de gerenciamento, através 
utilização do padrão SSL 
(Security Socket Layer) 128 bits; 

• Possuirá interface Ethemet 
101100 Mbits ou supelior 
dedicada, suportando alocação 
fixa de endereço IP; 

• Possibilidade de ligar/desligar o 
servidor remotamente, para 
usuálios autenticados; 

• Implementará mecanismo de 
autenticação para usuários no 
próplio dispositivo de 
gerenciamento. 

• Para a conexão dos servidores à 
rede de comutação, a ITAUTEC 
fomecerá todos os cabos e 
acessólios necessários a esta 
operação 

• Os cabos de interligação dos 
equipamentos fornecidos ao 
computador terão complimento 
possuirão o comprimento 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

Página 28 da proposta 
econômica do item -
"Implementação de 
Servswitch" 
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Requisito Atributos Ofertados 

suficiente para interligar todos os 
equipamentos, entretanto, os cabos 
utilizados para conectar servidores 
legados devem ter comp1imento 
mínimo de 15 (quinze) metros; 

• Os cabos a serem oferecidos terão 
comprimento suficiente para 
permitir a conexão a qualquer 
servidor, considerando as 
características dos equipamentos 
ofertados; 

• Os equipamentos utilizados na 
rede de comutação devem estar 
cascateados, de modo que, a partir 
de qualquer uma das consoles seja 
possível o acesso a qualquer 
equipamento conectado nas redes 
de comutação fornecidas; 

• A escolha do servidor a ser 
comutado deve ser feita por menu 
configurável, utilizando os nomes 
dos servidores designados pela 
ECT; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação Técnica 

Página 28 da proposta 
econômica do item -
"Implementação de 
Servswitch" 

Página 28 da proposta 
econômica do item -
"Implementação de 
Servswitch" 

Página 28 da proposta 
econômica do item -
"Implementação de 
Servswitch" 

! 2l o ~ 
(/) , ~ ~~ I equipamentos possuirão • Manual27: 

- ~c_~~---------L--------~~----------~------L-------------------~-------------------L--~--------------~ 
• Os 
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Requisito Atributos Ofertados 

alimentação elétrica de acordo 
com a localidade onde instalarão, 
conforme subitem 2.5., freqüência 
de 60 (sessenta) Het1z. 

3.5 SWITCH TIPO 5 (CONCENTRADOR DE VPNs) 

MARCA: CISCO 

MODELO: VPN 3060-HA-K9 

FABRICANTE: CISCO 

• ,-...,. 

Atributos Ofertados 
Confirma 

adicionalmente 
Atendimento(Sim I 

Não) 

OBJETIVO 

Viabilizar acessos externos de forma segura. 

Atributos Ofertados 
Confirma 

Requisito Atributos Ofertados 
adicionalmente 

Atendimento(Sim I 
Não) 

o Switch operará 
Sim 

• como 
~ concentra dor VPN, devendo ser 
~ : composto por sistema integrado de in ~ - Descrição 
Po I hardware e software, com objetivo 

~ ~ de concentrar, configurar e 

R I monitorar acessos remotos v ta 

Página da 
documentação Técnica 

Página 2 

Página da 
documentação 

Técnica 

• Pag. 1 -

Switch _TipoS_ doe 1 

Gi r A '" SCS Q. 01 Bloco "F" 11 o Andar - Ed. Camargo Correa - Bras1ha-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1 251 
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Requisito Atributos Ofertados 
Atributos Ofertados 

adicionalmente 

Confirma Página da 
Atendimento(Sim I documentação 

Não} Técnica 
~-------------r-----------------------------~-----------------~------~-~L_------r-----~~~~----~ 

VPN. 
1--------------+-----------------------------+-------------------+------- - - - - - -+------ ------------1 

Sim 

2-
Características e 
Funcionalidades 

do 
Sistema 

~~ ~ ~g ! () \'N -
· • ·z 1 :lo 

• Capacidades de firewall ; 

• Suporte aos protocolos de 
tunelamento PPTP, IPsec, L2TP, 
L2TP/1Psec for Windows 2000, 
NAT transparent IPSEC; 

• O suporte a serviços deve ser 
estendido a todo e qualquer 
serviço que funcione sobre o 
protocolo IP, com a possibilidade 
de customização; 

• Suporte a certificados digitais 
padrão X.S09 v.3; 

• Alta disponibilidade, com 
redundância e capacidade de 
tolerância à falhas (failover); 

• Suporte ao gerenciamento de 
chaves do tipo IKE; 

• Pag. 4 - Switch 
Tipo) doe I 

• Pag. S-
Switch_ TipoS_ doe I 

• Pag. I-
Switch_ TipoS_ doc6 

• Pag. S­
Switch_TipoS_docl 

• Pag. 7-
Switch_TipoS_docl 

• Pag. 4-
Switch _TipoS_ doe 1 

• Pag. 6-
Switch _TipoS_ doe 1 

o ' o 
0 ~ • Capacidade de registrar eventos e • Pag. 6 -

!!{' ~ g 
1 

de envio de notificações por e- Switch TipoS doei 
! ~~-~~- ~~~==========~============================~==============~~==~~~~~======~~~==~~~~~~ 
I ~ ~ ~ I SCS Q . 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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Requisito Atributos Ofertados 

mail; 

• Supmie 
roteamento 
estático; 

aos protocolos de 
RIP, RIP2, OSPF 

• Permitirá que as configurações e 
políticas de acesso sejam 
aplicadas ao cliente no momento 
em que a conexão for 
estabelecida; 

• A configuração física do 
concentrador VPN possuirá no 
mínimo 3 interfaces 
lOBaseT/BaseTX; 

• O. equipamento deve integrar-se 
com um sistema de autenticação 
externa, o qual será dimensionado, 
fornecido e configurado pela IBM 
(hardware e software) com as 
seguintes características: 

• Capacidade de Autenticação de no 
mínimo S.OOO usuários; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação 

Técnica 

• Pag. 6-
Switch _TipoS_ docl 

• Pag. 3-
Switch _TipoS_ doe 1 

• Pag. S­
Switch_TipoS_doc1 

• Pag. 7 - Switch 
TipoS docl e 

Pag. 1 - Switch TipoS 
doc2 

• Pag. 3-
Switch _TipoS_ doe 1 IA"~ o l~ , 1-' o I ~· Pp 

() y> l = c:) i ) .:... ~ 

t. ~~~· ~· ~~~~======~====================================================== ~~ o z. : (6 ) 1 ~ (!~'.) ~ g I SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: 1 323-3031 Fax: (61) ~:;-1~~1 
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Requisito Atributos Ofertados 

• Suporte ao padrão LDAP; 

• Integração 
Microsoft 

com o 
Windows 

domínio 
da 

Contratante, compartilhando bases 
de grupos, usuários e permissões 

• Petmitirá configuração de níveis 
de acesso administrativos; 

• Permitirá a configuração e 
aplicação de políticas de 
segurança nas estações clientes; 

• Capacidade de gerenciamento de 
política para usuários e grupos; 

• Controle de tempo e horário de 
acesso do usuário; 

• Suporte ao gerenciamento 
utilizando SNMP MIB-II; 

• Oferece ferramenta de 
gerenciamento que possibilite 
verificação de estatísticas de 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação 

Técnica 

• Pag. 7 - Switch 
Tipo5 doc1 e 

Pag. 3 - Switch Tipo5 
doc2 

• Pag. 7 - Switch 
Tipo5 docl e 

Pag. 4 - Switch Tipo5 
doc2 

• Pag. 6-
Switch _ Tipo5 _ docl 

• Pag. 3-
Switch _ Tipo5 _doe 1 

• Pag. 4-
Switch _ Tipo5 _doe 1 

• Pag. 7-
Switch _ Tipo5 _doe 1 

• pág. 6-
Switch _ Tipo5 _ docl 

• pág. 6-
Switch Tipo5 doe 1 
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ltautec 

Atributos Ofertados 
Confirma Página da 

Requisito Atributos Ofertados 
adicionalmente 

Atendimento(Sim I documentação 
Não) Técnica 

tráfego ctiptografado, negociações 
de handshake e resposta a pacotes; 

• Possibilidade de crescimento • pág. 1 e 2 -
( escalabilidade) conforme Switch _TipoS_ doe 1 
demanda, com configuração e 1 
gerência centralizada; • pág. 4 -

Switch _TipoS_ doe 1 
1 

• pág. 3 -
Switch _TipoS_ doe 1 
9 

• Capacidade de geração de 
relatórios 

. . • Pag. 18 -gerenc1a1s, com 
informações como: número de Switch _TipoS_ doc7 

túneis estabelecidos, tráfego Pag. 2 -

transferido, clientes com maior Switch _TipoS_ doc8 

geração de tráfego, entre outras. 

O sistema de gerenciamento do 
Sim 

Pag. 1 - Switch 2 - • • 
Características e SWITCH TIPO S, será TipoS doc9; 

Funcionalidades disponibilizado pela IBM em Pag. 3 - Switch TipoS 

do Sistema hardware do tipo servidor, de doc9; 
o 5 (continuação) forma exclusiva, sendo OI (um) Pag. 13 - Switch TipoS ,/ 

' Ll ~ sistema para o CCD de Brasília-1 :5:: G p I doc9 R · 
:::J I 
~ 
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Requisito 

3-

Atributos Ofertados 

DF e OI (um) sistema para o CCD 
de São Paulo-SP. Tal sistema, 
poderá estar integrado em um 
mesmo framework dos 
SERVIDORES DE 
SEGURANÇA LÓGICA TIPO 1 
e TIPO 2, ROTEADOR TIPO 1 e 
SISTEMA DE DETECÇÃO DE 
INTRUSÃO. 

• Número mínimo de S.OOO 
licenças; 

• Auto-atualização, realizando 
atualizações automáticas sem 
necessidade da intervenção do 

Características e 
Funcionalidades • 

do Software 
Cliente VPN 

usuário; 

Personal firewall; 

• Suporte aos sistemas operacionais 
Windows 9S, 98, ME, NT 4.0, 
2000 e XP; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da 
documentação 

Técnica 

• pág. 1- Switch 
TipoS doc4; 

Pag. 3 - Switch TipoS 
docl 

• pág. 1 e 2-
Switch _TipoS_ doc4 

• pág. 2-
Switch _TipoS_ doc4 

• pág. 2- Switch 
Tipo5 doc4; 

Pag. 3- Switch Tipo5 
doc10 
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Requisito 

4-
Características 

de 
Desempenho 

5- Fonte de 
Alimentação 

Atributos Ofertados 

• Interface padronizada, com o 
logotipo da ltautec. 

• Capacidade de tratar no mínimo 
5.000 usuários simultâneos; 

• Possuirá capacidade de 
processamento de encriptação 
mínima de lOOMbps. 

• Instalada na configuração máxima 
do equipamento; 

• Recurso de troca sem interrupção 
(HOT -SW APP ABLE/HOT­
PLUGGABLE); 

• Possuirá alimentação elétrica de 
acordo com a localidade onde 
instalarão os equipamentos, 
conforme subitem 2.5., freqüência 
de 60 (sessenta) Hertz; 

• As fontes de alimentação serão 
redundantes por fontes internas 
independentes, com alimentação 
redundante, de tal forma que, em 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Sim 

Página da 
documentação 

Técnica 

• pág. 1-
Switch _ Tipo5 _ doc3 

• pág. 3-
Switch_ Tipo5 _doe 1 

• pág. 3-
Switch Tipo5 doe 1 

• pág. 8-
Switch_Tipo5_docl 

• pág. 8-
Switch _ Tipo5 _ doc5 

• Declaração do 
Fabricante - CISCO 

• pág. 8-
Switch _ Tipo5 _doe 1 

• pág. 8- ' . Fl 

'~--~~'--... 
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Requisito 
Atributos Ofertados 

Confirma Página da 
Atributos Ofertados 

adicionalmente 
Atendimento(Sim I documentação 

Não) Técnica 
-

caso de falha de uma das fontes Switdt_ TipoS _ doeS 
por defeito ou por falta de 
alimentação elétrica em um dos 2 
(dois) circuitos, o equipamento 
continue a funcionar sem prejuízo 
das aplicações. 
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3.6. ROTEADOR TIPO 1 

MARCA: CISCO 

MODELO: 3745 MULTISERVICE ACCESS ROUTER 

FABRICANTE: CISCO 

Requisito Atributos Ofertados 
Atributos Ofertados 

adicionalmente 

• Possuirá estmtura de chassis 
modular com pelo menos 04 
(quatro) slots para inserção de 

1- Router 
módulos e interfaces; 

• o ROTEADOR TIPO 1 serão 
montados em RACK de 19" de 
acordo com o Subitem 7, a ser 
fornecido pela Itautec. 

• Possuirá capacidade de roteamento 

2- de pelo menos 225.000 (duzentos 

Processamento e vinte e cinco mil) pps, utilizando 
pacotes de 64 (sessenta e quatro) 
bytes, sem perda de pacotes. 

I • Possuirá no mínimo 03 (três) 
interfaces 10/1 OOBase-TX, fast p -Interfaces ethemet, full duplex, para cabos 
T T~T\ r'1 • -~ TlT 

Confirma Página da documentação 
Atendimento(Sim I Técnica 

Não) 
Sim 

pág 2-• 
Roteador_ Tipo 1_ Doe 1 

• pág 3 -
Roteador_ Tipo 1_ Doe 1 

Sim 
pág 11 -• 
Roteador_ Tipo 1_ Doe 1 

Sim • pág 11 -
Roteador_ Tipo 1_ Doe 1 . R 

;>~, 
~ 8 , SCS Q. 01 Bloco "'F" 11° Andar- Ed. Camargo Corrêa - Brasília-DF CEP: 70397-900 - Fone: (61) 323-3031 Fax: (61) 226-1 251 7 
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Requisito 

4- Geral 

Atr·ibutos Ofertados 

UTP Categoria 5 e conectores RJ-
45; 

• Possuirá no mínimo 8 (oito) 
interfaces setiais síncronas V.35 
de alta velocidade (até 2Mbps); 

• Possuirá no mínimo 02 (duas) 
interfaces ATM E3, compatível 
com o padrão ITU-T G-703; 

• Possuirá no mínimo 1 (uma) 
interface Gigabit 1 OOOBase-T. 

• Possuirá MTBF (Mean Time 
Between Failures) de pelo menos 
50.000 (cinqüenta mil) horas; 

• Permitirá o seu gerenciamento 
através de aplicação gráfica; 

• Implementará o protocolo SNMP, 
incluindo a geração de traps; 

• Gerenciável através de protocolo 
SNMP e possuirá suporte a MIB 
li, conforme RFC 1213; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da documentação 
Técnica 

Proposta Econômica Pág 
209 e 220 

Proposta Econômica Pág 
209 e 220 

Proposta Econômica Pág 
209 e 220 

Declaração do Fabricante -
CISCO 

• pág 4-
Roteador_Tipo1_Doc11 
Pag 1-
Roteador_ Tipo 1_ Doe 12 

• pág 18-
Roteador_ Tipo 1_ Doc2 

• pág 3 -
Roteador Tipo 1 Doc3 
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Atributos Ofertados Confirma Página da documentação 
Requisito Atributos Ofertados 

adicionalmente Atendimento(Sim I Técnica 
Não) 

• Possui desclição completa da MIB • Roteador_ Tipo 1_ Doc3 
implementada no equipamento, 
inclusive as extensões privadas, se 
existirem; 

• Implementará Telnet para acesso à • pág 7 -
interface de linha de comando; Roteador_ Tipo 1_ Doc7 

• Implementará o protocolo SSH; • pág 17 -

• Possuirá proteção contra ataques Roteador_ Tipo 1_Doc2 

de Denial of Service do tipo TCP • pág 3 -
SYN Attack; Roteador_ Tipo 1_ Docl 

• pág9 -
Roteador_ Tipo 1_Doc2 

Implementará IPSec padrão IETF • pág 1-• 
com cliptografia Tliple DES; Roteador_ Tipo 1_ Doe 12 

• Suporte para SYSLOG 
EXTERNO, que será 
dimensionado e fornecido pela 

Proposta Econômica Pág • IBM, em hardware à parte; 209 e 220 . 
o ~~~ o ~(() O hardware a ser especificado e (') 

:::; • o 

fornecido pela IBM item 
l 

. C> no 
. v.> c , i0 i antelior, caso seJa do tipo 

I Ü c::> ~ 
:=? :::0 o . Servidor, disponibilizará, '! ;:o t.n ! no • pág 3 -('·--. r-n . • 
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Requisito Atributos Ofertados 

mínimo, 1 (uma) Controladora 
FIBER CHANNEL, operando a 
2Gb/s, de fmma se possa conectar 
este servidor a rede SAN 
fornecida; 

• Petmitirá a atualização dos 
softwares utilizados no 
equipamento através de rede; 

• Implementará mecamsmo de 
autenticação para acesso ao 
equipamento baseada em um 
Servidor de 
Autenticação/ Autorização do tipo 
RADIUS ou TACACS; 

• Protege a interface de comando do 
equipamento através de senha; 

• Implementará o protocolo VRRP, 
ou similar, em todas as interfaces 
disponibilizadas; 

• Implementará o protocolo PIM 
para roteamento de multicasts; 

• Implementará roteamento IP 
usando os protocolos OSPF, RIP, 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da documentação 
Técnica 

Roteador_ Tipo 1_ Doc5 

• pág 16 e 20 -
Roteador_ Tipo 1_ Doc2 

• pág 13 -
Roteador_ Tipo 1_ Doc6 

• pág 8 -
Roteador_Tipo1_Doc2 

• pág 15 -
Roteador_ Tipo 1_ Doc2 

• pág 2, 14, 20, -
Roteador_ Tipo l_Doc2 

• pág 5 -
Roteador_ Tipo 1_ Doc2 

• Declaração do 
Fabricante - CISCO 

~ \ o -~ RIP2 e BGP-4; 
0 ~ ~----------_J------------~--------------~----------------~----------------~--------------------~ S: <.n 
z I = I 

f" . ' 

ô o 
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Requisito 

1=-4- Geral S: :;o t 

~ t(d mtinuação) 
- :::! 

o 

:;o ( ]1 

m ' o o 
(f) Z 

Atributos Ofertados 

• Implementa DHCP; 

• Pe1mitirá a configuração de pelo 
menos 1024 (mil e vinte e quatro) 
rotas estáticas; 

• Implementará 
Routing; 

Policy-Based 

• Implementará filtros para 
redistribuição de rotas entre RIP, 
OSPF e BGP-4; 

• Implementará as seguintes 
características para o protocolo 
BGP-4: Route Reflectors, Route 
Confederations, Route 
Aggregation, IGP Synchronization 
e Route Flap Dampening. 

• Permitirá a configuração de 
Policy-Based Routing baseado no 
endereço de migem da rede; 

• Suportará a implementação de 
NAT (N etwork Address 
Translation); 

• Suportará inserção em redes com 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da documentação 
Técnica 

• pág 15 -
Roteador_ Tipo 1_ Doc2 

• pág 3 -Roteador Tipo1 
Doc2 ; pág 1 -Roteador 
Tipo1 DoclO 

• pág 24,24, 19, 10, 34 -
Roteador_ Tipo 1_ Doc8 

• pág 2 -
Roteador_ Tipo 1_ Doc9 

• pág 13-
Roteador_ Tipo 1_ Doc2 
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Requisito Atributos Ofertados 

serviços ele Voz sobre IP (VoiP) e 
Voz sobre Frame-Relay (VoFR); 

• Supot1ará os protocolos G.711 e 
0.729 para tráfego de voz. e 
funcionar como gateway H.323 
para supm1e de configuração de 
chamada de videoconferência; 

• A Itautec fomecerá ferramentas 
que permitam o 
dos equipamentos 
suas interfaces 
aplicação gráfica; 

gerenciamento 
e de todas as 

através de 

• Serão fomecidos servidores 
adicionais para a instalação desta 
gerência. 

• Instalada na configuração máxima 
do equipamento; 

• Recurso de troca sem interrupção 
(HOT -SW APP ABLE/HOT­
PLUGGABLE); 

• Possuirá alimentação elétrica de 
acordo com a localidade onde 
instalarão 
conforme 
ANEXO, 

os equipamentos, 
subitem 2.5. deste 
freqüência de 60 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da documentação 
Técnica 

• p;íg 5 -
Roteador_ Tipol_Dn~-:1 

• pág 7 -Roteador Tipo I 
Doc4 ; pág 13 -
Roteador Tipo I Doc2 

• pág I -
Roteador_ Tipo I_ Doe 12 

Proposta Econômica Pág 
211 e 221 

Proposta Econômica Pág 
209 e 220 

• pág 4 -
Roteador_ Tipo 1_ Doe 1 

• pág 12 -
Roteador_ Tipo 1_ Doe 1 
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Requisito Atributos Ofertados 

(sessenta) He11z; 

• As fontes de alimentação devem 
ser redundantes por fontes intemas 
independentes, com alimentação 
redundante, de tal forma que, em 
caso de falha de uma das fontes 
por defeito ou por falta de 
alimentação elétrica em um dos 2 
(dois) circuitos, o equipamento 
continue a funcionar sem prejuízo 
das aplicações. 

3.7. ROTEADOR TIPO 2 

MARCA: CISCO 

MODELO: 1751-V ROUTER 

FABRICANTE: CISCO 

Atributos Ofertados 
adicionalmente 

OBJETIVO 

Confirma 
Atendimento(Sim I 

Não) 

Página da documentação 
Técnica 

Proposta Econômica Pág 
209 e 220 

Prover a conectividade dos equipamentos do ambiente de testes e homologação. 
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Atributos Ofertados 
Confirma Página da 

Requisito Atributos Ofertados 
adicionalmente 

Atendimento documentação Técnica 
(Sim/Não) 

Possuirá capacidade de 
Sim Declaração do • no 

mínimo 12 Kpps. Fabricante - CISCO 

• O ROTEADOR TIPO 2 deve ser 
1 - Router montados em bandejas instaladas 

Pág. 18-• Processamento no interior do RACK de 19" de 
Roteador_ Tipo2 _doe 1 acordo com o Subitem 7 deste 

ANEXO, a ser fornecido pela 
ITAUTEC 

Será gerenciável via SNMP( v 1, 
Sim 

pág. 6 - Roteador • • 
2- v2 e v3), Telnet e acesso local. Tipo2 doc1 ; Pag 2 -

Gerenciamento Possuirá suporte a MIB II, Roteador Tipo2 doc3 
conforme RFC 1213. 

Possuirá mínimo 1 (uma) 
Sim 

pág. 10 -• no • 
interface Ethemet, 10BASE- Roteador_ Tipo2 _doe 1 
T/100BASE-TX, com detecção 
automática, integrada ao chassis 
para conexão com a LAN através 

3 - Interfaces 
de interface RJ-45. 

• Possuirá no mínimo 2 (duas) pág. 10 -
y 

interfaces seriais para Roteador_ Tipo2 _doe 1 o \.1 ' ) :::0 
o I "" ~o conexão/simulação de um o 

,~ 1 z l ambiente WAN, sendo uma do Proposta Econômica Pág 
o ' 

o 

209 e 220 o tipo DCE e outra do tipo DTE, -- w 
\. J ·--

~ :';l ~2 ~ I com conectares V.35 ou 
~ -.~ o 
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Requisito 

4- Gerais 

Atributos Ofertados 

EIA/TIA-232, com compressão e 
encriptação de dados, sem 
necessidade de interfaces ou 
dispositivos externos. 

• Devem ser fornecidos os cabos e 
demais acessórios necessários à 
conexão das interfaces seriais, de 
maneira a Implementar as 
interfaces do tipo DCE e DTE 
nestes roteadores. 

• Possui sinalização visual de 
funcionamento e "status" das 
portas. 

• Permitirá a atualização dos 
softwares utilizados no 
equipamento através da rede. 

• Deve suportar e implementar 
recursos de QoS avançados, 
como Committed Access Rate 
(CAR), Custam, Low Latency 

~-:~~, ~. -~ . Fair Queueing and Weighted Fair 
) ~ ~- Queuing (WFQ), Bandwidth on 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento 

(Sim/Não) 

Sim 

Página da 
documentação Técnica 

Proposta Econômica Pág 
209 e 220 

• pág. 7-
Roteador_ Tipo2 _doe 1 

• pág. 18-
Roteador_ Tipo2 _ doc4 

• pág. 7-
Roteador_ Tipo2 _doe 1 
Roteador_ Tipo2 _ doc2 

~ ' ' ~~ Demand (BoD), Resource 

~;§ 5~·B~--------~---R_e_se_t~ __ at_io_n ___ P_ro_t_oc_o_l __ (_R_S_V_P_)~, ________________ _L ________________ L---------------~ 
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Requisito 

r------1-

Atributos Ofertados 

Weighted Random Early 
Detection (WRED), Policy Based 
Routing, Frame Relay 
Fragmentation (FRF.l2), e RTP 
compression (c R TP). 

• Implementará e permitirá o 
roteamento entre VLANs, 
suportando o padrão 802.1Q. 

• Permitirá VPN Tunneling com 
IPSec, L2TP e L2F. 

• Permitirá roteamento IP usando 
os protocolos OSPF, RIP, RIPv2 
e BGP-4, PIM Dense e Sparse 
Mode. 

• Suportará à criptografia 3DES. 

• Suportará autenticação através 
dos protocolos RADIUS, 
TACACS+ e PAP/CHAP. 

• Suportará inserção em redes com 
serviços de Voz sobre IP (VoiP) e 
Voz sobre Frame-Relay (VoFR). 

• Terá as 
firewall, 

funcionalidades de 
incluindo ACLs e 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento 

(Sim/Não) 

Página da 
documentação Técnica 

• pág. 6-
Roteador_ Tipo2 _doe 1 

• Pag. 6-
Roteador_ Tipo2 _doe 1 

• Roteador_ Tipo2 _ doc2 

• pág. 6-
Roteador_ Tipo2 _doe 1 

• pág. 8-
Roteador_ Tipo2 _doei 

• pág. 17-
Roteador_ Tipo2 _doe 1 

• pág. 8-
Roteador Tipo2 doe 1 
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Requisito Atributos Ofertados 

AAA,criptografia, VPN tunnel 
server, integradas ao roteador. 

• Supmtará 
digital e 
estrutura 
(telefones, 

comunicação de voz 
analógica na infra­
telefônica existente 
fax e PBXs), sem 

gasto com equipamentos 
adicionais. 

• Possuirá duas interfaces do tipo 
Foreign Exchange Station (FXS) 
para conexão de telefones 
analógicos e duas interfaces do 
tipo F oreign Excange Office 
(FXO) para conexão em 
interfaces de ramal de um P ABX. 

• Possuirá alimentação elétrica de 
90 a 240 Volts com comutação 
automática, freqüência de 60 
(sessenta) Hertz. 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento 

(Sim/Não) 

Página da 
documentação Técnica 

• pág. 3 -
Roteador_ T ipo2 _doe 1 

pág. 3 - Roteador Tipo2 
docl 

Proposta Econômica Pág 
209 e 220 

Declaração do 
Fabricante- CISCO 

. ~ ' 

_:::;~ , 
~.G i 

. .; 
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4. SE RVIDORES CORPORATIVOS 

4.1. SE RVIDORES INTEL 

4.1.1. SERVIDORES INTEL TIPO 1 

MARCA: IBM 

MODELO: x440 

FABRICANTE: IBM 

OBJETIVO 

Banco de Dados de Grande Porte e Correio Eletrônico Corporativo 

Requisito 

1- CPU e 
Perfmmance 

adicionalmente 
Atributos Ofertados Atributos Ofertados 

• Servidor composto por • Adicional de 29.115 
processadores Intel, com 8 tpm-C. 
(oito) processadores 
INTEL XEON MP, com • Rack com altura 
clock de 2,0 GHz, sem a máxima de 42U. 
fom1ação de Cluster; 

Confirma Atendimento 
(Sim/Não) 

SIM 

Página da 
documentação Técnica 
Manual26: 
xRef - Pag. 03 

Componentes : 
- P/N : 59P5173 - Pag. 
07 

- P!N : 59P5188- Pag. 
09 • O equipamento possm 

perf01mance 119.115 tpm- · Q 
c fi Página Web ~· ' 5--.) C, contorme especi 1cado 
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Requisito Atributos Ofertados 

no Subitem 2.2. ; 

• O equipamento será 
montado em RACK 
próprio do fabricante com 
42U de altura. 

Atributos Ofertados 
adicionalmente 

2 - Barramento • Barramento do sistema 
de400MHz. 

3- Memória 
Cache 

4-Memória 
RAM 

• 2MB (dois Megabytes) O servidor ofertado 
por processador possui também o Cache 

L4, que é externo aos 
caches do processador, 
com capacidade de 
64MB. 

• 
Confirma Atendimento 

(Sim/Não) 

SIM 

SIM 

SIM 

Página da 
documentação Técnica 
www.tpc.org 
Pag. 04 

Página Web do Rack -
Pag. 65-68 

Proposta Econômica 
Manual26: 
xRef- Pag 03 

Componente : 
- PIN : 59P5173 - Pag. 
07 

Manual26: 
xRef- Pag 03 
Componente : 
- PIN : 59P5173 - Pag. 
07 

Manual26: 
xRef- Pag, 03 

Componente : 
- P/N : 33L3324 - Pag. 
11 
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Requisito 

5- • 
Controladora e 
Unidade de 
Disco Rígido -
Interno 

• 

Atributos Ofertados 

Capacidade em disco 
de 72 GB (líquidos) 
após implementado um 
aiTanjo em RAIO 1 por 

Atributos Ofertados 
adicionalmente 

Memory ProteXtion e, 
opcionalmente, Active 
Memory 
(Espelhamento de 
memória) que pode ser 
ativado no "Set up" do 
equipamento. 
• Os discos ofettados 
suportam o padrão 
Ultra160 SCSI com 
10.000 RPM e um 

hardware utilizando tempo médio de acesso 
discos com tempo de 4,9ms. 
médio de acesso igual a 
4 9 ms e velocidade de • Controladora SCSI , 
rotação de 10.000 RAID Ultra 160 com 
RPM. 32MB de cache, PCI 

Controladora de discos 
padrão Ultra 3 I Ultra 
160 SCSI, com suporte 
a troca de discos 
defeituosos sem 
interrupção no 
funcionamento do 
equipamento. 

64bit, 66MHz. 

-- - • Controladoras de disco 

Confirma Atendimento 
(Sim/Não) 

SIM 

Página da 
documentação Técnica 

Manual26: 
Página Web dos 
componentes : 

-HDD 
PIN : 06P5756 - Pag. : 
47/48 

- Control. SCSI RAID : 
PIN : 06P5740 - Pag. 
49-55 

Proposta Econômica 
Pág 210 e 220 

;? i -n ~~ 
0 • ' ~ \ ~=~~m~· --------~--~-·n_s_ta_la_d_a __ e_m __ sl_o_t_P_C_I_-~-----------------L--------------------~----------------~ 

(~! 11 
~ _ cnz 
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Requisito Atributos Ofertados 

X. 
6- Interface de • Padrão SVGA, PCI 32 
VIDEO Bits, com 8 Mbytes. 

7 - Unidade de 
CD/DVD­
ROM 

8-
Controladora 
de 110 (por 
equipamento) 

• 1 (uma) unidade interna, 
tecnologia IDE, com 
velocidade de 24X CD­
ROM. 

• Serão disponibilizadas 
controladoras FIBER 
CHANNEL, operando a 
2Gb/s, para acesso à Rede 
SAN, com disponibilidade 
para 2 (dois) canais; 

• Serão disponibilizadas 3 
(três) interfaces de rede 
padrão Ethernet PCI 
10/100/1000 Base-T em 
conformidade com os 
padrões IEEE 802.3ab e 
802.3u, com possibilidade 

~ de gerenciamento SNMP.; 

~. • -~ 
1 

'1j ~ : • As interfaces de rede 

Atributos Ofertados 
adicionalmente 

Confirma Atendimento 
(Sim/Não) 

SIM 

SIM 

SIM 

Página da 
documentação Técnica 

Manual26: 
xRef- Pag. 3 

Declaração - Pag. 63 
Manual26: 
xRef- Pag. 03 

Manual26: 
Página Web dos 
componentes : 

- Fiber Channel HBA 
PIN : 24P0960 - Pag. : 
57 

- Placa Ethernet 
10110011000 BaseT: 
P/N : 36P6301 - Pag. 
59 

- NetXtreme Gigabit 
Ethernet Adapter User's 
Guide : Pag. 61 

f ~ 5: n I conectarão os servidores a 

I 
· ~ 1 

' s ~ Rede do CCD utilizando Proposta Econômica 

-~~ ~8~~~~~========~c~a~b~e~am~en~t~U~T~P~C~A~T~-~6~e~~~~~~==~==k=~~~~~~~~~~it~em~1=.3~·~l~p~á~g~8~~~~~~ 
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Requisito Atributos Ofertados 

conectares RJ-45 . 

• Os Servidores INTEL • 
TIPO 1 serão 
fornecidos com o 
seguinte ambiente 
operacional para cada 
equipamento: 
• Microsoft Windows 

Server 2003 
Enterprise Edition, 
com número ilimitado 
de usuários 
simultâneos, instalado, 

9- Ambiente licenciado e 
Operacional configurado para Rede 

Corporativa dos 
CoiTeios; 

~ · n 
::Jo 

~ 

ªi 31 . 

Atributos Ofertados 
adicionalmente 

Confirma Atendimento 
(Sim/Não) 

Sim 

Página da 
documentação Técnica 

O Sistema Operacional 
Microsoft Windows 
Server 2003 Enterprise 
Edition a ser licenciado 
é conforme endereço 
internet 
http:/ /www.microsoft.c 
om/catalog/display.asp? 
subid=22&site=l1261, 
e será instalado e 
configurado conforme 
"Etapa E02 - Instalação 
e Configuração do 
ambiente Plataforma 
Windows 2000/2003" 
do item "2.4 Descrição ~ -

dos Serviços de 5~.-. · .. 
Instalação do Ambiente ~ .>--- . 
na Plataforma Windows 
2000/2003, 
Implementação de MS 

m , ! 
0 0 
cn z ' 
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Requisito 

~ 

(" ') :;tJ I 

Atributos Ofertados 

• 1 (uma) licença do 
agente 'Concord 
SystemEdge', 
devidamente instalado 
e configurado 
conforme orientação 
da equipe técnica dos 
Con·eios; 

• 1 (uma) licença de 
software agente de 

Atributos Ofertados 
adicionalmente 

Confirma Atendimento 
(Sim/Não) 

Página da 
documentação Técnica 
Cluster Service e 
Instalação e 
configuração de SAN 
Manager", conforme 
página 38. 

O Agente SysEdge a ser 
licenciado é conforme 
endereço internet 
http:/ /www .concord.co 
m, e será instalado e 
configurado conforme 
item "2.7 -
Implementação do 
gerenciamento eHealth 
Enhanced Sysedge, 
conforme página 63. 

Manual26: 
IBM Tivoli Storage 
Manager for Windows 

User's 
\·,.., 

'~~. backup compatível Storage Agent 
-~o I 

~· 
~(/) com o software Guide, página 1 - pag. 

::J 
o gerenciador de 79-82. o 

d; ~ fitoteca especificado 
\ lo • 

\ I 
1' :") ~g no Subitem 5.13 que 

JJ U1 
Tl ' permita backup LAN -. r'l 

-t,~,,~~J-4,~~z~\P=======d===d=========~k=====~================~====================~===================L-----
~ ~ '-" , SCS O. 01 Bloco "F" 11 o Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: 61) 226-1251 
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Requisito Atributos Ofertados 

FREE, devidamente 
instalado e 
configurado confonne 
orientação da equipe 
técnica dos CoJTeios; 

• Será fornecido, na 
modalidade de 
licenciamento por CPU, 
para uso perpétuo, o 
SGBD MICROSOFT 
SQL SERVER 2000 
ENTERPRISE 
EDITION para 7 (sete) 
servidores INTEL TIPO 
1. O SGBD será 
instalado e configurado 
em Cluster pela Itautec, 
utilizando o recurso de 
cluster do sistema 
operacional, de acordo 
com a configuração 
definida pela ECT . 

Atributos Ofertados 
adicionalmente 

Confirma Atendimento 
(Sim/Não) 

Página da 
documentação Técnica 

Manual 44 IBM 
Tivoli Storagc Managcr 
for DataBascs 5.1.5 
Data Protcction for MS 
SQL Servcr lnstallation 
and User' s Ou ide pág.l 

Manual26: 
IBM Tivoli Storage 
Manager for Windows 
Storage Agent User's 
Guide, página 1 - pag. 
91-94. 

O SGBD Microsoft 
SQL Server 2000 
Enterprise Edition a ser 
licenciado é conforme 
endereço internet 
http://www.microsoft.c 
om/catalog/display.asp? 
subid=22&site= 1 O 145& 
x=41&y=19, e será <;::;;;) 

instalado e configurado ~,s::_ 
conforme "Etapa E03 - ~ 

·~~~=t==========~============~~~~~~~~~~~~~~~~~~~~~~~~In~s~ta~l~aç~ã~o~========e~-----
, · SCS Q . 01 Bloco "F" 11o Andar Ed. Camargo Corrêa Brasília-DF CEP. 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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Requisito Atributos Ofertados 
Atributos Ofertados 

adicionalmente 

• Instalada na configuração Fontes de alimentação 
máxima do equipamento; com suporte a auto­

restart. 
• Supmie ao recurso de 
troca sem interrupção 
(HOT-
SWAPP ABLE/HOT-

10- Fonte de PLUGGABLE); 
Alimentação • Possui alimentação 

elétrica de 220V em cada 
localidade onde serão 
instalados os 
equipamentos, conforme 
subitem 2.5., freqüência de 
60 (sessenta) Hertz; 

Confirma Atendimento 
(Sim/Não) 

Sim 

Página da 
documentação Técnica 
Configuração de MS 
Cluster Service", do 
item "2.4 Descrição dos 
Serviços de Instalação 
do Ambiente na 
Plataforma Windows 
2000/2003, 
Implementação de MS 
Cluster Service e 
Instalação e 
configuração de SAN 
Manager", conforme 
pág. 38. 
Manual26: 
xRef- Pag. 03 

Página Web 
componente : 

do 

- Manual HMM : Pag. 
13-15 

SCS Q . 01 Bloco "F" 11 o Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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Requisito Atributos Ofertados 

• As fontes de alimentação 
são redundantes por fontes 
internas independentes, 
com alimentação 
redundante, de tal forma 
que, em caso de falha de 
uma das fontes por defeito 
ou por falta de alimentação 
elétrica em um dos 2 (dois) 
circuitos, o equipamento 
continue a funcionar sem 
prejuízo das aplicações. 

4.1.2. SERVIDORES INTEL TIPO 2 

MARCA: IBM 

MODELO: x360 

FABRICANTE: IBM 

C) ::::O 
lJ ' 

Atributos Ofertados Confirma Atendimento 
adicionalmente (Sim/Não) 

OBJETIVO 

Banco de Dados de Médio Porte e Aplicações Corporativas 

Página da 
documentação Técnica 

SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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Requisito 

1-CPU e 
Perfmmance 

2-
BatTamento 

c ; ~- Memória 
~ J. ~ c r ache 
- . ::J 

• o 

~ 8 , ;;o <..n 
m ' -
:::> o , 
(/) z l 

Atributos Ofertados 

• Servidor composto por processadores 
Intel, com no mínimo 4 (quatro) 
processadores INTEL XEON MP, 
com clock mínimo de 2,0 GHz, sem a 
fmmação de Cluster; 

• O equipamento deve apresentar 
performance mínima de 50.000 tpm­
C, conforme especificado no Subitem 
2.2.; 

• O equipamento deve ser montado em 
RACK próprio do fabricante com, no 
mínimo, 40U de altura. 

• BatTamento do sistema de, no 
mínimo, 400 MHz. 

• 2MB (dois Megabytes) por 
processador. 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 
Sim 

Sim 

Sim 

Página da 
documentação Técnica 

Manual26: 

xRef - Pag. 19 

Componentes :P/N: 
59P6817- Pag. 23 

Página Web 
www.tpc.org 

Pag.21 

Página Web do Rack­
Pag. 65-68 

Proposta Econômica 
pág. 200 e 201 

Manual26: 

xRef - Pag 19 

Componente : 

P/N: 59P6817- Pag. 
23 

Manual26: 

xRef - Pag 19 

Componente : 

SCS Q. 01 Bloco "F" 11 o Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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Requisito 

4 - Memória 
RAM 

5-
Controladora 

e 
Unidade de 

Disco Rígido 
-Interno 

Atributos Ofertados 

(quatro • 4 GB 
SDRAM ou 
superior,instalada. 

gigabytes) ECC 
tecnologia 

• Capacidade em disco de, no mínimo, 
72 GB (líquidos) após implementado 
um arranjo em RAID 1 por hardware 
utilizando discos com tempo médio 
de acesso menor ou igual a 6 ms e 
velocidade de rotação mínima de 
10.000 RPM. 

• Controladora de discos padrão Ultra 
3 SCSI ou superior , com 
funcionalidade que permita a troca de 
discos ou periféricos defeituosos sem 

1 
· intenupção no funcionamento do 

o ,;. , o ~b equipamento. 
g , (j) 1""'0 GD 1 

Atributos Ofertados 
adicionalmente 

Memórias padrão 
PC1600 (200MHz), 
DDRSDRAM 
RDIMM, 4-way 
interleave e tecnologia 
Chipkill Memory. 

• Os discos ofertados 
suportam o padrão 
Ultra160 SCSI com 
10.000 rpm e um 
tempo médio de 
acesso de 4,9ms. 

• Controladora SCSI 
RAID Ultra 160 com 
32MB de cache, PCI 
.64bit, 66MHz. 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Sim 

Página da 
documentação Técnica 

P/N: 59P6817- Pag. 
23 

Manual26: 

xRef- Pag, 19 

Componente : 

P/N : 33L3283 - Pag. 
25 

Manual26: 

Página Web dos 
componentes : 

HDD 

P/N : 06P5756 - Pag.: 
47/48 

Control. SCSI RAID: 

P/N : 06P5740- Pag. 
49-55 

z ,s: =I> 1
1 

• São aceitas controladoras de disco 
o ' ç instaladas na ""laca de sistema. ~ .. ~0 ~~--------~~~~~~~~~j~~~~~~----l_ ________________ j_ ________________ _L ________________ __ 

c~~ ~8 1 
U - ~ ~~ i SCS O. 01 Bloco "F" 11 o Andar Ed. Camargo Corrêa Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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Requisito 

6- Interface 
de VIDEO 

7- Unidade 
de CD/DVD­

ROM 

8-
Controladora 

de I/0 
(por 

equipamento) 

~~~:-__ r-::-;-

' 

"o~/"\ \~. - :, :o v -' ' ~ :.f) \ 
\ ·-- -

? ' z ;; \ 
\o --, ~ \ 
. () ~ \ 
~:') 7J o . 
(- "'i E. <.TI • 

Atributos Ofertados 

• Padrão SVGA, PCI 32 Bits ou 
supetior, com 8 Mbytes no mínimo. 

• 1 (uma) unidade interna, tecnologia 
IDE ou SCSI, com velocidade 
mínima de 24X CD-ROM ou 4X 
DVD-ROM. 

• Devem ser disponibilizadas 
controladoras FIBER CHANNEL, 
operando a 2Gb/s, para acesso à Rede 
SAN, com disponibilidade mínima 
para 2 (dois) canais; 

• Devem ser disponibilizadas 2 (duas) 
interfaces de rede padrão Ethemet 
PCI I 0/10011000 Base-T em 
conformidade com os padrões IEEE 
802.3ab e 802.3u, com possibilidade 
de gerenciamento SNMP; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 
Sim 

Sim 

Sim 

Página da 
documentação Técnica 

Manual26: 

xRef - Pag. 19 

Declaração - Pag. 63 

Manual26: 

xRef- Pag. 19 

Manual26: 

Página Web dos 
componentes : 

Fiber Charme! HBA 

PIN: 24P0960 - Pag.: 
57 

- Placa Ethemet 
1 01100/1000 BaseT: 

PIN : 36P6301 

1-- Pag. 59- NetXtreme 
Gigabit Ethemet 
Adapter User's Guide: 
Pag.61 
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Requisito 

9- Ambiente 
Operacional 

Atributos Ofertados 

• As interfaces de rede devem conectar 
os servidores a Rede do CCD 
utilizando cabeamento UTP CAT -6 e 
conectares RJ-45. 

Os Servidores INTEL TIPO 2 devem ser 
fornecidos com o seguinte ambiente 
operacional para cada equipamento: 

• Microsoft Windows Server 2003 
Enterprise Edition, com número 
ilimitado de usuários simultâneos, 
instalado, licenciado e configurado 
para Rede Corporativa dos 
Coneios; 

Atributos Ofertados 
adicionalmente 

SCS Q . 01 Bloco "F" 11 o Andar- Ed. Camargo Corrêa 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

Proposta Econúmica­
púg. 21 () c 220 

Proposta Econômica 
item 1.3.1 pág 8 

O Sistema Operacional 
Microsoft Windows 
Server 2003 Enterprise 
Edition a ser licenciado 
é conforme endereço 
internet 
http:/ /www .microsoft.c 
om/catalog/display.asp? 
subid=22&site=11261, 
e será instalado e 
configurado conforme 
"Etapa E02 - Instalação 
e Configuração do 
ambiente Plataforma 
Windows 2000/2003" 
do item "2.4 Descrição 
dos Serviços de 
Lnstal~r::'in nn A mhiPntP 

Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
Pág. 150 
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Requisito 

Q::O 
~...o 
~(/) 

~ 
o 

o 
~;':>("'; ~ (!•. 

~~ ~ ~ rn , 
3 o ! 
C/l Z --

Atributos Ofertados 

• 1 (uma) licença do agente 'Concord 
SystemEdge', devidamente 
instalado e configurado conforme 
orientação da equipe técnica dos 
Coneios; 

• 1 (uma) licença de software agente 
de backup compatível com o 
gerenciador de fitoteca especificado 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação Técnica 

Instalação do Ambiente 
na Plataforma Windows 
2000/2003, 
Implementação de MS 
Cluster Service e 
Instalação 
configuração 
Manager", 
página 38. 

e 
de SAN 
conforme 

O Agente SysEdge a ser 
licenciado é conforme 
endereço internet 
http:/ /www.concord.co 
m, e será instalado e 
configurado conforme 
item "2.7 -
Implementação do 
gerenciamento eHealth 
Enhanced Sysedge, 
conforme página 63. 

Manual26: 
IBM Tivoli Storage 

SCS Q . 01 Bloco "F" 11° Andar - Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900 - Fone: (61) 323-3031 Fax: (61) 226-1251 
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Requisito Atributos Ofertados 

no subitem 5.13, devidamente 
instalado e configurado conf01me 
orientação da equipe técnica dos 
Con·eios. 

Atributos Ofertados 
adicionalmente 

• Instalada na configuração máxima do Fontes de alimentação 
equipamento; com suporte a auto­

restart. 
• Recurso de troca sem inte1rupção 

(HOT -SW APP ABLE/HOT­
PLUGGABLE); 

• Possuirá alimentação elétrica de 
acordo com a localidade onde 
instalarão os equipamentos, conforme 
subitem 2.5., freqüência de 60 

10- Fonte de (sessenta) Hertz; 
Alimentação 

• As fontes de alimentação devem ser 
redundantes por fontes internas 
independentes, com alimentação 
redundante, de tal forma que, em 
caso de falha de uma das fontes por 
defeito ou por falta de alimentação 
elétrica em um dos 2 (dois) circuitos, 
o equipamento continue a funcionar 
sem prejuízo das aplicações. 

Confirma 
Atendimento(Sim I 

Não) 

SIM 

Página da 
documentação Técnica 

Manager for Windows 
Storage Agent User's 
Guide, página 79-86 

Manual26: 
xRef- Pag. 19 

Página Web 
componente : 

do 

- PIN : 31P6108- Pag. 
27 

- Manual x360 User's 
Reference : Pag. 29-31 

Proposta Econômica 
Pág 210 e 220. 

~ · /~ 
í/1' ~') 
-<;-----,--:::é---+-------------------------------=---------=-------:-~ -(:> 
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4.1.3. SERVIDORES INTEL TIPO 3 

MARCA: IBM 

MODELO: x325 

FABRICANTE: IBM 

OBJETIVO 

Banco de Dados de Pequeno Porte, Servidores de Aplicação e Serviços de Rede 

Requisito 

1- CPU e 
Perf01mance 

Atributos Ofertados 

• Servidor composto por processadores 
Intel, com no mínimo 2 (dois) 
processadores INTEL XEON, com 
clock mínimo de 2,4 GHz; 

• O equipamento deve apresentar 
performance mínima de 30.000 tpm­
C, conf01me especificado no 
Subitem 2.2.; 

• O equipamento deve ser montado em 
RACK próprio do fabricante com, no 
mínimo, 40U de altura. 

Atributos Ofertados 
adicionalmente 

Processadores Intel 
Xeon com clock de 
3,06GHz 

Confirma 
Atendimento(Sim I 

Não) 

SIM 

Página da 
documentação 

Técnica 

Manual26: 

xRef - Pag. 35 

Componentes : 

PIN: 02R1988- Pag. 
39 

Proposta Econômica 

Página Web do servidor 
equivalente: 

www.tpc.org 

A 
SCS Q . 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-O F CEP: 70397-900- Fone: (61) 323-3031 Fax: (61 ) 226-1251
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t! ltautec 

Atributos Ofertados 
Confirma Página da 

Requisito Atributos Ofertados 
adicionalmente 

Atendimento(Sim I documentação 
Não) Técnica 

Pag. 37 

Cálculo :Tpm-C 
estimado = tpm-C 
auditado= 18.936 *(no. 
De CPU ofertadas= 2 I 
no. CPU auditada = 
1 Tpm-C estimado = 
37.872Página Web do 
Rack - Pag. 65-68 

• Barramento do sistema de, no SIM Manual26: 

mínimo, 533 MHz. xRef- Pag 35 
2 -

BatTamento Componente : 

PIN: 02R1988- Pag. 
39 

• 512kB por processador . SIM Manual26: 

xRef - Pag 35 
3 - Memória 

C ache Componente : 

P/N: 02R1988- Pag. 
39 

Memórias padrão 
1o l ~ 1 Memória • 1,5GB (um gigabyte e meio) ECC SIM Manual26: 
-o o I PC2100 (266MHz), 

·s:~ IRAM SDRAM ou tecnologia superior, 
;,ct, ] ,rl, DDRDIMM 

p f ( ) SCS Q. 01 Bloco "F" 11 ° Andar - Ed. Camargo Corrêa - Brasília-DF CEP: 70397-900 - Fone: 61 323-3031 Fax: 61 226-125 ) 1 
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Requisito 

5-
Controladora 

e 
Unidade de 

Disco 
Rígido­
Interno 

Atributos Ofertados 

instalada. 

• Capacidade em disco de, no mínimo, 
72 GB (líquidos) após implementado 
um arranjo em RAID 1 por hardware 
utilizando discos com tempo médio 
de acesso menor ou igual a 6 ms e 
velocidade de rotação mínima de 
10.000 RPM. 

• Controladora de discos padrão Ultra 
3 SCSI ou supenor , com 
funcionalidade que permita a troca 
de discos ou periféricos defeituosos 
sem interrupção no funcionamento 
do equipamento. 

• São aceitas controladoras de disco 
instaladas na placa de sistema. 

• Padrão SVGA, PCI 32 Bits ou 
superior, com 8 Mbytes no mínimo. 

Atributos Ofertados 
adicionalmente 

suportando 2-way 
interleave e Chipkill 
Memory. 

• Os discos ofertados 
suportam o padrão 
Ultra160 SCSI com 
10.000 rpm e um 
tempo médio de 
acesso de 4,9ms. 

• Controladora Ultra 
320 SCSI com 
capacidade de 
implementação de 
RAID 01 simples 
(espelhamento de 
apenas 02 discos). 

Confirma 
Atendimento(Sim I 

Não) 

SIM 

Página da 
documentação 

Técnica 
xRef- Pag, 35 

Componente : 

P/N: 33L5038- Pag. 
41 

Proposta Econômica 
pág. 210 e 220. 

Manual26: 

Página Web dos 
componentes : 

HDD 

P/N : 06P5756 - Pag. : 
47 

Control. SCSI RAID on 
board: 

xRef- Pag. 35 



autec 

Requisito Atributos Ofertados Atributos Ofertados 
adicionalmente 

Confirma Página da 
Atendimento(Sim I documentação 

Não) Técnica 
--- --------~----------------------------~----------------~----~~~------~----~~~----~ 

~ -------~------------------------------+-----------------~------- ---------

7- Unidade 
de CD/DVD­

ROM 

8-
Controladora 

de I/0 
(por 

equipamento) 

• I (uma) unidade interna, tecnologia 
IDE ou SCSI, com velocidade 
mínima de 24X CD-ROM ou 4X 
DVD-ROM. 

• Devem ser disponibilizadas 2 (duas) 
interfaces de rede padrão Ethernet 
PCI 10/100/1000 Base-T em 
conformidade com os padrões IEEE 
802.3ab e 802.3u, com possibilidade 
de gerenciamento SNMP.; 

• As interfaces de rede devem conectar 
os servidores a Rede do CCD 
utilizando cabeamento UTP CA T -6 e 

Unidade de CD-ROM 
48x-20x IDE 

SIM 

SIM 

----- - ----- ---- -
Manual 26: 

xRcf -- Pag. 35 

Manual26: 

Página Weh do 
componente : 

Placa Ethernet 
10/100/1000 BaseT: 

P/N: 36P6301- Pag. 
59 

NetXtreme Gigabit 
EthernetAdapter 
User's Guide: Pag. 61 

Proposta Econômica 
item 1.3.1 pág 8 

SCS Q . 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: 61) 226-1251 ~ 
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autec 

R equisito Atributos Ofertados 

ambiente operacional para cada 
equipamento: 
• Microsoft Windows Server 2003 

Standard Edition, com número 
ilimitado de usuários simultâneos, 
instalado, licenciado e configurado 
para Rede Corporativa dos 
Correios; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação 

Técnica 

O Sistema Operacional 
Microsoft Windows 
Server 2003 Enterprise 
Edition a ser licenciado 
é conforme endereço 
internet 
http://www.microsoft.c 
om/catalog/display.asp? 
subid=22&site=11261, 
e será instalado e 
configurado conforme 
"Etapa E02 - Instalação 
e Configuração do 
ambiente Plataforma 
Windows 2000/2003" 
do item "2.4 Descrição 
dos Serviços de 
Instalação do Ambiente 
na Plataforma Windows 
2000/2003, 
Implementação de MS 
Cluster Service e 
Instalação e 
configuração de SAN · . p · 
T\thm~HJPr" l'nnfurm.e. ·~ . '. 

SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: 61) 226-1251 -Q· · 
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Requisito 

c :~ ,._ , 
-c- o 
~ {.<! f • 

\ lcO r Fonte de 

Atributos Ofertados 

• 1 (uma) licença do agente 
'Concord SystemEdge', 
devidamente instalado e 
configurado conforme orientação 
da equipe técnica dos CmTeios; 

• 1 (uma) licença de software 
agente de backup compatível com o 
gerenciador de fitoteca especificado 
no subitem 5.13, devidamente 
instalado e configurado conforme 
orientação da equipe técnica dos 
Correios. 

Atributos Ofertados 
adicionalmente 

Instalada na configuração máxima do Fontes de alimentação 
com suporte a auto-equipamento; 

Confirma 
Atendimento(Sim I 

Não) 

SIM 

Página da 
documentação 

Técnica 
Manager", conforme 
página 38. 

O Agente SysEdge a 
ser licenciado é 
conforme endereço 
internet 
http:/ /www .concord.co 
m, e será instalado e 
configurado conforme 
item "2.7 -
Implementação do 
gerenciamento eHealth 
Enhanced Sysedge, 
conforme página 63. 

Manual26: 
IBM Tivoli Storage 
Manager for Windows 
Storage Agent User's 
Guide, página 79-86. 

Manual26: 

xRef- Pag. 35 ' ~J.imentação 
ºo ~ Í o ' 

restart. 
• Recurso de troca sem interrupção 9 

SCS Q . 01 Bloco "F" 11 o Andar- Ed. Camargo Corrêa- Brasflia-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 ~ c:7(=-.) ::62n ! 
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Requisito 

o :::o 
:-o o g (J) 

::l 
o 

I ,, __ . ,, ' I 
l I ~ -
~. ;;;; \i J 

~ 

Atributos Ofertados 

(HOT -SWAPP ABLE/HOT­
PLUGGABLE); 

• Possuirá alimentação elétrica de 
acordo com a localidade onde 
instalarão os equipamentos, 
conforme subitem 2.5., freqüência de 
60 (sessenta) Hertz; 

• As fontes de alimentação devem ser 
redundantes por fontes internas 
independentes, com alimentação 
redundante, de tal forma que, em 
caso de falha de uma das fontes por 
defeito ou por falta de alimentação 
elétrica em um dos 2 (dois) circuitos, 
o equipamento continue a funcionar 
sem prejuízo das aplicações. 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação 

Técnica 
Página Web do 
componente : 

- x235 : User's Guide : 
Pag. 43-45 
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~taute: 

4.2. SERVIDORES RISC 

4.2.1 SERVIDORES RISC TIPO 1 

MARCA: IBM 

MODELO: p690 

FABRICANTE: IBM 

OBJETIVO 

Banco de Dados e aplicações corporativas. 

Requisito 

1- CPU e 

Atributos Ofertados 

Servidor composto por 16 
processadores RISC Power4+ 
1.7GHz que apresenta 
performance mínima de 276.740 
SPECjbb2000, com possibilidade 
de expansão a 553.480 
SPECjbb2000 

Atributos Ofertados 
adicionalmente 

Estão sendo ofertados 
16.740 SPECjbb2000 
além dos 260.000 
SPECjbb2000 
mínimos exigidos. 

Confirma 
Atendimento(Sim I 

Não) 
Sim 

Página da documentação 
Técnica 

Manua125 

SPECjbb2000 IBM 
Corporation IBM eServer 
pSeries 690 Turbo (págs. l e 2) 

Manual18 

Cálculo para comprovação de 
Performance (Equipamentos 
RIS C) (pág. 1) 

SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: {61) 323-3031 Fax: {61) 226-1251 · 
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ltaute 

Requisito 

2 - Memória 
RAM 

3- Supmie à 
Arquitetura 

4- Fonte de 
Alimentação 

Atributos Ofertados Confirma Página da documentação 
Atributos Ofertados 

adicionalmente 
Atendimento(Sim I Técnica 

Não) 

64 Gbytes, instalada, com Mecanismo ECC de Sim Manua122 
possibilidade de expansão para, detecção e correção 

IBM eServcr pScries 690 no mínimo, 512 Gbytes, com de erros 
disponibilidade de recursos para (págs. 3, 5 e 6) 

verificação de erro 

SMP - Symetric Multi Processing Sim Manual22 

IBM eServer pSeries 690 
(págs. 2 e 5) 

Estão sendo propostas 2 fontes, 
Sim Manual 23 • 

número suficiente para 7040-681 IBM (pág. 5) 
supmiar a operação do 
equipamento na configuração Manual 22 
máxima especificada: IBM eServer pSeries 690 

• As fontes possuem recurso (pág. 5)3) 
de troca sem interrupção 
(Hot -Swappable/Hot 

Manual23 

Pluggable) 7040-681 IBM (pág. 20) 

• A alimentação elétrica 
estará disponível de 
acordo com a tensão da Manual23 

localidade onde serão 7040-681 IBM (pág. 5) 
instalados os 

SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa - Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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Requisito 

r-

• 

5-
Controladoras 

~ 

'=-~ Disco Rígido (") :;D 
-o o l 
S:: (l) 

r 
::r 

c 

o 
(") ~ • 
o ~ t )J o 

u ' 

~' 
o . 
() \ 

' z . 

~.;..-~ ', ~ ' 
,..,.,., ,.. I 

:=:> 0 0 

~zJ 

Atributos Ofertados 
Confirma Página da documentação 

Atributos Ofertados 
adicionalmente 

Atendimento(Sim I Técnica 
Não) 

equipamentos e a Drda r11ção Comprohati1ria 
freqüência de alimentação 
é de 60 (sessenta) He1tz; 

• As fontes de alimentação 
são redundantes por fontes 
in temas independentes, 
com alimentação 
redundante, de tal fmma 
que, em caso de falha de 
uma das fontes por defeito 
ou por falta de 
alimentação elétrica eum 
um dos dois (2) circuitos, 
o equipamento continue a 
funcionar sem prejuízo 
das aplicações. 

Estão sendo propostas 16 
Sim Manual20 

discos de 36GB, com 7040-61D IBM (pág. 22) 
funcionalidade de troca sem 
interrupção, com tempo médio Manual22 
de acesso menor ou igual a IBM eServer pSeries 690 (pág 
6ms e com velocidade de 3) 
rotação mínima de 10.000 
RPM. Manual20 

Estão sendo propostas 8 7040-61 D (pág40) 
controladoras de disco PCI 

SCS Q. 01 Bloco "F" 11 o Andar - Ed. Camargo Corrêa - Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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Requisito 

6-
Controladora 

de I/0 

Atributos Ofertados 

Ultra3 SCSI não incorporadas 
na placa de sistema 

• Estão sendo propostas 16 
controladoras Fiber Channel 
operando a 2Gb/s, para acesso 
de alta velocidade a unidades 
de STORAGE e BACKUP. 

• Estão sendo propostas 16 
(dezesseis) interfaces de rede 
padrão Ethemet PCI 
1 01100/1 000 Base-T em 
conformidade com os padrões 
IEEE 802.3ab e 802.3u, com 
possibilidade de 
gerenciamento SNMP. 

• As interfaces de rede irão 
conectar os servidores a Rede 
do CCD utilizando cabeamento 
UTP CAT-6 e conectores RJ-
45. 

7 _Unidade de • Está sendo proposta 1 (uma) 
CD/DVD- unidade de CD-ROM e 1 

ROM (uma) unidade de 
leitora/gravadora de Fita DAT 
DDS-4 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Sim 

Página da documentação 
Técnica 

Manual20 

7040-61D IBM (pág. 43) 

Manual17 

lnstalation and Using Guide 
(pág 1) 

Manual19 

IBM AIX SL Operating 
System (pág. 3) 

Declaração Comprobatória 

Manual23 

7040-681 IBM (págs. 40 e 55) 

Declaração Comprobatória ·~. 

·--. Jd 
- ~ 
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tautec 

Requisito Atributos Ofertados 

• O Servidor possui capacidade 
de remanejar a unidade de fita 
e a unidade de CD-ROM para 
qualquer uma das partições 
implementadas, pela simples 
configuração de software, sem 
a intenupção das aplicações 
em execução. 

• A unidade de CD-ROM possui 
velocidade de 32x. A unidade 
leitora/gravadora de fita atende 
ao padrão DDS 4 

• Está prevista a entrega de 1 O 
(dez) fitas novas, padrão DDS 
3 e 2 (duas) fitas para limpeza 
para cada unidade 
leitora/gravadora de fitas 

• Os servidores RISC Tipo 1 
estão sendo fornecidos com o 
seguinte ambiente 

,.....~~ ..... ~-·P~--+- 8 _ Ambiente operacional, licenciado para 
" , cada uma das 8 (oito) 

go m·z·' -
1 

' : ~- _ s:_:c: ,·l Operacional 
1 

_ ~· ~ partições do equipamento: 
o , , • Sistema operacional AIX 5.2, 

O
r. ~ t 64 Bits, instalado e 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da documentação 
Técnica 

Manual 24 

5765-E62 IBM(pág. 2) 

Manual23 

7040-681 IBM (págs. 40 e 55) 

Manual24 

5765-E62 IBM(pág. 1) 

r._..,. ::v g t configurado para Rede dos 
c.,..J~n~tin4w =====~===~~=~=;;:::;:=;=;==~=====;=;==::::;::~~;:=:;:=:;;=;;~;;:;:::;~::;=::::;=;;::;::;::::;:=;;;;;~-;: 
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Atributos Ofertados Confirma Página da documentação 
Requisito Atributos Ofertados 

adicionalmente Atendimento(Sim I Técnica 
Não) 

Coneios, com número 
ilimitado de usuários 
simultâneos; Manual14 

• Sistema de arqUIVOS JFS System User's Guide: 
(Journaled File System) Operating System and Devices 
proposto está disponível (pág. 54) 
dentro do sistema 
operacional AIX 5.2 Manuall5 

• Está sendo proposto o Installation Guide and 
Network Install Manager Reference (pág. 16 7) 
incluído no sistema 
operacional AIX 5.2. Esta 
ferramenta permite o backup 
e restore do sistema 
operacional (IMAGE 
BACKUP) pela rede TCP/IP 

• Está sendo proposta uma 
licença do agente "Concord 
SystemEdge" devidamente 
instalado e configurado •.. 

conforme orientação da 
equipe técnica dos Correios; 

( ~ - -. 
~"r--._ • Está sendo proposta uma 

o ~í s , ;o 
licença de software agente de 

1·0 backup que permite backup g i}: · w Manual 43 - IBM Tivoli ~ LAN FREE compatível com 
~~ 

::::; 

Storage Manager for AIX 
o 

~~- ~ o o gerenciador de fitoteca . . ,,_; 
~ Stm·age Agent User' s Guide _") f '-:ou P<mPrifir::~rlo no •mnitPm 'i 11 

~b • ., 
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~ltautec 

Requisito Atributos Ofertados 

especificado no subitem 5.13 
devidamente instalado e 
configurado conforme 
orientação da equipe técnica 
dos Coneios. 

• O sistema operacional AIX 
5.2 e o servidor p690 (7040-
681) são produzidos pelo 
mesmo Fabricante- IBM; 

• Estão sendo fornecidas 

• 

licenças do compilador C 
para 6 (seis) servidores RISC 
TIPO 1. A versão fornecida 
do compilador está 
homologada para o AIX 5.2. 
As licenças foram 
dimensionadas considerando-
se o número de processadores 
fornecidos em cada 
equipamento. O compilador 
C é compatível com o padrão 
ANSI C. 
Estão sendo fornecidas e 

~
, , Çi. r 5 1 instaladas as licenças do 

o() . . : _s: ( 'i,-
. software HACMP 4.5 que 

~.,)o; ' ç; permite a criação do 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da documentação 
Técnica 

(pág.l) 

Manual 

"VisualAgeForCAIX.PDF" 

Pág. 1 e 2 

Manuall6 

5765-E54 IBM (pág. 1) 

.:: ::> 8 ~~ ambiente clusterizado entre 
("'"""" ;;u ~8~,-----_j__----------------'-------------'-------------'---------------' 

- ::lJU1 
(; • ITI · 

- i 
•:J c: ' 

,--\~~z ·~~------
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Requisito Atributos Ofertados 

os equipamentos fornecidos. 
• Estão sendo fornecidas 11 

(onze) licenças de HACMP 
(uma por máquina), que 
petmitem a formação de 16 
clusters por equipamento. 
Essas licenças permitem a 
criação de até 88 clusters para 
o ambiente. Dessa forma a 
ECT pode configurar os 
seguintes ambientes: 

• 14 (quatorze) clusters com 2 
(dois) nós para o CCD de 
Brasília/DF; 

• 6 (seis) clusters com 2 (dois) 
nós para o CCD de São 
Paulo/SP 

5. UNIDADE DE BACKUP 

c; y\RCA: IBM 
~ D I 
== ~ODELO: 3584-L32 

\~··. J c ; 

. ;u o 
!. ::0 (J1 ' 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da documentação 
Técnica 

Declaração Comprobatória 

I 
·~o? o ~ÁBRICANTE: IBM 

- ~) o g ' 
r:t:! . I c:s::2J scs Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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OBJETIVO 

Backup Corporativo 

,--------r----------------.------------.-- - --------- - - ---- - - ----- ---, 
Confirma Pá~ina da 

documentação 
Técnica 

Requisito 

1 - Descrição 

,_"S::?~- -:----:::::-::t ·- 2 - Capacidade 
o :-n 9 Ç. 1 da 
g c; · ~ ~ - 1' Biblioteca 

' - I z . ç -' 

\ ~~g ~L 
~~ ~i " 
·- . <\ i \ 

I .r 0 0 ! 
; (J) z I __ ::,..___ ___ ..! 

Atributos Ofertados 

• Serão fornecidos 2 (dois) sistemas 
automatizados de armazenamento 
de dados em cartuchos padrão 'L TO 
Ultrium 2', incorporando 
controladora robotizada, gabinete e 
software de gerenciamento. Sendo 
l(um) sistema para o CCD de 
Brasília-DF e 1 (um) sistema para o 
CCD de São Paulo-SP 

• Para o CCD de Brasília, o 
equipamento possui capacidade de 
armazenamento e recuperação de 
dados para a tecnologia'L TO 
ULTRIUM 2' de, com 60 TB 
(sessenta Terabytes), sem 
compressão (nativo); 

• Para o CCD de São Paulo, o 
equipamento possui capacidade de 
armazenamento e recuperação de 
dados para a tecnologia'LTO 

Atributos Ofertados 
adicionalmente 

Atendimento(Sim I 
Não) 
Sim 

Sim 

Manual 5 - SPEC 
SHEET pag. OI 
Manual 6 pag.l65 e 
172 

Manual 5 - SPEC 
SHEET pag. 01 e 02 
Manual 6 pag.195 

Manual 5 - SPEC 
SHEET pag. O I e 02 __G 

Manual6pag.l95 ~ 
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tautec 

Requisito 

3 - Capacidade 
dos 

Cmtuchos 

4-
Compatibilidade 

Atributos Ofertados 

ULTRIUM 2' de, com 40 TB 
(quarenta Terabytes), sem 
compressão (nativo); 

• Não será wnsiderada para efeito de 
cálculo da capacidade solicitada 
tecnologia de compactação e/ou 
compressão. 

• O Cartucho 'LTO Ultrium 2' possui 
capacidade de 200 GBytes (sem 
compressão). 

• O hardware é compatível com o 
padrão 'LTO Ultrium', permiti a 
leitura de cartuchos, neste padrão, 
instalados na fitoteca atualmente 
instalada nos Correios ('3583-L 72 
IBM L TO Ultrium'). 

• Na fitoteca ofertada para o CCD de 
Brasília possui 300 Slots (60 TB/ 
200GB) 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Sim 

Sim 

Página da 
documentação 

Técnica 

Manual 5 - SPEC 
SHEET pag. O 1 

Manual 5 - SPEC 
SHEET pag. O 1 

Manual 5 - SPEC 
SHEET pag. 02 
Manual 6 pag.195 5 - Quantidade 

de 
SLOTS • Na fitoteca ofetada para o CCD de Manual 5 - SPEC 

.~ A. São Paulo possui 200 Slots ( 40TB/ SHEET pag. 02 

~ ~· q ~~~· --------~--~2~0~0G~BL) __________________ +---------------4-----~~------~M~a=n=u~a~l6~pa~gL.1=9~5~~ 
o :5:: 7:1 (; Quantidade Sim Proposta Econômica 
· z · - =r~ · - • Para o CCD de Brasília está sendo 

• o f de Pág.214 
o ~P. fornecido 600 cartuchos (300*2) 
::; 8 r§ ! Cartuchos 
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Requisito 

7-
THROUGHPUT 

por drive 

8-Número de 
DRIVES 

Atributos Ofertados 

• Para o CCD de São Paulo está 
sendo fomecido 400 cmtuchos 
(200*2) 

• Os drives apresentam perfmmance 
nominal de 35MB/segundo para 
gravação, sem compactação, 
utilizando cartuchos padrão 'L TO 
Ultrium 2' 

• Para o CCD de Brasília, o 
equipamento possui no 20 (vinte) 
drives, atingindo o THROUGHPUT 
nominal de 600 (seiscentos) 
MB/segundo, utilizando tecnologia 
de gravação linear, que permite 
operação simultânea de todos os 
drives. 

• Para o CCD de São Paulo, o 
equipamento possui no 12 (Doze) 
drives, atingindo o THROUGHPUT 
nominal de 360 (Trezentos e 
sessenta) MB/segundo, utilizando 

0 
0
-;ç;- tecnologia de gravação linear, que 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Sim 

Página da 
documentação 

Técnica 
Proposta Econômica 
Pág.226 

Manual 5 - SPEC 
SHEET pag. 01 e 02 

Manual 5 - SPEC 
SHEET pag. O 1 e 02 
+ Proposta 
Econômica Pág.214 

Manual 5 - SPEC 
SHEET pag. 01 e 02 
+ Proposta 
Econômica Pág.226 

g U1 s= ~ petmite operação simultânea de 

~ ~~~ t' ____________ _L __ t~o~d~os~o~s~d~ri~v~e~s·--------------~----------------~----------------~--------------__j 
0Jo 

r~ ~ . ,. ~ . 
~~- ~~it--------------------------~S~C~S~Q~.0~1~B~Io~co~'~'F~"~11~0 ~A~nd~ar~-~E~d~.C~a-m~a-rg-o~C-or~rê~a--~B-ra~sí~lia~-D~F~C~E=P~:7=o~39~7~-9~00~-~F~on-e-:(-6~1)-3-23---30_3_1-Fa-x-:(-61-)-22-6--1-25~1 . '~~ . 
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Requisito 

9-
Conectividade 

Atributos Ofertados 

• Fibre Channel, operando a 2 
Gbit/sec, entre os servidores e a 
unidade de backup. 

• Possui capacidade de 
manutenção/substituição de 
cartuchos, sem intenupção dos 
processos de BACKUP ou 
RESTORE em curso; 

10- Recursos de • Possui 1 (uma) porta de 
Hardware Comunicação para diagnóstico. 

• Sistema de leitura de cógido de 
barras; 

• Os rótulos dos cartuchos - LABEL, 
deverão seguir padrão definido pela 
ECT. 

• Os equipamentos e Softwares 
fornecidos permiti a realização da 
cópia dos dados armazenados nos 
cartuchos em cartuchos novos.; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 
Sim 

Sim 

Sim 

Página da 
documentação 

Técnica 
Manual 5 - SPEC 
SHEET pag. 01 

Manual 6 pag. 162 

Manual 6 pag. 180 

Manual 6 - pag 22 

Manual 11 pag. 187 e 
198 

11 - Retirada das 
Fitas • Os equipamentos e softwares Manual 11 pag. 145 e 

rr
~ ~ fornecidos permite que a 146 

l.
w ~~:·_.~1 · 0~ ·=~~~~-----~-C~O~N~TLM_TL~ __ T_E_I_~_a~fu-e_a_r_ct_~-~-a~-------~--------~------~ ? ~ ~ _ ~"- dos cartuchos duplicados sem que .. ·<~~~~- -· ·:·:•;

1
; 

esta operação interrompa os demais ~ J _ 
--=-~;l..f~--------------S-C_S_Q ___ 0_1_B_Io-co-,-,F-"-11_0 _A-nd-a-r--E-d-.-C-am-a-rg_o_C_o_rr_êa---B-r-as-íl-ia--D-:F-C-=E-=P-: 7--:0-:-39--:7-:-9:-:-0-:-0--F=-o-n-e:-:-(6::-:1-:-)::-:32:-:-3-:-3-:-03::-:1-:F::-:a-x:-=(6-:-1:-:-)-:-22::-:6:--1::-:2-:-:-:51' ,. 
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Requisito 

12- Recursos 
Necessários 

13 - Recursos de 
Software 

Atributos Ofertados 

porcessos de BACKUP ou 
RESTORE em curso. 

• O equipamento possui recurso 
automático para limpeza de todos os 
drives, utilizando processo 
transparente de operação; 

• Será fornecida 
limpeza para 
leitura/ gravação. 

1(uma) fita de 
cada drive de 

• Serão fornecidas e instaladas nos 
servidores descritos no subitem 
5.15, licenças de software que 
desempenhe as funções de um 
GERENCIADOR DE FITA E DE 
BACKUP; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Sim 

Página da 
documentação 

Técnica 

Manual 6 - pag. 25 

Proposta Econômica 
Pág.214 e 226 

• IBM Tivoli 
Storage Manager 
for Databases, 
Data Protection for 
Oracle for Unix 
Installation and 
User's Guide, 
página VII. 

• Manual 11 - Pág.3 

• Proposta Técnica 
- pág 24 (Serviço 
de Implementação 
de Ambiente 
pSeries Regatta, 
Storage e Backup 

SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP. 70397-900- Fone. (61) 323-3031 Fax: 61 ) 226-1251 
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Requisito Atr·ibutos Ofertados 

• As licenças serão fornecidas 
considerando-se o número de 
unidades de backup solicitadas e o 
número total de servidores 
fornecidos; 

• Os PRODUTOS de backup 
fornecidos realizam o BACKUP 
On-Line do SGBD ORACLE que 
será instalado em, pelo menos, 1 O 
(dez) pmtições dos servidores RISC 
Tipo01; 

• Os PRODUTOS de backup 
fornecidos realizam o 
Backup/Restore da base de dados 
do MS Exchange Server 2000 que 
será instalado em, pelo menos, 8 
(oito) Servidores INTEL Tipo O 1. 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação 

Técnica 
-Etapa 05 e 06). 

Proposta Econômica 
Pág. 214 e 226 

Manual 12 Pag.vii 

IBM Tivoli Storage 
Manager for 
Databases, Data 
Protection for Oracle 
for Unix Installation 
and User's Guide, 
página VII 

Manual13 Pag.vii 

IBM Tivoli Storage 
Manager for Mail, 
Data Protection for 
Microsoft Exchange 
Server Installation 
and User's Guide, pg. 

SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa - Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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Requisito Atributos Ofertados Atributos Ofertados 
adicionalmente 

Confirma Página da 
Atendimento(Sim I documentação 

Não) Técnica 
~ ------------+------------------------------+------------------~------~~------4-----~~~~--~ 

14- Fonte de 
Alimentação 

Interna 

• O n. de fontes instaladas é 
suficiente para suportar a operação 
do equipamento na configuração 
máxima especificada; 

• Possui alimentação elétrica de 
acordo com a localidade onde serão 
instalados os equipamentos, 
confotme subitem 2.5, freqüência 
de 60 (sessenta) Hertz; 

• As fontes de alimentação são 
redundantes por fontes internas 
independentes, com alimentação 
redundante, de tal forma que, em 
caso de falha de uma das fontes por 
defeito ou por falta de alimentação 
elétrica em um dos 2 (dois) 
circuitos, o equipamento continue a 
funcionar sem prejuízo das 

Sim 

VIl 

Manual 6 pag. 192 

Manual 5 pag. 2 
Manual 6 pag. 192 

Manual 5 pag. 1 e 2 
Manual 6 pag.191 

' aplicações; 

I 
o ~ c~~=~-----------+--~~~~2-------------------+------------------r-------s~,~.m--------~P~r_o_p_os-.t-a~E~c-. t-,n~ô~n-lt~.c--a 
o rZ\ ~ t , • Serão fornecidos 2 (dois) servidores 
0 

-+- :J I 15 - Geral RISC para o CCD de Brasília, em pág.212 
~ . ~ I 
~o <:; l alta disponibilidade, para abrigar os 
(;.~~ g l SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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tautec 

Requisito 

• 

• 

Atributos Ofertados 
Confirma Página da 

Atributos Ofertados 
adicionalmente 

Atendimento(Sim I documentação 
Não) Técnica 

softwares gerenciadores das 
fitotecas e os softwares 
gerenciadores do backup; 

Serão fom~cidos 2 (dois) servidores 
RISC para o CCD de São Paulo, em 

Proposta Econômica 

alta disponibilidade, para abrigar o 
pág.222-223 

software gerenciador da fitoteca e o 
software gerenciador do backup; 

Os servidores estarão 
dimensionados de tal forma que Declaração 

suportem o gerenciamento de, no Comprobatória 

mínimo, 150 clientes de backup, 
individualmente. 

SCS Q. 01 Bloco "F" 11 o Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900 - Fone: (61) 323-3031 Fax: (61) 226-1251 
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6. AMBIENTE I)E SEGURANÇA 

6.1. SERVIDOR DE SEGURANÇA LÓGICA TIPO 1 

MARCA: CISCO 

MODELO: PIX-535 

FABRICANTE: CISCO 

OBJETIVO 

Ambiente de Segurança dos CCDs 

Atributos Ofertados 
Requisito Atributos Ofertados 

adicionalmente 

• Os Servidores de segurança lógica 
irão operar como firewall, sendo 
formado por 2 pares de máquinas 
para cada CCD (Brasília e São 

1 - Descrição Paulo) trabalhando em alta 
disponibilidade; 

• O produto tem controle de acesso, 
permitindo-se atender a uma 
política de segurança, definindo o 

Confirma Página da 
Atendimento(Sim I documentação 

Não) Técnica 
Sim Proposta Econômica 

Pág.216 e 228 
Declaração do 
Fabricante - Cisco 

Pag.2 - Segurança 
Tipol docl 

SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
Pág. 176 -~ g 
~· o ; 

_.)" i 



~ tau ec 

Requisito 

2-
Características e 
funcionalidades 

~:~ , 
c .c :;. 

Atributos Ofertados 

tipo de 
entrar/sair 
por ele. 

tráfego que pode 
das redes protegidas 

• Além de Controle de Acesso, o 
produto provê as seguintes 
funcionalidades e características: 
• Autenticação; 

• Network Address Translation 
(NAT 1-1 e NAT 1-n); 

• Segurança de Conteúdo 
(anti vírus, checagem de URL e 
Java/ ActiveX); 

• Auditoria; 

• Garantia de disponibilidade no 
caso de falhas, uma segunda 
máquina (ou módulo) deve 
assumir o controle de forma não 
perceptível aos usuários (stateful 
firewall failover); 

Atributos Ofertados 
adicionalmente 

e 
r 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da 
documentação 

Técnica 

Pag. 4 -
Segurança_ Tipo 1_ doe 1 

Pag. 4 -
Segurança_Tipol_doel 

Pag. 3-
Segurança_Tipol_docl 
Pag. 4 -
Segurança_ Tipo 1_ doe 1 

Pag. 3 -
Segurança_Tipo1_doe1 

Pag. 2 -
Segurança_Tipol_doe1 
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Requisito 

n --1== 
- '4 • ff I 

1.'~ " r~ J 
, . ~;=~1 ~ 

Atributos Ofertados 

• Gerar alertas em tempo real 
por meio de e-mail quando se 
tentar violar a política de 
segurança; 

• Proteção baseada no algoritmo 
de segurança adaptável (ASA­
Adaptive Secure Algorithm), ou 
compatível, que oferece um 
firewall orientado à conexão 
com classificação; 

• Prevenção contra ataques de 
negação de serviço; 

• Suporte a aplicações 
multimídia; 

• Supmie à gerência de Listas de 
Acesso em Roteadores; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação 

Técnica 
Pag. 2 -
Segurança_ Tipo 1_ doc4 

Pag. 4 e 13 -
Segurança_ Tipo 1_ doc9 

Pag. 3 -
Segurança_ Tipo 1_ doe 1 

Pag. 2 -
Segurança_ Tipo 1_ doe 1 

Pag. 2 -
Segurança_ Tipo 1_ doe 1 

-;r·· ; i 
·.::~:p_ ~ti t ~c.?"""":: ~.~.~~5,~o~(~========~===============S~C~S~Q~.~0=17B=Io=co="=F'~'1~1~0 ~An=d~a=r-~E~d~.=ca=m=a=rg=o~C~o=rr~êa=-~B~rhas7.íli~a-~D~F~C~E~P:~7~0~39~7~-9~00~-F~o=n~e:~(6~1~)~32~3~-3~03~1~F~a~x: ~(6~1~)2~2~6-~1~25~1 ~ ~ 

\ 

r -'-" u:-- i Pa'g 178 
\ "\\ - ~ . ~ 

Pag. 33 -
Segurança_Tipo1_doc6 
Pag. 43 -
Segurança_ Tipo 1_ doc6 
Pag. 78 -
Segurança_ Tipo 1_ doe6 
Pag. 2 -
Segurança_ Tipo 1_ doe9 
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Requisito Atributos Ofertados 

• Configuração e gerência 
centralizada em cada um dos 
sites; 

• Capacidade de gerenciamento 
remoto. 

• O suporie a serviços é estendido a 
todo e qualquer serviço que 
funcione sobre protocolo IP, com 
a possibilidade de customização. 

• A interface permitire a 
visualização da política de 
segurança definida, com a opção 
de ocultar e visualizar grupos de 
regras desejados, e o diagrama da 
rede protegida. 

• Capacidade de gerar relatórios 
gerenciais, com informações 
sobre estatísticas de tráfego, 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação 

Técnica 

Pag. 2 -
Segurança_ Tipo 1_ doc3 

Pag. 2 -
Segurança_Tipo1_doc3 

Pag. 21 e 23 -
Segurança_ Tipo 1_ doc7 
Pag. 1 -
Segurança_Tipo1_doc8 

Pag. 6 e 15 -
Segurança_Tipo1_doc5 

Pag. 2 -
Segurança_ Tipo 1_ doc4 
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• ltautec 

Requisito Atributos Ofertados 
Confirma Página da Atributos Ofertados 

adicionalmente Atendimento(Sim I documentação 
------------i----------~~~~-----------+------------------~------~N~ã~o~)------~------~T~e~'c~n~i~ca~----~ 

regras mais utilizadas, entre outras 
infmmações. 

• A solução supo11a a integração 
com outros produtos 
complementares, tais como: 
• Sistemas de inspeção de 

conteúdo (http, FTP, SMTP) de 
terceiros; 

• o Suporte ao protocolo H.323 . 

• O produto se integrará 
perfeitamente com o Sistema para 
Detecção de Intrusão oferecido. 

• O produto suporta autenticação de 
usuário, autenticação de sessão e 
autenticação de cliente, bem como 
interagir com os seguintes 
sistemas de autenticação: 
• RADIUS; 
• TACACS. 

• O sistema de gerenciamento do 
ambiente de Firewall será 
disponibilizado pela ltautec em 

Pag. 3 e 4 -
Segurança_ Tipo I_ doe I 

Pag. 3 -
Segurança_ Tipo 1_ doe 1 

Pag. 3 -
Segurança_ Tipo 1_ doc2 

Pag. 4 -
Segurança_ Tipo 1_ doe 1 

Pag. I -
Segurança Tipo 1 doc3 
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Requisito 

3-
Características 

de 
Desempenho 

4-
Configuração 

Física do 
Equipamento 

Atributos Ofertados 

hardware à parte, sendo 01 (um) 
sistema para o CCD de Brasília­
DF e 01 (um) sistema para o CCD 
de São Paulo-SP, podendo estar 
integrado em um mesmo 
framework de gerenciamento dos 
servidores para Detecção de 
Intrusão, Switch Tipo 06 e 
Roteador Tipo 01. 

• A configuração do produto 
apresentará as seguintes 
características mínimas de 
desempenho: 
• Capacidade de tratar no mínimo 

400.000 conexões simultâneas; 
• Possui capacidade de 

processamento supenor a 
1.5Gbps, em texto claro. 

• Em caso de fornecimento de pares 
de equipamentos externos ao 
SWITCH TIPO 1, estes possuirão 
no mínimo 6 (seis) interfaces 
10/100BaseTX, e 2 (duas) 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Sim 

Página da 
documentação 

Técnica 

Proposta Econômica 
Pág.216 e 228 
Declaração do 
Fabricante - Cisco 

Pag. 6-
Segurança_ Tipo 1_ doe 1 

Pag. 6 -
Segurança_ Tipo 1_ doe 1 
Proposta Econômica 
Pág.216 e 228 
Declaração do 
Fabricante - Cisco 

~~ ~ o ~ro~· ----------L_~~~·n~te~r~fu=c~e~s~1~00~0=B~a=s~e=SX~.------~----------------~-----------------L----------------~ 
tn\i ~55 ! 
z 1 -:-~ 1 
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Atributos Ofertados 
Confirma Página da 

Requisito Atributos Ofertados 
adicionalmente 

Atendimento(Sim I documentação 
Não) Técnica 

• Todo o ambiente de firewalls será 
Sim Proposta Econômica 

acompanhado de documentação 
Pág.216 e 228 

5 -
de instalação e configuração. Declaração do 

Fabricante- Cisco 
Características • Possuirá alimentação elétrica de 

Adicionais acordo com a localidade onde 
instalarão os equipamentos, Pag. 7-

conforme subitem 2.5., freqüência Segurança_Tipol_docl 

de 60 (sessenta) He1iz. 

~) ~ ;g ~ l 
,. ~ ' : ~~2. SERVIDOR DE SEGURANÇA LÓGICA TIPO 02 

o :.::; · 
;- ") - o 1 
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MARCA: CISCO 

MODELO: PIX-525 

FABRICANTE: CISCO 

OBJETIVO 

Ambiente de Segurança dos CCDs - Internet 

Atributos Ofertados 
Confirma 

Requisito Atributos Ofertados 
adicionalmente 

Atendimento(Sim I 
Não) 

Os Servidores de segurança lógica 
Sim 

• 
o - operar como firewall, Ira o 
devendo ser formado por pares de 
máquinas, com cada par 
trabalhando em conjunto, com o 
objetivo de manter a alta 
disponibilidade do sistema: 

1 - Descrição 
• 01 (um) par será instalado no 

CCD de Brasília-DF e 01 (um) 
par será instalado no CCD de 
São Paulo-SP. 

• o produto oferece controle de 
- acesso, permitirá atender a uma 
~ · política de segurança, definindo o 
f) 

:J tipo de tráfego que pode o 

:::> entrar/sair das redes protegidas 

Página da 
documentação Técnica 

Proposta Econômica 
Pág.217 e 228 
Declaração do 
Fabricante- Cisco 

Pag. 2 -

Segurança_ Tipo2 _doe 1 

;:? 
-.........:~ 

-~ Jj 
IV " 11 o .. ~ -
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Requisito 

2-
Características e 
Funcionalidades 

Atributos Ofertados 

por ele. 

• Além de Controle de Acesso, o 
produto deve prover as seguintes 
funcionalidades e características: 
• Autenticação; 

• Network Address Translation 
(NAT 1-1 e NAT 1-n); 

• Segurança de Conteúdo 
(antivírus, checagem de URL e 
Java/ ActiveX); 

• Auditoria; 

• Gerenciamento Corporativo, 
. - = 

0 
~ , permitirá que vários 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

Pag. 4-
Segurança_ Tipo2 _doe 1 

Pag. 4-
Segurança_ Tipo2 _doe 1 

Pag. 3-
Segurança_ Tipo2 _doe 1 

Pag. 4-
Segurança_ Tipo2 _doe 1 

Pag. 3-
Segurança_ Tipo2 _doe 1 

Pag. 1-
Segurança_Tipo2_doc5 

~ , ifl ~ 5 ' equipamentos sejam gerenciados 
,- - =; ~ a partir de uma única console; 

--~~L-----------~--~c=~~~==~~~~~~--L-----------------~----------------~------------------~ 
~ --~~~~~· --------------------------------------------~----------~~~~~~~~~~--~~~~~~~==~~ 

\ ~- O o Pág. 184 
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Requisito Atributos Ofertados 

• Garantia de disponibilidade. No 
caso de falhas, uma segunda 
máquina (ou módulo) deve 
assumir o controle de fonna não 
perceptível aos usuários (stateful 
firewall failover); 

• Gerar alertas em tempo real por 
meio de e-mail quando se tentar 
violar a política de segurança; 

• Proteção baseada no algoritmo 
de segurança adaptável (ASA­
Adaptive Secure Algorithm), ou 
compatível, que oferece um 
firewall orientado à conexão 
com classificação; 

• Prevenção contra ataques de 
negação de serviço; 

• Supmie a aplicações multimídia; 

• Supmie à gerência de Listas de 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação Técnica 

Pag. 2-
Segurança_Tipo2_docl 

Pag. 2-
Segurança _ Tipo2 _ doc5 

Pag. 4 e 13-
Segurança_Tipo2_docll 

Pag. 3-
Segurança_ Tipo2 _doe 1 

Pag. 2-
Segurança_Tipo2_docl 

Pag. 2-
Segurança_Tipo2_docl 

Pag. 33-
Segurança_Tipo2_doc8 

SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
Pág. 185 



tautec 

Requisito Atributos Ofertados 
Confirma 

Atendimento(Sim I 
Página da 

documentação Técnica 
Não) 

--------------r--~------~--~----------+---------------~~----~~L------+----------------~ 
Acesso em Roteadores; 

Atributos Ofertados 
adicionalmente 

• Configuração e gerência 
centralizada em cada um dos 
sites; 

• Capacidade de gerenciamento 
remoto. 

• O suporte a serviços deve ser 
estendido a todo e qualquer 
serviço que funcione sobre 
protocolo IP, com a possibilidade 
de customização. 

Pag. 43-
Scgurança __ Tipo2 _doeR 

Pag. 78 -
Segurança_ Tipo2_doc8 

Pag. 2-
Segurança_ Tipo2 _doe I I 

Pag. 1-
Segurança_ Tipo2 _ doc4 

Pag. 2-
Segurança_ Tipo2 _ doc4 

Pag. 21 e 23-
Segurança_ Tipo2 _ doc9 

Pag. 1-
Segurança_Tipo2_doc10 

f' j:d 
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Requisito Atributos Ofertados 

• A interface pe1mite a visualização 
da política de segurança definida, 
com a opção de ocultar e 
visualizar grupos de regras 
desejados, e o diagrama da rede 
protegida. 

• Capacidade de gerar relatórios 
gerenciais, com informações sobre 
estatísticas de tráfego, regras mais 
utilizadas, entre outras 
infmmações. 

• A solução tem que supmtar a 
integração com outros produtos 
complementares, tais como: 
• Sistemas de inspeção de 

conteúdo (HTTP, FTP, SMTP) 
de terceiros; 

• Supmie ao protocolo H.323. 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação Técnica 

Pag.6 e 15-
Segurança_ Tipo2 _ doc7 

Pag. 2-
Segurança_ Tipo2 _doeS 

Pag. 3 e 4-
Segurança_ Tipo2 _doe 1 

Pag. 4-
Segurança_ Tipo2 _doe 1 

Pag. 3-
Segurança_ Tipo2 _ doc2 
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Requisito Atributos Ofertados 

• O produto se integrará 
perfeitamente com o Sistema para 
Detecção de Intmsão oferecido. 

• O produto tem que suportar 
autenticação de usuário, 
autenticação de sessão e 
autenticação de cliente, bem como 
interagir com os seguintes 
sistemas de autenticação: 
• RADIUS; 
• TACACS. 

• O produto suportará VPN padrão 
IPSEC, com as seguintes 
características: 
• Algoritmos de criptografia 

(DES, 3DES); 

• Capacidade supenor a 1000 
conexões simultâneas; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Página da 
documentação Técnica 

Pag.4-
Segurança_ Tipo2 _doe 1 

Pag.1-
Segurança_ Tipo2 _ doc3 

Pag.2-
Segurança_ Tipo2 _ doc3 

Pag.2-
Segurança_ Tipo2 _ doc3 
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<::':J ;o o 1 Pag.2-
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Requisito 

3-
Características 

de 
~~ ~ Desempenho 
~\ , n ~ la 

Atributos Ofertados 

• Capacidade de processamento 
em 3DES superior a 50Mbps; 

• Supmie a certificados digitais 
X.509v3. 

O sistema de gerenciamento do 
ambiente de Firewalls será 
disponibilizado pela ltautec no 
mesmo hardware gerenciador dos 
SERVIDORES DE SEGURANÇA 
LÓGICA TIP001 , sendo 01 (um) 
sistema para o CCD de Brasília-DF e 
01 (um) sistema para o CCD de São 
Paulo-SP. 

• A configuração do produto 
apresentará as seguintes 
características mínimas de 
desempenho: 
• Capacidade de tratar no mínimo 

280.000 conexões simultâneas; 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Página da 
documentação Técnica 

Segurança_ Tipo2 _ doc3 

Pag. 3-
Segurança_ Tipo2 _ doc6 

Pag. 1-
Segurança_ Tipo2 _ doc4 

Proposta Econômica 
Pág.216 e 228 
Declaração do 
Fabricante- Cisco 

Pag. 6-
Segurança_Tipo2_docl 

J ~· :c ~ f 
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Requisito 

4 - Configuração 
Física 

do Equipamento 

5-
Características 

Adicionais 

Atributos Ofertados 

processamento supenor a 
350Mbps, em texto claro. 

• Em caso de fornecimento de pares 
de equipamentos externos ao 
SWITCH TIPO 1, estes devem 
possmr no mínimo 6 (seis) 
interfaces 1 0/1 OOBaseTX, e O 1 
(uma) interface 1000BaseSX. 

• Todo o ambiente de firewalls será 
acompanhado de documentação 
de instalação e configuração. 

• Possuirá alimentação elétrica de 
acordo com a localidade onde 
instalarão os equipamentos, 
confmme subitem 2.5., freqüência 
de 60 (sessenta) Hertz. 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 

Sim 

Sim 

Página da 
documentação Técnica 

Declaração de 
Fabricante- Cisco 

Proposta Econômica 
Pág.216 e 228 
Declaração do 
Fabricante - Cisco 

Proposta Econômica 
Pág.216 e 228 
Declaração do 
Fabricante - Cisco 

Pag. 7 -
Segurança_ Tipo2 _ doc1 
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6.3. SERVIDOR PARA DETECÇÃO DE INTRUSÃO 

MARCA: CISCO 

MODELO: IDS-4250 

FABRICANTE: CISCO 

OBJETIVO 

Detecção e V elificação de Ataques à Rede Corporativa dos Correios 

Requisito 

1 - Descrição 

Atributos Ofertados 

• O SERVIDOR DE DETECÇÃO 
DE INTRUSÃO irá operar como 
Intmsion Detection System - IDS, 
sendo formado por: 
• 02 (dois) módulos que devem 

integrar-se ao SWITCH TIPO 1, 
tomando o tráfego diretamente 
no painel traseiro desse Switch, 
sendo que 01 (um) módulo será 
instalados no CCD de Brasília-

..., DF e 01 (um) módulo será 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 
Sim 

Página da 
documentação 

Técnica 
Pag. 3 - Intrusão_ doe 1 

Proposta Econômica 
Pág.217 e 228 

M 
1 ~ ~ ! instalado no CCD de São Paulo-

= SP; 
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Requisito 

f- -

Atributos Ofertados Confirma Página da 
Atributos Ofertados 

adicionalmente Atendimento(Sim I documentação 
Não) Técnica 

(dois) equipamentos externos, 
sendo O 1 (um) equipamento no 
CCD de Brasília- DF e O I (um) 
equipamento no CCD de São 
Paulo-SP, desde que a tomada do 
tráfego seja realizada através de 
1 (uma) das portas SPAN do 
SWITCH TIPO 01. 

SCS Q . 01 Bloco "F" 11 o Andar - Ed. Camargo Corrêa - Brasília-O F CEP: 70397-900- Fone: (61) 323-3031 Fax: (61 ) 226-1251 
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2-
Características e 
Funcionalidades 

• O ambiente de IDS é composto 
por dois elementos 
complementares: 

• Sensor: 
• Responsável por monitorar a 

rede a que está conectado, 
analisando tanto o cabeçalho 
(header) como a área de dados 
(payload) de cada pacote que 
trafega pela rede citada, de modo 
a vetificar se os referidos 
pacotes constituem tráfego 
autorizado. 

• O sensor é capaz de monitorar o 
tráfego de redes TCP/IP, 
observando no mínimo uma 
interface de rede com 500 Mbps 
em tráfego full. 

• O sensor oferece uma interface 
de controle lOBaseT/ lOOBaseTX 
(em caso de equipamento 
externo ao SWITCH TIPO 1); 

• O sensor funciona de forma 
transparente, ou seja, não deve 
causar impacto no desempenho 

-~ ~ do switch, monitorando o tráfego 
r--~:-'i.~~~~---1-

0 o ~ no painel traseiro de comutação 
g ' .,·

1

, ~ ;~ 1 do switch (em caso de utilização 

Sim Pag. 1 - Intmsão _doeS 

Pag. 1 - Intmsão _ doc4 

Pag. 2 e 3-
Intmsão doe 1 

Pag. 3 - Intmsão _doe 1 

Estamos usando 
solução externa. 

z ' Pc. ~ de módulos para o SWITCH 0 

-g~~~~!,------------~-------------7sc=s~Q~.0~1~B~Io_c_o~"F~"~1~1°~A~n~da-r--~E~d.~C~a-m-ar_g_o~Co-r~rê-a--~B~ra~sí~lia--D~F~C~E~P-:~70~3-97~--90-0---F-on-e-: (~6-1)-3-23---30-3-1-Fa-x-:(-6-1)-2-2-6--12-5~1 
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TIPO 1); 

• O sensor possui a capacidade de 
monitorar diversas VLANs 
simultaneamente, utilizando o 
recurso de captura VLAN ACL 
ou a funcionalidade SP AN. 

• Software de controle: 
• o Software baseado em sistema 

operacional HP-UX, Solaris, 
AIX, Windows 2000 ou LINUX, 
capaz de monitorar de forma 
centralizada a atividade de 
múltiplos sensores, estejam estes 
localizados em segmentos de 
rede locais ou remotos. Deve ser 
possível configurar remotamente 
os sensores utilizando se o 
software de controle. Em caso de 
falha de um dos sensores 
utilizados, um alarme deve ser 
enviado para o software de 
controle. O software de controle 
deve registrar em uma base de 

0 
~ , ~ 2 1 f dados às configurações de cada 

~ ~-'" - - subordinados. A comunicação 

Pag. 3 - Intrusão_ doc4 

Pag. 7 e 13-
Intmsão doe 11 

Pag. 1 - Intrusão_ doeS 

Pag. 3-
Intrusão doe 11 

Pag. 2 - Intrusão_ doeS 

Pag. lO-
Intrusão doc12 

0 (J) · s ~ } I um dos sensores que lhe são 

I ~ . é entre os sensores e o software de 
lc\~ S $~-~·- --"i ______ _t_ __ c_o_nt_r_o_le_d_e_v_e_s_e_r_a_u_t_en_t_ic_a_d_a_._O.:___t. _________ _~_ _________ ___j_ _________ _j 
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software de controle permitirá 
integração com base de dados 
Oracle versão 8.i ou superior, ou 
SQL Server versão 2000 ou 
supenor. 

• O sistema analisa cada um dos 
pacotes que trafegam pela rede a 
que está conectado e também a 
relação de tais pacotes com os 
adjacentes a ele no fluxo de 
dados da rede. Imediatamente 
após a identificação de uma 
eventual violação da política de 
segurança o sensor deve enviar 
um alarme para o software de 
controle. 

• O bloqueio de uma tentativa de 
invasão não afeta os demais 
usuários. 

• O sistema permitirá a detecção das 
seguintes classes de ataques: 
• Ataques com nomes específicos: 

tais como PHF e Smurf; 

• Ataques genéricos: (ataques 
nomeados com múltiplas 
variações) tais como Pacotes IP 
fragmentados e Teardrop; 

Pag. 2 - Intrusão_ doc2 

Pag. 3- Intrusão_doc4 

Pag. 5 - Intrusão_ doe 1 

Pag. 3 - Intrusão_ doc2 

Pag. 3 - Intrusão_ doc2 
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• Ataques que utilizam recursos 
de detecção Whisker anti-IDS; 

• Ataques com assinaturas 
complexas: tais como Simplex­
Mode TCP hijacking e E-mail 
Spam; 

• Ataques a servidores Web, a 
servidores de E-mail, "Denial of 
Service", "FTP exploits", acesso 
não autorizado, a servidores de 
banco de dados, a servidores de 
aplicação e serviço (NT, Solaris, 
HP-UX, AIX, Linux), a 
servidores DNS e Probin 
Attacks. 

• O sistema ainda permite a criação 
de regras personalizadas de 
identificação de invasões para que 
possa ser adaptado à estrutura 
particular disponível na ECT . À 
medida que novos ataques forem 
sendo descobertos . deve ser 

Declaração de 
Fabricante - Cisco 

Pag. 3 - Intrusão_ doc2 

Pag. 1 a 12-
Intrusão doe 13 

Declaração de 
Fabricante - Cisco 

Pag. 6 - Intrusão_ doc4 

Pag. 3 - Intrusão_ doc5 g ~ ~ ~~ i possível criar "assinaturas" Z \ ~ ~~o~t~~- ----------L-~~~---=~--~~~~~----------------l_ ______________ J_ ______________ _ 
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associadas aos mesmos de modo a 
prevemr tentativas de 
reincidência. 

• O software de controle é capaz de 
enviar alarmes v1a e-mail para 
notificar a violação de uma dada 
regra de segurança. 

• O sistema registra informações 
tais como origem, destino, horátio 
e tipo dos ataques ocorridos. 

• O sistema possibilita a atualização 
automática das "assinaturas" 
através de download seguro v1a 
Web. 

• O Sistema possui supotie a SSH 
para comunicação e configuração 
segura. 

• O sistema deve realizar a 
verificação do TCP Three Way 
Handshake. 

• Além disso, o sistema: 
• Oferece respostas em tempo real 

para os ataques via rede, com 

Pag. 2 - Intrusão_ doc6 

Pag. 2 - Intrusão_ doc3 

Pag. 7 - Intrusão_ doc4 

Pag. 2 - Intrusão_ doc4 

Pag. 5- Intrusão_doc8 
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possibilidade de té1mino da 
sessão e reconfiguração de 
regras de acesso em firewall, que 
seja possível configurar; 

• Suporta captura de log de sessão 
no fonnato padrão TCP Dump; 

• Bloqueia tentativas de invasão, 
que seja possível configurar; 

• Pe1mite a verificação de 
decodificação de protocolos, 
scripts CGI, DNS, acesso remoto 
via BIND, daemons; 

• Permite a 
respostas 
mascaramento 
criação de 
modificação 
resposta; 

customização de 
a intrusões, 

de tráfego, 
conexões e 

de ações de 

• Possui feiTamentas de 

Pag. 5 - Intrusão_ doei 

Pag. 5- lntrusão_docl 

Pag. 2- Intrusão_doc3 

Pag. 1 a 12-
Intrusão doe 13 

Pag. 5- Intrusão_ doei 
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configuração com 
gráfica, controlando 
sistemas de detecção; 

interface 
múltiplos 

'" Registra as sessões de ataques, 
com possibilidade de 
"playback' '; 

• Utiliza base de dados em tempo 
real para ajuda a resposta a 
incidentes ocorridos; 

• Gera sumários de relatórios das 
atividades registradas; 

• Utiliza recurso de e-mail e traps 
SNMP para env10 de 
informações a consoles com 
platafmma de gerenciamento; 

• Detecta eventos em ambientes 
computacionais com os sistemas 
operacwna1s Windows NT 4.0 
(Server e Workstation) e Unix 
(AIX, Solatis, Linux, HP-UX); 

Pag. 1 - Intrusão_ doeS 

Pag. 6 - Intrusão_ doc4 

Pag. 2 - Intrusão_ doc6 

Pag. 2 - Intrusão_ doeS 

Pag. 2 - Intrusão_ doeS 

Pag. 2 - Intrusão_ doc9 
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• Fornece suporte ao 
gerenciamento de riscos através 
de relatórios técnicos e 
gerenciais pré-definidos, com 
detalhamento das informações 
coletadas; 

• Permite a criação de relatórios 
técnicos e gerenciais 
personalizados, em formas 
textuais e gráficas; 

• Possui documentação detalhada 
para possibilitar a configuração; 

• É robusto para suportar qualquer 
tipo de ataque contra si próprio; 

• Peimitirá a instalação sem 

Pag. 1 - Intrusão_ doc4 

Pag. 8- Intrusão_doc4 

Pag. 2, 3, 4, 5, 7-
Intrusão doe 1 O 

Pag. 2- Intrusão_doc6 

Serão entregues os 
manuais do produto 
que permitem sua 

configuração 

Pag. 5 - Intrusão_ doc4 

necessidade de alteração na . ""\ p 
infraestrutura de rede e sem C:::: b 

~ :n 1 causar degradação do seu _/"'"" ~ 
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3-

desempenho; 

Permite a configuração remota, a 
pattir da console de gerenciamento. 

• O ambiente de gerenciamento dos 
Servidores IDS será 
disponibilizado pela Itautec em 
hardware exclusivo, à parte, 
podendo estar integrado em um 
mesmo framework de 
gerenciamento dos SERVIDORES 
DE SEGURANÇA LÓGICA, 
SWITCH TIPO S e ROTEADOR 
TIPO 1; 

Características • Todo o ambiente de será 
Adicionais acompanhado de documentação 

de instalação e configuração; 

• O produto deve integrar-se, de 
forma transparente, com o 
ambiente de gerência dos 
SERVIDORES DE 
SEGURANÇA LÓGICA, sendo 
capaz de reconfigurar 
automaticamente as regras desses 

Sim 

Pag. 7 - Intrusão_ doc4 

Pag. 1 - Intrusão doeS 

Pag. 1 - Intrusão_ doeS 

Proposta Econômica 
Pág.217 e 228 

Proposta Econômica 
Pág.217 e 228 

Pag. 2- Intrusão_doc7 

· 0 ::c equipamentos. 
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7. RACK PARA EQUIPAMENTOS 

MARCA: IBM 

MODELO: 9306-420 

FABRICANTE: IBM 

Requisito 

1 - Estrutura 
Física 

Atributos Ofertados 

• Todos os equipamentos 
fornecidos, que não tenham 
RACK próprio do fabricante, 
serão instalados em estruturas de 
RACK, com as seguintes 
características: 
• RACK do tipo fechado, em aço, 

com 19" de largura e 
profundidade de 1 03cm, para 
fixação dos dispositivos 
ofetiados; 

• Altura de 42U; 
• Permite a instalação de todos os 

equipamentos com largura 
padrão de 19" (dezenove 
polegadas); 

Atributos Ofertados 
adicionalmente 

Confirma 
Atendimento(Sim I 

Não) 
Sim 

Página da 
documentação Técnica 

Manual26: 
Página Web do 
componente : 

- Rack Principal: 
P/N: 9306-420 - Pag. 
65 
- Rack Extensor: 
PIN : 9306-421 - Pag. 
67 

Declaração 
Comprobatória 

-;n • ~ ~ \ • Sistema de ventilação através de 
, _ Po I polias perfuradas; ·~ p 

-~ • ~~o~ ________ _L __ ·~c~o~lu~n~a~s--~d~e--~se~g~,u~n~d~o--~p_la_n_o~----------------~------------------~----------------~ C::: ~1 ~t=":. n v> ~ . o ~ c ... :::> :::o cs 
._ ~ "" :::0 (J1 

L~ ._-" --.. CT:! • í 
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I 

Requisito I Atributos Ofertados 

(aprox im ~1clamcntc I O em ): 
• sistema de chave e fechadura: 

latera is e traseira removí vei s: 
guias de roteamento verticais e 
horizontais (organizadores de 
cabos). 

Confirma Página da 
Atributos Ofertados 

Atendimento(Sim I documentação Técnica 
adicionalmente 

Não) 

~~~; Oi;i 
ll__~ · ___ -r~~~~~j~~~~~: ~!----------------------------~S~C~S~Q-. ~01~B~I-oc-o~"=F'-'1_1_0 _An-d~a-r-~Ed~.~C~a-m-ar_g_o~C-or-rê~a--~B-ra-s~íli~a-~D~F~C~E~P~: 7=o~39=7~-9=o~O--~Fo_n_e-: (~6~1)~3=2~3-~3=o3=1~F~a-x:~(6~1~)P=~=:~.-1~~~~~ 
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tautec 

• Os RACKS serão interligados à 
rede elétrica através de tomadas 
tripolares, a serem instaladas pela 
Itautec quando realizar a 
adequação da estmtura elétrica das 
Salas de Segurança Físicas, 
conforme subi tem 1.3 .1. alínea 1. 

do ANEXO 1-A do Edital · 
' 

• A Itautec instalará 32 (trinta e 
duas) réguas de tomadas no suíte 

2 - Estmtura de Racks no CCD de Brasília, e 
Funcional outras 27 (vinte e sete), no CCD 

de São Paulo, considerando cada 
circuito elétrico existente na Sala 
de Segurança Física, com tomadas 
universais em número suficiente 
para total de elementos instalados 
no RACK. As réguas possuem 
pmagem compatível com as 
tomadas dos equipamentos 
instalados no RACK. 

Sim Manual26: 

Página Web do 
componente : 
- PIN : 32P1736- Pag. 
77 

. _r--...._ ·%c_ 
• OBS.: As PDUs deverão ter suas ~ \J - · 

tornadas removidas e substituídas ~~ . 
-------~-;~~t __________ -t __ Lp~o~r~to~m~ad~a~s~p~a~d~rã~o~AB~~N~T~·~----~----------------~------~~------~~--------------__JI ( 

r -n o :;:o A Sim P O~ 1-o o 3 - Gerais • quantidade de RACKS roposta Econômica 
dimesionada pela Itautec é de 8 conforme Configuração 
para o CCD de Brasília e 5 para 0 (pág.21 O) e descrito . 

. =,-~0~~~~~=-=-=-=-=-=-=-=-~=-=-=-=-=-=-=-=-=-=-=-=-=-=-=-~=-==~======~===-----------------------~j_ __________________ _l~~~--~~_j 
SCS O. 01 Bloco "F" 11o Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 

Pág. 205 



o :::0 \ 

~8 , -r-:::J 

' o 
o 

. o ~ 

tautec 

CCD de São Paulo e deverá ser 
aprovado pela ECT, levando-se 
em conta a atual distribuição dos 
equipamentos nas Salas de 
Segurança Física e os critérios de 
padronização do layout definidos 
pela ECT. 

SCS Q . 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) 226-1251 
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4. Configuração de 

. Q~\l~ 

Equipamentos · ftl 
4.1 Brasília 

SWITCH TIPO 1 e SERVIDOR DE SEGURANÇA LÓGICA TIPO 1 

. . _:;prô:duct · .. · ·. -> ·" '· •• ' '·' •• •• 
··f•• ;; ,.,.~ .. r _;, i"' ir J~~(:llpü~a <.~.-. ~-i:·:·:::. ::::x·~ ~,~ ·: . Q.uantiey _ 

WS-C6513 Cat 6513 Chassis, 13slot, 19RU, No Pow Supply, No Fan Tray 1 
WS-C6K-13SLT-FAN2 High Speed Fan Tray for Catalyst 6513 I Cisco 7613 1 
WS-CAC-2500W Catalyst 6000 2500W AC Power Supply 1 
WS-CAC-2500W 12 Catalyst 6000 Second 2500W AC Power 1 
CAB-AC-2500W -INT Power Cord, 250Vac 16A, INTL 2 
SC6K-S2CVK9-7.6.1 Catalyst 6000 Sup 2 Flash Image wiCV and SSH, Release 7 .6.1 1 
WS-X6K-S2-MSFC2 Catalyst 6500 Supervisor Engine-2, 2GE, plus MSFC-2 I PFC-2 1 
S6MSF2ZV-12113E Catalyst 6000 MSFC2 lOS SER VICE PROVIDER WNIP 1 
WS-X6500-SFM2 Catalyst 6500 Switch Fabric Module 2 I 
WS-X6516-GBIC Catalyst 6500 16-port GigE Mod: Fabric-Enabled (Req. GBICs) 1 
WS-X6548-GE-TX Catalyst 6500 48-port fabric-enabled 10110011000 Module 1 
WS-X6548-GE-TX Catalyst 6500 48-port fabric-enabled 10110011000 Module 1 
WS-X6548-GE-TX Catalyst 6500 48-port fabric-enabled 10110011000 Module 1 
WS-X6548-GE-TX Catalyst 6500 48-port fabric-enabled 10110011000 Module 1 
WS-X6066-SLB-APC Catalyst 6000 Content Switching Module 1 
SC6K-3.1.3-CSM CSM 3.1.3 Software Release 1 
WS-SVC-NAM-1 Catalyst 6500 Network Analysis Module-I 1 
SC-SVC-NAM-3 .1 Catalyst 6500 NAM SW Release 3.1 1 
WS-SVC-FWM-l-K9 Firewall blade for Catalyst 6500 1 
SC-SVC-FWM-1.2-K9 Firewall Module Software 1.1(2) for Catalyst 6500 1 

WS-G5484 lOOOBASE-SX Short Wavelength GBIC (Multimode only) 18 
MEM-S2-128MB Catalyst 6000 Sup2 Mem, 128MB DRAM Option 1 
MEM-MSFC2-128MB Catalyst 6000 MSFC-2 Mem, 128MB DRAM Option 1 
SF-PIX-PDM-2 .1 PIX Device Manager for FW Module for Catalyst 6500 1 

SWITCH TIPO 2 

Product Description Quantity 
WS-C2950G-48-EI Catalyst 2950,48 101100 with 2GBIC slots, Enhanced Image 1 

CAB-AC Power Cord, II OV I 

WS-X3500-XL GigaStack Stacking GBIC and 50cm cable 1 

PWR675-AC-RPS-NI = 675W Redundant Power Supply with 1 connector cable 1 

CAB-RPS-16I4= I RPS 675 connector cable I6114 1 

WS-G5484 IOOOBASE-SX Short Wavelength GBIC (Multimode only) 1 

WS-C2950T-24 24 1011 00 ports wl 2 I 0110011 OOOBASE-T ports, Enhanced Image 1 

PWR675-AC-RPS-Nl= 675W Redundant Power Supply with I connector cable I 

CAB-RPS-I614= I RPS 675 connector cable 161I4 -'-- - · ....-------
i RQS no . 03/2005 . c 

SCS Q. 01 Bloco "F" 11° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: (61) ~:f§PI~$1 • COR .:10 
Rr·g. 20"1 i 

,.(\ (\ .· ,--. 
. S N°.L;i/ , J._ 

' 



· .... ,. 

~ltautec 
SWITCH TIPO 3 

Product Descripti_on .. \ ' 
Quantity 

2109-C36 IBM Tota!Storage Cabinet C36 1 
6080 Ruggedized Rack Feature 1 
9200 Quantity ofPlant Installed 2109-M12's 2 
9751 Brazilian!Portuguese 1 
9823 Single Phase Group 2 Cord 1 

Product Description · Quantity 
2109-M12 IBM Tota!Storage SAN Switch- 128 Port 1 

2310 M12 Shortwave SPF Transceiver 128 
3216 16port 2Gb Switch Blade 6 
5325 M12 Fiber Cable (multimode) 128 
7201 Fabric Manager 1 
9202 Second M12 Installed in 2109-C36 1 

Product Descriptio-B: - Quantity ' ·' 

2109-M12 IBM Tota!Storage SAN Switch- 128 Port 1 
2310 M12 Shortwave SPF Transceiver 128 
3216 16port 2Gb Switch Blade 6 
5325 M12 Fiber Cable (multimode) 128 
7201 Fabric Manager 1 
9201 First M12 Installed in 2109-C36 1 

SWITCH TIPO 4 

Product Des.cription · ···. -~ Quantity 
KV13 8A CHASSIS AFFINITY ARQUITETURA 8 USUARIOS 14 

KY1301 C-R2 AFFINITY USERJCPU C I X 4 CARD 28 

KV1300C SERYSWITCH AFFINITY- PLACA O USER X 4 CPUS 28 

KY1306C SERVSWITCH AFFINITY HI-DENSITY EXPANS 14 

RMK19A-BB SERVSWITCH AFFINITY KIT PARA RACK 19" 14 

KV1 80035 SERVSWITCH AFFINITY HI-DENS EXP CABLE 50 

EHN515-0035 CABO SERVSWITCH CPU SUN/HD15 COM 10,6M 28 

EHN 382-0035 CABO SERVSWITCH CPU COAX PC COM 10,6M 100 

EHN382-0100 CABO SERVSWITCH CONSOLE COAX PC/PS2 COM 30,0M 100 

EHN383-0 I 00 CABO SERVSWITCH CONSOLE COAX PC/PS2 COM 30,0M 8 

EHN225-0100 CABO SERYSWITCH CONSOLE SUN/HD15 COM 30,0M 8 

Monitor, Teclado e Mouse 

Product Description Quantity 

31P7453 Teclado ABNT 8 

28L3673 Mo use 8 

31P8136 Monitor 17" Preto ----g~ --· i RQS nv U-:Jif.V~~ 
SCS Q. 01 Bloco "F" 11 o Andar- Ed. Camargo Corrêa - Brasília-DF CEP: 70397-900 - Fone: (61) 323-3031 F~i:'}i6M_12_26-1 25-1 r· 
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SWITCH TIPO 5 

Product Descríption · :·· ·~- ~ r-Quantity 
CVPN3060-HA-K9 2 Complete VPN 3060 Redundant Systems 1 
CAB-AC Power Cord,IIOV I 
CVPN3060-SW -K9 Software for VPN3060 Concentrator 1 
CAB-AC Power Cord,IIOV 1 
CVPN3060-SW -K9 Software for VPN3060 Concentrator 1 

ROTEADOR TIPO 1 

Prodúct :í>escription -' ' Quan'tity 
CISC03745 3700 Series, 4-Slot, Dual FE, Multiservice Access Router I 
PWR-3745-AC AC Power Supply for the Cisco 3745 1 
PWR-3745-AC/2 Redundant AC System Power Suppy for the Cisco 3745 1 
CAB-AC Power Cord, I1 OV 2 
S374AK9-I230I Cisco 3745 Ser lOS ENTERPRISE PLUS IPSEC 3DES I 
NM-1FE2W I 1 O/I 00 Ethemet 2 W AN Card Slot Network Module I 
WIC-2T 2-PORT SERIAL W AN INTERFACE CARD 2 
NM-IA-E3 I-PORT E3 ATM NETWORK MODULE 2 
NM-lGE 1 Port GE Network Module 1 
WIC-2T 2-PORT SERIAL WAN INTERFACE CARD 2 
CAB-SS-V35MT V.35 Cable, DTE Male to Smart Serial, 10 Feet 8 
WS-G5483= 1000BASE-T GBIC 1 

ROTEADOR TIPO 2 

Product Description 
- -

Quantity 
CISC01751-V 10/100 Modular Router wNoice,32F/64D 1 
MEMI700-64U96D Cisco 175I-V 64MB to 96MB DRAM Factory Upgrade 1 
S17C7VK9-12215T Cisco 1700 lOS IP/ADSLNOICE PLUS IPSEC 3DES 1 
WIC-2T 2-PORT SERIAL W AN INTERFACE CARD 1 
VIC-2FXO Two-port Voice Interface Card- FXO 1 
VIC-2FXS Two-port Voice Interface Card - FXS 1 
PVDM-256K-4 4-CHANNEL PACKET VOICE/F AX DSP MODULE 1 
CAB-AC Power Cord,110V 1 
CAB-SS-V35FC V.35 Cable, DCE Female to Smart Serial, 10 Feet 1 
CAB-SS-V35MT V.35 Cable, DTE Male to Smart Serial , 10 Feet 1 
PVDM-256K-4 4-CHANNEL P ACKET VOICE/F AX DSP MODULE 1 

ROUTER-SDM Device manager for routers 1 
PVDM-256K-4 4-CHANNEL P ACKET V O ICE/FAX DSP MODULE 1 

SCS Q. 01 Bloco "F" 11 o Andar- Ed. Camargo Corrêa- Brasília-O F CEP: 70397-900- Fone: (61) 323-3031 



:Bitautec 
INTEL TIPO I (x440) 

'Product ·: .l>é§~ttpd.9n~ : :·: .. · · •. ·, ·, ' ' Quantity .·.,,,_ 
- ~c<·,'•' 

8687-7RX-LM x440 Xeon MP 2.0GHz/2MB L3 (4way), 2GB 14 
59P51RR SMP Expansion Module 14 
59P5 173 Xeon MP 2.0GHz/2MB L3 proc. upgr. 56 
33L3324 512MB PC 133 ECC SDRAM RDIMM 168 
06P5 75A 73.4GB IOK Ul60 SCSI HS HDD 28 
06P5740 4Lx 14 
24P09fil FC2-133 Host PCI Adapter 28 
31Pó30 1 NetXtreme I OOOT Ethemet PCI Adapter 42 

INTEL TIPO 2 (x360) 

Product · · ::'nésÇ,dptióW. · --·.-;. ~-~!:;;1'~·~::-::~ ~.~ .. 'f(> ·., · 'Qúantity ·. 
8686-9RX- LM x360 Xeon MP 2.0GHzi2MB L3 (2way), 2GB 29 

59Pó!\ 17 Xeon MP 2.0GHzi2MB L3 proc. upgr. 58 
331.3283 512MB PC 1600 ECC DDR SDRAM RDIMM 116 
06P5 756 73.4GB IOK Ul60 SCSI HS HDD 58 
06P5740 4Lx 29 
24P0960 FC2-133 Host PCI Adapter 58 
31P6301 NetXtreme I OOOT Ethemet PCI Adapter 58 
31P6108 370W HS RedundantPS 29 

INTEL TIPO 3 (x235) 

· Product 
. . 

' 
-. 

~~crlptioª~ . ... ::;· . ..· ~ _..... . ~ 

Qua~tity .. -. . ~ . .. 
8671-8AX-LM x235 Xeon 3,06GHz/512KB, 512MB 27 

02RI988 Xeon 3.06GHz/512KB proc. upgr. 27 
33L5038 512MB DDR PC21 00 ECC RDIMM 54 
32P0727 73.4GB IOK U320 SCSI HS HDD 54 
3IP6301 NetXtreme I OOOT Ethemet PCI Adapter 54 
59P4211 5U x 24D Tower-to-Rack Kit III 27 

RACK 

Product Description .. . Quantity •.· 

9306-420 NB42SR I 

93 06-42 1 NB42SX 7 

32PI 736 DPI Universal Rack PDU 32 

94G6670 Blank Filler Pane) Kit 6 

94G7448 IEC 320 Cl4 64 



:lltautec 

INTEL ADICIONAIS 

INTEL TIPO 2 (x360) 

PrõdU:ct · r .. * 
.. nesc.ripnoil· " 

8686-9RX-LM x360 Xeon MP 2.0GHz/2MB L3 (2way), 2GB 
59P6817 Xeon MP 2.0GHz/2MB L3 proc. upgr. 
33L3283 512MB PCI600 ECC DDR SDRAM RDIMM 
06P5756 73.4GB IOK Ul60 SCSI HS HDD 
06P5740 4Lx 
24P0960 FC2-133 Host PCI Adapter 
31P6301 NetXtreme I OOOT Ethemet PCI Adapter 
31P6108 3 70W HS Redundant PS 

INTEL TIPO 3 (x235) 

.. 
. ... "" 

' Pr()dÚct - .. ' , : .' - l>~éripdolt: ·:. ;:,;;., ;~ -~ .. '!<:~ • .. _;;;.' 
' . ' 

8671-8AX-LM x235 Xeon 3,06GHz/512KB, 512MB 
02RI988 Xeon 3.06GHz/512KB proc. upgr. 
33L5038 512MB DDR PC2100 ECC RDIMM 
32P0727 73.4GB IOK U320 SCSI HS HDD 
31P6301 NetXtreme I OOOT Ethemet PCI Adapter 
59P4211 5U x 24D Tower-to-Rack Kit III 

INTEL TIPO 3 (x235) 

~rºduct ~s~riP.t!~.u\ • .1", 7' ~ <~f_ u • ..; , .. 
"' ·-. 

8671-8AX-LM x235 Xeon 3,06GHz/512KB, 512MB 
02R1988 Xeon 3.06GHz/512KB proc. upgr. 
33L5038 512MB DDRPC2100 ECC RDIMM 
32P0727 73.4GB lOK U320 SCSI HS HDD 
31P6301 NetXtreme I OOOT Ethemet PCI Adapter 
59P4211 5U x 24D Tower-to-Rack Kit III 

INTEL TIPO 3 (x235) 

Product bescription •.· 

8671 -8AX-LM x235 Xeon 3,06GHz/512KB, 512MB 
02Rl988 Xeon 3.06GHz/512KB proc. upgr. 
33L5038 512MB DDRPC2100 ECC RDIMM 
32P0727 73.4GB lOK U320 SCSI HS HDD 
31P6301 NetXtreme lOOOT Ethemet PCI Adapter 
24P0960 FC2-133 Host PCI Adapter 
59P4211 5U x 24D Tower-to-Rack Kit III 

INTEL TIPO 3 (x235) 

Quàntity 
I 
2 
4 
2 
I 
2 
2 
1 

Qlianticy 
I 
1 
2 
2 
I 
1 

: ~u~ticy : 
1 
1 
2 
2 
1 
1 

·Quantity 
1 
I 
2 
2 
1 
1 
1 

~-
----

·' ..... 



~ltautec 
8671-8AX-LM x235 Xeon 3,06GHzi512KB, 512MB 

02R1988 Xeon 3.06GHz/512KB proc. upgr. 
33L5038 512MB DDR PC2100 ECC RDIMM 
32P0727 73.4GB 10K U320 SCSI HS HDD 
31P6301 NetXtreme 1000T Ethemet PCI Adapter 
59P4211 5U x 24D Tower-to-Rack Kit III 

INTEL TIPO 3 (x235) 
~ 

· PtodlJ.~t ,. ,: ........ · 

8671-8AX-LM 
02R1988 
33L5038 
32P0727 
31P6301 
59P4211 

RISC TIPO 1 

7040-681 
2624 
3155 
3255 
4199 
4484 
4618 
4651 
5246 
5251 
5257 
6158 
6161 
6162 
6170 
6181 
6182 
6183 
6189 
6198 
6418 

6419 
6565 
8121 

8692 
9300 

~~:~~ .... :. ·-.. ;, ~~~ 1 • ~ 3· · r;~~~· ;"· 
.. I. • • .a-. ., •• '.;oi:_~ •• : •• iJ)~cÍipfclji -.. .,,_, ;.\(~jft;,{··""?•\ii: ~:~,( · 

x235 Xeon 3,06GHzi512KB, 512MB 
Xeon 3.06GHz/512KB proc. upgr. 
512MB DDR PC21 00 ECC RDIMM 
73.4GB 10K U320 SCSI HS HDD 
NetXtreme lOOOT Ethemet PCI Adapter 
5U x 24D Tower-to-Rack Kit III 

Rack Server 1 :pSeries 690 Model 681 CEC 
32X (Max) SCSI-2 CD-ROM Drive 
Diskette Drive Cable 
Operator Pane! Attachment Cable 
128MB Level3 Cache (4 x 32MB), 567MHz 
16GB Memory Card, 567MHz, Inward Facing 
Drawer Placement Indicator, 18U Position, Primary Rack 
Rack Indicator, Rack #1 
8-Way POWER4+ Turbo Processor Option 
Processor Clock Card, Programmable 
Processor Bus Pass Through Module 
20/40GB 4mm Internai Tape Drive 
Cable Group, Power Controller to CEC and Fans 
Interface Cable, Service Processor to Power Subsystem 
Power Converter Assembly, Central Electronics Complex 
Power Cable Group, CEC to Power Controller 
Power Cable Group, CEC to Power Controller 
Power Cable Group, CEC to Power Controller 
DC Power Converter, CEC, Additional 
Capacitor Book, Two Processor Modules 
Support Processor with Remote V0-2 (RI0-2) Loop Attachment, 
Two Loops 
Remote V0-2 (RI0-2) Loop Adapter, Four Loop 
Backplane, Central Electronics Complex 
Attachment Cable, Hardware Management Console to Host, 15-
Meter 
Media Drawer, Operator Panel , Diskette 
Language Group - US English 

1 
1 
2 
2 
1 
1 

. . QÚ;àú:ti,cy· 
1 
1 
2 
2 
1 
1 

8 
8 
8 
8 
16 
32 
8 
8 
16 
8 
16 
8 
8 
8 
16 
8 
8 
8 
16 
8 
8 

8 --

8 
8 

8 
8 

----------------------:-:---:-::--:--t~~~2õõ5~-c~-1, 
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cettautec 
7040-61D 110 Drawer 1:Model 61D 110 Drawer 8 

2118 Converter Cable, VHDCI to P, Mini-68 pinto 68 pin, 0.3M 8 
2122 SCSI Cable - 110 Drawer to Media Dmwer 8 
2943 8-Port Async Adapter EIA-232/RS-422 (PCI) 16 
3125 Serial to Serial Port Cable for Rack/Rack 16 
3156 RI0-2 (Remote 110-2) Cable, 1.75M 32 
3277 36.4 GB 15,000 RPM Ultra3 SCSI Disk Drive Assembly 64 
4609 Dmwer Placement lndicator, 9U Position, Primary Rack 8 
4651 Rack Indicator, Rack #1 8 
5701 ffiM 10/10/1000 Base-TX Ethernet PCI-X Adapter 64 
6121 110 Drawer Attachment Cable Group, Drawer Position #4609 8 
6172 Power Converter Assembly, 110 Drawer 16 
6179 Power Cable, 110 Drawer to Media Drawer 8 
6203 PCI Dual Charme! Ultra3 SCSI Adapter 8 
6239 2 Gigabit Fibre Charme! PCI-X Adapter 64 
6564 Ultra3 SCSI 4-Pack Hot Swap Back Plane 32 
6571 110 Drawer PCI-X Planar, 10 Slot, 2 Integrated Ultra3 SCSI Ports 16 
9300 Language Group - US English 8 

· Pro.d.~c.( · . ff 'r•• ;· ,;. "· ' ~·.;\. ; '·' M~n.[i#.hó.:"~ · .. ·.~ ~··:,;· . . 't'"' .,~!''l •· '"'Qua.._.ntY " 
" : ~. -- , . . '· . ' - -. . . . .• .. ·~. •.:: .. B .. ,... . ., - . 

7040-61D 110 Drawer 2:Model 61D 110 Drawer 8 
2118 Converter Cable, VHDCI to P, Mini-68 pinto 68 pin, 0 .3M 8 
2943 8-Port Async Adapter EIA-232/RS-422 (PCI) 16 
3125 Serial to Serial Port Cable for Rack/Rack 16 

3156 RI0-2 (Remote 110-2) Cable, 1.75M 32 
3277 36.4GB 15,000 RPM Ultra3 SCSI Disk Drive Assembly 64 
4605 Dmwer Placement Indicator, 5U Position, Primary Rack 8 
4651 Rack Indicator, Rack #1 8 
5701 ffiM 1011011000 Base-TX Ethernet PCI-X Adapter 64 

6122 110 Drawer Attachment Cab1e Group, Drawer Position #4605 8 

6172 Power Converter Assembly, 110 Drawer 16 

6203 PCI Dual Charme! Ultra3 SCSI Adapter 8 

6239 2 Gigabit Fibre Channel PCI-X Adapter 64 

6564 Ultra3 SCSI 4-Pack Hot Swap Back Plane 32 

6571 110 Drawer PCI-X Planar, 10 Slot, 2 Integrated Ultra3 SCSI Ports 16 

9300 Language Group - US English 8 

Product Descrwtion · ' Quantity 
7040-61R 7040-61R: Rack l:Model61RRack 8 

0190 Rack Content: 7040/68I - I7U 8 

OI91 Rack Content: 7040/61D- 4U I6 

0192 Rack Cont: 7040/681 8692 - I U 8 

OI93 Rack Cont: 7040/6IR 8690- 8U 8 

4651 Rack Indicator, Rack # I 8 

6070 Front Door, Black with Copper Accent, Primary Rack 8 

6075 Rear Door, Acoustic, Primary or SecondaJy Rack 8 

6186 Bulk Power Regulator 32 

6187 Power Controller, Four Cooling Fans, Three DC Power Converter 16 

. Or"\ ~ ,~n fl1J' 
~..;.~~ 1 
200~ . CN . .. 
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Connections 

6188 Power Distribution Assembly 16 
8678 Line Cord, 6AWG, 14ft, IEC309 Plug 16 
8690 Bulk Power Assembly, Redundant 8 
9300 Language Group - US English 8 

- P.roduét; :;. . ::; ·.· ~~ -:: ·. •' ' .. :. '. · -•-~· -· Dtséripticili ~'" · ::.; '"IS~: ~ ;,:_?_. '<;_· : ., · • . . • .... C=•i\ , _,. ., ,.,., c_ • .,., ; Qu8ílti!Y · 
7315-C02 HMC 1 :Hardware Management Console 2 

0966 pSeries Indicator 2 
2943 8-Port Async Adapter EIA-232/RS-422 (PCI) 2 
3627 IBM P76/P77 Color Monitor, Stealth Black, Captured Cable 2 
4962 10/100 Mbps Ethemet PCI Adapter TI 2 
5005 Software Preinstall (RS) 2 
8121 Attachment Cable, Hardware Management Console to Host, 15- 16 

Meter 
8800 Quiet Touch Keyboard- USB, Stealth Black, US English, #103P 2 
8841 Mouse - Stealth Black with Keyboard Attachment Cable 2 
9004 Southem H(:!rnisphere Designator for Monitors 2 
9300 Lang Grp Spec.-US Eng. 2 
9800 Power Cord Specify- US/Canada 2 

Notebook - console para RISC TIPO 1 

Product Description 
2388-BP2 

UNIDADE DE BACKUP 

Produét Description . Quantity 

3584-D32 IBM UltraScalable Tape Library Expansion Frame 1 
1452 Frame Control Assembly 1 

1462 Fibre Channel Patch Pane! 1 

1476 LTO Ultrium 2 Fibre Drive Canister 8 

1660 101100 Ethemet Support 1 

1901 Dual AC Power 1 

1902 Additional AC Power 2 

6025 25M LC-LC Fibre Channel Cable 1 

9212 Attached to Windows System 1 

9600 Attached to RS/6000 1 

Product Description Quantity 
3584-L32 IBM UltraScalable Tape Library 1 

1462 Fibre Channel Patch Pane! 1 

1476 LTO Ultrium 2 Fibre Drive Canister 12 

1603 Capacity Expansion 1 

1662 3584 Specialist 1 

1901 Dual AC Power - 1 
' 
1 ROS n° 0312005 - C 
H- ::. .. ' ,·. RRE\0 
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~ltautec 
2710 Remote Support Facility 1 
6025 25M LC-LC Fibre Charme! Cable 56 
9002 First Expansion Frame Attachment 1 
9212 Attached to Windows System 1 
9600 Attached to RS/6000 1 
9660 10/100 Ethemet Support 1 

Product Descl'iption 
. I 

Qu~nticy - T 

3589-004 Ultrium cleaning cartridges 1 
4005 5-pack Ultrium cleaning cartridge 4 

Product DescriptiQ~ 
-· 

Qu~ntity 

3589-006 200GB Ultrium Tape Cartridges with Labeling Services 1 
6020 200GB Ultrium Tape Cartridges w/Label 20-pack 30 
8000 Jewel Cases 1 
9006 Label background color Lt Blue 1 
9022 Color/vibrant background 1 

9110 First character ofVolser is A 1 
9200 Second character ofVolser is O 1 

9300 Third character ofVolser is O 1 
9400 Fourth character ofVolser is O 1 

9500 Fifth character ofVolser is O 1 

Disco SSA (576GB) para Ambiente de Alta Disponibilidade ITSM - Backup 

Product Besciiptlon ·Quantity 
7133-D40 7133-D40 SERIAL DISK SYSTEM -ADV ANCED Drawer Model 1 

0550 0550 Havant Mfg. Indicator 
8022 8022 50/60 HZ AC Power Supplies 
8031 8031 Raven Black Drawer Cover 
8399 8399 Additional Dummy Drive 
8572 8572 Advanced 10K rpm/72.8 GB Disk Module 
8802 8802 2.5 Meter Advanced SSA Cable 

9300 9300 Language Groups - US English 

ITSM- BACKUP (RISC ADICIONAL) 

Dois servidores Risc em alta disponibilidade e Rack 

Prod,uct 
7028-6C4 

2633 
2848 
3158 
3254 
4250 
4254 
4452 
4651 

ITSM SPM:pSeries 630 Model 6C4 Rack-mount Server 
CD-ROM Drive - 48X (Max) IDE 
POWER GXT135P Graph.ics Accelerator 
36.4GB 10,000 RPM Ultra3 SCSI Disk Drive Assembly 
RIO Cable Support Brackets 
Connector Cable, 6-slot PCI Riser to Media Bays. 
SCSI Connector Cable 
2048MB (4x512MB) SDRAM DIMM Memory 
Rack Indicator, Rack # 1 

1 
1 
1 
8 
8 
4 
1 

. '.. QuantitY · 
2 
2 
2 
4 
2 
2 
2 
4 

. ·--- -, 
~ I '"' " .. &- !Vl/'1 Ql:. Cl'l :l 

,\,1 ..} I V '-' ''- ' '-' 
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~ltautec 
51~ 7 2-way 1.45 GHz POWER4+ Processor Card 4 
5701 IBM I 011011000 Base-TX Ethemet PCI-X Adapter 2 
6151< 20/40GB 4mm Internai Tape Drive 2 
6230 Advanced SeriaiRAID P1us Adapter 2 
6~39 2 Gigabit Fibre Channel PCI-X Adapter 6 
6.273 Power Supply ,645 Watt AC, Hot-Swap, Base and Redundant 4 
6557 Redundam Cooling 2 
656R Ultra3 SCSI 4-Pack Hot Swap Back Plane 2 
917~ Power Specify, AC 2 
9300 Lang.Group Spec.-US English 2 
955ft 6 Slot PCI Riser (lnitial order only) 2 
9581 RI0-2 Enablement lndicator 2 
9911 Power C.-AII(Std.Rack P.C.) 2 

.. . Product · .,. nés~~iJi#.(ni':/: ··-· ·. :. :X ,..f:;.;:_::~r''!!~ ._. ... :, . ·Quantity · 
7311-D~O 110 Drawer 1 :Model 020 110 Drawer 2 

3147 Remote 110 Cable, 3.5M 4 
4651 Rack lndicator, Rack #I 2 
5701 IBM 10/1011000 Base-TX Ethemet PCI-X Adapter 2 
6006 SPCN 3m Cable: Drawer to Drawer 4 
6239 2 Gigabit Fibre Channel PCI-X Adapter 4 
6268 Power Supply, 435 Watt AC, Hot-swap, Base and Redundant 4 
6417 RI0-2 Ports to 110 Planar Riser Card 2 
9172 Power Specify, AC 2 
9300 Lang Grp Spec.-US English 2 
9911 Pwr Cord Spec.- All 2 

Product . : .. ![ "· L. ; · .:_. ~; ~.:, ·. :.; ~cnptjon.:; ~.1\ · "··-:· · :.;' ;" Quantity 
·• 

70 14-TOO 7014-TOO : Rack 1 :IBM RS/6000 Rack Model TOO 1 
6068 Front door (Biack) for 1.8M(High Perforation) racks 1 
6098 Si de pane) (black) for 1.8M or 2M racks 2 
7176 Power Distribution Unit- Si de Mount, Single Phase, L6-30 1 

Connector 
9176 Pwr Dist Unit Spec.l Ph.L6-30 1 

9300 Language Group US English 1 

9800 Power Cord US/Canada I 

SERVIDOR DE SEGURANÇA LÓGICA TIPO 1 

Product Description -· Quantity 
PTX-535-UR-BUN 535UR Bundle (Chassis, unrestricted SW, 2 FE ports, VAC) I 

CAB-AC Power Cord, 11 OV 1 

PIX-VP N-3DES 168-BIT 3DES VPN FEA TURE LICENSE FOR PIX FIREW ALL 1 

SF-PIX-6 .3 PIX v6.3 Software for the 515/5 15E, 520, 525 and 535 Chassis l 

PIX-IGE-66 66MHz Gigabit Ethemet Interface, Multimode (SX) SC 1 

PIX-4FE-66 PIX 66-MHz Four-port 101100 Ethemet Interface, RJ45 1 

PIX-\ 'AC -PLUS VPN Accelerator Card Plus (VAC+) for PIX Firewall 1 

PIX-.5 3.5U R-SW Unrestricted feature Iicense for PIX 535 Firewall 1 

PI.X-5 35- !\ 1 flvl-.5 12 PIX .535 512MB RAM Upgrade (2-256MB DIMM, UR Only) 1 



PIX-535-FO-BUN 535FO Bundle (Chassis, failover SW, 2 FE ports, VAC) 1 
CAB-AC Power Cord, 11 OV 1 
PIX-VPN-3DES 168-BIT 3DES VPN FEA TURE LICENSE FOR PIX FIREW ALL 1 
SF-PIX-6.3 PIX v6.3 Software for the 515/515E, 520, 525 and 535 Chassis 1 
PIX-lGE-66 66MHz Gigabit Ethemet Interface, Multimode (SX) SC 1 
PIX-4FE-66 PIX 66-MHz Four-port 10/100 Ethemet Interface, RJ45 1 
PIX-VAC-PLUS VPN Accelerator Card Plus (V AC+) for PIX Firewall 1 
PIX-535-MEM-512 PIX 535 512MB RAM Upgrade (2-256MB DIMM, UR Only) 1 
PIX-535FO-SW Failover feature Iicense for PIX 535 Firewall 1 

SERVIDOR DE SEGURANÇA LÓGICA TIPO 2 

Product Déscripti~n 

PIX-525-UR-BUN 525UR Bundle (Chassis, unrestricted SW, 2 FE ports, VAC) 

SERVIDOR PARA DETECÇÃO DE INTRUSÃO 

·Product 
. . .. 

:Pescrip{i'on · n."' • ~~-- ·' . Quanticy 
IDS-4250-TX-K9 4250 Sensor (chassis, s/w, SSH, 10/100/lOOOBaseT w/ RJ-45) 1 
CAB-AC Power Cord, 11 OV 1 
IDS-RAIL-2= 2 post Rail Kits for the IDS 4235/4250 Sensor Platforms 1 

GERÊNCIA 

Product Descr-iption . .. ' ... . ~'·· Quantity 
CSACSE-1111-K9 Cisco Secure ACS 3.2 Solution; includes HW and SW 1 
CAB-AC Power Cord, 11 OV 1 
CSACSE-3.2-SW-K9 Config. Option; CSACS 3.2 Software loaded on Cisco 1111 1 
CSACS-3.2-WIN-K9 Cisco Secure ACS 3.2 for Windows 1 

VMS- IDS e PIX FW 

Product Description 
. 

QuanQty 
CWVMS-2.1-UR-K9 VMS 2.1 WIN/SOL Unrestricted HIDS 3DES SW 1 
CWVMS-IDS-2.5 License For IDS Host Sensor Console 1 

LAN - SWITCHES 

Product Description 
CWLMS-2.2-K9 LAN Management 2.2 for WIN/SOL; CM, DFM, RME, RTM, CV 

W AN - ROUTERS 

Product Description 
CWRW -1 .3-K9 Routed W AN Mgmt 1.3 for WIN/SOL; ACL, IPM, RME, CV 

- 'l 

~ RQS n° 03/2005 - CN ;I 
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4.2 São Paulo 
SWITCH TIPO 1 

Product . J)e~ériptlón ··' ~ 
Quantity 

WS-C6513 Cat 6513 Chassis, 13slot, 19RU, No Pow Supply, No Fan Tray 1 
WS-C6K-13SLT-FAN2 High Speed Fan Tray for Catalyst 6513 I Cisco 7613 1 
WS-CAC-2500W Catalyst 6000 2500W AC Power Supply 1 
WS-CAC-2500W 12 Catalyst 6000 Second 2500W AC Power 1 
CAB-AC-2500W-INT Power Cord, 250Vac 16A, INTL 2 
SC6K-S2CVK9-7.6.1 Catalyst 6000 Sup 2 Flash lmage wiCV and SSH, Release 7.6.1 1 
WS-X6K-S2-MSFC2 Catalyst 6500 Supervisor Engine-2, 2GE, plus MSFC-2 I PFC-2 1 
S6MSF2ZV-12113E Catalyst 6000 MSFC2 lOS SER VICE PROVIDER WNIP 1 
WS-X6500-SFM2 Catalyst 6500 Switch Fabric Module 2 1 
WS-X6516-GBIC Catalyst 6500 16-port GigE Mod: Fabric-Enabled (Req. GBICs) 1 
WS-X6548-GE-TX Catalyst 6500 48-port fabric-enabled 10110011000 Module 1 
WS-X6548-GE-TX Catalyst 6500 48-port fabric-enabled 10110011000 Module 1 
WS-X6548-GE-TX Catalyst 6500 48-port fabric-enabled 10110011000 Module 1 
WS-X6548-GE-TX Catalyst 6500 48-port fabric-enabled 10110011000 Module 1 
WS-X6066-SLB-APC Catalyst 6000 Content Switching Module 1 
SC6K-3.1.3-CSM CSM 3.1.3 Software Release 1 
WS-SVC-NAM-1 Catalyst 6500 Network Analysis Module-I 1 
SC-SVC-NAM-3.1 Catalyst 6500 NAM SW Release 3.1 1 
WS-SVC-FWM-1-K9 Firewall blade for Catalyst 6500 1 
SC-SVC-FWM-1.2-K9 Firewall Module Software 1.1(2) for Catalyst 6500 1 
WS-G5484 1000BASE-SX Short Wavelength GBIC (Multimode only) 18 
MEM-S2-128MB Catalyst 6000 Sup2 Mem, 128MB DRAM Option 1 
MEM-MSFC2-128MB Catalyst 6000 MSFC-2 Mem, 128MB DRAM Option 1 
SF-PIX-PDM-2.1 PIX Device Manager for FW Module for Catalyst 6500 1 

SWITCH TIPO 2 

Product Description Quantity 
WS-C2950G-48-EI Catalyst 2950, 48 101100 with 2GBIC slots, Enhanced Image 1 
CAB-AC Power Cord,110V 1 
WS-X3500-XL GigaStack Stacking GBIC and SOem cable 1 
PWR675-AC-RPS-N1 = 675W Redundant Power Supply with 1 connector cable 1 
CAB-RPS-1614= 1 RPS 675 connector cable 16114 1 

WS-G5484 1000BASE-SX Short Wavelength GBIC (Multimode only) 1 

WS-C2950T-24 24 10/100 ports wl 2 10/lOOi lOOOBASE-T ports, Enhanced Image 1 

PWR675-AC-RPS-N1 = 675W Redundant Power Supply with 1 connector cable 1 

CAB-RPS-1614= 1 RPS 675 connector cable 16114 1 



~ltautec 
SWITCH TIPO 3 

Product . Description ' Quàntity 
' ' - " 

2109-C36 ffiM TotalStorage Cabinet C36 1 
6080 Ruggedized Rack Feature 1 
9200 Quantity ofPlant Installed 2109-M12's 1 
9751 Brazilian/Portuguese 1 
9823 Single Phase Group 2 Cord 1 

Product 
,, 

llescription · 
~ ', 

Qtiantity 
2109-M12 ffiM TotalStorage SAN Switch- 128 Port 1 

2310 M12 Shortwave SPF Transceiver 128 
3216 16port 2Gb Switch Blade 6 
5325 M12 Fiber Cable (multimode) 128 
7201 Fabric Manager 1 
9201 First M12 Installed in 2109-C36 1 

SWITCH TIPO 4 

~roduct 
. . 

- ' '' 
. ~scripgon Quantity 

KVI34A-R2 SERVSWITCH AFFINITY- 4 CONSOLES X 16 CPUi"S I 

KV131A-R2 SERVSWITCH AFFINITY W/EXPANSION MODUL 7 

KVI305C SER VSWITCH AFFINITY - PLACA DE EMPILHAMENTO I 

EHN382-0100 CABO SERVSWITCH CONSOLE COAX PC/PS2 COM 30,0M 120 

EHN383-0IOO CABO SERVSWITCH CONSOLE COAX PC/PS2 COM 30,0M 7 

Monitor, Teclado e Mouse 

Product Description Quantity 
31P7453 Teclado ABNT 4 
28L3673 Mo use 4 

31P8136 Monitor 17" Preto 4 

SWITCH TIPO 5 

Product Description Quantity 
CVPN3060-HA-K9 2 Complete VPN 3060 Redundant Systems 1 
CAB-AC Power Cord,110V 1 
CVPN3060-SW-K9 Software for VPN3060 Concentrator 1 

CAB-AC Power Cord, 1I OV I 

CVPN3060-SW-K9 Software for VPN3060 Concentrator I 



~ltautec 
ROTEADOR TIPO 1 

Product I>escription ;; .Quantity 
CISC03745 3700 Series, 4-Slot, Dual FE, Multiservice Access Router 1 
PWR-3745-AC AC Power Supply for the Cisco 3745 1 
PWR-3745-AC/2 Redundant AC System Power Suppy for the Cisco 3745 1 
CAB-AC Power Cord, 11 OV 2 
S374AK9-12301 Cisco 3745 Ser lOS ENTERPRISE PLUS IPSEC 3DES 1 
NM-1FE2W 1 101100 Ethemet 2 W AN Card Slot Network Module 1 
WIC-2T 2-PORT SERIAL W AN INTERFACE CARD 2 
NM-1A-E3 1-PORT E3 ATM NETWORK MODULE 2 
NM-lGE 1 Port GE Network Module 1 
WIC-2T 2-PORT SERIAL W AN INTERFACE CARD 2 
CAB-SS-V35MT V.35 Cable, DTE Male to Smart Serial, 10 Feet 8 
WS-G5483= 1000BASE-T GBIC 1 

ROTEADOR TIPO 2 

Prodnct 
CISC01751-V 10/100 Modular Router wNoice,32F/64D 1 
MEM1700-64U96D Cisco 1751-V 64MB to 96MB DRAM Factory Upgrade 1 
S17C7VK9-12215T Cisco 1700 lOS IP/ADSLNOICE PLUS IPSEC 3DES 1 
WIC-2T 2-PORT SERIAL WAN INTERFACE CARD 1 
VIC-2FXO Two-port Voice Interface Card- FXO 1 
VIC-2FXS Two-port Voice Interface Card - FXS 
PVDM-256K-4 4-CHANNEL P ACK.ET VOICE/F AX DSP MODULE 
CAB-AC Power Cord, 11 OV 1 
CAB-SS-V35FC V.35 Cable, DCE Female to Smart Serial, 10 Feet 
CAB-SS-V35MT V.35 Cable, DTE Male to Smart Serial, 10 Feet 
PVDM-256K-4 4-CHANNEL P ACK.ET VOICE/F AX DSP MODULE 
ROUTER-SDM Device manager for routers 
PVDM-256K-4 4-CHANNEL PACK.ET V O ICE/FAX DSP MODULE 

INTEL TIPO 1 (x440) 

· Product . ' ' néscriptlon .: · ' ... . _-r~ Quantity ; 

8687-7RX-LM x440 Xeon MP 2.0GHz/2MB L3 ( 4way), 2GB 7 
59P5188 SMP Expansion Module 7 
59P5173 Xeon MP 2.0GHz/2MB L3 proc. upgr. 28 
33L3324 512MB PC133 ECC SDRAM RDIMM 84 
06P5756 73.4GB IOK U160 SCSI HS HDD 14 
06P5740 4Lx 7 
24P0960 FC2-l33 Host PCI Adapter 14 
3IP6301 NetXtreme 1 OOOT Ethemet PCI Adapter 21 



~ltautec 
INTEL TIPO 2 (x360) 

· :Ptoduct ~ . 
., .. . . 

. · J}esçfiptipn , ''~- :;:':J:"::~ . .. ·'tt ;~ ·~;~/: : . ~ ' ' ,-' ,> . 
8686-9RX-LM x360 Xeon MP 2.0GHz/2MB L3 (2way), 2GB 

59P6817 Xeon MP 2.0GHzJ2MB L3 proc. upgr. 
33L3283 512MB PC1600 ECC DDR SDRAM RDIMM 
06P5756 73.4GB 10K Ul60 SCSI HS HDD 
06P5740 4Lx 
24P0960 FC2-133 Host PCI Adapter 
31P6301 NetXtreme lOOOT Ethemet PCI Adapter 
31P6108 370W HS Redundant PS 

INTEL TIPO 3 (x235) 

· PIO:au!-1t . . 
· . ;I)~~çliptiou ' .' ~~. j · /·.··~~ '~ ' . . .. 

8671-8AX-LM x235 Xeon 3,06GHz/512KB, 512MB 
02R1988 Xeon 3.06GHzJ512KB proc. upgr. 
33L5038 512MB DDR PC2100 ECC RDIMM 
32P0727 73.4GB lOK U320 SCSI HS HDD 
31P6301 NetXtreme 1 OOOT Ethemet PCI Adapter 
59P4211 5U x 24D Tower-to-Rack Kit III 

RACK 

i}lro~uç~ . ,.' ~ :..:-''. .~·:,·:··. : ' ' 
.. 

;~sçt.tP.~~lÍ~ ~-'· .ru::~;"1~~} ~:.:.i?: . . t 1L·-x..~ 

9306-420 NB42SR 
9306-421 NB42SX 
32P1736 DPI Universal Rack PDU 
94G6670 Blank Filler Pane! Kit 
94G7448 IEC 320 Cl4 

INTEL ADICIONAIS 

INTEL TIPO 2 (x360) 

:Ptoduct Description ·,_ . 
8686-9RX-LM x360 Xeon MP 2.0GHz/2MB L3 (2way), 2GB 

59P6817 Xeon MP 2.0GHzJ2MB L3 proc. upgr. 
33L3283 512MB PC1600 ECC DDR SDRAM RDIMM 
06P5756 73.4GB 1 OK Ul60 SCSI HS HDD 
06P5740 4Lx 
24P0960 FC2-133 Host PCI Adapter 
31P6301 NetXtreme 1000T Ethemet PCI Adapter 
31P6108 370W HS Redundant PS 

~ ..... : ~- . ·:· .:· .. 

. ... .. 

; Quantity 
6 
12 
24 
12 
6 

12 
12 
6 

·.·. Qu·an,qcy 
24 
24 
48 
48 
48 
24 

.!)uan1;ity 
1 
4 
16 
4 
54 

'Quanti,cy 
1 
2 
4 
2 
1 
2 
2 
1 
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INTEL TIPO 3 (x235) 

· Product ~<;ripq~n. · '~~ y·\: ~. · ·~ Quantity ... . ' ., .... 

8671-8AX-LM x235 Xeon 3.06GHz/512KB, 512MB 1 
02RI 9RR Xeon 3.06GHz/5 12KB proc. upgr. 1 
33L5038 512MB DDR PC2100 ECC RDIMM 2 
32POn7 73.4GB IOK U320 SCSI HS HDD 2 
31P6301 NetXtreme I OOOT Ethemet PCI Adapter I 
59P4211 5U x 240 Tower-to-Rack Kit III I 

INTEL TIPO 3 (x235) 

Product i)e5çrip(!Qli~· ·· · ·:A:..;r•v >;_ •. -, · · Quantity 
8671-RAX-LJ\1 x235 Xeon 3,06GHz/512KB, 512MB I 

02RI 9RR Xeon 3.06GHz/512KB proc. upgr. 1 
33L503!í 512MB DDR PC2100 ECC RDIMM 2 
32P0727 73.4GB IOK U320 SCSI HS HDD 2 
31P6301 NetXtreme 1 OOOT Ethemet PCI Adapter 1 
59P4211 5U x 24D Tower-to-Rack Kit III 1 

INTEL TIPO 3 (x235) 

' Product .. . . i>.e~:ctiptiÔiJ '. ~· Y. ·~· , ·~!' . -Quailtity . . .1 .. ... . 

8671 -8AX-LM x235 Xeon 3,06GHz/512KB, 512MB 1 
02Rl988 Xeon 3.06GHz/512KB proc. upgr. 1 
33L5038 512MB DDR PC2100 ECC RDIMM 2 
32P0727 73.4GB 10K U320 SCSI HS HDD 2 
31P6301 NetXtreme 1 OOOT Ethemet PCI Adapter 1 
24P0960 FC2-133 Host PCI Adapter 1 
59P421 1 5U x 24D Tower-to-Rack Kit III 1 

INTEL TIPO 3 (x235) 

Product .. :péscqptjón . 
; . '"' ·· . ,: Quan:tity .. . •· ... . 

8671 -8AX-LM x235 Xeon 3,06GHz/512KB, 512MB 1 
02R1988 Xeon 3.06GHz/512KB proc. upgr. 1 
33L5038 512MB DDRPC2100 ECC RDIMM 2 
32P0727 73.4GB 1 OK U320 SCSI HS HDD 2 
3 1P630 1 NetXtreme 1 OOOT Ethemet PCI Adapter 1 
59P42l l 5U x 24D Tower-to-Rack Kit III 1 

SCS O. 01 Bloco ·r 11 o Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 
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~I 

INTEL TIPO 3 (x235) .. 
Pr~.awi~t 

~- ;r:.: . : .. ~.~çqp!jop._/ . »C:.;~;. . . ;.: · .. '{\· - . QÜanti!Y 
8671-8AX-LM x235 Xeon 3,06GHz/512KB, 512MB 1 

02Rl988 Xeon 3.06GHz/512KB proc. upgr. 1 
33L5038 512MB DDR PC2100 ECC RDIMM 2 
32P0727 73.4GB 10K U320 SCSI HS HDD 2 
31P6301 NetXtreme 1 OOOT Ethernet PCI Adapter 1 
59P4211 5U x 24D Tower-to-Rack Kit III 1 

RISC TIPO 1 

P17oduct 
.. .. .. - : D~criptiõn· .- .. ~- . ~ ... ,: ··;.~; : · ·:. ~ · - . ,~uantity .. 

7040-681 Rack Server 1 :pSeries 690 Model 681 CEC 3 
2624 32X (Max) SCSI-2 CD-ROM Drive 3 
3155 Diskette Drive Cable 3 
3255 Operator Pane! Attachment Cable 3 
4199 128MB Level3 Cache (4 x 32MB), 567MHz 6 
4484 16GB Memory Card, 567MHz, lnward Facing 12 
4618 Drawer Placement lndicator, 18U Position, Primary Rack 3 
4651 Rack Indicator, Rack #1 3 
5246 8-Way POWER4+ Turbo Processor Option 6 
5251 Processor Clock Card, Programmable 3 
5257 Processor Bus Pass Through Module 6 
6158 20/40GB 4mm Internai Tape Drive 3 
6161 Cable Group, Power Controller to CEC and Fans 3 
6162 Interface Cable, Service Processor to Power Subsystem 3 
6170 Power Converter Assembly, Central Electronics Complex 6 
6181 Power Cable Group, CEC to Power Controller 3 
6182 Power Cable Group, CEC to Power Controller 3 
6183 Power Cable Group, CEC to Power Controller 3 
6189 DC Power Converter, CEC, Additional 6 
6198 Capacitar Book, Two Processar Modules 3 
6418 Support Processor with Remote 1/0-2 (RI0-2) Loop Attachment, 3 

Two Loops 
6419 Remote 1/0-2 (RI0-2) Loop Adapter, Four Loop 3 
6565 Backplane, Central Electronics Complex 3 
8121 Attaclunent Cable, Hardware Management Console to Host, 15- 3 

Meter 
8692 Media Drawer, Operator Pane! , Diskette 3 
9300 Language Group - US English 3 

! RQS no 03i2Õos . c J 
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•Product . ~ .. ·. :: ''·' ,. · " ' "J)es:e>!lpjjog : -, .. 
.' 1:~;~;,~72~ : '. oQu:~f;tty-·_· . . ""' . ~. -~ ..:.~. , . 

7040-61D 110 Drawer 1:Model61D 110 Drawer 3 
2118 Converter Cable, VHDCI to P, Mini-68 pinto 68 pin, 0 .3M 3 
2122 SCSI Cable - 110 Drawer to Media Drawer 3 
2943 8-Port Async Adapter EIA-232/RS-422 (PCI) 6 
3125 Serial to Serial Port Cable for Rack/Rack 6 
3156 RI0-2 (Remote 110-2) Cable, 1.75M 12 
3277 36.4GB 15,000 RPM Ultra3 SCSI Disk Drive Assembly 24 
4609 Drawer Placement Indicator, 9U Position, Primary Rack 3 
4651 Rack lndicator, Rack #1 3 
5701 IBM 1 0/1 0/1 000 Base-TX Ethemet PCI-X Adapter 24 
6121 110 Drawer Attachment Cable Group, Drawer Position #4609 3 
6172 Power Converter Assembly, 110 Drawer 6 
6179 Power Cable, 110 Drawer to Media Drawer 3 
6203 PCI Dual Charme! Ultra3 SCSI Adapter 3 
6239 2 Gigabit Fibre Charme! PCI-X Adapter 24 
6564 Ultra3 SCSI 4-Pack Hot Swap Back Plane 12 
6571 110 Drawer PCI-X Planar, 10 Slot, 2 Integrated Ultra3 SCSI Ports 6 
9300 Language Group - US English 3 

hõduçt ·' · ... ~cf.jppo~ ·~~ - '~ ';>"', ~ ·. ~' ."'· ~1ljinti,ey · 
'. 

: ;:, . 
7040-61D I 110 Drawer 2:Model 61D 1/0 Drawer 3 

2118 Converter Cable, VHDCI to P, Mini-68 pinto 68 pin, 0 .3M 3 
2943 8-Port Async Adapter EIA-232/RS-422 (PCI) 6 
3125 Serial to Serial Port Cable for Rack/Rack 6 
3156 RI0-2 (Remote 110-2) Cable, 1.75M 12 
3277 36.4GB 15,000 RPM Ultra3 SCSI Disk Drive Assembly 24 
4605 Drawer Placement Indicator, 5U Position, Primary Rack 3 
4651 Rack Indicator, Rack #1 3 
5701 IBM 10/10/1000 Base-TX Ethemet PCI-X Adapter 24 
6122 110 Drawer Attachment Cable Group, Drawer Position #4605 3 
6172 Power Converter Assembly, I/O Drawer 6 
6203 PCI Dual Charme! Ultra3 SCSI Adapter 3 
6239 2 Gigabit Fibre Charme! PCI-X Adapter 24 
6564 Ultra3 SCSI 4-Pack Hot Swap Back Plane 12 
6571 110 Drawer PCI-X Planar, 1 O Slot, 2 Integrated Ultra3 SCSI Ports 6 
9300 Language Group - US English 3 
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7040-61R 7040-6IR: Rack I :Model 61R Rack 3 
0190 Rack Content: 7040/681 - 17U 3 
0191 Rack Content: 7040/61D- 4U 6 
0192 Rack Cont: 7040/681 8692- lU 3 
0193 Rack Cont: 7040/61R 8690- 8U 3 
4651 Rack Indicator, Rack #1 3 
6070 Front Door, Black with Copper Accent, Primary Rack 3 
6075 Rear Door, Acoustic, Primary or Secondary Rack 3 
6186 Bulk Power Regulator 12 
6187 Power Controller, Four Cooling Fans, Three DC Power Converter 6 

Connections 
6188 Power Distribution Assembly 6 
8678 Line Cord, 6AWG, 14ft, IEC309 Plug 6 
8690 Bulk Power Assembly, Redundant 3 
9300 Language Group - US English 3 

ProdU~ 
.:<~ ..... .D~scrip~pn . , ::.~~ :e .. ·:.:y- Q~annty 

Y, 
~- _,.._ .. -' .. 

7315-C02 HMC 1 :Hardware Management Console 2 
0966 pSeries lndicator 2 
2943 8-Port Async Adapter EIA-232/RS-422 (PCI) 2 
3627 IBM P76/P77 Color Monitor, Stealth Black, Captured Cable 2 
4962 101100 Mbps Ethemet PCI Adapter 11 2 
5005 Software Preinstall (RS) 2 
8121 Attachment Cable, Hardware Management Console to Host, 15- 6 

Meter 
8800 Quiet Touch Keyboard- USB, Stealth Black, US English, #103P 2 
8841 Mouse - Stealth Black with Keyboard Attachment Cable 2 
9004 Southem Hemisphere Designator for Monitors 2 
9300 Lang Grp Spec.-US Eng. 2 
9800 Power Cord Specify- US/Canada 2 

Notebooks - Console 

Product Description 
2388-BP2 Notebook IBM ThinkPad G40 

J ROS n° 03/2·00s-:c;'Jrl 
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UNIDADE DE BACKUP 

Product Dé~criptiori ··' ·- "' -Quaílticy 
3584-L32 IBM UltraScalable Tape Library 1 

1462 Fibre Charme! Patch Pane! 1 
1476 LTO Ultrium 2 Fibre Drive Canister 12 
1603 Capacity Expansion 1 
1662 3584 Specialist I 
1901 Dual AC Power I 
2710 Remote Support Facility I 
6025 25M LC-LC Fibre Charme! Cable 28 
92I2 Attached to Windows System 1 
9600 Attached to RS/6000 I 
9660 I0/100 Ethemet Support 1 

Product Description ... ·,,, Quãntity 
3589-004 Ultrium cleaning cartridges 1 

4005 5-pack Ultrium cleaning cartridge 3 

Product Descrip:tion •' '.·· ·QtJ,aíltity, . . 
3589-006 200GB Ultrium Tape Cartridges with Labeling Services I 

6020 200GB Ultrium Tape Cartridges w/Label20-pack 20 
8000 Jewel Cases I 
9006 Label background colo r Lt Blue I 
9022 Color/vibrant background 1 
9110 First character ofVolser is A I 
9200 Second character ofVolser is O 1 

9300 Third character ofVolser is O I 
9400 Fourth character ofVolser is O 1 
9500 Fifth character ofVolser is O I 

Disco SSA (432GB) para Ambiente de Alta Disponibilidade ITSM - Backup 

Product Descripti,on . . 
' - Quantity 

7133-D40 7133-D40 SERIAL DISK SYSTEM -ADVANCED Drawer Model 1 
0550 0550 Havant Mfg. Indicator 1 

8022 8022 50/60 HZ AC Power Supplies I 

803I 8031 Raven Black Drawer Cover 1 

8399 8399 Additional Dummy Drive 10 

8572 8572 Advanced IOK rprn/72.8 GB Disk Module 6 

8802 8802 2.5 Meter Advanced SSA Cable 4 

9300 9300 Language Groups - US English I 

• ~-.-... - f 

!.qgt.j \19 0~120Q5 · Ci'! j 
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ITSM- BACKUP 

Dois servidores Risc em alta disponibilidade e Rack 

~ró_4nct . .. 
•.• '· ·~,~' -:; •• .. . w ~ .. ;. ll~ti.t1ptíq~ . ' .. ;/ . ·:; :,:. " !~ _,. . 

'. Qua~f!cy ·· . .. _., -
7028-6C4 ITSM SPM:pSeries 630 Model 6C4 Rack-mount Server 2 

2633 CD-ROM Drive - 48X (Max) IDE 2 
2848 POWER GXT135P Graphics Accelerator 2 
3158 36.4GB 10,000 RPM Ultra3 SCSI Disk Drive Assembly 4 
3254 RIO Cable Support Brackets 2 
4250 Connector Cable, 6-slot PCI Riser to Media Bays. 2 
4254 SCSI Connector Cable 2 
4452 2048MB (4x512MB) SDRAM DIMM Memory 2 
4651 Rack Indicator, Rack #1 2 
5127 2-way 1.45 GHz POWER4+ Processor Card 2 
5701 IBM 10/ I0/1000 Base-TX Ethernet PCI-X Adapter 2 
6I58 20/40GB 4mm Internai Tape Drive 2 
6230 Advanced Seria!RAID Plus Adapter 2 
6239 2 Gigabit Fibre Channel PCI-X Adapter 4 
6273 Power Supply ,645 Watt AC, Hot-Swap, Base and Redundant 4 
6557 Redundant Cooling 2 
6568 Ultra3 SCSI 4-Pack Hot Swap Back Plane 2 
9172 Power Specify, AC 2 
9300 Lang.Group Spec.-US English 2 
9556 6 Slot PCI Riser (lnitial order only) 2 
9581 RI0-2 Enablement Indicator 2 
99I1 Power C.-All(Std.Rack P.C.) 2 

Prod'u'ct '" ·pê'S~riptlol). • . ~;-~ .... z;•'{ ; . . ·."".::, . . Quan~ty 
~ . A• ' 

73II-D20 110 Drawer I :Model D20 110 Drawer 2 
3I47 Remote 110 Cable, 3.5M 4 
465I Rack Indicator, Rack #I 2 
57 0I IBM 10/IO/ IOOO Base-TX Ethernet PCI-X Adapter 2 
6006 SPCN 3m Cable: Drawer to Drawer 4 
6239 2 Gigabit Fibre Channel PCI-X Adapter 2 
6268 Power Supply, 435 Watt AC, Hot-swap, Base and Redundant 4 
6417 RI0-2 Ports to 110 Planar Riser Card 2 
9172 Power Specify, AC 2 
9300 Lang Grp Spec.-US English 2 

9911 Pwr Cord Spec.- Ali 2 

Product Descriptio.n Quailtity 
7014-TOO Rack 1 :IBM RS/6000 Rack Model TOO 1 

6068 Front door (Biack) for I .8M(High Perforation) racks 1 
6098 Side panel (black) for 1.8M or 2M racks 2 
7176 Power Distribution Unit- Si de Mount, Single Phase, L6-30 1 

Connector 
9176 Pwr Dist Unit Spec.l Ph.L6-30 1 

9300 Language Group US English 1 

9800 Power Cord US/Canada · :_._! 
. \ c.J ;J . 'J. 
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SERVIDOR DE SEGURANÇA LÓGICA TIPO 1 

Product Description . Quantity 
PIX-535-UR- BUI\ 535UR Bundle (Chassis, unrestricted SW, 2 FE ports, VAC) I 
CAB-AC Power Cord.IIOV I 
PIX-VPN-3DES 168-BIT 3DES VPN FEATURE LICENSE FOR PIX FIREW ALL I 
SF-PIX-6.3 PIX v6 .3 Software for the 515/515E, 520, 525 and 535 Chassis I 
PIX-1 GE-66 66MHz Gigabit Ethemet Interface, Multimode (SX) SC I 
PIX-4FE-66 PIX 66-MHz Four-port 10/100 Ethemet Interface, RJ45 I 
PIX-VAC-PLUS VPN Accelerator Card Plus (V AC+) for PIX Firewall I 
PIX-535UR-S\\ Unrestricted feature license for PIX 535 Firewall I 
PI.X-535-M EM -512 PIX 535 512MB RAM Upgrade (2-256MB DIMM, UR Only) I 
PI.X-535-FO-Bl 'l'\ 535FO Bundle (Chassis, failover SW, 2 FE ports, VAC) I 
CAB-AC Power Cord, II OV I 
PIX-VPN-3 DES I68-BIT 3DES VPN FEATURE LICENSE FORPIXFIREWALL I 
SF-PIX-6.3 PIX v6.3 Software for the 515/515E, 520, 525 and 535 Chassis I 
PIX-1GE-6ó 66MHz Gigabit Ethemet Interface, Multimode (SX) SC I 
PIX-4FE-66 PIX 66-MHz Four-port 10/100 Ethemet Interface, RJ45 I 
PIX-VAC-PLUS VPN Accelerator Card Plus (V AC+) for PIX Firewall I 
PIX-535-M EM -5 I2 PIX 535 512MB RAM Upgrade (2-256MB DIMM, UR Only) 1 
PIX-535FO-SW Failover feature license for PIX 535 Firewall I 

SERVIDOR DE SEGURANÇA LÓGICA TIPO 2 

Prodoct · Descripüon 
PIX-525-UR-BUN 525UR Bundle (Chassis, unrestricted SW, 2 FE ports, V A C) 

SERVIDOR PARA DETECÇÃO DE INTRUSÃO 

Product Description ,r • • 
Quantity 

IDS-4250-TX-K9 4250 Sensor (chassis, s/w, SSH, 10/100/1000BaseT w/ RJ-45) I 

CAB-AC Power Cord,110V I 

IDS-RAIL-2= 2 post Rail Kits for the IDS 4235/4250 Sensor Platforms 1 

GERÊNCIA 

P roduct Description Quantity 

CSACSE- I III-K9 Cisco Secure ACS 3.2 Solution; includes HW and SW I 

CAB-AC Power Cord, I10V I 

CSACSE-3 .2-SW-K9 Config. Option; CSACS 3.2 Software loaded on Cisco 1111 1 

CSACS-3.2-WIN-K9 Cisco Secure ACS 3.2 for Windows 1 

VMS - JDS e PTX FW 

P roduct Description Quantity 

CWVMS-' .1 -UR-K9 VMS 2. 1 WIN/SOL Unrestricted HIDS 3DES SW I 

CWVM S-IDS-2.5 License For IDS Host Sensor Console I 
-

SCS Q. 01 Bloco "F" 1 F Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 
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LAN - SWITCHES 

Product Description 
CWLMS-2 .2-K9 LAN Management 2.2 for WIN/SOL; CM, DFM, RME, RTM, CV 

W AN- ROUTERS 

Product 
CWRW-1.3-K9 

4.3 Software Tivoli Brasília 

Descr.iÇã'O· •• ~·~ :· . F .. . ·- ·-· ·'i/' ···o .. ~ . :-: :•:·.-:····: ~·· ., ' ... . 
,·~td' : 'J • . \ .. 

. . ·~-r . . ··,i"~· • -"-'~ ~~N_ _ ' ·~. - \• . ; • '• I -~ : ... . -~·ji,_~ ~ • _) ' . •'I· ."" -~-~ . ·;,;~,.. ' ..:. ,, .: ~i"& • .;.-;" . .. ~"'/!".-· • .. ,. ~-. " ~ 

IBM TIVOLI STORAGE MANAGER EXTENDED ED PROC LIC+SW MAINT 12 MO D51MFLL 432 

IBM TIVOLI STORAGE MANAGER EXTENDED ED PROC ANNUAL SW MAINT 
RNWL EOOI9LL 432 

IBM TIVOLI STORAGE MANAGER EXTENDED ED PROC ANNUAL SW MAINT 
RNWL EOOI9LL 432 

IBM TIVOLI STORAGE MANAGER EXTENDED ED PROC ANNUAL SW MAINT 
RNWL EOOI9LL 432 

IBM TIVOLI STORAGE MGR FOR STORAGE AREA NW PR LIC+SW MAINT 12 MO D5 1MULL 240 

IBM TIVOLI STORAGE MGR FOR STORAGE AREA NW PR ANNUAL SW MAINT 
RNWL EOOIDLL 240 

IBM TIVOLI STORAGE MGR FOR STORAGE AREA NW PR ANNUAL SW MAINT 
RNWL EOOIDLL 240 

IBM TIVOLI STORAGE MGR FOR STORAGE AREA NW PR ANNUAL SW MAINT 
RNWL EOOIDLL 240 

IBM TIVOLI STORAGE HANAGER FOR DBS PROCESSOR LIC+SW MAINT 12 MO D510ELL 112 

IBM TIVOLI STORAGE MANAGER FOR DBS PROCESSOR ANNUAL SW MAINT 
RNWL E008ZLL 112 

IBM TIVOLI STORAGE MANAGER FOR DBS PROCESSOR ANNUAL SW MAINT 
RNWL E008ZLL 112 

IBM TIVOLI STORAGE MANAGER FOR DBS PROCESSOR ANNUAL SW MAINT 
RNWL E008ZLL 112 

IBM TJVOLI STG MGR FOR SYSTEM BAKUP AND RECOVER PR LIC+SW MAINT 
12MO D521YLL 128 

IBM TIVOLI STG MGR FOR SYSTEM BAKUP AND RECOVER PR ANNUAL SW 
MAINT RNWL EOOMHLL 128 

-tm 
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IBM TIVOLI STG MGR FOR SYSTEM BAKUP AND RECOVER PR ANNUAL SW 
MAINTRNWL EOOMHLL 

IBM TIVOLI STG MGR FOR SYSTEM BAKUP ANO RECOVER PR ANNUAL SW 
MAINTRNWL EOOMHLL 

IBM TIVOLI STORAGE AREA NETWORK MGR PROC LIC+SW MAINT 12 MO D51MOLL 

IBM TIVOLI STORAGE AREA NETWORK MGR PROC ANNUAL SW MAINT RNWL EOOI4LL 

IBM TIVOLI STORAGE AREA NETWORK MGR PROC ANNUAL SW MAINT RNWL EOOI4LL 

IBM TIVOLI STORAGE AREA NETWORK MGR PROC ANNUAL SW MAINT RNWL EOOI4LL 

IBM TIVOLI STORAGE MGR FOR MAIL PROCESSOR LIC+SW MAINT 12 MO D5102LL 

IBM TIVOLI STORAGE MGR FOR MAIL PROCESSOR ANNUAL SW MAINT RNWL E008VLL 

IBM TIVOLI STORAGE MGR FOR MAIL PROCESSO R ANNUAL SW MAINT RNWL E008VLL 

IBM TIVOLI STORAGE MGR FOR MAIL PROCESSOR ANNUAL SW MAINT RNWL E008VLL 

IBM TIVOLI STOR MGR EXTENDED ED V5.2.0 MP MEDIA PK ML BJ09QML 

IBM TIVOLI STOR MGR FOR SAN 5.2.0 MP MEDIA PK ML BJ09NML 

IBM TIVOLI STOR MGR FOR DBS V5.2.0 MP MEDIA PK ML BJ09UML 

IBM TIVOLI STOR MGR SYS BAKUP & RECOVERY V5.6 MP MEDIA PK IE BJ09TIE 

IBM TIVOLI STOR AREA NETWRK MGR V1.2.0 (N-AP) MP MEDIA PK ML BJOAAML 

IBM TIVOLI STOR MGR FOR MAIL V5.2.0 MP MEDIA PK ML BJ09XML 

4.4 Software Tivoli São Paulo 

Descrição '::.~.-~ ·_ .• : ... ;.· --,-- - .. ~,' j :'::\.:~ .-,;' ~-

o.' ,. ,-:-· . - ' '.' 

IBM TIVOLI STORAGE MANAGER EXTENDED ED PROC LIC+SW MAINT 12 MO 

IBM TIVOLI STORAGE MANAGER EXTENDED ED PROC ANNUAL SW MAINT 
RNWL 

IBM TIVOLI STORAGE MANAGER EXTENDED ED PROC ANNUAL SW MAINT 
RNWL 

IBM TIVOLI STORAGE MANAGER EXTENDED ED PROC ANNUAL SW MAINT 
RNWL 

IBM TIVOLI STORAGE MGR FOR STORAGE AREA NW PR LIC+SW MAINT 12 MO 

IBM TIVOLI STORAGE MGR FOR STORAGE AREA NW PR ANNUAL SW MAINT 
RNWL 

fBM TIVOLI STORAGE MGR FOR STORAGE AREA NW PR ANNUAL SW MAINT 
RNWL 

. -
:fJN ' 

D51MFLL 

EOOI9LL 

EOOI9LL 

EOOI9LL 

D51MULL 

EOOIDLL 

EOOIDLL 

128 

128 

356 

356 

356 

356 

32 

32 

32 

32 

I 

I 

1 

1 

1 

I 
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ffiM TIVOLI STORAOE MOR FOR STORAOE AREA NW PR ANNUAL SW MAINT 
RNWL EOOIDLL 104 

ffiM TIVOLI STORAOE MANAGER FOR DBS PROCESSOR LIC+SW MAINT 12 MO D510ELL 64 

ffiM TIVOLI STORAOE MANAOER FOR DBS PROCESSOR ANNUAL SW MAINT 
RNWL E008ZLL 64 

ffiM TIVOLI STORAOE MANAOER FOR DBS PROCESSOR ANNUAL SW MAINT 
RNWL E008ZLL 64 

ffiM TIVOLI STORAOE MANAOER FOR DBS PROCESSOR ANNUAL SW MAINT 
RNWL E008ZLL 64 

IBM TIVOLI STO MOR FOR SYSTEM BAKUP AND RECOVER PR LIC+SW MAINT 
12MO D521YLL 48 

IBM TIVOLI STO MOR FOR SYSTEM BAKUP AND RECOVER PR ANNUAL SW 
MAINTRNWL EOOMHLL 48 

IBM TIVOLI STO MOR FOR SYSTEM BAKUP AND RECOVER PR ANNUAL SW 
MAINTRNWL EOOMHLL 48 

ffiM TIVOLI STO MOR FOR SYSTEM BAKUP AND RECOVER PR ANNUAL SW 
MAINTRNWL EOOMHLL 48 

IBM TIVOLI STORAOE AREA NETWORK MOR PROC LIC+SW MAINT 12 MO D51MOLL 128 

ffiM TIVOLI STORAOE AREA NETWORK MOR PROC ANNUAL SW MAINT RNWL EOOI4LL 128 

IBM TIVOLI STORAOE AREA NETWORK MOR PROC ANNUAL SW MAINT RNWL EOOI4LL 128 

IBM TIVOLI STORAGE AREA NETWORK MGR PROC ANNUAL SW MAINT RNWL EOOI4LL 128 

ffiM TIVOLI STORAOE MOR FOR MAIL PROCESSOR LIC+SW MAINT 12 MO D5102LL 32 

IBM TIVOLI STORAGE MOR FOR MAIL PROCESSOR ANNUAL SW MAINT RNWL E008VLL 32 

IBM TI V OLI STORAGE MGR FOR MAIL PROCESSOR ANNUAL SW MAINT RNWL E008VLL 32 

ffiM TIVOLI STORAOE MOR FOR MAIL PROCESSO R ANNUAL SW MAINT RNWL E008VLL 32 

ffiM TIVOLI STOR MOR EXTENDED ED V5.2.0 MP MEDIA PK ML BJ09QML I 

IBM TIVOLI STOR MOR FOR SAN 5.2.0 MP MEDIA PK ML BJ09NML I 

IBM TIVOLI STOR MGR FOR DBS V5.2 .0 MP MEDIA PK ML BJ09UML I 

ffiM TIVOLI STOR MOR SYS BAKUP & RECOVERY V5.6 MP MEDIA PK IE BJ09TIE I 

IBM TIVOLI STOR AREA NETWRK MGR Vl.2.0 (N-AP) MP MEDIA PK ML BJOAAML I 

4.5 Software Compilador C 
Product Description Quantity 

N/ A C FOR AIX- PASSPORT ADV ANTAGE- LICENSE, SW 
SUBSCRIPTION & SUPPORT 

D5A1DLL C FOR AIX USER LIC/SW MAINT 1 ANNIV - 6 ···- I~ - -- -1 

ROS n° 0312005 -
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1 ··.·· 
a~ .·. 

BA05IML I IBM C for AIX Version 6.0 MEDIA PK Multilingual 

4.6 Software de Terceiros 
Pr9duct · Deseriptlo~ ~ · ·~. Quantity 

T. •' ,. ·,·:> .• • 
Windows e SQL 

P72-00365 I L30 116B Windows Server Ent português LiciSA Pack Open 56 
P73-00396 I L30161B Windows Server português Lic/SA Pack Open 63 
810-01520 I Ll8973B SQL Svr Ent Li eiS A Open I 1 Processar License 56 

SysEdge 

D5AlDLL eHealth enhanced SysternEDGE 211 

. . ·- ·-.... --------, I RO~ 11° 0312005 - CN . 
---------------------------:-::-:-:--:-:-:-:-:-::-:-=--i,.:r., TI,. ;11\MI.I!.!:t:":"-:-::~ I')PRI="I C)S 
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5. Aspectos Financeiros 
PREGÃO N.0 050/2003- CPUAC 

1. Razão Social da Empresa: ltautec Informática S.A. -Grupo ltautec Philco 

2. CNPJ N°: 51.764.058/0001-42 

3. Inscrição Estadual: 110.970.918.117 

4. Inscrição Municipal: 9.077.515-5 

5. Endereço Completo Matriz: Rua Santa Catarina, no 1 -São Paulo - SP 

6.Telefone Brasília: (061) 323-3031 ramal1126 Fax: (61) 226-1251 

E-mail: ítalo@itautec.com.br 

7. Validade da Proposta: 60 dias, a contar da data da Sessão do Pregão 050/2003-
CPUAC 

8. Prazo de Pagamento: conforme edital 
9. Banco: 001 -Banco do Brasil S.A. Agência: 3064-3 Conta Corrente: 7999-5 

1 O. Representante da Empresa: Jorge Ítalo Dimatteu Telles 

11 . Cargo: Representante de Marketing RG: 636.695- SSP/DF CPF: 292.880.961-91 

Apresentamos nossa Proposta para locação de equipamentos de informática - novos 
de fábrica - incluindo instalação, configuração, treinamento e operação assistida do 
pessoal encarregado, assistência técnica, garantia e instalação dos PRODUTOS 
locados, do objeto do Pregão n° 050/2003, acatando todas as estipulações consignadas 
no Edital. 

Declaração de Qualidade: 

A ltautec Informática S.A. -Grupo ltautec Philco declara que atende plenamente 
a todos os atributos técnicos que constituem a configuração mínima obrigatória 
exigida para o produto em epígrafe. 

Declaração de Conformidade: 
A ltautec Informática S.A. - Grupo ltautec Philco declara para todos os fins que conhece 
e aceita todas as condições previstas no Edital desta licitação, bem como nos seus 
respectivos anexos. Ainda, havendo quaisquer divergências entre sua Proposta e seus 
catálogos, folders ou manuais, prevalecerá o constante na sua Proposta. 
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5.2 Preço Unitário Mensal da 
Locação dos Produtos 

ASPECTOS FINANCEIROS 

O VALOR MENSAL DA LOCAÇÃO para cada produto constante das condições 
específicas da contratação -ANEXOS 1, 1-A e 1-8 do Edital e nossa Proposta - para o 
período de 48 (quarenta e oito) meses, conforme tabela abaixo: 

PREÇO MENSAL DA LOCAÇÃO DOS PRODUTOS 

TIPO[)[ PRODL'TO PREÇO MENSAL DE DISTRIBUIÇÃO TOTAL 
LOCAÇÃO (R$) CCDAC CCDSPM 

(DF) (SP) 

SERVIDOR 11\TEL TIPO OI 14~: J." -'") 914.126,"3-S. ~'> 14 7 21 
SERVIDOR ll\TEL TIPO 02 ~ n . o:_, , ·::: :, 353.316,}§. b_S 29 6 35 
SERVIDOR INTEL TIPO 03 b -.100 ~ ;)., 316.206~ '\í3-- 27 24 51 
SERVIDOR RISC" TIPO OI ~-=~ - b ~ \..( --.,{ 1.074.638,07 ~ 8 3 11 
SWITCH TIPO OI yç,.1S'J J ~ 187.013,1-<l._ ~'}.. 2 2 4 
SWITCH TIPO 0::! 1.-=I~},, 'Ç, \j 16.313:W. b\.1 4 2 6 
SWITCH TIPO 03 ·.v '" ' ·,; , :S 266.485~ lso 4 2 6 
SWITCH TIPO 04 c1 ~ o S · 2'"2l- 1 09.263;26 ~'J, 8 4 12 
SWITCH TIPO 05 ' lLH.,~ a; ·~ 48 .263;-9~ 1~(... 1 I 2 
ROTEADOR TIPO OI '\ ~ . 9. <:, l!,, i '1 25.708,N. i.:l. 1 1 2 
ROTEADOR TIPO 02 ) . ''1:1.1. 'J. \ 7.854;-43 ~.1. 2 o 2 
UNIDADE DE BACKUP ROBOTIZADO -• o:, 'ii . 01,7l.':l"l 316.077,46 ....... 1 1 2 
SERVIDOR DE SEGURANÇA LOGICA ~?J . 31 s,Ç:.,.s 373.274,60 ....... 2 2 4 
TIPO OI 
SERVIDOR DE SEGURANÇA LOGICA --\'?)· -=J tJ.5,b~ 27.579,76 / I I 2 
TIPO 02 
SERVIDOR PARA DETECÇAO DE "1 1 ·O 591 :JS 22. I 06,"7+ =-\0 I I 2 

INTRUSÃO 
TOTAL MENSAL DE LOCAÇAO 4.058.226)i. b<) 105 57 162 

Nestes valores estão inclusos: a instalação dos PRODUTOS, a assistência técnica, o 
treinamento , as despesas decorrentes dos deslocamentos de técnicos para 
atendimento dos chamados, frete, seguros (contra incêndio, roubo, danos elétricos ou 
provenientes de fenômenos da natureza), impostos/taxas e demais despesas com 
peças e acessórios, bem como todas as despesas decorrentes do cumprimento integral 
do objeto do Edital. 

O VALOR TOTAL DA LOCAÇÃO é o resultado do VALOR MENSAL DA LOCAÇÃO 
multiplicado por 48 (quarenta e oito), que representa o número de meses de locação. 

SCS Q . 01 Bloco ''F" 11 ° Andar- Ed. Camargo Corrêa- Brasilia-DF CEP: 70397-900- Fone: (61 323-3031 
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~ltautec 
Apresentação do Cronograma de Trabalho, conforme ANEXO 1-A, item 1.2. do Edital, 
fica estipulado em 1% (um por cento) do VALOR TOTAL DA LOCAÇÃO, subitem 1.2 
desta Proposta, para fins do primeiro pagamento . 

O VALOR GLOBAL DA PROPOSTA é o resultado do somatório dos itens: VALOR 
TOTAL DA LOCAÇÃO (1.2.) e do Cronograma de Trabalho (1.3.) 

5.3 Discriminação dos Valores 
VALOR TOTAL DA LOCAÇÃO (somatório dos 48 meses de R$.-1-94~ 794.88-5 ;44 
aluguel) 

1"llt ~51...1 .<()'jv_d 
APRESENTAÇÃO DO CRONOGRAMA DE TRABALHO (I% R$ 1.947.94!r,Sii 
do Valor Total da Locação) 

VALOR GLOBAL DA PROPOSTA (VALOR TOTAL DA R$-t%:742:834,29 
LOCAÇÃO+ Cronograma de Trabalho) ,f'j~. :ry~ .~3.51bC 

SCS Q. 01 Bloco "F" 11 ° Andar- Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 Fax: 61) 226-.1251 
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~ltautec 

5.4 Planilha detalhada de custo de 
formação do preço mensal da 
locação 

A ltautec apresenta planilha detalhada de custo de formação do preço mensal da 
locação, em atendimento a exigência constante no subitem 5.8. do edital conforme 
abaixo: 

ITEM PERCENTUAL 
(especificar percentual de cada um) 

I. EQUIPAMENTOS: 
Subtotal 33,099% 

2. SOFTWARE: 
Subtotal 4,121% 

3. TREfNAMENTOS 
Sub total 40,830% 

4. ASSISTENCIA TECNICA I GARANTIA 
Subtotal 7% 

5. 1NSTALAÇAO 
Sub total 0,616% 

6. TRIBUTOS 
Subtotal 10,8% 

7. TRANSPORTE I FRETE I SEGURO 
Subtotal 0,389% 

8. DESPESAS ADMfNISTRA TIV AS 
Subtotal 1,640% 

9. OUTROS CUSTOS E MARGEM 
Subtotal 1,506% 

TOTAL 100% 

Declarações que acompanham esta Proposta Econômica 

-A ltautec declara de que irá dispor de central de atendimento telefônico com discagem 
gratuita e/ou via internet, para processo de recepção, qualificação, controle e solução 
dos chamados de manutenção corretiva, conforme segue no Anexo 2; 

- Declaração dos fabricantes e/ou distribuidores autorizados, nos casos em que o 
proponente não seja o fabricante dos equipamentos, em papel timbrado e com firma (s) 
reconhecida (s), mencionando o número e o objeto deste Edital, assegurando que os 
equipamentos cotados são de linha de produção continuada, que segue em anexo. 

SCS Q. 01 Bloco "F" 11 o Andar - Ed. Camargo Corrêa- Brasília-DF CEP: 70397-900- Fone: (61) 323-3031 
1 fi.~1 ) ' ~ :lé3~Q5 - c"Nl , 
C I Pá , .C~RfilOS.J 
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~ltautec 
- Carta de solidariedade emitida pelo fabricante, em papel timbrado e com firma 
reconhecida, nos casos em que o proponente não seja o fabricante dos equipamentos, 
ofertados nesta Proposta Econômica (Servidores, Switches, Roteadores e Unidade de 
Backup Robotizado), mencionando o número e o objeto deste edital, que segue em 
anexo. 

- Declaração de responsabilidade nos componentes de terceiros, utilizados na solução 
da proponente, que segue em anexo. 

- Certificado PMP (Project Management Professional) emitido em favor do gestor do 
projeto alocado pelo PMI (Project Management lnstitute), que segue em anexo. 

- Atestados de Vistoria, emitidos pela ECT, conforme MODELO VI constante do 
ANEXO 3 do Edital, nas instalações dos Centros Corporativos de Dados localizados em 
Brasília-DF e São Paulo-SP, que seguem em anexo. 

- Garantia do objeto: A ltautec garante o objeto dessa licitação pelo prazo de 48 
(quarenta e oito) meses (periodo de locação), conforme exigido no Edital. 

-A ltautec declara disponibilizar os PRODUTOS no prazo de 60 (sessenta) dias após o 
término da vigência do Contrato, conforme descrito no subitem 2.18. da cláusula 
segunda do ANEXO 2 do Edital. 

A ltautec, reitera que tomou conhecimento de todas as informações e condições para o 
cumprimento das obrigações objeto desta licitação e que atende todas as condições do 
Edital. 

Brasília- DF, 24 de julho de 2003. 

Jorge ítalo Dimatteu Telles 

Representante de Marketing Gerente Comercial 

J RQ$ ~i 0 03/2õô; · CN.l 
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ANEXO 01 -ATESTADOS DE VISTORIA 



·----..., 

~~(QRREIO(I_Ao_M_IN_Isr_R___.Aç,__Ão_c_E_Nr_RA_L ______ ____._·_,;//--1'G:-rt$J > 
ATESTADO DE VISTORIA 

Atestamos para fins de Licitação, relativamente ao Edital do Pregão n.º 050/2003- CPUAC, cujo 

objeto é a locação de equipamentos de informática, que o Sr(a) 

~ v , r ) t;ê, S rA ú o c;_ O <:- ..-A? f )__ O, representante da empresa 

I "TAuT 6 C ?1-!r{ ( c2 .5/.-'1- , esteve visitando nesta data, as instalações físicas do Centro 

Corporativo de Dados de ~ tl A..<; ~dA , visando obter subsídios para a proposta econômica 

da licitação em questão. 

1. Responsável pelo Termo de Vistoria no {l._ C(l r ~, ~ -~A JJ r_ (Í'\ ~ A / f' ' t41( Nome em letra de forma: _'C-=--v---""'-ç_,_· _,_lU-'-. __ ~ __ rr_'t--'----'----'-r-- w '...- fJ1 v 

~Rzs-:? Matrícula: 

Assinatura: 

Data: &..;Q)__/2003. 

Assinatura: ----'"--=&"--6~~-r=Hn;..L------'-""-------

Data: r2_}____;o 1 12003. 

Brasília-DF, 21 de :S v I ~ de 2003. 

OBSERVAÇÕES: 

o Os interessados em participar desta Licitação deverão realizar, obrigatoriamente, vistoria nos Centros 

Corporativos de Dados de Brasília e São Paulo, devidamente acompanhada de representante da ECT. 

Os endereços dos CCDs são os seguintes: 

Brasília : SBN- QUADRA 01- BLOCO A - 22 SUBSOLO- ED. SEDE ECT- BRASÍLINDF 

São Paulo : RUA MERGENTHALER, Na 592- BLOCO 3-4° ANDAR- VILA LEOPOLDINA CEP: 05311-900 

SÃO PAULO- SP 

o As vistorias deverão ocorrer no prazo de até 02 (dois) dias úteis antes da data de abertura da licitação, 

obJetivando conhecer, principalmente, as características técnicas do ambiente e os loca1s de Instalação dos 

produtos. l RQS ,:õ;/zô~~C N { 
o O agendamento das v1stonas deverá ser previamente efetuado junto aos seguintes telefones: , M! ~ 

22
CO~F?J- c; f 

Brasília: (Oxx61) 426-2214/1754/1896 · . -- 1 ~~ ' ~ f 
•) ,.:_ )\)0 

São Paulo: (Oxx11) 3838-7755/7000/7001 i - f 
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~~ CORREIO<I _AD_M_IN_IST_RA____;:ç_Ao_c_EN_T_RA_L ---------*d*~~\ \).------.--

ANEX03 ~ 
(MODELO VI) 

ATESTADO DE VISTORIA 

Atestamos para fms de Licitação, relativamente ao Edital do Pregão n.0 050/2003- CPUAC, cujo 

objeto é a locação de equipamentos de infonnática, que o Sr(a) 

<i<te""'~o.o Ruur<.., t{A....,'Lo II(Ã , ::.:""- ··-~-'representante da empresa 

~o l ec... f'N rr>-t~~-j--/4 · , esteve visitando nesta data, as instalações físicas do Centro 

Corporativo de Dados de SA ... {;:,;.;.:.o · S.~~ , visando obter subsídios para a proposta econômica 

da licitação em questão. 

1. Responsável pelo Tenno de Vistoria 

Nome em letra de fo""a: .Qc_pq Vo t:X'" !S"Zr (o 

Matrícula: B,f/8 '138- c; 
Assinatura : r 
Data: .J. f I c7J 1- 12 03. 

2. Representante da Licitante 

Nome em letra de fonna: _~~f"' thz._Zj_ÜJJ.~f... o.. 
Assinatura: L~~- ==-

Data: .1:Lt2_Lt2003. 

..fGv ~J) /Y7 llra&itia'DF. .2(_ d•r--~-- de 2003. 

OBSERVAÇÕES: 

o Os interessados em participar desta Licitação deverão realizar, obrigatoriamente, vistoria nos Centros 

Corporativos de Dados de Brasília e São Paulo, devidamente acompanhada de representante da ECT. 

Os endereços dos CCDs são os seguintes: 

Brasília : SBN - QUADRA 01 - BLOCO A - 2° SUBSOLO- ED. SEDE ECT- BRASILIA!DF 

São Paulo : RUA MERGENTHALER, W592- BLOCO 3-4° ANDAR- VILA LEOPOLDINA CEP: 05311-900 

SÃO PAULO- SP 

o As vistorias deverão ocorrer no prazo de até 02 (dois) dias úteis antes da data de abertura da licitação, 

objetivando conhecer, principalmente, as características técnicas do ambiente e os locais de instalação dos 

produtos. 

o O agendamento das vistorias deverá ser previamente efetuado junto aos seguintes telefones: 

Brasília: (Oxx61) 426-2214/1754/1896 

São Paulo: (Oxx11 ) 3838-7755/7000/7001 

ANEXO 3 - EDITAL DO PREGÃO N. 0 050/2003- CPUAC Página 9 de 1 O 
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ANEXO 2 - DECLARAÇÕES E 
CERTIFICAÇÕES 



' ( 

DECLARAÇÃO 

_ _...._ ..... ----- ---.---- -.. ----- -- ---·------_ _.. _ _, .. ,!._~ 

A empresa IBM Brasil Indústria, Máquinas e Serviços Ltda., CNPJ n.0 33.372.25110001-56, 
na condição de fabricante dos Servidores RISC p690 e p630, em referência ao Edital do 
Pregão n.0 083/2002-CPUAC declara que: 

• As fontes internas do servidor IBM eServer pSeries p690 estão instaladas na 
configuração máxima do equipamento, conforme item 4.2.1 SERVIDORES RISC 
TIPO 1 do Anexo 02. 

• Os equipamentos serão novos de fábrica e serão entregues acondicionados 
adequadamente em caixas fechadas, de forma a permitir completa segurança 
durante o transporte, conforme item 2.3 REQUISITOS GERAIS do Anexo 1B; 

• Serão fornecidos, quando da entrega e instalação dos produtos, todos os cabos, 
acessórios, manuais e documentações completas, que são necessários ao pleno 
funcionamento dos equipamentos, softwares e periféricos, conforme item 2.3 
REQUISITOS GERAIS do Anexo 1B; 

• Os equipamentos p690 propostos como RISC Tipo O 1 estão sendo ofertados com, 
no mínimo 8 (oito) partições físicas e ou lógicas e são expansíveis a 32 partições 
físicas e ou lógicas, conforme item 2.7 REQUISITOS GERAIS do Anexo 1B; 

• O número especificado de partições é alcançado com a simples configuração de 
software fornecido para este fim, sem a necessidade de adição de nenhum hardware 
ou software adicionais, conforme item 2.7 REQUISITOS GERAIS do Anexo 1B; 

• Estão sendo ofertadas 2 (duas) consoles em cada localidade, sendo que todas as 
consoles gerenciam todos os equipamentos em cada localidade, conforme item 2.7 
REQUISITOS GERAIS do Anexo 1B; 

• As partições funcionam de modo que cada uma executa sua própria imagem de 
sistema operacional e que a falha do sistema operacional de uma partição não 
interfere, em hipótese alguma, no funcionamento das demais partições, conforme 
item 2.7 REQUISITOS GERAIS do Anexo 1B; 

• As fontes de alimentação propostas para os servidores RISC Adicionais são 
redundantes por fontes internas independentes, com alimentação redundante, de tal 
forma que, em caso de falha de uma das fontes por defeito ou por falta de 
alimentação elétrica em um dos 2(dois) circuitos, o equipamento continue a 
funcionar sem prejuízo das aplicações, conforme item 2.1 O RECURSOS MÍNIMOS 
DE HARDWARE E SOFfW ARE PARA OS SERVIDORES RISC ADICIONAIS 
do Anexo IB; 

• As interfaces de rede irão conectar os servidores RISC adicionais a Rede do CC 
são capazes de utilizar cabeamento UTP CAT-6 e conectares RJ~-5.,Gen,fem1 · .~ ' · I 

RQS n° 03/2~05 - i\1 ! 
p - CO El fJ 3 
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IBM BRASIL - INDÚSTRIA, MÁQUINAS E SERVIÇOS L TOA. - - - -._._ -----_ _.._ .. _ 
SCN Q. 4 Bl. B - 7° andar Centro Empresarial Varig 
Brasília- DF Cep: 70.710-500 
Telefone: (61) 329-2800 Fax: (61) 329 2850 
C.N.P.J.: 33.372.251/0100-38 lnsc. Es.: 07.333.522/002-44 

Carta de Solidariedade 

À EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS- ECT 
SBN -Quadra 01, Bloco "A"- Sobreloja- Ed. Sede ECT 
Fax: (61) 426-2759 

Ref: Edital do Pregão ECT n° 050/2003 -Objeto: locação e instalação de 162 (cento e 
sessenta e dois) equipamentos de informática - novos de fábrica - incluindo: a 
configuração, o treinamento, a assistência técnica e a garantia, destinados aos Centros 
Corporativos de Dados da ECT, localizados nas cidades de Brasília e São Paulo. 

Vimos, por meio desta, apresentar nossa solidariedade com a ltautec lnformàtica S.A. -
Grupo ltautec Philco, CNPJ 51.764.058/0001-42, Rua Santa Catarina, 1- São Paulo- SP, 
no Edital supracitado, que estamos solidários a esta, garantindo o fornecimento dos 
seguintes produtos: 

TIPO DE PRODUTO MARCA MODELO 

SERVIDOR INTEL TIPO 01 IBM xSeries 440 

SERVIDOR INTEL TIPO 02 IBM xSeries 360 

SERVIDOR INTEL TIPO 03 IBM xSeries 235 

SERVIDOR RISC TIPO 01 IBM pSeries 690 
,. 

SWITCH TIPO 01 Cisco Catalyst 6513 

SWITCH TIPO 02 Cisco Catalyst 2950 

SWITCH TIPO 03 IBM 2109-Ml2 

SWITCH TIPO 04 Black Box Afinity 

SWITCH TIPO 05 Cisco CVPN 3060 

ROTEADOR TIPO 01 Cisco Cisco 3745 

ROTEADOR TIPO 02 Cisco Cisco 1751-V 

UNIDADE DE BACKUP ROBOTIZADO IBM L TO Ultrium 3584 

SERV. DE SEGURANÇA LOGICA TIPO I Cisco PIX- 535 

SERV. DE SEGURANÇA LÚGICA TIP02 Cisco PIX- 525 

SERV. P/ DETECÇÃO DE INTRUSÃO Cisco IDS- 4250 

SERVIDOR RISC ADICIONAL IBM PSeries 630 

Notebooks IBM Notebook IBM ThinkPad G40 

Adicionalmente atestamos: _ _____....- .. 
a) nossa solidariedade com a ltautec no âmbito dos produtos aci l~h~~g~6bu 12;~91 "./:' 

aos compromissos por ela assumidos na licitação supra-citada; CPMI _ CORR : lOS \1 r 
h) Que a ltautec está apta a prestar assistência técnica, com o "fi'~: f e "\;'\, 

Fls _}/ I ~71 ...,) "' 
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DECLARAÇÃO 

-----.­____ .._. 

- -------- -.. ----- -- -----~---_ _.._,_ 

A empresa IBM Brasil Indústria, Máquinas e Serviços Ltda., CNPJ n.0 33.372.251/0001-56, 
na condição de fabricante, declara que "as licenças de software que desempenha as funções 
de um GERENCIADOR DE FITOTECA E DE BACKUP serão fornecidas 
considerando-se o número de unidades de backup solicitadas e o número total de servidores 
fornecidos", conforme item 5 - Unidade de Backup subitem 13 - Recursos de Software do 
Anexo 01-B do Edital do Pregão n.0 05012003-CPUAC. 

Brasília- DF, 23 de Julho de 2003. 

~ 
~ / (i!A)t}1q 

--------------~~------~--------
Carmem Távora Vieira 

RG. 1451032-88 SSP-CE 
Gerente de Unidade de Negócios 

=B.msi-l Indústria, Máquinas e Serviços Ltda. 
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-~------- ------- -.. ----- -----------_ _..._,._ 

DECLARAÇÃO 

A empresa IBM Brasil Indústria, Máquinas e Serviços Ltda., CNPJ n.0 33.372.25110001-56, na condição de 
fabricante, declara que a interface de vídeo dos servidores IBM eServer xSeries 440 e xSeries 360 são PCI 
32bits, conforme item 4.1.1 SERVIDORES INTEL TIPO 1, sub-item 6 e item 4.1.2 SERVIDORES INTEL 
TIPO 2, sub-item 6 do Anexo 02 do Edital do Pregão n. 0 050/2003-CPUAC. 

Brasília- DF, 23 de Julho de 2003. 

~ 
/@)(}za----

carmem Távora Vieira ----
RG. 1451032-88 SSP-CE 

Gerente de Unidade de Negócios 
IBM Brasil Indústria, Máquinas e Serviços Ltda. 
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--.. ----- -------------_ _.._,_ 

DECLARAÇÃO 

A empresa IBM Bra!-.il Indústria, Máquinas e Serviços Ltda., CNPJ n.0 33.372.251/0001-56, 
na condição de fabricante, declara que " serão fornecidos 2 (dois) equipamentos servidores 
RISC Para o CCD de Brasília, em alta disponibilidade, para abrigar os softwares 
gerenciadores da!-. fitotecas e os softwares gerenciadores do backup e também será 
fornecido 2 (dois) servidores RISC para o CCD de São Paulo, em alta disponibilidade, para 
abrigar o software gerenciador da fitoteca e o software gerenciador do backup; Os 
servidores estão dimensionados de tal forma que suportem o gerenciamento de 150 clientes 
de backup, individualmente.", conforme item 5- Unidade de Backup subitem 15- Geral do 
Anexo 01-b do Edital do Pregão n.0 05012003-CPUAC. 

·;~· --~ · --· -- --· ..... - -· _._ -- ·- - _._ --
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Brasília- DF, 23 de Julho de 2003. 

/7 /, 
(!:::áA rYLt WL- / cwcn a 

------~~~--~~~--~~~~~--~---
Carmem Távora Vieira 

RG. 1451032-88 SSP-CE 
Gerente de Unidade de Negócios 

Brasil Indústria, Máquinas e Serviços Ltda. 
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--..-. .-------- -------- --... ----- .. - _ __. _ _ __., __ _ _ _.._,_ 

DECLARAÇÃO 
.· •... 

c 
A empresa IBM Brasil Indústria, Máquinas e Serviços Ltda., CNPJ n.0 33.372.251/0001-56, 
na condição de fabricante, declara que " há compatibilidade e integração com as versões 
dos equipamentos existentes: Switches: Modelo 2109- S16 fabricante IBM (OEM Brocade 
2800 Silkworm), versão de microcódigo A2.4.1 C; Storage Modelo 2105 - F20 (IBM) com 
dois microcódigos ( 2 dispositivos de armazenamento) 1.5.2.103 e 1.3.2.49; HBA 's Modelo 
Qlogic QLA 2200 - PCI Fibre Channel adpater, versão de microcódigo 8.0.8.1" , conforme 
item 3.3 SWITCH TIPO 3 (FC) subitem 5 -Compatibilidade e Integração do Anexo 01-b 
do Edital do Pregão n.0 05012003-CPUAC. 

Brasília- DF, 23 de Julho de 2003. 

~ 
--..~. QQ/LnNW\.- /~a_ 
----~--~--------~--~~~-------~ 

~ ( [ Carmem Távora Vieira 
=====================================================\ RG. 1451032-88 SSP-CE 

:u íSo Ch~10~:W ti[ HnikS ~[ Sku f''·'~· ·: Gerente de Unidade de Negócios 
~u.1 da tiiori.i , 9& - forre; WF.:m; ,)íüs-:··:c ·,:·~Brasil Indústria Máquinas e Serviços Ltda. 

VhU&O SGHEHH Wii ü SHO [i[ .JTEWC' ,r,[f[ : ' 

rhm f'ur SEHllHh~Ch fJGGí FH~H' Si ll . 
C~~K[K lUClh IhVG~H Vl[l '' 
:·hUlG, 23 de ]UlHO il~. -t'W;h9' 
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Cuco SvsTEMS 

São Paulo, 21 de julho de 2003 

EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS - ECT 

Re.: PREGÃO N.2 050/2003- CPUAC 

Prezados Senhores, 

Declaramos para fins do pregão acima que 
ITAUTEC INFORMÁTICA S.A. - GRUPO 
ITAUTEC PHILCO, inscrita no CNPJ/MF sob 
o nº 51.764.058/0001 -42, com sede na Rua 
Santa Catarina, 01 - Parte Prédio 18 -
Tatuapé - São Paulo - SP, doravante 
EMPRESA, é revendedor autorizado Cisco no 
Brasil. 

Versão em inglês para referência apenas 
English version for reference only 

. ~ .. 

We hereby inform for the purposes of the 
above process that ITAUTEC INFORMÁTICA 
S.A.- GRUPO ITAUTEC PHILCO, inscrita no 
CNPJ/MF sob o nº 51 .764.058/0001-42, com 
sede na Rua Santa Catarina, 01 - Parte Prédio 
18 - Tatuapé - São Paulo - SP, hereinafter 
COMPANY is an authorized reseller in Brazil. 

Asseguramos para fins do certame em We certify for the purposes of the above 
referência: process: 

- o fornecimento e a garantia dos produtos 
Cisco no anexo relacionados; e que 
- os equipamentos Cisco cotados pela 
EMPRESA, relacionados no anexo são de 
linha de produção continuada e que serão 
fornecidas peças de reposição pelo período 
mínimo de 60 (sessenta) meses. 
Atestamos ainda, com relação aos 
equipamentos Cisco relacionados no anexo: 

a) nossa solidariedade para com a EMPRESA 
no âmbito dos produtos Cisco quanto aos 
compromissos que a EMPRESA venha a 
assumir perante a ECT, no escopo desta 
licitação; 

b) que a EMPRESA está apta a prestar 
assistência técnica, com o uso de peças e 
componentes originais , bem como suporte aos 
produtos Cisco cotados ; 

- the supply and warranty of the Cisco products 
listed in the attachment hereto; and that 
- the Cisco equipment offered by COMPANY 
are from a continued line of production and that 
spare parts will be available for a minimum 
period of 60 (sixty) months. 

We also certify with regards to the Cisco 
products listed in the attachment hereto: 

a) our joint liability with COMPANY with 
regards to Cisco products in relation to the 
obligations that COMPANY commits before 
ECT, within this process; 



® 

c) nossa responsabilidade solidária para com 
a EMPRESA pelo perfeito cumprimento das 
exigências de garantia dos produtos Cisco, 
durante todo o prazo de vigência do contrato. 

c) our joint liability responsibility with · 
COMPANY for the perfect fulfillment of 
warranty of Cisco products, during the whole 
term of the agreement. 



EQUIPAMENTOS DE REDE EDITAL Correios 050_2003 

ltautec 

SWITCH TIPO 1 

Cód. Product Descrlptlon Quant 

WS·C6513 Cal 6513 Chassis, 13slot, 19RU, No Pow Supply, No Fan Tray 1 

WS·C6K-13SLT-FAN2 High Speed Fan Tray for Catalyst 6513/ Cisco 7613 1 

WS-CAC-2500W Catalyst 6000 2500W AC Power Supply 1 

WS-CAC-2500W/2 Catalyst 6000 Second 2500W AC Power 1 

CAB-AC-2500W -1 NT Power Cord, 250Vac 16A, INTL 2 

S6S22ZK2-12119E Catalyst 6000 SUP2/MSFC2 lOS SP WNIP SSH 3DES 1 

WS-X6K-S2-MSFC2 Catalyst 6500 Supervisor Engine-2, 2GE, plus MSFC-2/ PFC-2 1 

WS-X6500-SFM2 Catalyst 6500 Switch Fabric Module 2 1 

WS-X6516A-GBIC Catalyst 6500 16-port GigE Mod, fabric-enabled (Req. GBICs) 1 

WS-F6K-DFC Ois! Fwd Card for 65xx, 6816 Modules used with SUP1 AISUP2 1 

MEM-OFC-128MB 128MB ORAM FOR OFC 1 

WS-X6548-GE-TX Catalyst 6500 48-port fabric-enabled 10/100/1000 Module 1 

WS-X6548-GE-TX Catalyst 6500 48-port fabric-enabled 1 0/1 00/1 000 Module 1 

WS-X6548-GE-TX Catalyst 6500 48-port fabric-enabled 1 0/1 00/1 000 Module 1 

WS-X6516-GE-TX Catalyst 6500 16-port Gig/Copper Module, x-bar 1 

WS-F6K-OFC Ois! Fwd Card for 65xx, 6816 Modules used with SUP1 AISUP2 1 

MEM-OFC-128MB 128 MB ORAM FOR OFC 1 

WS-X6066-SLB-APC Catalyst 6000 Content Switching Module 1 

SC6K-3.1.3-CSM CSM 3.1 .3 Software Release 1 

WS-SVC-NAM-1 Catalyst 6500 Network Analysis Module-1 1 

SC-SVC-NAM-3. 1 Catalyst 6500 NAM SW Release 3.1 1 

WS-X6516-GE-TX Catalyst 6500 16-port Gig/Copper Module, x-bar 1 

WS-F6K-OFC Oist Fwd Card for65xx, 6816 Modules used with SUP1AISUP2 1 

MEM-OFC-128MB 128MB ORAM FOR OFC 1 

WS-X6516-GE-TX Catalyst 6500 16-port Gig/Copper Module, x-bar 1 

WS-F6K-DFC Dist Fwd Card for 65xx, 6816 Modules used with SUP1 AISUP2 1 

MEM-DFC-128MB 128MB ORAM FOR DFC 1 

WS-X6516-GE-TX Catalyst 6500 16-port Gig/Copper Module, x-bar 1 

WS-F6K-DFC Dist Fwd Card for 65xx, 6816 Modules used with SUP1 AISUP2 1 

MEM-OFC-128MB 128MB ORAM FOR OFC 1 

WS-G5484 1000BASE-SX Short Wavelength GBIC (Multimode only) 16 

MEM-S2-128MB Catalyst 6000 Sup2 Mem, 128MB ORAM Option 1 

MEM-MSFC2-128MB Catalyst 6000 MSFC-2 Mem, 128MB ORAM Option 1 

SWITCH TIPO 2 

Cód. Product Description Quant 

WS-C2950G-48-EI Catalyst~~- 48 1 0~20 with 2 GBIC slots, Enhanced lmage __ 1 
--- --- -----

CAB-AC Power Cord, 11 OV 1 

WS-G5484= 1000BASE-SX Short Wavelength GBIC (Multimode only) 1 

WS-X3500-XL GigaStack Stacking GBIC and 50cm cable 1 

PWR300-AC-RPS-N1 Redundant Power System 300 (RPS 300) w/ 1 connector cable 1 

CAB-AC Power Cord, 11 OV 1 

SWITCH TIPO 5 (CONCENTRADOR DE VPNs) 

Cód. Product 

CV PN3060-NR 

CVPN3060-SW-K9 

Description aw;mt. _., 

VPN 3060 Concentrator (Non·Redun, 1 P/S); 5000users@ 1 OOMbp,s-· oi• ··lll ih.1 . ( ~ •• · j 
Sottware for VPN3060 Concentrator ~ r'. C.,l ~! t1 lJ.,)I ~;:','~ (' l (l ; 

~ ~. ? . . v:'-·'· ' 

' 00·---:J ----
') 



CAB·AC Power Cord, 11 OV 

CVPN3000-PWR= Cisco VPN 3000 Concentrator Power Su ply 

SERVIDOR DE AUTENTICAÇÃO PARA O SWITCH TIPO 5 

Cód. Product Descriptlon Quant 

CSACSE-1111-K9 Cisco Secure ACS 3.2 Solution; includes HW and SW 1 

CAB-AC Power Cord, 110V 1 

CSACSE-3.2-SW-K9 Config. Option; CSACS 3.2 Software loaded on Cisco 1111 1 

ROTEADOR TIPO 1 

Cód. Product Descriptlon Quant 

CISC03745 3700 Series, 4-Siot, Dual FE, Multiservice Access Router 1 

PWR-3745-AC AC Power Supply for lhe Cisco 3745 1 

PWR-3745-AC/2 Redundant AC System Power Suppy for lhe Cisco 3745 1 

CAB-AC Power Cord, 11 OV 2 

S374AK9-12301 Cisco 3745 Ser lOS ENTERPRISE PLUS IPSEC 3DES 1 

NM-1FE2W 1 10/100 Ethemet 2 WAN Card Slot Network Module 1 

WIC-2T 2-Port Serial WAN Interface Card 2 

NM·1A-E3 1-Port E3 ATM Network Module 2 

NM-1GE 1 Port GE Network Module 1 

WIC-2T 2-Port Serial WAN Interface Card 2 

CAB-SS-V35MT V.35 Cable, DTE Male to Smart Serial , 10 Feet 8 

WS-G5483= 1000BASE-T GBIC 1 

ROTEADOR TIPO 2 

Cód. Product Descrlptlon Quant 

CISC01751·V 10/100 Modular Router w/Voice,32F/64D 1 

MEM1700-64U96D Cisco 1751-V 64MB to 96MB ORAM Factory Upgrade 1 

S 17C7HVK9-12208T Cisco 1700 lOS IP/ADSLIVOICE/FWIIDS PLUS IPSEC 3DES 1 

WIC-2T 2-Port Serial WAN Interface Card 1 

VIC-2FXO Two-port Voice Interface Card - FXO 1 

VIC-2FXS Two-port Voice Interface Card - FXS 1 

PVDM-256K-4 4-Channel Packet Voice/Fax DSP Module 1 

CAB·AC Power Cord,110V 1 

CAB-SS-V35FC V.35 Cable, DCE Female to Smart Serial, 10 Feet 1 

CAB-SS·V35MT V.35 Cable, DTE Male to Smart Serial, 10 Feet 1 

PVDM-256K-4 4·Channel Packet Voice/Fax DSP Module 1 

SERVIDOR DE SEGURANÇA LÓGICA TIPO 1 

Cód. Product Description Quant 

PIX-535 PIX Firewall 535 Chassis 1 

CAB-AC Power Cord, 11 OV 1 

PIX-VPN-3DES 168-bit 3DES VPN feature license for PIX Firewall 1 

PIX-535UR-SW Unrestricted feature license for PIX 535 Fi rewall 1 

SF-PIX-6.2 PIX v6.2 Software for lhe PIX 515E, 525 and 535 Chassis 1 

PIX-1 GE-66 66MHz Gigabit Ethernet Interface, Multimode (SX) SC 1 

PIX-1GE-66 66MHz Gigabit Ethernet Interface, Multimode (SX) SC 1 

-----..~ RQS no 0312$0E - CN.I 
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PIX-4FE-66 PIX 66-MHz Four-port 10/100 Ethemet Interface, RJ45 1 - -
PIX-535-PWR -AC Redundant AC power supply for PIX 535 1 

PIX-1FE S1ngle 10/100 Fast Ethemet lnteface for PIX Firewall , RJ45 1 

PIX· 1FE S1ng!e 10/ 100 Fast Ethemet lnteface for PIX Firewall , RJ45 1 

PIX-VPN-ACCEL VPN Accelerator Card for PIX 515E/525/535-URIFO Firewall 1 ---
PIX-535-MEM -512 PIX 53_5_? 13MB RAM Upgrade (2-256MB DIMM, UR Only) 1 - -
PIX-535-PW R ·BLANK Blank to fill unused power supply slot on PIX 535 1 - ---·-
PIX-535 PIX F1rewall 535 Chassis 1 - - - - . 
CAB-AC Power Cord .110V 1 -
PIX-VPN -3DES 168-blt 3DES VPN feature license for PIX Firewall 1 - -
PIX·535FO-SW Fa11over feature license for PIX 535 Firewall 1 -- -·- --
SF-PIX-6 2 PIX v6 2 Software for the PIX 515E, 525 and 535 Chassis 1 -
PIX-1GE·66 66MHz Gigabit Ethemet Interface, Multimode (SX) SC 1 - - -
PIX-1GE-66 66MHz Gigabit Ethemet Interface, Multimode (SX) SC 1 -
PIX-4FE -66 PIX 66-MHz Four-port 10/100 Ethemet Interface, RJ45 1 

PIX-535-PW R-AC Redundant AC power supply for PIX 535 1 -
PIX·1FE ~1ngle 101100 Fast Ethemet lnteface for PIX Firewal l, RJ45 1 - -- -
PIX-1FE Single 10/ 100 Fast Ethemet lnteface for PIX Firewall, RJ45 1 - - - -
PIX-VPN-ACC EL VPN Accelerator Card for PIX 515E/525/535·URIFO Firewall 1 ---
PIX-535-MEM-512 PIX 535 512MB RAM Upgrade (2-256MB DIMM, UR Only) 1 

PIX-535-PWA -BLANK Blank to fi li unused power supply slot on PIX 535 1 

SERVIDOR DE SEGURANÇA LÓGICA TIPO 02 

Cód. Product Descrlplion Quant 

PIX-525 PIX Firewall 525 Chassis 1 

CAB-AC Power Cord, 110V 1 

PIX-VPN-3DES 168-bit 3DES VPN feature license for PIX Firewall 1 

PIX-525-SW ·UA Unrestricted feature license for PIX 525 Firewall 1 

SF-PIX-6 2 PIX v6.2 Software for the PIX 515E, 525 and 535 Chassis 1 

PIX-4FE-66 PIX 66-MHz Four-port 10/100 Ethemet Interface, RJ45 1 

PIX-1GE-66 66MHz Gigabit Ethernet Interface, Multimode (SX) SC 1 --- -
PIX-VPN-ACCEL VPN Accelerator Card for PIX 515EI525/535-UR/FO Firewall 1 

PIX-525 PIX Firewall 525 Chassis 1 

CAB-AC Power Cord , 11 OV 1 

PIX-VPN-3DES 168-bit 3DES VPN feature license for PIX Firewall 1 

PIX-525-SW -FO Failover feature license for PIX 525 Firewall 1 

SF-PIX-6.2 PIX v6.2 Software for the PIX 515E, 525 and 535 Chassis 1 

PIX-4FE-66 PIX 66-MHz Four-port 10/100 Ethemet Interface, RJ45 1 

PIX-1GE-66 66MHz Gigabit Ethernet Interface, Multimode (SX) SC 1 

PIX-VPN-ACC EL VPN Accelerator Card for PIX 515E/525/535-UR/FO Firewall 1 

SISTEMA PARA DETECÇÃO DE INTRUSÃO 

Cód. Product Description Quant 

IDS·4250-T X- K9 4250 Sensor (chassis , s/w, SSH, 10/100/1 OOOBaseT w/ RJ-45) 1 

CAB-AC Power Cord ,11 OV 1 

SOFTWARE DE GERENCIAMENTO DE SEGURANÇA E VPN 

Cód. Product Description Quant 

CWVMS-2 2-UR-K9 VMS 2.2 WIN/SOL Unrestricted 1 
- -

CWVMS -MCC SA-4 O Expanded Part use Only: MC for Cisco Securi ty Agents 4.0 - .. - 1 



SOFlWARE DE GERENCIAMENTO DE LAN 

Cód. Product Descrlptlon Quant 

CWLMS·2.2·K9 LAN Managment 2.2 for WIN!SOL; CM, DFM, RME, RTM , CV 1 

SOFlWARE DE GERENCIAMENTO DE WAN 

Cód. Product Descrlption Quant 

CWRW· 1.3·K9 Routed WAN Mgmt 1.3forWIN!SOL; ACL, IPM, RME, CV 1 

RQS n° 03/2005 · CN I 
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Cisco do Brasil Ltda. 
Av. Nações Unidas, 12.901 -26° and. 
04578-000 - São Paulo - SP 
Tel. : (OI I) 5508-9999 
Fax: (0 I I) 5508-9998 
www .cisco.com 

São Paulo, 21 de julho de 2003 

EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS - ECT 

Ref.: PREGÃO N.2 050/2003- CPUAC 

Prezados Senhores, 

Declaramos, para fins de comprovação no edital em epígrafe que a empresa 
MULTIREDE INFORMÁTICA L TOA., inscrita no CNPJ/MF sob o número 
66.060.088/0001-45 e localizada na rua Dr. Eduardo de Souza Aranha, 387 -
ltaim Bibi - São Paulo - SP é atualmente parceiro certificado pela Cisco 
Systems, Inc. como Cisco Learning Solutions Partner. 

Esclarecemos por oportuno que os cursos CWFUN e CWLAW foram 
descontinuados e substituídos pelo curso CWENT. 

10b3AA05S 

RQS n° 03/2005 - CN., 
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CISCO SYSTEMS 

® 

São Paulo, 22 de julho de 2003 

EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS- ECT 

Re.: PREGÃO N.2 050/2003- CPUAC 

Prezados Senhores, 

Informamos abaixo algumas características técnicas dos produtos Cisco abaixo relacionados: 

1) As fontes de alimentação do concentrador Cisco VPN 3060 possuem recurso de troca sem interrupção 
(HOT -SWAPPABLE/HOT-PLUGGABLE). 

2) O roteador Cisco 3745 possui capacidade de roteamento de até 225.000 (duzentos e vinte "e cinco mil) 
pacotes por segundo, utilizando pacotes de 64 (sessenta e quatro) bytes, sem perdas de pacotes. 

3) O roteador Cisco 3745 possui MTBF (Mean Time Between Failures) superior a 50.000 (cinqüenta mil) 
horas. 

4) O roteador Cisco 3745 permite a configuração de 1024 (mil e vinte e quatro) rotas estáticas. 

5) A módulo de rede NM-1A-E3, compatível com o roteador Cisco 3745, possui interface compatível com 
o padrão ITU-T G.703. 

6) O roteador Cisco 1751-V possui fonte de alimentação elétrica de 90 a 240 Volts com comutação 
automática e freqüencia de 60 (sessenta) Hertz. 

7) A Cisco do Brasil recomenda, para o Edital 050/2003 da Empresa de Correios e Telégrafos, o uso o 
sistema operacional Pix OS versão 6.2 para os firewalls Cisco Pix 535 e Pix 525. 

8) O firewall Cisco Pix 525 com a versão do sistema operacional Pix OS 6.2 possui capacidade de 
processamento superior a 350 Mbps em texto claro. 

9) O sistema de detecção de intrusão IDS 4250 permite a detecção de ataques que utilizam recursos de 
detecção Whisker anti -lOS. 

1 O) O sistema de detecção de intrusão lOS 4250 permite a detecção de Probin Attacks através das 
assinaturas de ataques do tipo Probe, como por exemplo Finger Probe, Apache/mod_ssl Worm Probe, 
SATAN Probe ackdoor Probes em portas TCP ou UDP. 

Gisco do 
~érgio T 1 a .. 

R~~ 
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Procuração 

Cisru du llrasil Lida. 
Av. Na~iies Unidas. 12.'!01 · 2h' and 
II.J:'i7X-lJ0.1 -São Paulo - SP 
Td .: tO II l :'i:'iOX-<J<J<J<J 
Fax: iO li l :'i:'iO:'i-'JlJ<JX 
www.dsl'o.t·om. 

Outorgante: Cisco do Brasil Ltda .. com sede na cidade de São Paulo. Estado de São 
Paul() . na Avenida Nações Unidas. 12.901. 18°. e 26°. andares. CEP 0457H-90:" . 
inscrita no CNPJ sob o n° 00.028.666/0001-58. neste ato representada por seu 
gcn:nte delegado. Sr. Carlos Carnevali. brasileiro. casado. engenheiro. portador da 

c~dula de identidade RG n°. 3.500.054-SSP/SP. inscrito no CPF-MF sob o n°. 
205 .601.848-91 . residente e domiciliado na Cidade de São Paulo-SP. com escritório 

na Cidade de São Paulo-SP. na Avenida Nações Unidas. 12.90 I. Torre Oeste . 26". 
andar. 

Outorgados: Luis Carlos Araújo Moraes Rego Júnior. brasileiro. engenheiro 

elétrico. portador da cédula de identidade RG n°. 6.953.526-7-SSP/SP. inscrito no 

CPF-MF sob o n°. 082.948.428-00. e Sérgio Fumiaki Tsujioka. brasileiro. técnico 

administrativo. portador da cédula de identidade RG n°. -l- .639.759-0-SSP/SP. inscrito 

nu CPF-MF sob o n°. 682.843 .908-25. ambos residentes e domiciliados na Cidade de 
Sã() Paulo-SP. com escritório na Cidade de São Paulo-SP. na Avenida Nações Unidas. 
12.1)() I. Turre Oeste.l8 ° andar. 

Podct·cs: Pelo presente instrumento particular e nos termos do seu Contrato Soci<li 
atualmente em vigor. a Outorgante nomeia e constitui os Outorgados seus bastante 
procuradores com poderes para individualmente (i) representar a Outorgante perank 
;1s repartições públicas federais. estaduais e municipais. entidades autárquicas e 
paraestatais. incluindo mas não limitando ao Banco Central do Brasil e :1s Junta:-­
Comerciais. INSS. neles requerendo. assinado cartas. petições. formulários. 
documentos de cfunbio. arquivar e retirar documentos: (ii) assinar contratos com 
empresas de utilidade pública ·e prestadores de serviços. incluindo mas não se 
limitando a contratos bancários e contratos de câmbio: (iii) representar a Outorgante 
en1 licitações. estando autorizado. para esse fim. a assinar documentos em benefício 
d;1 ()utorgante: (iv) interpor e responder recursos administrativos perante qualquer 
t'1rg:1o da Administração Pública: (v) movimentar as contas hanC:u"ias em nome LÜI 

Outorgante. assinar cheques e transferências. autori zar ordens de pagamento: e (vil 
praticar todos os demais atos necessários ao bom e fiel cumprimento do presente 
mandato. mas sempre de total conformidade com as disposições e restrições contida:-­
rw Contrato Social da Outorgante. É vedado o substabelecimento no todo ou em parte 
da presente procuração. 

Validade: A presente procurat; ão vigorarú de 03 de anetro de\oo:> at é 03 de 
.Janeiro de 2004. a me nos qu e anteri ormente revogad~. . ! 

do . )lJ de deze1ilbro de 2002 
I I , I 

. I 

//?k~-1'-
~ ......... ""<".,f:(sil Ltda. 

Carlo" Cu , , ali 
C1 ere nl L' DL·kg-adu 
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São Paulo, 23 de julho de 2003. 
A 

_K __ BOI~ 
KSE VICES 

EMPRESA BRASILEIRA DE CORREIOS E TELEGRAFOS 
BRASILIA/DF 

Ref.: PREGÃO NOOS0/2003 - CPL/ AC 

'·•- .. - --

Objeto.: Locação e instalação de 162(cento e sessenta e dois) equipamentos de 
informática - novos de fábrica - incluindo: a configuração, o treinamento, a 
assistência técnica e a garantia, destinados aos Centros Corporativos de Dados da 
ECT, localizados nas cidades de Brasília e São Paulo, conforme condições gerais e 
pauta de distribuição e especificações constantes dos ANEXOS 1-a e 1-B deste 
EDITAL. 

DECLARAÇÃO DE SOLIDARIED.t\DE 

Declaramos, na qualidade de fabricante, que a Itautec Informática S.A Grupo Itautec 
Philco , CI\JPJ n° 51.764.058/0001-42, é nosso revendedor autorizado e está apto a 
comercializar os equipamentos por nós produzidos, descritos abaixo: 
KV138A KV134A-R2 EHN151 -0020 EHN382-0050 EHN383-01 00 
KV1301C-R2 KV131A-R2 KV1300C KV1305C KV1306C 
KV140035 KV180035 EHN151-0020 RMK19A EHN515-0050 
EHN382-01 00 EHN225-01 00 KV140050 

Declaramos ainda : 
a) nossa solidariedade para com a Itautec Informática S/A-Grupo Itautec quanto aos 

compromissos que esta venha a assumir perante a EMPRESA BRASILEIRA DE 
CORREIOS E TELEGRAFOS; 

b) que a Itautec Informática S/ A- Grupo ltautec está apta a prestar assistência 
técnica, com uso de peças e componentes originais, bem como suporte aos 
produtos e equipamentos cotados; 

c) que somos responsáveis solidários com a Itautec Informática S/A- Grupo Itautec, 
/~~~- pelo perfeito cumprimento das exigências de garantia dos equipamentos, durante 
(_ .:~:~::~odo o seu prazo de vigência do contrato. 
'd}. ~-:.'j:)lack Box do Brasil assegura que os referidos equipamentos são de linhas de ' ....... pte'a' ã onti ua período de 60 meses . . . ~ - ~-

~ 
- -- - - :'" - ~ .• - - ' . ; . -

é:las e Suporte ~ : . . ; :-:· : _ _ : .. : ~ ~- -~ - · .. 

o Brasil Ltda . :. . _.; ; ;: : ._ :..· . ~ - . 

.. _ : - ~:--~~ ~ L~ n ~ ~ : 1 0~:~ 



Matr. JUCI:SP N2 1695 
C.C.M. 9.382.440·0 . 

SELENECUBEROSPEREZ 
TRADUTOFt PÚBLICO 

INGI.ES • PORTIJGU~S 

Rua Libero 6adaró, 293 · 252• Andar- Sio Pauio- SP- 01009-907 
TEL; 55 11 31813-~iSSS- Fax: SE 11 S1B8·5566 

TRADUÇÃO N° J-8533/02 LNRC N° 77 FOLHAS N_0 1 

CERTIFICO E DOU FÉ, que me foi apresentado, n~ta data, mn documento 
redigido em idioma INGLES, com o fim de traduzi-lo para o PORWGUÊS, 
o que faço em razão do meu oficio e nos te~mos seguintes:-.-

Project Management Instimte [PMI- Instituto de Administração de 
Projetos] 

Certifico que Claudia Fernanda Curcio satisfez todas as exigências 
estabelecidas e foi nomeada pelo Project Management lnsti.tute como Project 
Management Professional [PMP- Profissional de Administração de Projeto]. 
lll de março de 2002 a 31 de dezembro de 2005. 
Em testemunho do quê, subscrev.~mo-nos e selamos com o selo do Instituto. 
Número da certificação: 47470. 
Assinado: [assinatura ilegível]. 
Cargo: Presidente do Conselho de Diretores. 
Assinado: [assinatura ilegível]. 
Cargo: Diretor Executivo. 
[Consta o logotipo do Project J\fanagement Professional do PMI e o Selo 
Social do Project Maoagement Institute, Inc.]. 
Propriedade do Project Management Institul.e. 
[Verso] . 
© 2000 Proj ect Management InstJ.tute, Inc. Todos os direitos reservados. 
O "PMI" e o logotipo do Plvfi &ío serviç~ e marcas comerciais J;egistradas 
nos Estados Unidos e em outros países; o "Pl\1P'' e o logotipo do PMP são 
marcas de certificação registrada!; nos Estados Unidos e em outros pa.fses; o 
"PMBOK", o "PM Network" (; o "PMl' Today" são marcas comerciais 
registradas nos Estados Unidos e em outros países; e o "Project Management 
Journal" e o "Building professionalism in project managem.ent" são :marcas 
comerciais registradas do Project Managemcnt Institute, Inc. · 
Impresso nos Estados Up.idos da América. 
050-009-2000 (rev. 12/00). 

NADA MAIS consta do documento a mim apresentado. 
Conferi a tradução e dou fé. 
O Tradutor Público e Intérprete G:>mercial. 
São Paulo, 22 de Outubro de 2002. 
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DECLARAÇÃO 

A empresa IBM Brasil Indústria, Máquinas e Serviços Ltda., CNPJ n.0 33.372.251/0001-56, na condição de 
fabricante, declara que os racks IBM NetBay 42 Standard Rack e IBM NetBay 42 Expansion Rack possuem 
colunas de 2°. Plano e portas frontal, traseira e laterais removíveis, conforme item 7. RACK PARA 
EQUIPAMENTOS, sub-item 1 do Anexo 02 do Edital do Pregão n.o 050/2003-CPUAC. 

Brasília- DF, 23 de Julho de 2003. 

,,.___(LWll~ ~Q 
Carmem Távora Vieira 

RG. 1451032-88 SSP-CE 
Gerente de Unidade de Negócios 

IBM Brasil Indústria, Máquinas e Serviços Ltda. 
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DECLARAÇÃO 

A empresa IBM Brasil Indústria, Máquinas e Serviços Ltda., CNPJ n.0 33.372.251/0001-56, na condição de 
fabricante, declara que os teclados ofertados suportam o padrão ABNT2, conforme item 3.4 SWITCH TIPO 4 
(KVM), sub-item 3 do Edital do Pregão n.0 050/2003-CPUAC. 

HRHTE: KlôUEL f' Jmt ' 
iG:[SC~fVEHTE ~UTO~IZh&G. ,, , ,,,,, 
:,:UUU2,Gl 
:•o:Z2G594 
f'R60S f'O~ VERf:h 

Brasília- DF, 23 de Julho de 2003. 

Ú~':T:';. v~ª-----_ 
RG. 1451032-88 SSP-CE 

Gerente de Unidade de Negócios 
IBM Brasil Indústria, Máquinas e Serviços Ltda. 
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ACECO TI Ltda. 
Av. Eng. Luiz Carlos Berrini, n.o 267- Bloco B- 2° andar 
CEP. 04571-010- São Paulo- SP 
CNPJ. 43.209.436/0002-89 

Carta de Solidariedade 

Ref: Edital do Pregão ECT No. 050/2003 - Objeto: locação e instalação de 162 (cento e 
sessenta e dois) equipamentos de informática - novos de fábrica - incluindo: a 
configuração, o treinamento, a assistência técnica e a garantia, destinados aos Centros 
Corporativos de Dados da ECT, localizados nas cidades de Brasília e São Paulo. 

Vimos, por meio desta, apresentar nossa solidariedade com a ITAUTEC Informática S/ A­
Grupo ltautec Philco. CNPJ: 51.764.058/0001-42, localizada na Rua Santa Catarina, n.0 1, 
Prédio 18, Parte, Tatuapé, São Paulo, SP, Brasil, no Edital supracitado, que estamos 
solidários a esta, garantindo o fornecimento dos seguintes produtos: 

DESCRIÇÃO DOS PRODUTOS (citar marca e modelo) 

Intervenções necessárias 

Fornecimento de expansão do sistema de detecção precoce de incêndio, para 
complementação do sistema em virtude do complemento do sistema de climatização da 
Sala de Segurança; 

Integração dos novos equipamentos aos sistemas de detecção precoce de incêndio , 
controle e monitoramento ambiental existentes, de modo a manter as características e 
performance de atuação sem prejuízos ao sistema já instalado. 

Quadros gerais de distribuição dos No-Breaks, Barramento Seguro (QDX e QDY) 

Estes quadros serão complementados com a instalação de novos disjuntores para 
alimentação de novos painéis de distribuição interna da sala de segurança física, no 
mesmo padrão e funcionalidade dos atuais. 

6 Quadros auto portantes tipo plug-in da Sala Cofre: (QdiX2 , QdiY2) em São Paulo e 
(QdiX2, QdiY2 , QdiX3 e QdiY3) em Brasília. 

Os quadros a serem instalados, seguirão o mesmo padrão existente, dotados de 
disjuntores extraíveis (plug-in) com tampa transparente em policarbonato. 
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Serão contemplados um total de 108 (cento e oito) circuitos duais, totalizando 216 
(duzentos e dezesseis) pontos elétricos no ECT Brasília e 65 (sessenta e cinco) circuitos 
duais, totalizando 130 (cento e trinta) pontos elétricos no ECT São Paulo. 

Todos os quadros seguirão o padrão dos quadros atuais como fabricante e linha de 
disjuntores, medições e outras características. 

Sistema de Eletrocalhas I Leito Aramado 

Serão utilizadas eletrocalhas existentes para a execução da interligação entre os 
quadros QDX e QDY. 

Para a infra estrutura sob o piso elevado das salas serão utilizados leitos aramados 
em inox, com os devidos acessórios de derivação e fixação e identificações seguindo 
o padrão existente. 

Sistema de Cabeamento lógico 

São Paulo 

Cabeamento Horizontal UTP: instalação de 6000 metros de UTP 4 pares cat. 6 para 
atender os 180 pontos estruturado, sendo que os 180 pontos estão sendo considerados 
para atender as estações de trabalho e equipamentos dentro da sala cofre. Esses 180 
pontos serão distribuídos de forma horizontal para atender cada estação de trabalho com 
02 pontos, possibilitando serviços de ( Dados , Voz, Imagem etc.) em cada ponto, esses 
cabos seguirão por leitos aramados até os Racks a serem instalados conforme o lay out 
a ser definido. 

Conectares UTP: Instalação de 180 conectares RJ-45 fêmea cat. 6 para terminação nas 
extremidades dos cabos UTP 4 pares do Cabeamento Estruturado . 

Surface Box : Fornecimento e instalação de 90 Surface Box com duas 2 posições, para a 
instalação e identificação dos conectares RJ-45 fêmea nas estações de trabalho. 

Patch Panel UTP: Fornecimento e instalação de 8 patch panels 19" com 24 portas cat. 6 
dentro dos Racks a serem instalados, para terminação dos cabos UTP 4 pares 
provenientes das estações de trabalho. 

Patch Cords UTP: Fornecimento e instalação de 180 patch cords de 1 ,5 metros para 
conexão de serviços de dados e voz nos Racks, referidos acima. 

Fornecimento e instalação de 180 patch cords de 3,0 metros para conexão de serviços de 
dados nas estações de trabalho, referidos acima. 



Organizador Horizontal: Fornecimento e instalação 20 organizadores horizontais de 19"x 
1 U de altura, para organização dos patch cords nos Racks. 

Cabeamento Ópticos: Serão disponibilizados um total de 128 fiber channel , com cordão 
dúplex SC/SC MM com 3 metros do SW até distribuidor óptico e 27 metros do distribuidor 
óptico até o equipamento para atender as nessecidades de acréscimo no site ETC São 
Paulo. 

Testes e Identificações: Execução de medições para efetuar testes em todos os cabos 
UTP cat 6 e Ópticos, com emissão de relatórios dos resultados e instalação de etiquetas 
para identificação de todo o cabeamento instalado. 

Brasília 

Cabeamento Horizontal UTP: instalação de 12000 metros de cabos UTP 4 pares cat 6 
para atender os 400 pontos estruturado, sendo que os 400 pontos estão sendo 
considerados para atender as estações de trabalho e equipamentos dentro da sala cofre. 
Esses 400 pontos serão distribuídos de forma horizontal para atender cada estação de 
trabalho e equipamentos com 02 pontos, possibilitando serviços de ( Dados Voz, Imagem 
etc.) em cada ponto, esses cabos seguirão por leitos aramados até os Racks a serem 
instalados conforme o lay out a ser definido. 

Conectares UTP: Instalação de 400 conectares RJ-45 fêmea cat. 6 para terminação nas 
extremidades dos cabos UTP 4 pares do Cabeamento Estruturado nas estações de 
trabalho. 

Surface Box : Fornecimento e instalação de 200 Surface Box com 2 posições, para a 
instalação e identificação dos conectares RJ-45 fêmea nas estações de trabalho. 

Patch Panel UTP: Fornecimento e instalação de 17 patch panels 19" com 24 portas cat. 6 
dentro dos Racks a serem instalados, para terminação dos cabos UTP 4 pares 
provenientes das estações de trabalho. 

Patch Cords UTP: Fornecimento e instalação de 400 patch cords de 1,5 metros para 
conexão de serviços de dados e voz nos Racks, referidos acima. 

Fornecimento e instalação de 400 patch cords de 3,0 metros para conexão de serviços 
de dados nas estações de trabalho, referidos acima. 

Organizador Horizontal: Fornecimento e instalação de 40 organizadores horizontais de 
19"x 1 U de altura, para organização dos patch cords nos Racks. 

Cabeamento Óptico: Serão disponibilizando um total de 256 fiber channel com cordão 
duplex SC/SC MM com 3 metros do SW até o distribuidor óptico e 27 metros do 
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distribuidor óptico até os equipamentos para atender as nessecidades no site do ECT 
Brasília. 

Testes e Identificações: Execução de medições para efetuar testes em todos os cabos 
UTP e Ópticos instalados, com emissão de relatórios dos resultados e instalação de 
etiquetas para identificação de todo o cabeamento instalado. 

Todas as alterações nos projetos, quando da execução dos serviços, serão assinaladas 
em AS-BUILT. 

Sistema de Climatização 

Para o site de Brasília será necessário o complemento do sistema de climatização 
existente. 

Serão fornecidos 2 novos equipamentos de climatização, de mesmas características e 
potência dos demais já instalados na Sala de Segurança - modelo 24UW. 

Adicionalmente atestamos: 

a) nossa solidariedade com a ITAUTEC no âmbito dos produtos acima listados, 
quanto aos compromissos por ela assumidos na licitação supra-citada; 

b) Que a ACECO TI está apta a prestar assistência técnica para ITAUTEC, com o 
uso de peças e comprovantes originais, bem como suporte aos produtos cotados. 

c) Nossa responsabilidade solidária com a ITAUTEC pelo perfeito cumprimento das 
exigências de garantia dos produtos, durante o todo o prazo de vigência do 
Contrato. 

Paulo, 23 de julho de 2003 

~----"--·----------- ·-· ·- ·--- -- ·-··· - -·-····- - ·--·· -····-··- ... 



~ltautec 

À 
Empresa Brasileira de Correios e Telégrafos- ECT 
Comissão Permanente de Licitação da Administração Central- CPUAC 
SBN- Quadra 01- Bloco "A"- Sobreloja- Ed. Sede ECT 
Brasília - DF 

Ref.: Pregão 050/2003- CPUAC 
Data: 24/07/2003 às 9:00 Horas 

DECLARAÇÃO DE RESPONSABILIDADE DOS COMPONENTES DE TERCEIROS E DISPONIBILIDADE 
DE CENTRAL DE ATENDIMENTO 

A ltautec Informática S/A - Grupo ltautec Philco, CNPJ Nº 51.764.058/0001-42, pelo seu 
Representante Legal Sr.(a) Jorge ítalo Dimatteu Telles, portador(a) da Carteira de Identidade nº 
636.695 - SSP/DF e CPF nº 292.880.961-91, declara que o fornecimento de equipamentos/softwares 
ou prestação de serviços por terceiros, constantes da nossa proposta, não diminui, em hipótese 
alguma, a nossa total responsabilidade pelo perfeito e completo funcionamento do objeto do Edital do 
Pregão nº 050/2003-CPUAC. 

Declaramos, ainda, de que vamos dispor, no prazo máximo de 20 (vinte) dias da assinatura do 
Contrato, e central de atendimento telefônico com discagem gratuita e/ou internet, para processo de 
recepção, qualificação, controle e solução dos chamados de manutenção corretiva. 

Atenciosamente, 

Brasília- DF, 24 de julho de 2003. 

rmática S.A 
tec Philco 

Jor o Dimatteu Telles 
Re esentante de Marketing 
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ltautec 

À 
Empresa Brasileira de Correios e Telégrafos- ECT 
Comissão Permanente de Licitação da Administração Central- CPUAC 
SBN - Quadra 01 - Bloco "A" - Sobreloja - Ed. Sede ECT 
Brasília- DF 

Ref.: Pregão 050/2003- CPUAC 
Data: 24/07/2003 às 9:00 Horas 

Esclarecimentos Técnicos 

A ltautec Informática S/A - Grupo ltautec Philco, CNPJ Nº 51.764.058/0001-42, pelo seu 
Representante Legal Sr. Jorge ítalo Dimatteu Telles, portador da Carteira de Identidade nº 636.695-
SSP/DF e CPF nº 292.880.961-91, informa abaixo os telefones dos técnicos que poderão esclarecer 
possíveis dúvidas ou questionamentos referentes ao produtos ofertados na sua proposta referente ao 
objeto do Edital do Pregão nº 050/2003-CPUAC: 

1. Jéferson Moia - (Oxx11 )-9613-201 3; Carlos Jr- (Oxx61) 9985-2954 - Servidor Intel Tipo 01, 
Servidor Intel Tipo 02, Servidor Intel Tipo 03 

2. César Maciel- (Oxx31)-9957-5096; Henrique Von- (Oxx61) 9987-2894- Servidor Risc Tipo 
01 

3. Carlos Pane- (Oxx11) 9619-6934- Switch Tipo 01, Switch Tipo 02, Switch Tipo 05, Roteador 
Tipo 01, Roteador Tipo 02, Servidor de Segurança Lógica Tipo 01, Servidor de Lógica Tipo 
02, Servidor de Segurança Lógica Tipo 01, Servidor de Segurança Lógica 02, Servidor de 
Detecção de Intrusão 

4. Mauro Galindo - (Oxx61 )921-8532; Heric - Oxx61-8116-3351- Switch Tipo 03, Unidade de 
Backup Robotizado 

5. Douglas Fernandes- (Oxx11) 9619-6846- Switch Tipo 04 

Atenciosamente, 

Brasília- DF, 24 de julho de 2003. 

ormática S.A 
Grup autec Philco 
Jorge ítalo Dimatteu Telles 
Repr sentante de Marketing 
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Rua Libero Badar6, 293- 252. Andar- Sio Pauio- SP- 01009-907 
TEL.; 55 11 31SS-~i5S!i- Fax: 55 11 S188-556G 

TRADUÇÃO N° J-8533/02 LNRC N° 77 FOLHAS N° 1 

CERTIFICO E DOU FÉ, que me foi apresentado, nesta data, um doct.Unento 
redigido em idioma INGLES, coro o fim de traduzi-lo para o PORWGUÊS, 
o que faço em razão do meu oficio e nos te~mos seguintes:-.-

Project Manageme-nt Institnte [PMI - Instituto de Administração de 
Projetos] 

Certi:f.ico que Claudia Fernanda Curcio satisfez todas as exigências 
estabelecidas e foi nomeada pelo Project Management lnstitute como Project 
Management Professional [PMP · Profissional de Administração de Projeto]. 
lll. de março de 2002 a 31 de dezembro de 2005. 
Em testemUl'lho do quê, subscrev.~mo-nos e selamos com o selo do Instituto". 
Número da certificação: 47470. 
Assinado: [assinatura ilegível]. 
Cargo: Presidente do Conselho de Diretores. 
Assinado: [assinatura ilegível]. 
Cargo: Diretor Executivo. 
[Consta o logotipo do Project Managemeut Professional do PMI e o Selo 
Social do Project Management Institute, Inc.]. 
Propriedade do Project Mnnagement Institute. 
[Verso] . 
© 2000 Project Management InstJ.tute, Inc. Todos os direitos reservados. 
O "PMI" e o logotipo do P1.11 ~ío serviç~· e marcas comerciais registradas 
nos Estados Unidos e ei1:l outros países; o "Pl\.:1P" e o logotipo do PMP são 
marcas de certificação registradas nos Estados Unidos e em outros países; o 
"PMBOK", o "PM Networlc'' (; o ''PMI Today'' são marcas comerci.a:is 
registradas nos Estados Unidos e em outros países; e o ''Project Management 
Journal" e o "Building professionalism in project management" são marcas ~...; 
comerciais registradas do Project Managemcnt Institute, Inc. u.. ~S 
Impresso nos Estados Up.idos da América. o 9 ~ 

'~ '?. ~ 050-009-2000 (rcv. 12/00). ,::. ,, c' ._ ... 

NADA MAIS consta do documento a mim apresentado. 
Conferi a tradução e dou fé. 
O Tradutor Público e Intérprete C:>mercial. 
São Paulo, 22 de Outubro de 2002. 
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ANEXO 3 

, 
CATALOGOS, MANUAIS E 

OUTROS DOCUMENTOS TÉCNICOS 

CONTEÚDO: 

MANUAL1 
MANUAL2 
MANUAL3 

)~ ) MANUAL 4 
MANUALS 
MANUAL6 
MANUAL7 

VOLUME 1 

N2 3 6 9 8 ·· 1 
· Doc. --



I 

r) 
i. 

I 

Manuall 

IBM TotalStorage TM 
SAN Swtich M12 
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Core fabríc swítch supports híghly scalable 

fabrics for large enterprise SANs 

fligh port density packaging saves space 

Highlights 

• Desígned to províde superior 

performance wíth up to 2 Gbit! 

sec throughput and lnter-Switch 

Link (ISL) Trunking with 

aggregate speed up to 8 Gbit!sec 

• Enterprise-/eve/ sca/ability and 

hígh availability when deployed 

with dual redundant core/edge 

fabrics capable of attaching 

thousands o f devices 

• Scalable from one 32-port swtich 

to two 64-port switches 

• Broadest range o f IBM open 

server and storage device 

attachment including fabric, 

public loop and private loop with 

QuickLoop enabled edge 

switches 

• Space saving Sma/1 Form-Factor 

Pluggable (SFP) transceivers with 

up to 128-ports of Fibre Channel 

connectivity in 14U enclosure 

• Advanced fabric services such 

as end-to-end performance 

monitoring 

• Multiple SAN management options 

include IBMTotaiStorage SAN 

Switch Specialist, Fabric Manager 

V3 and open fabric interfaces for 

centralized management of large 

core/edge fabrics 

IBM TotaiStorage Enterprise 

SAN products 
The IBM TotaiStorage enterprise 

Storage Area Network (SAN) products 

c reate a high-speed, interconnected 

switch fabric of centrally managed, 

multi-vendor heterogeneous servers 

and storage systems. An enterprise 

SAN built upon IBM SAN technology 

can help companies derive greater 

value from their business information 

by supporting improved IT resource 

management and information sharing 

across the enterprise . 

IBM TotaiStorage SAN Switch M12 

The IBM TotaiStorage SAN Switch M 12 

(M 12 Switch) provides 2 Gbit Fibre 

Channel capability and performance 

and advanced functions to address 

demands for improved security, perfor­

mance and manageability as the SAN 

fabric grows to include thousands of 

devices. lt is based on next-generation 

switch technology that is designed 

to help full interoperable with other 

IBM TotaiStorage SAN Switches. You 

can configure scalable solutions that 

address your needs for high perfor­

mance and reliability for environments 

ranging from small workgroups to very 

large, integrated enterprise SANs. 

lndustry-standard Fibre Channel 
The M 12 Switch is designed to provide 

Fibre Channel connectivity to: 

Servers: 

• IBM @server pSeries and selected 

RS;'6000 Se! Ve!S (fOI i!Je 11/0SI CW!e/11 

list of supported servers and storage, 

visit ibm. com/storage/FCSwitch) 

• IBM @server xSeries and selected 

Netfinity servers 

• Other lnte~-based servers with 

Windows NJ®/2000 
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SAN Switch Specialist Switch View 

Storage Systems 

• IBM Enterprise Storage Server® 

• IBM FAStT Storage Server® family 

• IBM 3590 Tape Subsystems and 

3494 Tape Libraries 

• IBM 3583 and 3584 Ultrium Tape 

Libraries 

SAN Switches 

• IBM TotaiStorage SAN Switch F16 

and FOB (F16 and FOB Switches) 

• IBM TotaiStorage SAN Switch S 16, 

SOB (S16 and SOB Switches) and IBM 

Tota/Storage SAN Managed Hub 

The M 12 Switch supports the intercon 

nection of multiple IBM SAN Switches. The 

interconnection of IBM and compatible 

(Brocado® SilkWorm® 2400, 2800, 3200, 

3800 and 12000) switches can support 

the creation of a scalable, dual redundant 

core-to-edge SAN fabrics that can 

support high performance. scalability, 

and fault tolerance required e-business 

applications and enterprise storage man­

agement applications-such as storage 

consolidation, data protection, disaster 

tolerance and data sharing. 

IBM TotaiStorage SAN Switches 
IBM S08 and S16 Switches are designed 

to support ANSI-standard Fibre Channel 

protocol at 1 Gbit/sec. The M 12 Switch is 

built upon a next-generation switch tech­

nology that providos link speeds of 1 and 

2 Gbit/sec. Each port supports either 

100MB/sec or 200MB/soe, full-duplex 

data transfers. Auto-sensing ports are 

capable of automatically negotiating to 

the highest speed supported by the 

attached server, storage or switch 

The M 12 Switch is suited for disaster 

tolerance solutions sue h as remoto tape 

vaulting and remoto disk mirroring. M 12 

Switches can provi de up to twice the 

throughput of S 16 Switches. This per­

formance capability can be used to 

either reduce the number of expensive 

extended distance ISL connections or to 

rmprove the performance with the same 

number of connections. 

M 12 Switches can be combined with 

F 16 and F08 Switches to provi de fabrics 

up to twice the performance o f S 16 

and S08 Switch fabrics. Customers can 

deploy M 12 Switches that are ready 

to exploit the performance potential of 

newer servers and storage devices with 

2 Gbit/sec capabilities. 

M 12 Switches can be used to expand an 

existing core-to-edge SAN fabric infra-

structure. As M 12 Switches are added 

tothe core, installed F16, S16 and 

S08 Switches can be migrated to lhe 

j 

~ 

~ 
edge. This approach helps support scal-

--- 4 
able network growth in a modular, ") e 
effective and non-disruptive manne . . A 
while customers continue to derive ben­

efit from installed switches. 

Common SAN Switch functions 

and features 
IBM TotaiStorage SAN Switches include 

universal ports that can automatically 

determine the port type when con­

nected to a fabric port (F _port), fabric 

loop port (FL_port) or expansion port 

(E_port). F abri c services include auto-

matic self-discovery of new devices and 

dynamic path selection based upon 

4 
~ 

4 
4 
~ 
t 
t 
t 
t 
t 
t 

Fabric Shortest Path First (FSPF) which _ 4l 
-~-li> 

is designed to select the most effici~·~) 
routing in a SAN fabric. A mixture of ·~·I 
shortwave and longwave ports can be 

configured. The core fabric switch is 

designed to provido improved switch 

availability ·.vith hot s·.vappable eompo-

nents that can be replaced or upgraded 

without interrupting network operations . 

Components include switch modules, 

redundant power supplies, cooling sys­

tems and processors and support for 

non-disruptive software upgrades. 

• • • • • • • • • • • • • 
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Common firmware functions 

and features 
The common IBM SAN Switch firmware 

simplifies SAN fabric expansion. 

Standards-based Management Server 

and Simple Name Serve r support in­

band discovery of SAN fabric changes. 

Management access of SNMP informa­

tion is provided via an externai Ethernet 

interface or in-band over a Fibre Channel 

link through a single fabric connection . 

Device-level zoning of lhe SAN fabric 

enables an administrator to create sepa­

rate segments or zones within the SAN 

fabric to separate different application 

servers and devices in heterogeneous 

SAN environments. Zones may be 

dynamically created and changed from 

any switch in the fabric. Basic security 

functions such as hardware-enforced 

zoning are standard. 

Extended Fabric Activation extends 

SAN fabrics beyond the Fibre Channel 

standard 10 km. This enables high per­

formance applications over extended 

distances for storage consolidation, 

data protection, disaster tolerance and 

data sharing. ISLs using extended 

longwave transceivers, Fibre Channel 

repeaters and Dense Wave Division 

Multiplexing (DWDM) devices can 

provide Metropolitan Area Network 

(MAN) connectivity distances. Extended 

FabricsActivation helps optimize switch 

buffering to support high gateway switch 

ISL performance. 

Rernote Switctl Activation extends tt1e 

distance of SAN fabrics by enabling two 

Fibre Channel switches to interconnect 

over an ATM Wide Area Network (WAN) . 

With this feature, one can stage and 

manage data transfers across a pai r o f 

Fibre Channel switches connected to a 

pai r of CNT Open System Gateways. 

Quickloop enables servers with Fibre 

Channel Arbitrated Loop (FC- AL) private 

loop Host Bus Adapters (HBAs) to com­

municate with F C-AL storage devices 

through IBM SAN Switches. The M 12 

Switch does not provide Ouickloop 

capability However, IBM SAN Switches 

with Ouickloop enabled may be used 

to attach priva te loops devices toM 12 

Switches. 

M12 Switch configuration options 
Asingle switch with two 16-port switch 

blades and thirty-two universal ports, is 

scalable up to two 64-port switches, 

each with four switch blades. A mixture 

of shortwave and longwave ports can be 

configured by adding up to 128 SFP opti­

cal transceivers. 

lnter-Switch Link (ISL) Trunking, a stan­

dard feature, enables as many as four 

Fibre Channellinks between next-gener­

ation switch technology M12, F16 and 

FOB Switches to be combined to form 

a single logicaiiSL with an aggregate 

speed of up to 8 Gbit/sec. These high­

speed trunks help optimize bandwidth 

utilization and enhance availability. 

Load balancing can help balance the 

load across ali of the ISLs through trunk­

ing. This enables administrators to focus 

on overall network performance rather 

than individuallink congestion from mul­

tiple higher performance devices sharing 

a single link. Administrators need only 

to monitor the trunk performance rather 

than specific devices being routed across 

it li1C1eased 11etwo1 k 1eliability a11d pe1 fol­

mance is supported because failed links 

do not require rerouting of traffic. 

End-to-end performance monitoring 
Next-generation switching technology 

enables Frame Filtering, which is based 

upon additional information in several 

fields in both the packet header and 

:~·~~~~ 

payload. Frame Filtering enaf;{::::..; ··--·,\~ 
intelligent fabric services su~~ ~s en~-c}-ff . 

to-end performance analys1s\ .,>;~a.J.J::j~ 
808 and 816 Switches provide p;~·tõf;_ :_; __ · .·· 

mance information at the switch or port 

levei. M 12 Switches with Frame Filtering 

provi de detailed information at the trame 

levei. This information can be used to 

monitor performance end-to-end across 

the entire core-to-edge SAN fabric-

from a specific server to a specific 

storage device port 

Performance Monitoring. a standard 

feature, provides support for Frame 

Filtering-based Performance Monitoring 

tools for enhanced end-to-end per­

formance monitoring. As core-to-edge 

SAN fabrics scale up to thousands of 

devices, ISL Trunking and Frame Filtering 

can help to simplify storage manage­

ment and redu c e the overall cost of the 

storage infrastructure. 

C36 Cabinet options 
The C36 Cabine! is based upon 

a standard 19-inch rack, and offers 

36U vertical space. lt is specifically 

designed to support two M 12 Switches 

with two power distribution units, 

each with three power outlets. A 

Ruggedized Rack feature provides 

enhanced rigidity and stability for 

locations with earthquake concerns . 

Open fabric management 
IBM SAN Switch management frame­

work is designed to support the widest 

range ot soluflons-trom the very small 

workgroup SANs up to very large 

enterprise SAN fabrics with thousands 

of devices. Small SANs require rapid 

deployment and plug-and-play sim­

plicity. Very large SAN fabrics require 

centralized management and auto­

mated adr:oiDJ§l.J:ê.l.i.QoJê.M SAN Switch 
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'·· \~ ~~ ~~S!tal characteristics M12 Switch C36Cabinet 

~-"":""~ ~ht 61ê24cm/24.Hin{~4U) . .-• , .,...~,r :_:_:_ _______ ~.....::__,__:___~--------~-
1ff0.4cm/71.0 fn(36U) 

Width 43.74 cm/17.22 in 

Depth 

Weight 113 kg/248 lb 
(fully populated) 

Operating environment 

Relative humidity 20% to 85% at 40• C/104° F 

Power requirements 

Product numbers 

64.4 cm/25.4 in 

100.8 çm/433 in 

One M 12 357 kg/784 lb 
Two M12s 470 kg/10321b 

to• to 40 • Cf5o• to 104° c 

8% to 80% at 40° C/104° F 

2Qf!lto·240 VAC. 50-60Hz 

2109 M 12-IBM TotaiStorage SAN Switch M12. a 32-port core fabric switch with enclosure includes 
four power supplies. three fans, two contrai processors and two 16-port, 2 Gb switch blades. 
The base configuration includes Fabric OS Version 4.0, IBM SAN Switch Specialist, Advanced Zoning, 
FabricWatch, ISL-Trunking, Performance Monitoring and space for two 64-port switches. 
FC 2310-M12 Shortwave SFP transceiver 
FC 2320-M 12 Longwave SFP transceiver 
FC 3216-16 Port Switch Blade 

Advanced Fabric Features: 
FC 7301-Fabric ManagerV3 
FC 7602-Remote Switch Activation 
FC 7603--Extended Fabric Activation 

2109 C36-IBM TotaiStorage SAN Cabine! C36, 19-inch rack with 36U space, designed to support 
two M 12 Switches with two power distribution units, each with three power outlets. 
FC 6080-Ruggedized Rack 

management options include a browser-based 

IBM TotaiStorage SAN Switch Specialist. F abri c 

ManagerV3 and open standards-based inter­

faces to enterprise SAN managers. 

IBM TotaiStorage SAN Switch Specialist is 

designed to provide a comprehensive set of 

management tools that support a Web browser 

interface for flexible, easy-to-use integration into 

existi119 e r tter pr ise storage rTiarragerTierrt struc­

tures. The Switch Specialist supports security 

and data integrity by limiting (zoning) host sys­

tem attachment to specific storage systerns 

and devices. 

Fabric Watch is a standard function on M 12, F16, 

F08 (Fuii-Fabric), S16* and S08* Switches. Fabric 

Watch threshold monitoring tracks the health of 

switches and SAN fabric. Fabric Watch monitors 

fabric resources, port traffic, switch envi­

ronmental values and operational values 

for GigaBit Interface Converters (GBIC) 

and optical transceivers. This information 

is accessible from the Switch Specialist. 

When used with M 12 Switches, lhe 

Specialist provides an easy-to-use inter­

face to intelligent fabric features such as 

end-to-end performance monitoring and 

ISL Trunking. 

Fabric Manager V3 provides a Java-based 

application that can simplify managernent 

of a complex, multi pie switch fabrics. 

IBM SAN Switch Specialist and Fabric 

Manager work together on the same man­

agement server which can be attached 

to any switch in the core/edge fabric. lt 

may also manage up to eight separa te fab-

rics. Fabric Manager requires a Windows 

NT /2000 or Sun Solaris 7 server with 

a Netscape or Internet Explorer web 

browser. 

Enterprise SAN fabric management 
Fabric Watch can send alerts to 

enterprise SAN fabric managernent soft­

ware frorn vendors such as Compute r 

Associates, Hewlett Packard, Tivoli, and 

VERITAS. Brocade Fabric Access Layer 

API server agents are available on IBM 

SAN Switches. Only a single connection 

to the fabric is required to access any 

switch or fabric-wide resource. 

For more information 

~ 

4 
4 
4 

• t 
For more information, contact your IBM _ ~ 

representa tive or IBM Business P< y. 
Or visit ibm.com/storage/FCSwit'h!. 4 
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IBM Storage and Server lnteroperability Matrix 

Lastupdate:Jun. 18, 03 

© Copyright lnternational Business Machines Corporation 1999, 2003. Ali rights reserved . 

The information provided in this document is provide "AS IS" without warranty of any kind , 
including any warranty of merchantability, fitness for a particular purpose, interoperability or 
compatibility. IBM's products are warranted in accordance with the agreements under which they 
are provided . 

Unless otherwise specified, the product manufacturer, supplier, or publisher of non-IBM products 
provides warranty, service, and support directly to you . IBM makes no representations or 
warranties regarding non-IBM products. 

The inclusion of an IBM or non-IBM product on an interoperability list is not a guarantee that it will 
work with the designated IBM storage product. In addition, not ali software and hardware 
combinations created from compatible components will necessarily function properly together. 
The following list includes products developed or distributed by companies other than IBM. IBM 
does not provide service or support for the non-IBM products listed, but does not prohibit them 
from being used together with IBM's storage products. During problem debug and resolution , IBM 
may require that hardware or software additions be removed from the IBM product to provide 
problem determination and resolution on the IBM-supplied hardware/ software. For support 
issues regarding non-IBM products, please contact the manufacturer of the product directly. IBM 
does not warrant either functionality or problem resolution of any non-IBM products . 

This information could include technical inaccuracies or typographical errors. IBM does not 
assume any liability for damages caused by such errors as this information is provided for 
convenience only; the reader should confirm any information contained herein with the associated 
vendar . 

Changes are periodically made to the content of the document. These changes will be 
incorporated in new editions of the document. IBM may make improvements and/or changes in 
the product(s) and/or the program(s) described in this document at anytime without notice . 

Any references in this information to non-IBM Web sites are provided for convenience only and 
do not in any manner serve as an endorsement of those Web sites. The materiais at those Web 
sites are not part of the materiais for this IBM product and use of those Web sites is at your own 
risk . 

lnformation concerning non-IBM products was obtained from the suppliers of those products, their 
published announcements or other publicly available sources. IBM has not tested those products 
and cannot confirm the accuracy of performance, compatibility or any other claims related to non­
IBM products. Questions on the capabilities of non-IBM products should be addressed to the 
suppliers of those products . 

Ali statements regarding IBM's future direction or intentare subject to change or withdrawal 
without notice, and represent goals and objectives only . 

This information is for planning purposes only. The information herein is subject to change before 
the products described become available . 
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The following terms are trademarks of the lnternational Business Machines Corporation in the 
United States, other countries, or both: 

AIX 
AS/400 
DYNIX 
DYNIX/ptx 
e {logo) 
Enterprise Storage Server 
ESCON 
ES/9000 
FICON 
FlashCopy 
IBM 
IBM logo 

iSeries 
Micro Channel 
Multiprise 
Netfinity 
NUMA-Q 
OS/390 
OS/400 
PTX 
pSeries 
Redbooks 
RS/6000 
S/390 

S/390 Parallel Enterprise 
Server 
SP 
TotaiStorage 
Versatile Storage Server 
VM/ESA 
VSE/ESA 
xSeries 
zJOS 
zSeries 
zJVM 

Microsoft and Windows are trademarks of Microsoft Corporation in the United States , other 
countries, or both. 

Java and ali Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United 
States, other countries, or both. 

UNIX is a registered trademark of The Open Group in the United States and other countries. 

Other company, product, or service names may be trademarks or service marks of others. 
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IBM TotaiStorage TM SAN Fibre Channel Switch 2109 Model M12 

Table of Contents 
ESS 
FAStT 
Tape 

Notes: 
1. Firmware version 4.1.0 or !ater and Fabric Manager 4.0 are recommended . 
2. Reference lnformation. 
3. Advanced Security Feature is available with firmware version 4.1.0 or !ater . 
4. Secure Fabric OS - Field Upgrade Process. (Hints and Tips). 
5. SAN Fibre Channel Switch 2109 Model M12 Data Sheet (pdf) . 
6. Both tape and disk attached to the same HBA are not recommended . 
7. We do not recommend attaching the NAS 300G to an unzoned switch configuration . 
8. Planned availability dates represent current estimates and are subject to change or 

withdrawal at any time without notice . 
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See IBM TotaiStorage Enterprise Storage Server lnteroperability Matrix for Licensed Internai 
Code (LIC) levei. 

IBM S p: enes, RS/6000 d RS/6000 SP S an - ervers 

•sçtjption Operating $y-$tem.s A'dditionai lnf<trmation 
. S 

IBM TotaiStorage Enterprise AIX Available 
Storage Servers • Version 4 
IBM 2105 Model • 4 .3.3 Enterprise Storage Server 
• F10/F20 • Version 5 lntero12erability matrix 
• 800 • 5.1 

• 5.2 1 Fibre Channel Host Bus 
Adapter firmware and driver 

HACMP 2 levei matrix. 

PSSP 2 

1 Planned availability is 2003 for RS/6000-SP with AIX 5.2. 
2 See ESS lnteroperabi lity matrix for AIX, HACMP, PSSP, and SDD support information . 
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IBM S . N tf "t S d th I t I b dS X enes, e mHy ervers an o e r n e- as e ervers ., . 
·-. ·-· 

Description O""~ti!ll9 Systems Addifronal JofQnnation 
;< -

IBM TotaiStorage Enterprise Microsoft Windows NT Available 
Storage Servers • Server 4.0 
IBM 2105 Model • Server 4.0 Enterprise Edition Enterprise Storage Server 
• F1 O/F20 lnteroQerabilit~ matrix 
• 800 Microsoft Windows 2000 

• Server Fibre Channel Host Bus 
• Advanced Server Adapter firmware and driver 
• Datacenter Server levei matrix. 
Novell Netware Available 
• 5.1 
• 6.0 

Red Hat Linux Available 
• 7.1 
• 7.2 
• 7.3 
Red Hat Linux Advanced 
Serve r 
• 2.1 
SuSE Linux 
• 7.2 
• 7.3 
SuSE Linux Enterprise 
Server (SLES) 
•7 
•8 
IBM TotaiStorage Network Available 
Attached Storage 300G 

Jun. 18, 03 lnteroperability Matrix 
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SUN t m1crosys ems s ervers 

OescríptiPn Operatiqg SYst~ms Additi()naf lnfqrtllatlon 
-

IBM TotaiStorage Enterprise Solaris Available 
Storage Servers • 2.6 
IBM 2105 Model • 7 Enterprise Storage Server 
• F10/F20 ·8 lntero(2erability matrix 
• 800 • 9 3 

Fibre Channel Host Bus 
Adapte r firmware and driver 
levei matrix. 

Hewlett-Packard Servers- HP- UX 

t>escrip!ion Operati'ng S,y:stQms Additional hlformati1!Jn 

IBM TotaiStorage Enterprise HP-UX Available 
Storage Servers • 11.0 
IBM 2105 Model • 11 i Enterprise Storage Server 
• F10/F20 lntero(2erability matrix 
• 800 

Fibre Channel Host Bus 
Adapter firmware and driver 
levei matrix. 

3 Solaris 9 is not supported SDD at this time. 
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FAStT Connectivity 

We do not recommend attaching the IBM FAStT on the same Intel server as the 
TotaiStorage Enterprise Storage Server. Both devices may be attached to the same 
switch . 

2 For the most current supported HACMP, PSSP, GPFS/RVSD configurations see the config 
files posted on: 
• http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/fastt900downloads 
• http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/fastt700downloads 
• http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/fastt600downloads 
• http://ssddom02.storage.ibm.com/techsup/webnav.risf/support/fastt500downloads 
• http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/fastt200downloads 

3 GPFS Linux supported on selected xSeries servers running RH 7.2, 7.3 or SuSE Linux 
Enterprise Server 7 or 8. Refer to the IBM Linux and eServer Cluster support pages . 
• http://ibm.com/servers/eserver/clusters 
• http://ibm.com/linux 

IBM S p : enes, RS/6000 d RS/6000 SP 5 an ervers 

Oescriptjon Operating Syst:ems 

IBM TotaiStorage Storage AIX 
Servers • Version 4 
• FAStT900 • 4.3.3 
• FAStT600 • Version 5 

• 5.1 
• 5.2 

HACMP, PSSP (see note #2 
page 7) 

Jun. 18, 03 lnteroperability Matrix 
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Available 

IBM TotaiStorage FAStT 
Storage lntero(2erability matrix 

IBM Server Proven 
lnteroQerability matrix 

Fibre Channel Host Bus 
Adapter firmware and driver 
levei matrix . 
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IBM S X enes, N tf "t S e lni[Y_ ervers an d th I t I b o e r n e- as e dS ervers 

Jle~Jiiption Qperating ,$~stems, Adêilitional Jnformation 
"'"" < ~ -

IBM TotaiStorage Storage Microsoft Windows NT Available 
Servers • Server 4.0 
• FAStT900 • Server 4.0 Enterprise Edition IBM TotaiStorage FAStT 
• FAStT600 Storage lntero(2erability matrix 

Microsoft Windows 2000 
• Server IBM Server Proven 
• Advanced Server lntero(2erabil ity matrix 

Fibre Channel Host Bus 
Adapte r firmware and driver 
levei matrix. 

Novell Netware Available 
• 6.0 

IBM TotaiStorage Storage Red Hat Linux Advanced Available 
Servers Serve r 
• FAStT900 • 2.1 

SuSE Linux Enterprise 
Server (SLES) 
· 7 
· 8 

IBM TotaiStorage Storage Red Hat Linux Advanced Available 
Servers Serve r 
• FAStT600 • 2.1 

SuSE Linux Enterprise 
Server (SLES) 
· 8 
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SUN t m1crosys ems s ervers 

Description e peratlng Systems 

IBM TotaiStorage Storage Solaris 
Servers • 2.6 
• FAStT900 •7 
• FAStT600 •8 

Hewlett-Packard Servers- HP- UX 

Descr~ptlon Operáting Systems 
~ ,, ,, 

IBM TotaiStorage Storage HP-UX 
Servers • 11.0 
• FAStT900 • 11 i 
• FAStT600 

Jun. 18,03 lnteroperability Matrix 
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Addifionallnformation 

Available 

IBM TotaiStorage FAStT 
Storage lnteroQerability matrix 

IBM Server Proven 
lnteroQerability matrix 

Fibre Channel Host Bus 
Adapter firmware and driver 
levei matrix . 

Additionallnformation 
• w •• . ~ . 

Available 

IBM TotaiStorage FAStT 
Storage lntero(;'!erability matrix 

IBM Server Proven 
lnteroperability matrix 

Fibre Channel Host Bus 
Adapte r firmware and driver 
levei matrix . 
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IBM S p: enes, RS/6000 d RS/6000 SP S an ervers 

O&scripti<:m Operating - stems Addifional: lnfonnatlon 
"' 

IBM TotaiStorage Storage AIX Available 
Servers • Version 4 
• FAStT700 • 4.3.3 IBM TotaiStorage FAStT 
• FAStT500 • Version 5 Storage I ntero(;!erabi lit::z:: matrix 
• FAStT200 • 5.1 

• 5.2 IBM Server Proven 
lntero(;!erability matrix 

HACMP, PSSP (see note #2 
page 7) Fibre Channel Host Bus 

Adapter firmware and driver 
levei matrix. 
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IBM S . X enes an d N tf "t S e lnltV ervers an d th I t I b o e r n e- as e dS ervers 

Descriptíon O~rating $y$t~.ms Additiqnallnform~tion 

IBM TotaiStorage Storage Microsoft Windows NT Available 
Servers • Server 4.0 
• FAStT700 • Server 4.0 Enterprise Edition IBM TotaiStorage FAStT 
• FAStTSOO Storage lnteroQerability matrix 
• FAStT200 Microsoft Windows 2000 

• Server IBM Server Proven 
• Advanced Server lnteroQerability matrix 

Fibre Channel Host Bus 
Adapter firmware and driver 
levei matrix . 

Novell Netware Available 
• 5.1 
• 6.0 

Red Hat Linux Available 
• 7.1 
• 7.2 
• 7.3 
Red Hat Linux Adv. Server 
• 2.1 

SuSE Linux 
•7.3 
SuSE Linux Enterprise 
Serve r 
• 7 
• 8 

Turbo Linux 
• 7.0 
IBM TotaiStorage Network Available 
Attached Storage 300G 
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De$Çription ÓP'rating Systerns Adííi'ifionaf lnformation 

IBM TotaiStorage Storage Solaris Available 
Servers • 2.6 
• FAStT700 • 7 IBM TotaiStorage FAStT 
• FAStT500 • 8 Storage l ntero (2erabi l it~ matrix 
• FAStT200 

IBM Server Proven 
l ntero(2erabil it~ matrix 

Fibre Channel Host Bus 
Adapter fi rmware and driver 
levei matrix . 

Hewlett-Packard Servers- HP- UX 

Pescréiption Operating Systems Additlona~ Jnformation 
~ ~ 

IBM TotaiStorage Storage HP-UX Available 
Servers • 11 .0 
• FAStT700 • 11 i IBM TotaiStorage FAStT 
• FAStT500 Storage lntero(2erab il it~ matrix 
• FAStT200 

IBM Server Proven 
l nteroperab il it~ matrix 

Fibre Channel Host Bus 
Adapter firmware and driver 
levei matrix. 
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IBM TotaiStorage TM SAN Fibre Channel Switch 2109 Model M12 

TAPE Connectivity 

AVOID DYNAM IC ZONING CHANGES 
As a recommendation, we advise that one avoid making zoning changes to your fabric while data 
is being transferred, if possible. There may be some risk in job interruption, especially with serial 
data during the Registered State Change Notifications (RSCN's) that are produced as a result of 
the zone change. Some HBA's are more prone to an interruption than others . 

IBM 2064 zSeries Servers 

Descrip.tion Qperating Systems AdditiQ.nal lnfermation 
~ 

Ultrium 3584 UltraScalable IBM zSeries Servers Models Available 
Tape Library with Native FC z800 and z900 
Ultrium 2 drives only . zSeries Sueeort of Fibre 
(Feature Code 1476) SuSE Linux Enterprise Channel FCP Channels 

Server 8 

FICON or FICON Express 
Channels with FCP 
enablement firmware 

Longware 
• FC 2315 
• FC 2319 

Shortware 
• FC 2318 
• FC 2320 
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Enterprise Tape System 
3590 E11/E1A and H11/H1A 
with Native FC Tape Drives. 
Standalone or in a 3494 Tape 
Library or Silo Compatible 
Frame. 

Ultrium 3584 UltraScalable 
Tape Library with Native FC 
Ultrium 1 and 2 drives. 

Ultrium 3583 Scalable Tape 
Library with Native FC Ultrium 
2 drives. 

Ultrium 3583 Scalable Tape 
Library with lntegrated SDG 
Module. 

Ultrium 3582 Tape Library 
with Native FC Ultrium 2 
drives. 

Jun. 18, 03 

AIX 
o Version 4 

o 4.3.3 
o Version 5 

o 5.1 
o 5.2 

lnteroperability Matrix 

A.ddifion;Jf lnformation 

Available 

Fibre Channel Host Bus 
Adapter firmware and driver 
levei matrix. 
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IBM xSenes, N f . S et 1mty ervers and other lntel-based Servers 

Oe~cription OperaUng Systems Additional lnformation ' 

Enterprise Tape System Microsoft Windows NT 4 Available 
3590 E11/E1A and H11/H1A • Server 4.0 
with Native FC Tape Drives. • Server 4.0 Enterprise Edition Fibre Channel Host Bus 
Standalone or in a 3494 Tape Adapter firmware and driver 
Library or Silo Compatible Microsoft Windows 2000 levei matrix. 
Frame • Server 

• Advanced Server 
Ultrium 3584 UltraScalable • Datacenter Server 
Tape Library with Native FC 
Ultrium 1 and 2 drives . Microsoft Windows 2003 

Ultrium 3583 Scalable Tape 
Server 5 

• Standard Edition 
Library with Native FC Ultrium • Enterprise Edition 
2 drives. • Datacenter Server 

Ultrium 3583 Scalable Tape 
• Web Edition 

Library with lntegrated SDG 
Module 

Ultrium 3582 Tape Library 
with Native FC Ultrium 2 
drives . 

Red Hat Advanced Server Available 
• 2.1 

Please review 
SuSE Linux Enterprise RMSS Technical 
Server (SLES) Support Site . 
• 7 

4 Windows NT 4.0 planed available on June 2003 for Ultrium 3582 Tape Library and Ultrium 3583 
Scalable Tape Library with Native FC Ultrium 2 . 
5 Windows 2003 supports Ultrium 3582 Tape Library and Ultrium 3583 Scalable Tape Library with 
Native FC Ultrium 2 only at this time. , - - = 

~ -~· ~.-... .,. _..,_ !"-• -- . 
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) SUN t S I m1crosys ems ervers 
l 

; < 

li< l:>escription Operating Sy$tem$' AdGJifional lnformation 
'"' Enterprise Tape System Sola ris Available 

3590 E11/E1A and H11/H1A • 2.6 
with Native FC Tape Drives. • 7 Fibre Channel Host Bus 
Standalone or in a 3494 Tape ·8 Adapte r firmware and driver 
Library or Silo Compatible • 9 levei matrix. 
Frame 

Ultrium 3584 UltraScalable 
Tape Library with Native FC 
Ultrium 1 drives. 

Ultrium 3583 Scalable Tape 
Library with lntegrated SDG 
Module 
Ultrium 3584 UltraScalable Solaris Available 
Tape Library with Native FC • 7 
Ultrium 2 drives. •8 

• 9 
Ultrium 3583 Scalable Tape 
Library with Native FC Ultrium 
2 drives. 6 

Ultrium 3582 Tape Library 
with Native FC Ultrium 2 
drives. 7 

6 Ultrium 3583 Scalable Tape Library with Native FC Ultrium 2- support available June 2003. 
7 Ultrium 3582 Tape Library with Native FC Ultrium 2- support available June 2003. 
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Hewlett-Packard Servers- HP- UX 

Oe$Ct:iption Operáting Systems Additionallnfotmation 

Enterprise Tape System HP-UX Available 
3590 E11/E1A and H1 1/H1A • 11 .0 
with Native FC Tape Drives. • 11 i Fibre Channel Host Bus 
Standalone or in a 3494 Tape Adapter firmware and driver 
Library or Silo Compatible levei matrix . 
Frame 

For specific details and 
Ultrium 3584 UltraScalable restrictions please see the 
Tape Library with Native FC readme file . 
Ultrium 1 and 2 drives . 

Ultrium 3583 Scalable Tape 
Library with Native FC Ultrium 
2 drives. 8 

Ultrium 3583 Scalable Tape 
Library with lntegrated SDG 
Module 

Ultrium 3582 Tape Library 
with Native FC Ultrium 2 
drives . 9 

8 Ultrium 3583 Scalable Tape Library with Native FC Ultrium 2- support available June 2003. 
9 Ultrium 3582 Tape Library with Native FC Ultrium 2- support available June 2003 . 
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Safety and environmental notices 

Safety notices 

This section contains information about: 

• Safety notices that are used in this document 

• Safety inspection procedures for this product 

• Environmental guidelines for this product 

This document contains the following safety notices: 

A Danger notice indicates the presence of a hazard that has the potential of 
causing death or serious personal injury . 

A Caution notice indicates the presence of a hazard that has the potential of 
causing moderate or minor personal injury. 

An Attention notice indicates the possibility of damage to a program, device, 
system, or data . 

Safety inspection procedures 
This safety inspection procedure contains three parts: 

• lnspecting the 2109 Model C36 cabinet 

• lnspecting the 2109 Model M12 switch 

• lnspecting the bridge tool, where applicable 

This document uses the following terms: 

• Rack refers to the metal framework of this unit. 

• Cabinet refers to the rack, ali the peripherals that are attached to the rack, and 
the 2109 Model M12 switch . 

lnspecting the cabinet 
Perform a safety inspection on the cabinet when any of the following conditions 
occur: 

• The cabinet is inspected under a maintenance agreement. 

• Service is requested and service has not recently been performed . 

• An alteration-and-attachments review is pertormed . 

• Changes were made to the equipment that might affect the safe operation of the 
equipment. 

• Externai devices with an attached power cord are connected to the cabinet. 

Be cautious of potential safety hazards that are not covered in the safety checks. lf 
the inspection indicates an unacceptable safety condition, the condition must be 
corrected before you can service the machine . 

Note: The owner of the system is responsible for correcting any unsafe condition . 

© Copyright IBM Corp. 2002, 2003 
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Cabinet safety label checks 
Perform the following cabinet safety label checks: 

1. Verify that the Agency Certification label shown in Figure 1 is installed on the 
2109 Model C36. 

"!'"'!"L'!!. = ==== - -----===-=~=~ 

Made in U.S.A. 
Marca Registrada 

• Registered Trademark 
of lnternational Business 
Machines Corporation 
IBM Canada ltd. 
Registered User 

TotalStorage Cabinet 
TYPE: 2109 MODEL: C36 

RATING: V'\.. 200-240 
A 24fcord 
Hz 50/60 

" 1 

Assembled in the US of US and no n-US Components. 
This machine is manufactured from new parts or new and used parts. 

LR34074C 

CE ... IEC60950 
c lJS 

iõM-018 -
ME01 P/N 18P5455 

SJ000649 

Figure 1. Agency Certification /abe/ on the 2109 Model C36 

2. Verify that the power supply cord caution label shown in Figure 2 is installed on 
the 2109 Model C36. 

CAUTION: 
This unit has more than one power supply cord. To reduce the risk of 
electrical shock, disconnect ali power supply cords before servicing. 

&CAUTION 
Thls unft has-mora:hn ·Of1ti. powor 
~'~To~- the :rtsk, :ol 
·•~ thoc:k. -d!seonn•ct. :ai 
ww•r ~ çordi-labrw=•lfnllc:iog. 

~& 
, ... u1 ... ,.:.. ;>lll .J. .... ,. . .,. 111-1 

.J;..;,,a-...a ........ . """"'_.... ........ 
.~ .,.~d,i~~JiG -~~-~,-~ 

ih CUIDADO 
~ ;r~~~--= .,...........__,_ , .. 
--ill·-,·~ 
&i~· 
o;a,wiJ*m•a. " 'tiA!ili. 
•~•~IIT;ffm•!t· 

~i.t.;f; 
#-.ltll'*"~•4.t."lt••·:.\Tit 

::u~~ · ·•···-.~"';r 

&OPREZ 

,· pozOR 
~"" vfco .,.f jednu napljecl 
1!\olni. Jbt .so snlfllo rb:iko úrow 
~~.phod­
-~· \'hclloy n""A)ocf Múty. 

~WÀA:RSCHUWI~G 

o,oe~··--'*"'-. ........ ;(lm<iOn.- .-
M ·-don1Ucíl6-· 
""'11!~111làoilafu..._ .. -&varoltus 
TbOII~oot·lilol1a·~ 
)olllajLim>Ca.no.lrolld<l.onnonkuól 
oioftol~. Muutl!in""" 

~-· ~ATTEN'OON 
c:.eo .--­ccft:b)J .d'alh'Wirfalr)n Jl'bU ----... -~­tout·leiQOJ/OOt'fJ~Oii'ant - · &ACHTUNG .,_ ___ ......... 
~.Umct.O.WW~~ 
sdMe-W~-vor-~ 

::::.~~=---

:rll'l111rn1 & 
'T.J~~;~~~~~~ 
.m·n~nm-.?:Jn~:IJIS"~-'11?~-~ 

& ·;:;.Q.J 

~J'J~~=.IJ. ~:t;&i'~.T~jl 
l!lllli ~§ l!H!I i!liõ ;;~.::el!!.~&IOI 
i!!)J ·l!>·3 ·ga ~.!lii.OI~Jii;S!. 

Deni1e::enheten har'~r- ~n en 
nettkabe!. f<>f•i OMgi· A f.loleklriolc 

-sW~ . mA .ale nettkablene tte~ .ut 
hJr det ütfeires seMce.. 

Figure 2. Power supply cord caution /abel on the 2109 Model C36 
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3. Verify that the high leakage danger label shown in Figure 3 on page xiii is 
installed on the 2109 Model C36. 

IBM TotaiStorage SAN Cabine! 2109 Model C36 with Model M12: lnstallation and Service Guide 

• 



-• • • • • • • • • • • • • • • • :u 
• • • • • • • • • • • :o 
• • • • • • • • • • • • • • 

DANGER 

HIGH LEAKAGE CURRENT. Earth connection essential before 
connection supply . 

DANGER 
HIGH.l.EAKAGE CURRENT 
Earth eonnectlon .... ntlàl 
before· eo.nnecUon supPJy. 
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.;.z. ......... .H 
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DNIGER 

êOORANI"OE FU!I"E IMPORTAM: 

-·la··-........ 
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Figure 3. High /eakage current danger /abel on the 2109 Mode/ C36 

Externai cabinet checks 
Perform the following safety checks: 

1. lf the cabinet is bolted down, ensure that the cabinet is firmly secured to the 
floor. See Figure 20 on page 1 O. 

2. lf the cabinet is not bolted down, ensure that the stabilizers are firmly attached 
to both the bottom front and bottom rear of the rack. See Figure 19 on page 9 . 

CAUTION: 
You must firmly attach the stabilizer to the bottom front and bottom rear 
of the cabinet to prevent the cabinet from turning over when the switches 
are pulled out of the cabinet . 

3. Check the covers for sharp edges and for damage or alterations that expose 
the internai parts of the cabinet. 

4. Check the covers for a proper fit to the cabinet. The covers should be in place 
and secure . 

5. Open the rear door of the cabinet. 

6. CAUTION: 
This unit might have more than one power supply cord. To completely 
remove power, you must disconnect ali power supply cords . 

Perform the power-off procedure for the power distribution unit (PDU) that is 
installed in the cabinet. See "Power-off procedure" on page 70 for power-off 
procedures . 

7. Check for alterations or attachments and obvious safety hazards such as 

broken wires , sharp edges, or broken insulation. ,-=------·~-

~~S. no 0312005 . Cf!!. l 
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8. Check the internai cables for damage. 

9. Check for dirt, water, and any other contamination withín the cabinet. 

1 o. Check the voitage label on the back of the system unit to ensure that it 
matches the voltage at the outlet. 

11. Check the externai power cable for damage. 

12. Perform the following grounding checks: 

a. With the externai power cord connected to the system unit, check for 0.1 
ohm or less resistance between the ground lug on the externai power cord 
plug and the rack. 

b. Using the appropriate probe, check fo r 0.1 ohm or less resistance between 
the rack and the grounding pin on each of the power outlets on each 
power distribution bus. 

13. Check for the following conditions for each externai device that has an 
attached power cord: 

• Damage to the power cord. 

• The correct grounded power cord. 

• With the externai power cord connected to the device, check for 0.1 ohm or 
less resistance between the ground lug on the externai power cord plug and • 
the rack of the cabinet. 

14. Glose the rear door of the cabinet. 

15. Perform the power-on procedure for the PDU that is installed in the cabinet. 
See "Power-on procedure" on page 69. 

lnspecting the 21 09 Model M12 
Perform the foliowing safety checks to identify unsafe conditions. 

Removing ac power 
Perform the foliowing steps to remove the alternating current (ac) power: 

1. Perform a controlled system shutdown. 

2. Set the power switches on the 2109 Model M12 to the off position. 

3. Disconnect the power cord from the power source. 

Externai machine checks 
Perform the foliowing externai machine checks: 

1 . Verify that ali externai covers are present and are not damaged. 

2. Ensure that ali latches and hinges are in correct operating condition . 

3. Check the power cord for damage. 

4. Check the externai signal cable for damage. 

5. Check the cover for sharp edges, damage, or alterations that expose the 
internai parts of the device. 

6. Correct any problems that you find. 

Internai machine checks 
Perform the foliowing internai machine checks: 

1. Check for any non-IBM changes that might have been made to the machine. lf 
any are present, obtain the "Non-IBM Alteration Attachment Survey" form, 
number R009, from the IBM branch office . Complete the form and return it to 
the branch office. 

2. Check the condition of the inside of the machine for: 

• Metal or other contaminants 

XiV IBM TotalStorage SAN Cabine! 2109 Model C36 with Model M12: lnstallation and Service Guide 
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• lndications of water or other fluid 

F ire 

Smoke damage 

3. Check for any obvious mechanical problems, such as loose components . 

4. Check any exposed cables and connectors for wear, cracks, or pinching . 

Safety label checks 
Perform the following safety label checks: 

1. Verify that the safety label shown in Figure 4 is installed on the 2109 Model 
M12 . 

SJ000623 

Figure 4. Safety /abel on the 2109 Model M12 

2. Verify that the linecord caution label shown in Figure 5 is installed on the 21 09 
Mode1M12powersupp~ 

CAUTION: 
This unit might have two linecords. To remove ali power, disconnect both 
linecords . 

~&!A f 
---r4 >240V- ~ 

SJ000620 

Figure 5. Linecord caution /abel 
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3. Verify that the power supply cover caution label shown in Figure 6 is installed on 
the 2109 Model M12 power supply. 

CAUTION: 
Do not remove cover, do not service, no serviceable parts. 

>240 v-

SJ000323 

Figure 6. Power supply cover caution label 

4. Verify that the fusing caution label shown in Figure 7 is installed on the 2109 
Model M12 power supply. 

CAUTION: 
Double Pole/Neutral Fusing. 

F1 E:::J 
F2 E:::J 

"­
"' o 
v 
0.. 
co 

L ~ 

z 
N o.. 

SJ000621 

Figure 7. Fusing caution label 

5. Verify that the heavy load label shown in Figure 8 is installed on the back of the 
2109 Model M12. 

>98 kg (2151b) 
PN 18P5002 

SJ000625 

Figure 8. Heavy load label 
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6. Verify that the SFP label shown in Figure 9 and Figure 1 O is installed on \qe.>.í . . · 
2109 Model M12. ' 

Figure 9. SFP label (front view) 

Figure 10. SFP /abel (back view) 

SJ000317 
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Checking ac grounding 

DANGER 

An electrical outlet that is not correctly w ired could place a hazardous 
voltage on the metal parts of the system or the products that attach to the 
system. lt is the customer's responsibility to ensure that the outlet is 
correctly wired and grounded to prevent an electrical shock. (1) 

Check the voltage label on the bottom of the device to ensure that it matches the 
voltage at the power source. 

1. Check the voltage levei at the power source. 

2. Attention: Always use an analog meter, never a digital meter, to perform the 
ground check of the customer's outlet. A digital meter can give the wrong 
reading if ground current is present. 

Check for proper grounding. 

3. With the power cord connected to the 2109 Model M12, verify that there is 
0.1 ohm or less resistance between the ground lug on the power cord plug and 
the rack. 

4. lf the 2109 Model M12 passes the ac grounding check (step 1 - step 3), 
connect the power cord to the power source. 

lnspecting the bridge tool 

xviii 

Note: The bridge tool (PN 18P5855) is only shipped with a replacement 21 09 
Model M12 and is not part of the normal ship group. lnspect the bridge tool 
and ensure that the two adjustable supports are securely fastened and are 
rotated 90° from the base plate. 

Perform the following safety label checks for the bridge tool: 

1. Verify that the bridge tool alignment label shown in Figure 11 on page xix is 
installed on the load plate. 

IBM TotaiStorage SAN Cabinet 2109 Model C36 with Model M12: lnstallation and Service Guide 
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Állftsa szintbe a PIN 11 P4369 szâmU raklapol, 
mlekln a kapcso16egységet vagy a kapcsolóegység 

szontl6dobozát kivenn6 a szekt6nyb61, 
vagy betenn• a sz..,ybe 

A LIMiAR A PLACA DE CARREGAMENTO 
(P/N 11P4369) COM A L/MiA ANTES DE 

MOJER A CHA'VE OU O CHASSI DA CHAVE 
PARA DEN1RO OU FORA DO GABINETE 

~ nfoll'li\AKA «PT''Dii IP/N 11P438t) 
a.E nt nw.u-1 l'l'IH J.ETNCNtlETE 10 SWITQi 
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;~~~~v~~~~s ! 
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ALLJNEARE LA PIAS 1RA DI CARICO (P/N 11 P4369) 

A\ ~·'i:f~~0Ji~6s:c;s~~ ly\ 
~ DELL' /NTER RUTTOREALL'INTERNO ~ 

OALL'ESTERNO DELL'ARMADIEITO 

& &ltt~IJJilllR~Ifl!liUII~tilmÀIIII~ • & 
lfi!I1À!!it (PIN 11 P4369) J!lifi. • 

& 
BRENG DE L.AAOPLMT (PIN 11P-4369) OP 1 UJN 

& MET DEZE WN VÓÓR VERPLMTSING VAN DE 
SCHAKELMA OF HET SCHAKELAARCHASSIS 

IN OF UIT DE KAST 

& 
COLOQUE LA PLATAFORMA DE CARGA 

& (NIP 11 P4369) FRENTE A LA ÚNEA ANTES DE 
EXTAAEA O COLOCAR EL CONMLTTADOA O LA 
CARCASA DEL CONMliTADOR EN EL ARMARIO 

& 
nJ' V\111 n"w.tl nM ,yn,, vn 

& (PIN 11?4369) 
:mi'Jn xn.c lN lrn::m ntm 'l!l!1lpn oy 

n'lnMnD n::nnn lN nD'l:!l 

& 
lAOEPLAITE (TN 11 P-4369) VOR EIN-

& ODEA AUSBAU VON SWrTCH ODER 
SWITCH-GEHAUSE IN ODER AIJS SCHRANK 

MIT UNIE AUSRICifTEN 

~ & ALIGN LOAO PLATE (P/N 11 P-4369) WrTH & UNE BEFORE MOVING SWITCH OR SWITCH 
~ . CHASSIS IN OR OliT OF CABINET 

SJ000749 

Figure 11. Bridge toa/ a/ignment label 
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2. Verify that the tilt warning label shown in Figure 12 is installed on the load plate. 

<113.4 kg (250 lb) 
PN 18P5850-C 

SJ000750 

Figure 12. Tilt warning label 

3. Verify that the genie tool and load plate label shown in Figure 13 is installed on 
the load plate. 

A\_ THIS BRIDGE SHOULD BE USED 
~ WITH GENIETOOL (P/N 09P2481) 

ANO LOAD PLATE (P/N 11P4369) 

GENIE '~ Oll 11t 'l'tl)!l 'tii2J'I'tl11~ 'ti' ~ 
m•~ n"'tll2 Olll cP/N 09P2481\ ~ 

cP/N 11P4369> 

A\_ CE PONT DOIT ETRE UTILISE A\ Jlt.l'lHJliE~TH!liA (P/N 09P2481) 
~ AVEC L'OUTIL GENIE (P/N 09P2481) ~ ~12 .. Mi (P/N 11P4369) -ilefil!ffl 

ET LA PLAQUE DE CHARGEMENT 
(PIN 11 P4369) 

A\ DIESEBRÜCKEMUSSMITDEMAN- A ;:(l):;fiJ·:~~J;t, GENIE ';J-)1, 

~ HEBE-WERKZEUG (TN 09P2481) UNO ~ (P/N 09P2481) .!::: C- t: · :f v- J-. 
DERLADE-PLATTE(TN11P4369) (P/N 11P4369) .!:::~J::{lffll.... ilõT. 
BENUTZT WERDEN 

A\_ UTILIZZARE QUESTO PONTE 
~ INSIEME ALLO STRUMENTO GENIE 

(PIN 09P2481)E ALLA PIASTRA 
DI CARICO (P/N 11P4369) 

A\ AYTH H rE4tfPA I1PEl1EI NA 
~ XPHJ:IMOOOIEITAI ME TO EPrAJ\EIO 

ANYIIItma: GENIE (P/N 09P2481) KAI 
THN I1J\AKA ~PTODii (P/N 11P4369) 

A\ ESTE BRIDGE DEVE SER 
~ UTILIZADO COM A FERRAMENTA 

GENIE (P/N 09P2481) E A PLACA 
DE CARREGAMENTO (PIN 11 P4369) 

A\ Ehhez a hídhoz a P/N 09P2481 
~ számú, Genie gyártmányú emelõt 

és a P/N 11 P4369 számú rakl apot kell 
használnil 

P/N 18P5850-A 

A\ OI ~~XIl= AJILI .(P/N 09P2481) 
~ ~ .!r.-'=. il2liOI.ê.(P/N 11 P4369)JI 

Af~ôHO~ ~LIO. 

A\ DEZE BRUG MOETWORDEN 
~ GEBRUIKT MET HET "GENIE" 

TOOL (P/N 09P2481) EN DE 
LAADPLAAT (P/N 11 P4369) 

A\ ESTE PUENTE DEBERrA 
~ UTILIZARSE CON EL TORO 

- _GENIE (N/P 09P2481 \ 
Y LA PLATAFORMA DE CARGA 
(NIP 11 P4369) 

SJ000751 

Figure 13. Genie toa/ and /oad plate /abel 
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4. Verify that the pinch point label shown in Figure 14 is installed on the load r!Jt~t~, _ÇcJ)l /cL; 
"·· 

P/N 18P5850-B 

SJ000752 

Figure 14. Pinch point label 

Environmental notices and statements 

Laser safety 

This section describes the environmental notices and statements. 

CAUTION: 
In the United States use only GBIC units or Fibre-Optic products that 
comply with FDA radiation performance standards, 21 CFR Subchapter J . 
lnternationally use only GBIC units or Fibre-Optic products that comply 
with JEC standard 825-1. Optical products that do not comply with these 
standards may produce light that is hazardous to the eyes. r· 

~ 

SJ000327 

This unit might contain a single-mode or a multimode transceiver Class 1 laser 
product. The transceiver complies with IEC 825-1 and FDA 21 CFR 1040.10 and 
1040.11. The transceiver must be operated under the recommended operating 
conditions . 

This equipment contains Class 1 laser products and complies with FDA radiation 
Performance Standards, 21 CFR Subchapter J and the international laser-safety 
standard IEC 825-2 . 

Usage restrictions 
Terminate the optical ports of the modules with an optical connector or a dust plug. 

1
·--~~----· 
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CAUTION: 
A lithium battery can cause tire, explosion, or a severe burn. Do not recharge, 
disassemble, heat above 1 oooc (212°F), sol der directly to the cell, incinerate, 
or expose cell contents to water. Keep away from children. Replace only with 
the part number specified for your system. Use of another battery might 
present a risk of tire or explosion. The battery connector is polarized; do not 
attempt to reverse the polarity. Dispose of the battery according to local 
regulations. 

Fire suppression systems 
A fire suppression system is the responsibility of the customer. The customer's own 
insurance underwriter, local fire marshal, or a local building inspector, or both, 
should be consulted in selecting a fire suppression system that provides the correct 
levei of coverage and protection. IBM designs and manufactures equipment to 
internai and externai standards that require certain environments for reliable 
operation. Because IBM does not test any equipment for compatibility with tire 
suppression systems, IBM does not make compatibility claims of any kind nor does • 
IBM provide recommendations on tire suppression systems. 

See "Environmental requirements" on page 1 04. 

Product recycling 
This unit contains recyclable materiais. Recycle these materiais where processing 
sites are available and according to local regulations. In some areas, IBM provides 
a product take-back program that ensures proper handling ot the product. Contact 
your IBM representativa for more information. 

Product disposal 
This unit might contain batteries. Remove and discard these batteries, or recycle 
them, according to local regulations. 

XXii IBM TotaiStorage SAN Cabine! 2109 Model C36 with Model M1 2: lnstallation and Service Guide 

-G 



• • • • • • • • • • • • • • • • :o 
• • • • • • • • • • • • •O • • • • • • • • • • • • • • 

. ,../······"' . . ----,\ 

( l1 Cú6 ' 
\ \ . fauf~· 
\"'-. ,.> .. ----· . . . . .' 

.................. . ~ . .. . .. 

About this document 

This document provides installation and maintenance information for the IBM® 
TotaiStorage TM SAN Cabinet 2109 Model C36 with Model M12 switch . 

This document uses the following terms: 

• Rack refers to the metal framework of this unit. 

• Cabinet refers to the rack, ali the peripherals that are attached to the rack, and 
the 2109 Model M12 switch . 

Who should read this document 
This document is intended for the service support representative to install or repair 
the 2109 Model C36 with Model M12 switch . 

Additional information 
This section contains the following information: 

• A list of the documents in the 2109 Model C36 with Model M12 library 

• A list of the related documents 

• The available Web sites 

• lnstructions on how to get help 

• lnstructions on how to get software updates 

• lnformation about how to send your comments 

21 09 Model C36 with Model M12 library 
The following documents contain information related to this product: 

• IBM TotaiStorage SAN Cabinet 2109 Model C36 with Model M12 lnstallation and 
Service Guide, GC26-7467 (this book) 

, • IBM TotaiStorage SAN Switch 2109 Model M12 User's Guide, GC26-7468 

Related documents 
You can find lnformation related to the software that supports the 2109 Model M12 
in the following documents: 

• Brocade Advanced Performance Monitoring User's Guide 

• Brocade Advanced Web Tools User's Guide 

• Brocade Advanced Zoning User's Guide 

• Brocade Diagnostic and System Errar Message Reference 

• Brocade Distributed Fabric User's Guide 

• Brocade Fabric Manager User's Guide 

• Brocade Fabric OS Procedures Guide 

• Brocade Fabric OS Reference 

• Brocade Fabric Watch User's Guide 

• Brocade ISL Trunking User's Guide 

• Brocade MIB Reference 

• Brocade Secure Fabric OS User's Guide 

• Brocade Silkworm 12000 Core Migration User's Guide 

J 
~os::~~12oÕ~---~CN i 
CPMI - CORPE'OS 1 

· . ,f 0~ ~-, ,JS:Xiii ~ 
1=1<.; ~ . .:i ,_, '--

-"- ---
;. 3698 -· 

© Copyright IBM Corp. 2002, 2003 

.j Doe ____ _ 
....._ ...... _ ..__._, .. _ __,...,. 



Web sites 

Getting help 

• Building and Scaling Brocade SAN Fabrics: Design and Best Practices Guide 

When you use any of the Brocade documents, you will notice that the model 
numbers reflect the original Brocade switches. Table 1 providas a product matrix for 
you to use to correlata the Brocade model numbers to the IBM product and model 
numbers. 

Table 1. Brocade and IBM product and model number matrix 

Brocade model number IBM product and model number 

Silkworm 201 O 3534 Model 1 RU 

Silkworm 2400 21 09 Model SOB 

Silkworm 2800 2109 Model 816 

Silkworm 3200 3534 Model FOB 

Silkworm 3800 21 09 Model F16 

Silkworm 3900 2109 Model F32 

Silkworm 12000 2109 Model M12 

For detailed information about models and firmware that the switch supports, see 
the following Web site: 

www.ibm.com/storage/fcswitch/ 

For detailed information about Fibre Channel standards, see the Fibre Channel 
Association Web site at: 

www.fibrechannel.com/ 

For a directory of worldwide contact information, including technical support, see the 
following Web site: 

www.ibm.com/contacV 

Contact your switch supplier for technical support. This includes support of 
hardware, ali product repairs, and ordering of spare components. 

Be prepared to provida the following information to the support personnel: 

• The switch serial number 

• The switch worldwide name 

• The topology configuration 

• Any output from the supportShow I elnet command 

• A detailed description of the problem 

• Any troubleshooting steps that were already performed 

o e 

Getting software updates 
Contact your software vendar for software updates and maintenance releases. 

XXiV IBM TotaiStorage SAN Cabine! 2109 Model C36 with Model M12: lnstallation and Service Guide 
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For utility programs to facilitate loading firmware, sample Fabric Watch \! \, ~- ./ / 
configurations, and management information base (MIB) files for switch >, __ -,:::;-... .. '7"-~-;.. '~:- · 
management by simple network management protocol (SNMP), see the following--=::_ . .:. . ./ 
Web site: 

www.storage. ibm.com/ibmsan/products/sanfabric.htm 

How to send your comments 
Your feedback is important to help us provide the highest quality of information . lf 
you have any comments about this document, you can submit them in one of the 
following ways: 

• E-mail 

Submit your comments electronically to: 

starpubs@ us.ibm.com 

Be sure to include the name and arder number of the document and, if 
applicable, th.e specific location of the text that you are commenting on, such as 
a page number or table number. 

• Mail or fax 

Fill out the Readers' Comments form (RCF) at the back of this document and 
return it by mail or fax (1-800-426-6209) or give it to an IBM representative. lf the 
RCF has been removed, you can address your comments to: 

lnternational Business Machines Corporation 
RCF Processing Department 
Dept. M86/Bidg. 050-3 
5600 Cottle Road 
San Jose, CA 95193-0001 
U.S.A. 
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Chapter 1. lntroduction 

Overview 

This chapter introduces the 2109 Model M12 switch (hereafter referred to as the 
2109 Model M12) and contains the following information: 

• Overview of the 21 09 Model M 12 

• How to monitor and manage the 2109 Model M12 

The IBM factory installs the 2109 Model M12 and ships it in the 2109 Model C36 
cabinet. 

The 2109 Model M12 is a high-performance core switch for large storage area 
networks (SANs), available in 16-port increments from 32 - 128 ports. lt can operate 
as a single switch in a fabric or in a fabric that contains multiple switches . 

High-availability features of the 2109 Model M12 include: 

• Two redundant hot-swappable contrai processar (CP) cards with automatic 
failover 

• Up to eight hot-swappable 16-port cards 

• Four hot-swappable power supplies 

• Three hot-swappable blower assemblies (two are required for adequate cooling) 

• Two redundant ac inputs 

• Non-disruptive upgrades for Fabric OS v4.1 

Worldwide name (WWN) card that is hot-swappable in Fabric OS v4.1 

The 2109 Model M12 also includes the optional Advanced Security feature, which 
enables policy-based security mechanisms integrated with certain versions of the 
Fabric OS. The optional Advanced Security feature has the following capabilities: 

• Centralized security management 

• Fabric-wide security policies to contrai access 

• Port and switch levei access contrai 

• Management access contrais (Telnet, SNMP, HTTP, API) 

• Encryption of management data such as passwords 

• Strong and non-reputable authentication between switches 

The Fibre Channel ports support link speeds of 1 Gbps and 2 Gbps (inbound and 
outbound). They also automatically negotiate to the highest common speed of ali 
the devices that are connected to the port and are: 

• Compatible with short wavelength (SWL) and long wavelength (LWL) small form 
factor pluggable (SFP) transceivers 

• Universal and self-configuring 

• Capable of individually becoming fabric loop ports (FL_ports) , fabric ports 
(F _ports) , or expansion ports (E_ports) 

For the 2109 Model M12 specifications, see Appendix A, "Product specifications", on 
page 99 . 
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Software features 
Fabric OS version 4.1 supports the 2109 Model M12. Fabric OS includes ali the 
basic switch and fabric support software as well as optionally licensed software that 
is enabled by using license keys. Fabric OS is made up of two major software 
components: firmware that initializes and manages the switch hardware, and 
diagnostics. 

Optionally licensed and separately priced features include: 

• Extended Fabrics (Feature code 7603) 

Providas up to 1 00 km (62.14 mi) of switched fabric connectivity at full bandwidth 
over long distances 

• Remate Switch (Feature code 7602) 

Enables switches to interconnect over wide area network (WAN) using third-party 
gateway solutions that support Fibre Channel (FC) over Internet Protocol (IP), FC 
over asychronous transfer mode (ATM), and FC over SONET 

• Advanced Security (Feature code 7623) 

Enables policy-based security mechanisms that are integrated within Fabric OS 

Note: To activate these features, go to the following Web site: 

www.ibm.com/storage/key/ 

The following licensed software providas a graphical user interface from a 
standard workstation: 

• Fabric Manager 4.0 (Feature code 7203) 

Administers, configures, and maintains fabric switches and SANs with host-based 
software 

The following licensed products are included with the 2109 Model M12: 

• Performance Monitoring 

Comprehensive tool for monitoring the performance of network storage resources 

• ISL Trunking 

Connects up to four ISLs between two switches through an expansion port 
(E_port) to merge logically into one link 

• Fabric Watch 

Monitors mission-critical fabric parameters 

• Advanced Zoning 

Segments a fabric into virtual private SANs 

• Web Tools 

Administers, configures, and maintains fabric switches and SANs 

See the following documents for more information about Fabnc Watch, Fabnc 
Manager, Web Tools, Secure Fabric OS, and high availability: 

• Brocade Advanced Zoning User's Guide 

• Brocade Fabric Watch User's Guide 

• Brocade Advanced Performance Monitoring User's Guide 

• Brocade Distributed Fabrics User's Guide 

• Brocade ISL Trunking User's Guide 

• Brocade Secure Fabric OS User's Guide 

• Brocade Advanced Web Tools User's Guide 

2 IBM TotaiStorage SAN Cabine! 2109 Model C36 with Model M12: lnstallation and Service Guide 
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Figure 15 shows the port side of the 2109 Model M12, which provides access to m--e-···-­
following components: 
• The 16-port cards, which contains 16 Fibre Channel SFP ports 

• Two CP cards, each with a modem serial port, a terminal serial port, and 
1 O Mbps o r 100 Mbps Ethernet port 

• Four power supplies that are hot-swappable and have built-in fans 

• Two ac power connectors. Each ac power connector has an on or off ac power 

switch 

CP Card 

AC Power AC Power Strap 
Switch Connector Connector 

(Provide Power to Power Supply 1 and 3) 

Figure 15. Port side of the 2109 Model M12 

AC Power AC Power 
Connector Switch 

Power 
Supply 4 

Power 
Supply 3 

Power 
Supply 2 

(Provide Power to Power Supply 2 and 4) SJ000634 

For information about how to operate the components of the 2109 Model M12, see 
Chapter 4, "Operating the 2109 Model M12", on page 27 . 
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''-... · · : Figure 16 shows the blower assembly side of the 2109 Model M12, which provides 
access to the following components: 
• A WWN card and bezel. The WWN card and bezel provide light-emitting diodes 

(LEDs) for monitoring the switch from the blower assembly side and store WWN 
and IP address information, switch name, and serial number. 

• Three blower assemblies. Each blower assembly is individually hot-swappable . 

BlówérAssémbly 1 
'Biówer AS$embly: 2 · 

Blower Assembly 3 

• 

Figure 16. 8/ower assembly side of the 2109 Model M12 

ao 
ao 
ao 

SJ000635 

Monitoring and managing the 21 09 Model M12 
You can manage the 2109 Model M12 in-band by using Fibre Channel protocol o r 
out-of-band by connecting to the Ethernet port. The management functions allow 
the administrator to monitor fabric topology, port status, physical status, and other 
information to aid in performance analysis and system debugging. 
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Note: 

, ~\ ' \ iO< 
The 2109 Model M12 automatically performs power-on self-test (POST) \ \::..,.,f~ -· 
diagnostics each time it is turned on. Any errors are recorded in the errar " ·"-.~ ·-. · 
log. For more information about POST, see "lnterpreting POST" on page 42 . -· ·· 

The 2109 Model M12 is compatible with the following management interfaces: 

• Command line interface through a Telnet connection 

• Fabric Manager 

• Web Tools 

• SNMP applications 

• Management server 

You can manage these methods either in-band (Fibre Channel) or out-of-band 
(Ethernet) . 

For more information about these management interfaces, see the Brocade Fabric 
Manager User's Guide and the Brocade Advanced Web Too/s User's Guide . 
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Chapter 2. lnstalling the 2109 Model C36 

This section contains the procedures to instai! a 2109 Model C36 (hereafter ref~~red 
to as the cabine{) and prepare it for use . 

The following safety notices apply to the procedures in this chapter. Review this 
section carefully before you instai! the cabinet. 

DANGER 

An electrical outlet that is not correctly wired could place hazardous 
voltage on metal parts of the system or the devices that attach to the 
system. lt is the responsibility of the customer to ensure that the outlet is 
correctly wired and grounded to prevent an electrical shock . 

Before you install or remove signal cables, ensure that the power cables 
for the system unit and ali attached devices are unplugged . 

When you add or remove any additional devices to or from the system, 
ensure that the power cables for those devices are unplugged before you 
connect the signal cables. lf possible, disconnect ali power cables from the 
existing system before you add a device . 

Use one hand, when possible, to connect or disconnect signal cables to 
prevent a possible shock from touching two surfaces with different 
electrical potentials . 

During an electrical storm, do not connect cables for display stations, 
printers, telephones, or station protectors for communication lines . 

CAUTION: 
This product is equipped with a 3-wire power cable and grounded plug for the 
user's safety. Use this power cable in conjunction with a properly grounded 
electrical outlet to avoid electrical shock . 

CAUTJON: 
This unit might have more than one power supply cord. To completely remove 
power, you must disconnect ali power supply cords. 

Step 1. Position the cabinet 

Note: IBM must instai! the IBM 2109 Model C36 . 

Perform the following steps to position the cabinet: 

1. Remove ali packing and tape from the cabinet. 

2. Position the cabinet according to the customer floor plan . 

3. Lock each caster wheel by tightening the screw on the caster. See Figure 17 on 
page 8 . 

© Copyright IBM Corp. 2002, 2003 



Locking Screw 

~ 

SJ000654 

Figure 17. Caster wheel 

Use the following conditions to determine the next step: 

• lf you are not attaching the cabinet to the floor, go to "Step 2. Levei the cabinef'. 

• lf you are bolting the cabinet to a concrete floor, go to "Step 4. Attach the cabinet 
to a concrete floor" on page 1 O. 

• lf you are bolting the cabinet to a concrete floor beneath a raised floor, go to 
"Step 5. Attach the cabinet to a concrete floor beneath a raised floor" on page 12. 

Step 2. Levei the cabinet 
Perform the following steps to adjust the leveling feet: 

1 . Loosen the jam nut on each leveling foot by turning the nut counterclockwise, 
away from the bottom of the cabinet. See Figure 18 on page 9. 

2. Rotate each leveling foot downward until it contacts the surface on which the 
cabinet is placed. 

3. Adjust the leveling feet downward as needed until the cabinet is levei. When the 
cabinet is levei, tighten the jam nuts against the base by turning the nut 
clockwise, toward the bottom of the cabinet. 

8 IBM TotaiStorage SAN Cabine! 2109 Model C36 with Model M12: lnstallation and Service Guide 
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Rear of Cabinet 

JamN"t ·~~ 
Leveling Screw ~ · ~ 

'* 

~ Front of Cabinet 

SJ000655 

Figure 18. Adjusting the /evelíng feet 

Step 3. Attach the stabilizers 

CAUTJON: 
Vou must firmly attach the stabilizers to the bottom front and bottom rear of 
the cabinet to prevent the cabinet from turning over when the switches are 
pulled out of the cabinet. 

1. Align the slots in the stabilizer with the mounting holes at the bottom front of the 
cabinet. See Figure 19 . 

Allen Wrench 

Stabilizer SJ000656 

Figure 19. Stabilizers 

2. lnstall the two mounting screws. 

3. Ensure that the base of the stabilizer rests firmly on the floor. Use the allen 
wrench that is supplied with the cabinet to alternately tighten the mounting 
screws until they are tight. 

4. Repeat step 1 through step 3 to install the stabilizer at the bottom rear of the 
cabinet. ' :- · ·····-~-. ·­
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St~p 4. Attach the cabinet to a concrete floor 
Perform the following steps to attach the rack-mounting plates directly to a concrete 
floor. Reter to Figure 20 while you perform the steps. 

Mounting 
Hole (4X) 

Jam Nut (4X) 

Leveler (4X) 

Washer (4X) 

Thick Washer (4X) 

Spacer (4X) 

Location 
Mark (Drill) 

Figure 20. Attaching the cabinet to a concrete f/oor 

Tapped Hole for 
Rack Mounting 

1. Ensure that the cabinet is in the correct location. 

SJ000657 

2. In this cabinet, temporarily install the bushings to help position the 
rack-mounting plates. 

3. Ensure that the bushing is in the leveling foot. Position the two rack-mounting 
plates in the approximate mounting location under the cabinet. lf necessary, 
raise the leveling feet for clearance. 

4. Place a bushing on a rack-mounting bolt. lnsert the bolt and bushing through 
the leveling foot and bushing and out the bottom bushing. 

5. lnsert the four rack-mounting bolts through the leveling feet and bushings and 
out the bottom of the cabinet. 

6. Position the rack-mounting plates under the four rack-mounting bolts. Center 
the rack-mounting bolts directly over the tapped holes. 

7. Turn the rack-mounting bolts 3 - 4 rotations into the tapped holes. 

8. Mark the floor around the edges of both rack-mounting plates. 

9. Mark the rack-mounting plate bolt-down holes that are accessible through the 
opening in the rear of the cabinet. 

1 O. Remove the rack-mounting bolts and bushings. 

11 . Remove the rack-mounting plates. 

12. Loosen the locking screws on the casters. Move the cabinet so that the 
cabinet is clear of the locator marks for the rack-mounting plates. 

13. Position the rack-mounting plates within the marked areas. 

10 IBM TotaiStorage SAN Cabine! 2109 Model C36 with Model M12: lnstallation and Service Guide 
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14. Mark the floor at the center of each hole in the rack-mounting plates (inçi~0.9 ,. : · 
the tapped holes). '·" • .:_.~~~-~ .-

15. Remove the two rack-mounting plates from the marked locations . 

16. At the marked location of the tapped rack-mounting bolt holes, drill four holes 
approximately 5 em (2 in.). This allows clearance for the ends of the four 
rack-mounting bolts. The ends of the rack-mounting bolts protrude past the 
thickness of the mounting plate . 

Note: You must use a minimum of two anchor bolts for each rack-mounting 
plate to attach it to the concrete floor. Because some of the holes in the 
rack-mounting plates might align with the concrete reinforcement rods 
that are below the surface of the concrete, some of the rack-mounting 
plate holes might not be suitable . 

17. For each rack-mounting plate, select at least two suitable holes. Select holes 
as close to the threaded holes as possible. Be sure that the holes you select 
at the rear of the cabinet are accessible. Drill the selected holes (two for each 
rack-mounting plate) . 

18. Position the front rack-mounting plate within the marked area. 

19. Using anchor bolts, attach the front rack-mounting plate to the concrete floor. 

Note: Do not use the four plastic isolator bushings . 

20. Position the cabinet over the front rack-mounting plate . 

21 . Position the rear rack-mounting plate within the marked area . 

22. Using anchor bolts, attach the rear rack-mounting plate to the concrete floor . 

23. lnsert each of the rack-mounting bolts through a flat washer, a thick washer, 
and through a leveling foot. 

24. Align the four rack-mounting bolts with the four tapped holes in the two 
rack-mounting plates and turn the bolts 3 - 4 rotations . 

25. Tighten the locking screw on each caster . 

26. Adjust the leveling screw downward, as needed, until the cabinet is levei. See 
Figure 21 on page 12. When the cabinet is levei, tighten the jam nuts against 
the base by turning the jam nut clockwise, toward the bottom of the cabinet. 
Torque the four bolts to 54- 67 nm (40 - 50 ft-lbs) . 
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Rear of Cabinet 

JamN"I ·~~ 
Leveling Screw~ • ~ 

* 
Fcont of Cabine! ~ 
~ SJ000655 

Figure 21. Leveling the cabinet 

27. After you bolt down the cabinet, go to "Step 6. Attach the mounting plates" on 
page 15. 

Step 5. Attach the cabinet to a concrete floor beneath a raised floor 
Perform the following steps to attach the rack-mounting plates to the concreta floor 
beneath a raised floor. 

Reter to Figure 22 on page 13 while you perform the steps. 
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Mounting 
Hole (4X) 

Washer (4X) 

Thick Washer (4X) 

Spacer (4X) 

Location 
Mark (Drill) 

Figure 22. Attaching the cabinet to a raised floor 

Jam Nut (4X) 

Leveler (4X) 

Tapped Hole for 
Rack Mounting 

SJ000657 

1. Ensure that the cabinet is in the correct location . 

2 . In this cabinet, temporarily instai! the bushings to help position the 
rack-mounting plates . 

3. Ensure that the bushing is in the leveling foot. Position the two rack-mounting 
plates in the approximate mounting locations under the cabinet. lf necessary, 
raise the leveling feet for clearance . 

4. Place a bushing on a rack-mounting bolt. lnsert the bolt and bushing through 
the leveling foot and bushing, and out of the bottom bushing. 

5. lnsert the four rack-mounting bolts through the leveling feet and bushings, and 
out the bottom of the cabinet. 

6. Position the rack-mounting plates under the four rack-mounting bolts. Center 
the rack-mounting bolts directly over the tapped holes. 

7. Turn the rack-mounting bolts 3 - 4 rotations into the tapped holes. 

8. Mark the raised-floor panel around the edges of both rack-mounting plates. 

9. Mark the rack-mounting plate bolt-down holes that are accessible through the 
opening in the rear of the cabinet. 

1 O. Remove the rack-mounting bolts and bushings . 

11 . Remove the rack-mounflng plates. 

12. Loosen the locking screws on the casters. Move the cabinet so that it is clear 
of the locator marks for the rack-mounting plates. 

13. Position the rack-mounting plates within the marked areas. 

14. Mark the raised-floor panel at the center of each hole in the rack-mounting 
plates (including the tapped holes) . 

15. Remove the two rack-mounting plates from the marked locations. 

16. Transfer the locations of the holes from the raised-floor panel to the concrete 
floor directly beneath. Mark the holes on the concrete flo/or:---. -­
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Note: You must use a minimum of two anchor bolts for each rack-mounting 
plate to attach it to the concreta floor. Because some of the holes in the 
rack-mounting plates might align with concreta reinforcement rods 
below the surface of the concreta, some of the rack-mounting plate 
holes might not be suitable. 

17. For each rack-mounting plate, select at least two suitable holes. Select holes 
as close to the threaded holes as possible. Be sure that the holes you select 
at the rear of the cabinet are accessible. Drill the selected holes (two for each 
rack-mounting plate) in the concrete floor. 

18. Drill pass-through holes in the raised-floor pane! at the location of the four 
rack-mounting bolts. 

19. Position the front rack-mounting plate within the marked area. 

20. Using anchor bolts, attach the front rack-mounting plate to the concreta floor. 
Do not use the four plastic isolator bushings. 

21. Position the cabinet on the raised-floor panel over the front rack-mounting 
plate. 

22. Position the rear rack-mounting plate within the marked area. 

23. Using anchor bolts, attach the rear rack-mounting plate to the concrete floor. 

24. lnsert each of the rack-mounting bolts through a flat washer, a plastic isolator 
bushing, a thick washer, and through a leveling foot. 

25. Align the four rack-mounting bolts with the four tapped holes in the two 
mounting plates and turn the bolts 3 - 4 rotations. 

26. Tighten the locking screw on each caster. 

27. Adjust the leveling feet downward, as needed, until the cabinet is levei. See 
Figure 23. When the cabinet is levei, tighten the jam nuts against the base by 
turning the jam nut clockwise (toward the bottom of the cabinet). Torque the 
four bolts to 54 - 67 nm (40 - 50 ft-lbs). 

Rear of Cabinet 

JamN"t ·~~ 
Leveling Screw~ • ~ 

~ 

SJ000655 

Figure 23. Leveling the cabinet 

28. lf the cabinet does not have a front doar, instai! the top, left, and right trim 
panels. 
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29. After you bolt down the cabinet, go to "Step 7. Attach the front door'' on 1 · , --Ro.V-\c:.) 
page 16. 

--------------------,.-----------------··_··· .... ..::=·-.:.:.:~J:~;~:.· 
Step 6. Attach the mounting plates 

Note: You attach the front and rear mounting plates through the same mounting 
holes that you use to mount the stabilizers. Therefore, you must bolt down 
the cabinet rather than use the stabilizers. lnstall the mounting plates only if 
you bolted the cabinet to the floor . 

The mounting plates are part of the Earthquake Mounting Kit, feature code 6080 . 

Align the holes on the mounting plate with the holes on the front of the cabinet. Use 
the allen wrench that is supplied with the cabinet to install the mounting plate 
screws (stabilizer mounting screws) . Repeat this procedure for the mounting plate 
on the rear of the cabinet. See Figure 24. 

.. ·····••········ 

..... 
.. -···· 

Allen 
Wrench 

Front of Cabinet 

Mounting Screw 

Mounting Plate 

SJ000658 

Figure 24. Attaching the mounting pia te 
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_ Step 7. Attach the front door 
lf necessary, perform the following steps to attach the front doar. Reter to Figure 25 
while you perform the steps. 

Latch Mounting Screws 

Doar Removed for Clarity 

Hinge Mounting Screws 

SJ000659 

Figure 25. Attaching the front doar 

1. lnstall the hinges. 

2. lnstall the latch. 

3. Align the lower hinge pin on the front doar with the hinge. Partially insert the pin 
into the hinge. 

4. Align the upper hinge pin with the hinge. Lower the doar into position. 

5. Adjust the latch so that the doar is latched securely. 

Step 8. Check the customer's ac power source 
Before you plug the power cord into the ac power source, perform the following 
checks on the customer's ac power source. 

CAUTION: 
Do not touch the receptacle or the receptacle face plate with anything other 
than your test probes before you meet the requirements in this step. 

1. Have the customer turn off the branch circuit breaker for the ac power outlet 
into which the power cord will plug. Attach a "Do Not Operate" tag (8229-0237) 
to the circuit breaker switch. 

Note: Ali measurements are made with the receptacle face plate in the normal 
installed position. 

2. Some receptacles are enclosed in metal housings. For this type of receptacle, 
perform the following steps: 
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a. Check for less than 1 volt from the receptacle case to any grounded mé;~~'~ ~oY''CY/ . 
structure, such as a raised-floor metal structure, water pipe, building steeh>.. ;·;-- ·~·-, ··· ::· · 
o r similar structure. ·· ~ .... :.. ._~.: , ... --

b. Check for less than 1 volt from the receptacle ground pin to a grounded 
point in the building . 

Note: lf the receptacle case or face plate is painted, be sure that the probe 
tip penetrates the paint and makes good electrical contact with the 
metal. 

c. Check the resistance from the ground pin of the receptacle to the receptacle 
case. Check the resistance from the ground pin to the building ground. The 
readings should be less than 0.1 ohm, which indicates the presence of a 
continuous grounding conductor. 

3. lf any of the three checks that you made in step 2 on page 16 are not correct, 
ask the customer to: 

• Remove the power from the branch circuit. 

• Make the wiring corrections. 

Recheck the receptacle. 

Note: Do not use a digital multimeter to measure grounding resistance in the 
following steps . 

4. Check for infinita resistance between the ground pin of the receptacle and each 
of the phase pins. This check is for a wiring short to ground or a wiring reversal. 

5. Check for infinite resistance between the phase pins. This check is for a wiring 
short . 

CAUTION: 
lf the reading is other than infinity, do not proceed! Have the customer 
make the necessary wiring corrections before you continue. Do not turn 
on the branch circuit breaker until you satisfactorily complete ali the 
previous steps. 

6. Have the customer turn on the branch circuit breaker. Measure for the 
appropriate voltages between phases. lf no voltage is present on the receptacle 
case or the ground pin, the receptacle is safe to touch . 

7. With an appropriate meter, verify that the v~ltage at the ac outlet is correct. 

8. Verity that the grounding impedance is correct by using the ECOS 1 020, 1 023, 
871 06, C71 06, o r an appropriately approved ground impedance teste r. 

Step 9. Check the power distribution unit 
When the switch power cords are plugged into the power distribution unit (PDU) 
outlets, resistance should be less than 0.1 ohm between input ground and either 
switch ar cabinet trames 

See "Power distribution unit (PDU)" on page 116 for an illustration and description of 
the PDU . 

Externai ac power cords 
To avoid electrical shock, the manufacturer provides a power cord with a grounded 
attachment plug. Use only properly grounded outlets . 
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Power cords that are used in the United States and Canada are listed by 
Underwriter's Laboratories (UL) and are certified by the Canadian Standards 
Association (CSA). These power cords consist of the following parts: 

• Electrical cables, type ST 

• Attachment plugs that comply with National Electrical Manufacturers Association 
(NEMA) L6-30P 

• Appliance couplers that comply with lnternational Electrotechnical Commission 
(IEC) Standard 320, Sheets C13 and C14 

Power cords that are used in other countries or regions consist of the following 
parts: 

• Electrical cables, type HD21 or HD22 

• Attachment plugs that the appropriate testing organization for the specific 
countries or regions where they are used has approved 

• Appliance couplers that comply with lnternational Electrotechnical Commission 
(IEC) Standard 320, Sheet C13 and C14 

See "Power cords" on page 113 for information about the power cords that are 
available for the cabinet. 

Step 1 O. Connect switch and de vice cables 
The factory configures the cabinet and installs ali of the switch cables. 

lf you need to install device cables, follow the installation instructions provided with 
the component that you are installing. 

Step 11. Power on the cabinet 
See "Power-on procedure" on page 69 for instructions on how to power on the 
cabinet. 
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Chapter 3. Starting and configuring the 2109 Model M12 

You must configure the 2109 Model M12 appropriately in order for it to operate 
correctly within the network and fabric . 

Note: The 2109 Model M 12 only detects modems during power on o r restart. I f you 
connect a modem to an operating switch, you must restart the 2109 Model 
M12 in order for the switch to detect the modem . 

This chapter describes how to start and configure the 2109 Model M12 and 
includes the following information: 

• Providing initial power to the chassis 

• Configuring, connecting, and accessing the 2109 Model M12 

Providing initial power to the chassis 
Perform the following steps to provide ac power to the chassis: 

1. Connect the cabinet power distribution units (PDUs) to separate power sources 
of 200 - 240 V ac, 50 - 60 Hz. 

2. Make sure that the internai power cords are connected to the separate PDUs 
and that the other ends are connected to the 2109 Model M12 circuit breakers . 

3. Route the power cord so that it is not exposed to stress . 

4. Flip both green ac power switches to "1". The ac power switches light up green 
when switched on, and power is being supplied . 

The switch automatically performs a POST by default each time you power it on. A 
POST takes a minimum of 3 minutes. A POST is complete when light-emitting diode 
(LED) activity returns to a standard state. For information about LED light patterns, 
see "lnterpreting LED activity" on page 32 . 

Attention: Do not connect the switch to the network until you configure the IP 
addresses . 

Configuring the 21 09 Model M12 
The 2109 Model M12 can contain up to two logical switches, each with its own 
configuration: 

• One logical switch for any 16-port cards in slots 1 - 4 

• One logical switch for any 16-port cards in slots 7 - 1 O 

The configuration information for both logical switches is stored in the WWN card 
and in the flash memory of the CP cards. The configuration is automatically 
mirrored to the standby CP card, so that the most current configuration remains 
available even if the active CP card fails . You can back up the configuration to a 
workstation by using the configUpload command. You can download the 
configuration to the active CP card by using the configDownload command. For 
information about commands and whether you can enter them through the active or 
standby CP card, see the Brocade Fabric OS Reference . 

Note: You should routinely back up the configuration to ensure that the current 
configuration is available if needed . 
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ltems needed 

You can modify the configuration only through a login session to the active CP card. 
The 2109 Model M12 supports up to two Telnet sessions with administrative 
privileges at the same time. 

The same administrativa login account applies to both logical switches. lf the 
password is changed on switch O, it automatically changes on switch 1. 

The 2109 Model M12 configuration includes the following parameters: 

• General system parameters 

You can modified these parameters with the configure command. For more 
information, see the Brocade Fabric OS Reference. 

• WWNs for both logical switches 

You cannot modify the two WWNs. 8oth of them are preconfigured and are 
usually based on the chassis-serial number. 

• Domain ID 

The default domain ID for both logical switches is 1. You can modify it by using 
the configure command. 

• One domain ID for any of the 16-port cards in slots 1 - 4 and one for any of the • 
16-port cards in slots 7 - 1 O , 

You can modify domain lOs with the configure command. 

• Native IP addresses 

A native IP address, host name, subnetmask, and gateway address for both CP 
card slots. You can modify it by using the ipAddrSet command. 

• Logical IP addresses 

A logical IP address and subnetmask for both logical switches. You can modify it 
by using the ipAddrSet command. 

Note: lf you reset a logical IP address while the switch has active IP traffic, you 
can cause the IP traffic to be interrupted or stopped. IP traffic might 
include Web Tools, Fabric Watch, SNMP, and other applications. 

You will need the following items to configure and connect the 21 09 Model M12: 

• A 21 09 Model M 12 that is powered on and that is not connected to a network o r 
fabric 

• A workstation computer with a terminal emulator application, such as 
HyperTerminal 

• The serial cable that is provided with the 2109 Model M12 

• An Ethernet cable 

• SFP transceivers and cables, as required 

Two IP add1esses fo1 tl1e native IP add1esses that are assigned to the CP slots, 
with the corresponding native host names, subnetmasks, and gateway 
addresses. The default native IP addresses and host names are as follows: 

- 18.77.77.75 CP8 (the CP card in slot 5 at the time of configuration) 

- 10.77.77.74 CP1 (the CP card in slot 6 at the time of configuration) 

• Two IP addresses for the logical IP addresses of the switch, with the 
corresponding subnetmasks. These IP addresses correspond to "switch 0", which 
contains any 16-port cards in slots 1 - 4, and "switch 1 ", which contains any 
16-port cards in slots 7 - 1 O. The default logical I P addresses are as follows: 

- 10.77 . 77.77 swl:J 
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Two switch names, if the default switch names are not going to be used. ~witeh \ I : 
names can be up to 15 characters long. Switch names can include alphabet icâ). · · · . 
numerical, and underscore characters, and must begin with an alphabetical ~ .. 
character. The default switch name for the logical switches is: 

- sw0 for the switch that contains the 16-port cards in slots 1 - 4 

- swl for the switch that contains the 16-port cards in slots 7 - 1 O 

Configuration procedure 

Note: The following procedure uses various Telnet commands. For information 
about these commands, see the Brocade Fabric OS Reference . 

Perform the following steps to configure the 2109 Model M12: 

1. Verify that the 21 09 Model M 12 is on. Verify that the POST is complete by 
verifying that ali power LEDs on the 16-port cards and CP cards display a 
steady green light. For a description of the LED patterns, see "lnterpreting LED 
activity" on page 32. 

2. Login to the CP card that is installed in slot 5 by establishing a serial 
connection to a workstation that has a terminal emulator application, such as a 
HyperTerminal in a Microsoft® Windows® 95, Windows 2000, or Windows Nr® 
environment, or TERM in a UNix® environment. 

a. Disable any serial communication programs that are running on the 
workstation, such as synchronization programs for a PDA . 

b. Remove the shipping cap from the terminal serial port on the CP card in 
slot 5 and insert the serial cable. The terminal serial port is the second 
serial port from the top ot the CP card . 

c. Connect the other end of the serial cable to a serial port on the 
workstation. lf necessary, you can remove the adapter on the serial cable 
to allow for an RJ-45 serial connection . 

d. Open the terminal emulator application and configure as follows: 

• For a Windows 95, 98, 2000, or NT environment, use the configuration 
parameters shown in Table 2 . 

Table 2. Configuration parameters 

Parameter Value 

Bits per second 9600 

Data bits 8 

Parity None 

Stop bits 1 

Flow control None 

• In a UNIX environment, type the following command: 

tip /dev/ttyb -9600 

e. When the terminal emulator application stops reporting information, press 
Enter. The following login prompt displays: 

jcP Console Login : 

f. Type the logon information. 
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The default administrativa logon is admi n, and the default password is 
,. password. 

g. At the prompt, type 0 to log in to switch O. 

jEnter switch number to login <O or 1>:0 

Note: At the initial login, the user is prompted to type a new admin 
password and a new user password. The same administrativa 
account applies to both logical switches. lf the password is changed 
on switch O, it automatically changes on switch 1. 

h. Change the passwords if desired. Passwords must be a total of 8- 40 
characters long and should include a combination of numbers, uppercase, 
and lowercase letters. To skip changing the password, press CTRL+C. 

3. Ty19e the following command to determine which CP card is active: 

haShow 

lnformation about the card displays. For example: 

switch:admin> haShow 
Local CP {Slot 5, CPO) : Active 
Remote CP {Slot 6, CP1): Standby , Healthy 
HA Enabled , Heartbeat Up, HA State not in sync 

4. Configure the IP addresses for both CP cards. 

You can make configuration changes only through a login session with the 
active CP card. However, you can assign IP addresses to either CP card from 
a login session with the active CP card. 

a. lf the CP card in slot 5 is not the active CP card, disconnect the serial 
cable from the CP card, connect it to the CP card in slot 6 , and login as 
admi n. 

b. At the prompt, type i pAddrSet 2 for the CP card in slot 5, or type 
i pAddrSet 3 for the active CP card in slot 6. 

c. Type the requested information at the prompts, as the following example 
shows. The default information for the CP card in slot 5 is shown. 

Ethernet IP Address [10 . 77.77.75]: 
Ethernet Subnetmask [255.0.0 .0]: 
H os t Name [CPO] : 
Gateway Address [0 . 0.0 . 0]: 

The host name is the native name that is assigned to the CP card. You 
must use the same gateway address for both CP cards. These gateway 
addresses are referenced for the logical IP addresses. 

The native IP address of the active CP card is updated immediately. The 
native IP address of the standby CP card is updated at the next restart. 

d. Repeat step 4a - step 4c for the other CP card. 

5. Configure the two logical IP addresses. 

Note: Resetting a logical IP address while the switch has active IP traffic can 
cause the IP traffic to be interrupted or stopped. IP traffic might include 
Web Tools, Fabric Watch, SNMP, and other applications. 
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a. To configure the first logical IP address, type the following command at the · · ··~ --· ... ··" 
prompt: 

i pAddrSet 0 

b. Type the requested information for this JP address at the prompt: 

Ethernet IP Address [10.77 .77 . 77]: 
Ethernet Subnetmask [0 .0.0 .0] : 
Fibre Channel IP Address [none]: 
Fibre Channel Subnet Mas k [none]: 

The logical IP address is updated immediately . 

c. To configure the second logical IP address, type the following command at 
the prompt: 

i pAddrSet 1 

d. Type the requested information for this IP address at the prompts. 

e. At the prompt, type the following command to restart the CP card: 

reboot 

Note: Vou can use the terminal serial port to monitor error messages 
through a serial connection. Do not use the terminal serial portas a 
command line interface during normal operations because it only 
modifies one switch ata time (switch O by default) . 

f. lf this port is not used continuously, remove the serial cable. Replace the 
shipping cap to protect the port from dust. 

6. Optional : Connect the active CP card by Ethernet cable to the local area 
network (LAN) . 

a. Remove the shipping plug from the Ethernet port on the active CP card . 

b. lnsert one end of an Ethernet cable into the Ethernet port . 

c. Connect the other end to an Ethernet 10/1 OOBASE-T LAN . 

Vou can now access the switch remotely by using any of the available 
management tools, such as Telnet or Web Tools. Be sure that the switch is not 
modified from other connections during the rest of this procedure . 

7. Optional: Login to either of the logical switches by Telnet, using the 
administrativa logon. The default administrativa logon name is admi n, and the 
default password is password. 

Vou can now access the switch remotely using Telnet or Web Tools. Be sure 
that the switch is not being modified from any other connections during the 
remaining steps. The 2109 Model M12 supports up to two Telnet sessions with 
adr 11il ris li ative privileges at tire sa11 r e tin r e. You can accomplish the remaining 
steps in this procedure with either a serial connection or a Telnet session . 

8. Optional : Customize the switch names for the logical switches, if desired. lf 
possible, use the default switch names . 

Note: Changing the name of the switch causes a domain address format 
RSCN to be issued. 

a. Type swi tchName; with the new switch name enclosed in double quotation 
marks. In the following example, "sw10" is the new switch name . 

switchName "sw10" ----~-- . .., 



b. Record the new switch name for future reference. 

c. To customize the switch name for the other logical switch, perform the 
following steps: 

1) Log out from the CP session. 

2) Connect the serial cable to the other CP card. 

3) Log in as admin. 

4) Repeat step 8a on page 23 and step 8b for the other logical switch. 

9. Optional: Modify the domain IDs, if desired. 

Type f abri cShow to see a list of the current domain IDs. 

Note: The default domain ID for both switches is 1. To prevent a domain ID 
conflict, make the domain IDs unique before you connect the switches 
to the fabric. 

a. Type the following command to disable the switch: 

switchDi sab 1 e 

b. Type the following command: 

configure 

c. Type y at the F abri c parameters prompt: 

Fabric parameters (yes, y , no, n): [no] y 

d. Type a unique domain ID at the Doma in prompt: 

loomain: (1..239) [1] 3 

e. Complete the remaining prompts or press CTRL+D to accept the other 
settings and exit. 

f. Type the following command to re-enable the switch: 

switchEnable 

1 O. Optional: Specify any custam status policies. 

a. To access the status policy, type the following command at the prompt: 

switchStatusPolicySet 

b. Complete the prompts to specify the status policies. To completely 
deactivate the alarm for a particular condition, type 0 at the prompt for that 
condition. 

11. Add SFPs and cables to the Fibre Channel ports, as required. l~-
Note: The ports are color-coded to indicate which ones can be used in the 

same trunking groups. Four ports that are marked with black solid ovais 
alternate with four ports that are marked with oval outlines. The ports 
and cables that are used in trunking groups must meet specific 
requirements. For a list of these requirements, see the IBM Tota/Storage 
SAN Switch 2109 Model M12 User's Guide and the Brocade /SL 
Trunking User's Guide. 

a. Position one of the SFPs so that the key is oriented correctly to the port. 
lnsert the SFP into the port until it is firmly seated. Ensure that the latching 
mechanism clicks. 

Note: SFPs are keyed so that you can only insert them with the correct 
orientation. lf an SFP does not slide in easily, ensure that it is 
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b. Position a cable so that the key (the ridge on one side of the cable 

connector) aligns with the slot in the SFP. lnsert the cable into the SFP 
until the latching mechanism clicks. 

Note: Cables are keyed so that you can only insert them with the correct 
orientation. lf a cable does not slide in easily, ensure that it is 
correctly oriented. 

c. Repeat step 11 a on page 24 and step 11 b for the remaining ports. 

d. Organize the cables as required. 

12. Check the 2109 Model M12 for switch and port status. Type the following 
command at the Telnet prompt: 

switchShow 
This command provides detailed information about the switch. 

13. Check the fabric for ISLs, switch names, or other status. Type the following 
command at the Telnet prompt: 

fabricShow 
This command providas general information about the fabric. 

14. After ali zoning configurations and other changes are complete, back up the 
configuration. Type the following command at the Telnet prompt: 

configUpload 
This command uploads the switch configuration to the server, so that it is 
available for downloading to a replacement switch if necessary. 

Note: You should routinely back up the configuration . 

I R~3;m;~ c~l '~PMI . r'()RI:J -,() 'I I 
Chapter 3. Starting and configurirg lhe 2109 M\)ael M -2 5 ~ 

I - -
1 Fls No 1 4 r -· í , 

- 6 _, [ - \ 
M2 

1
,. 3 9 1 

Doe I . . 
-----1 



-• • • • • • • • • • • • • • • • :v 
• • • • • • • • • • • :o 
• • • • • • • • • • • • • • 

Chapter 4. Operating the 2109 Model M12 ... .•. 

This chapter describes how to operate the 2109 Model M12 and includes the 
following information: 

• Turning on and off the 21 09 Model M 12 

• lnterpreting LED activity 

• lnterpreting POST 

• Maintaining the switch 

Note: Throughout this chapter, the term switch refers to the 2109 Model M12 . 

Turning on and off the 21 09 Model M12 

................... ._...,_- .... .. ~ · 

Note: To provide power to the switch for the first time, see "Power-on procedure" 
on page 69 . 

To turn on the 21 09 Model M 12, verify that both power cords connect to the a c 
power connectors on the front of the chassis. Flip both green ac power switches to 
"1". The green ac power switches illuminate when they are on . 

To turn off the 2109 Model M12, flip both ac power switches to "0". To remove ali 
sources of power from the switch, disconnect both power cords from the power 
source . 

Note: Removing ali power from the switch triggers a system reset. When you 
restore the power, ali devices return to the initial state, and the switch runs a 
POST . 

Attention: After you power on the 2109 Model M12, run it for a minimum of 
10 minutes before you power off again . 

Switch components 
The 2109 Model M12 includes the following components: 

• 16-port cards 

• CP cards 

• Power supplies 

• ac power input connection 

• ac power switches 

• Blower assemblies 

• WWN card and bezel 

• Cable management tray 

© Copyright IBM Corp. 2002, 2003 
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16-port cards 

Attention: Wear an electrostatic discharge (ESD) grounding strap when you work 
with a 16-port card to prevent damage to the electrical components. 

To ensure correct cooling of the chassis and protection from dust, instai! a filler 
panel in any slots that do not contain a 16-port card. 

Disassembling any part of a 16-port card voids the part warranty and regulatory 
certifications. 

CAUTJON: 
No user-serviceable parts are inside the 16-port card. 

Each 16-port card provides 16 auto-sensing Fibre Channel ports that are capable of 
auto-sensing data transmission speeds of 1 Gbps and 2 Gbps. 

Vou can instai! 16-port cards in any combination of slots 1 - 4 (switch O) and 7 - 1 O 
(switch 1 ), with one exception. lf there are one or more 16-port cards in slots 7- 1 O, 
there must be at least one 16-port card in slots 1 - 4. . e 
The ports on each of the 16-port cards are color-coded. The color code indicates 
which ports to use in the same ISL Trunking group. Four ports that are marked with 
black solid ovais alternate with four ports that are marked with oval outlines. 

Note: ISL Trunking is a Fabric OS feature. ISL Trunking enables distribution of 
traffic over the combined bandwidth of up to four ISLs between two directly 
adjacent switches, while preserving in-order delivery. For more information 
about ISL Trunking, see the Brocade /SL Trunking User's Guide. 

The 2109 Model M12 can continue to operate while you replace a 16-port card, but 
you must disconnect any devices that are connected to the 16-port card. To ensure 
correct air circulation inside the switch and protection from dust, you can arder filler 
panels for any empty slots. 

Perform the following steps to determine the status of a 16-port card: 

1. Check the LEDs on the 16-port card. See Table 3 on page 33 for information 
about how to interpret the LEDs. 

2. Check the 16-port card status by using the slotShow command. For additional 
1 
~ 

information about this command, see the Brocade Fabric OS Reference. ~ 

Contrai processar cards 

Attention: Wear an ESD grounding strap when you work with a CP card to 
prevent damage to the electncal components. 

To ensure correct cooling of the chassis and protection from dust, instai! a filler 
panel in any slots that do not contain a CP card. 

Disassembling any part of a CP card voids the part warranty and regulatory 
certifications. No user-serviceable parts are inside the CP card. 

High availability is provided through redundant CP cards: An active CP card and a 
standby CP card. The active CP card is the one that is actively controlling the 2109 
Model M12. lf the active CP card failed or is uninstalled, the standby CP card 
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lnformation about both CP cards, including which card is active, is available by 
using the haShow command. For information about commands and whether you 
can enter them through the active or standby CP card, see the Brocade Fabric OS 
Reference . 

Each CP card provides the following ports: 

• Modem serial port 

The modem serial port has an RS-232 connector that is wired as a data terminal 
equipment (DTE) device. lt is designed to connect to a distributed computing 
environment (DCE) device, such as a modem . 

• Terminal serial port (also known as a console port) 

The terminal serial port has an RS-232 signal subset connector that you can use 
to connect to a PC serial port or dumb terminal. 

• Ethernet port 

The Ethernet port has an RJ-45 connector and is capable of speeds of 1 O Mbps 
or 100 Mbps. 

You can connect a separate modem to each modem serial port, and then connect 
to the same or separate telephone !ines for redundancy . 

Note: The 2109 Model M12 only detects modems during power on o r restart. lf a 
modem is connected to an operating switch, you must restart the 21 09 
Model M12 in order to detect the modem . 

The 2109 Model M12 can continue to operate while a CP card is being replaced. To 
ensure correct air circulation inside the switch and protection from dust, you can 
order filler panels for any empty slots . 

The active CP card contrais the following services: 

• System initialization 

• High availability and switch drivers 

• Name server 

• SNMP 

• Fabric OS 

• Extended Fabrics 

• Fabric Watch 

• Remate Switch 

• Web Tools 

Perform the following steps to determine the status of a CP card: 

1. Check the LEDs on the CP card. See Table 4 on page 37 for information about 
how to interpret the LEDs . 

2. Check the CP card status by using the slotShow and haShow commands. 

For additional information about these commands, see the Brocade Fabric OS 
Reference . 
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Power supplies 
The 2109 Model M12 uses four power supplies. A minimum of two power supplies 
is required to power a completely loaded chassis. 

The 2109 Model M12 can continue operating while a power supply is being 
replaced if at least one power supply continues operating for every four 16-port 
cards that are installed. You must have a minimum of two power supplies. 

Attention: To protect against ac failure, you must have a minimum of one power 
supply in slot 1 or slot 3 and one in slot 2 or slot 4. lf you install only two power 
supplies and you install both of them in slots that correspond to the same power 
cable, unplugging a single power cable will power down the entire chassis. 

Attention: Disassembling any part of the power supply voids the part warranty 
and regulatory certifications. 

Attention: Before you replace a power supply, determine whether adequate 
power will be available to keep the chassis operating throughout the replacement. lf 
not, shut down both switches before you continue. lf adequate power is abruptly 
lost, such as through removal of a power supply, the entire switch is powered down. 
The power off order that is designated by the powerOfflistSet command is not 
followed. 

CAUTION: 
No user-serviceable parts are inside the power supply. 

Perform the following steps to determine the status of a power supply: 

1 . Check the LEDs on the power supply. See Table 5 on page 39 for information 
about how to interpret the LEDs. 

2. Check the power supply status by using the psShow command. The power 
supply status displays OK, absent, or faulty. For additional information about the 
psShow command, see the Brocade Fabric OS Reference. 

ac power input connectors and ac power switches (circuit breaker) 
The 2109 Model M12 has two ac power input connectors, each with a green ac 
power switch (circuit breaker). The lett power input connector provides power to the 
power supplies in slot 1 and slot 3. The right power input connector provides power 
to the power supplies in slot 2 and slot 4. The power input connectors and their ~ 
associated power supplies are color-coded. ~ 

Attention: Unplugging a single power cable can power down the entire switch, 
depending on which power supply slots contain power supplies. 

Two detachable power cords are provided with the cabinet and are customized for 
the country or region in which it is installed. 

The ac power switches light up green when they are on. 

Blower assemblies 
Three blower assemblies that are located in the back of the chassis cool the 2109 
Model M12. The air enters through the vents in the blower assembly side of the 
chassis. The air exits from the top vent on the port side of the chassis. Each switch 
requires a minimum airflow of 350 cubic feet per minute. 
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Note: The 2109 Model M12 requires a minimum of two functioning blower 
assemblies during operation. To ensure continuous adequate cooling, 
maintain three operating blower assemblies at ali times except for the brief 
period when replacing a blower assembly. The 16-port cards automatically 
shut down if the temperature range is exceeded . 

Attention: Disassembling any part of the blower assembly voids the part warranty 
and regulatory certifications . 

CAUTION: 
No user-serviceable parts are inside the blower assembly . 

Perform the following steps to determine the status of a blower assembly: 

1. Check the LEDs on the blower assembly. 

2. Check the blower assembly status by using the fanShow command. The status 
for each blower assembly displays OK, absent, or faulty. For additional 
information about the fanShow command, see theBrocade Fabric OS 
Reference . 

WWN card and bezel 
The WWN card and bezel are located at the top of the chassis on the blower 
assembly side. The WWN card has LEDs that you use to monitor the 2109 Model 
M12. The WWN card also stores the following information: 

• The chassis serial number (used when installing software licenses) 

• The two native IP addresses that are assigned to the CP card slots 

• The logical switch names, IP addresses, and WWNs for the two logical switches 

The bezel protects the card and identifies each of the LEDs on the WWN card . 
Together, the WWN card and bezel assembly provides a consolidated view of the 
LEDs for the two CP cards, eight 16-port cards, and four power supplies. lf a slot 
contains a filler pane!, the corresponding LEDs on the WWN card are not 
illuminated . 

Note: There are two types of WWN cards. One type is attached to the chassis by 
screws and the other type is held on by the pressure of the bezel against a 
pad on the card face . 

Attention: Although the information that is stored in the WWN card is also stored 
in the flash memory of the CP cards, do not restart the switch while the WWN card 
is uninstalled. Restarting the switch can cause the switch to start incorrectly 

Attention: Wear an ESD grounding strap when you work with the WWN card to 
prevent damage to the electrical components . 

Cable management items 
Two items are provided to assist with cable management: 

• Cable management tray 



The cable management tray is attached to the bottom of the chassis. Vou can 
use it to route the power cables and other cables down below the chassis or out 
the sides of the chassis. 

Cable guides 

A set of 16 cable guides is provided with the cabinet. Vou can use the guides to 
organize the port cables into logical groups, such as according to port quads 
(sets of four neighboring ports) . The cable guides are free-floating and do not 
attach to the chassis. The cable guides keep the cables evenly spaced and hold 
them away from the 16-port cards. This makes card replacement easier and 
prevents the cables from bending to less than the minimum bend radius. 

Attention: Do not route the cables in front of the air exhaust vent, which is 
located at the top of the port side of the chassis. 

The minimum bend radius for a 50-micron cable is 3.05 em (2 in.) under full 
tensile load, and 3.048 em (1.2 in.) with no tensile load. 

Do not use tie wraps for optical cables because they are easily overtightened. 

lnterpreting LED activity 
Vou can determine system activity and status by monitoring the activity of the LEDs 
on the switch. 

There are four possible LED states: 

• No light 

• Steady light in one of the following colors: 

- Green 

- Amber 

- Vellow (displays when both green and amber LED elements are lit) 

• Slow-flashing light (green, amber, or yellow) 

• Fast-flashing light (green, amber, or yellow) 

The LEDs can flash green, yellow, or amber while the switch is starting or while a 
POST or other diagnostic tests are running. This is normal. lt does not indicate a 
problem unless the LEDs do not indicate that ali components are operational after 
the switch is started, after a POST, or after any diagnostic tests are complete. 

See the errar log for any errors. For information about the error log, see the 
Brocade Oiagnostic and System Errar Message Reference. 

LEDs on the 16-port card 
The following LEDs are on the 16-port card: 

• Power LED 

• Status LED 

• Port status LED for each port 

• Port speed LED for each port 

Note: The LED patterns can temporarily change during a POST and other 
diagnostic tests. 

Figure 26 on page 33 shows the location of the LEDs on the 16-port card. 
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Figure 26. 16-port card LEDs 
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Table 3 describes the 16-port card LED patterns. lt lists the name, location, and 
possible colors of each LED. lt also lists the status of the switch that is associated 
with each LED color and the action that you can take in response to that status . 

Table 3. 16-port card LED patterns 

Name of LED Location of LED Color of LED 

Power Uppermost LED No light .(LED is off) 

Steady green 

Status of hardware Action 

The 16-port card does Ensure that the card is 
not have incoming firmly seated and has 
power . power. 

The 16-port card has No action is required. 
incoming power . 

1
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Table 3. 16-port card LED patterns (continued) 

Name of LED Location of LED Color of LED Status of hardware Action 

Status Below the Power No light (LED is off) The 16-port card is Verity that the Power LED 
LED either healthy or does is lit. 

not have power. 

Steady yellow The 16-port card is Ensure that the card is 
faulty. firmly seated and check the 

status with the slotShow 
command. lf the LED still 
displays yellow, contact 
IBM. 

Slow-flashing yellow (on The 16-port card is not Pull the card out and reseat 
2 seconds; off 2 seated correctly, or is it. lf the LED continues to 
seconds} faulty. flash, replace the card. 

Fast-flashing yellow (on The environmental Check for out-of-bounds 
1/2 second; off 1/2 range is exceeded. environmental condition. 
second) 

Port Speed Uppermost of the No light (LED is off) The port is either set to Verify that the Power LED 
two LEDs to the 1 Gbps mode, or does is li!. To change lhe mode, 
left of each port not have incoming see the Brocade Fabric OS • power. Procedures Guide. 

Steady green The port is set to 2 No action is required. 
Gbps mode. 
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Table 3. 16-port card LED patterns (continued) 
' 

Name of LED Location of LED Color of LED Status of hardware Action ,, 
' ·· 

Port Status and To the left of No light (LED is oH) Verify that the Power LED . Either the 16-port 
Activity each port, below card does not have is lit and check the 

the Port Speed incoming power or transceiver and the cable. 
LED there is no light or 

signal carrier 
detected . 

. Polling is in 
progress. . The connected 
device is configured 
in an offline state. 

Steady green The port is online No action is required . 
( connected to an 
externai device) but 
has no traffic . 

Slow-flashing green (on The port is online but Verify that the correct 
1 second; off 1 second) segmented, indicating device is connected to the 

a loopback plug or port. 
cable, or an 
incompatible switch . 

Fast-flashing green (on The port is in internai No action is required. 
1/4 second; off 1/4 loopback (diagnostic) . 
second) 

Flickering green The port is online, with No action is required. 
traffic flowing through 
the port . 

Steady yellow The port is receiving No action is required. 
light or signal carrier, 
but is not yet online . 

Slow-flashing yellow The port is disabled Reset the port from the 
(from diagnostic tests workstation. 
or the portDisable 
command) . 

Fast-flashing yellow (on The SFP or the port is Change the SFP or reset 
1/2 second; off 1/2 faulty. the switch from workstation 
second) 

Alternating green and The port is bypassed. Reset the port from the 
yellow workstation. 

LEDs on the CP card 
Tl1e followil1g LEDs a1e 011 t11e CP ca1d . 

• Power LED 

• Status LED 

• Link status and activity LED 

• Link speed LED 

Note: The LED patterns can temporarily change during a POST and other 
diagnostic tests . 
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Figure 27 shows the location of the LEDs on the CP card. 

Link Speed LED 
10/100 Mb/s 

Figure 27. CP card LEDs 
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Table 4 describes the CP card LED patterns. lt lists the name, location, and - ;··:: , ... ~!: :·,: ·· 
possible colors of each LED. lt also lists the status of the switch that is associateci'·<.-~- ; .. / 
with each LED color and action that you can take in response to that status . 

Table 4. CP card LED patterns 

Name of LED Locat ion of LED Color of LED Status of hardware Action 

Power Uppermost LED No light (LED is off) The CP card does not Ensure that the CP card is 
have incoming power . firmly seated and has 

power . 

Steady green The CP card has No action is required. 
incoming power . 

Status Below the Power No light (LED is off) The CP card is either Verify that the Power LED 
LED healthy or does not is lit. 

have incoming power . 

Steady yellow The CP card is faulty. Ensure that lhe CP card is 
firmly seated. lf the LED 
still displays yellow, contact 
IBM. 

Slow-flashing yellow (on The CP card is not Pull lhe CP card out and 
2 seconds; off 2 seated correctly, or is reseat it. lf the LED 
seconds) faulty. continues to flash, replace 

lhe CP card . 

Fast-flashing yellow (on The environmental Check for out-of-bounds 
1/2 second; off 1/2 range is exceeded. environmental condition . 
second) 

Link status and Uppermost of the No light (LED is off) Either lhe CP card Ensure that lhe CP card 
activity (labeled two LEDs below does not have has power. Verify that the 
"Link" on the CP and to lhe left of incoming power ar no Ethernet cable is firmly 
card) the Ethernet port link is detected. seated and lhe device at 

lhe other end of lhe link is 
functioning. 

Flickering green and The link is healthy, with No action is required. 
yellow traffic flowing through 

the por! . 

Link speed To lhe left of lhe No light (LED is off) Either lhe link speed is Ensure that the CP card 
(labeled "1 0/1 00 Ethernet por!, 1 O Mbps o r lhe CP has power. 
Mb/s" on the CP below lhe Link card does no! have 
card) status and incoming power. 

activity LED Steady green The link speed is 1 oo No action is required. 
Mbps. 
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LEDs on the power supply 
The following LEDs are on each power supply: 

• Power LED 

• Predictive Failure LED 

• Fail LED 

lf only one ac power switch is turned on, the fail LED on each of the two power 
supplies without power lights up. 

Note: The LED patterns can temporarily change during a POST and other 
diagnostic tests. 

Figure 28 shows the location of the LEDs on the power supply. 

Locking 
Tab 

Fail LED 

Figure 28. Power supp/y LEDs 
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Table 5 on page 39 describes the power supply LED patterns. lt lists the name, 
location, and possible colors of each LED. lt also lists the status of the switch that 
is associated with each LED color and action that you can take in response to that 
status. 
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Table 5. Power supply LED patterns 

Name of LED Location of LED Calor of LED 

Power Uppermost LED No light (LED is off) 

Steady green 

Predictive Failure Below the Power No light (LED is off) 
LED 

Flashing amber 

Fail Below the No light (LED is off) 
Predictive Failure 
LED 

Steady amber 

Flashing amber 

-
Status of hardware Action 

The power supply does Ensure the following: 
not have incoming . The power supply is 
power. firmly seated . . The switch has incoming 

power. . Both power cables are 
connected . . The ac power switches 
are on . 

The power supply has No action is required. 
incoming power and is 
providing power to the 
switch . 

The power supply is Check the Power LED. 
either healthy or does 
not have incoming 
power. 

The power supply is Replace the power supply. 
about to fail because 
there is a failing fan 
inside the power 
supply . 

The power supply is Check the Power LED. 
either healthy or does 
not have incoming 
power . 

Either the switch has Ensure that the correct ac 
power but this power power switch is on and the 
supply does not (ac power supply is seated. lf 
switch might be off), or the LED still displays, 
the power supply has replace the power supply . 
failed . 

The power supply is Verify that the incoming 
unable to supply power meets the 
power. requirements listed in 

"Power specifications" on 
page 103 . 
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LEDs on the blower assembly 

/ ------ ----------- . 
The following LEDs are on each blower assembly: 

• Power LED 

• Fault LED 

Figure 29 shows the location of the LEDs on the blower assembly. 

Power 
LED 

Figure 29. 8/ower assembly LEDs 

Fault 
LED 

Handle 

Thumbscrew 
(2x) 
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Table 6 describes the blower assembly LED patterns. lt lists the name, location, and 
possible colors of each LED. lt also lists the status of the switch that is associated 
with each LED color and action that you can take in response to that status. 

Table 6. 8/ower assembly LED patterns 

Name of LED Location of LED Color of LED Status of hardware Action 

Power Above and to the No light (LED is off) The blower assembly Ensure that the blower 
left of the blower does not have assembly is firmly seated 
assembly handle incoming power. and has power. 

Steady green The blower assembly No action is required. 
has incoming power. 
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Table 6. Blower assembly LED patterns (continued) 

Name of LED Location of LED Color of LED Status of hardware Action 

Fault Above and to the No light (LED is off) The blower assembly Ensure that the blower 
right of the blower is either healthy or assembly has incoming 
assembly handle does not have power . 

incoming power . 

Steady amber The blower assembly Replace the blower 
has fully or partly assembly . 
failed . 

Slow-flashing amber The blower assembly Pull out the blower 
(on 2 seconds; off 2 is not seated correctly assembly and reseat it. 11 
seconds) or is faulty. the LED continues to flash , 

replace the blower 
assembly . 

Fast-flashing amber The environmental Check for an out-of-bounds 
(on 1/2 second; off 1/2 range is exceeded. environmental condition, 
second) resolve any problems, then 

reseat unit. lf the LED 
continues to flash, replace 
the unit. 

LEDs on the WWN card and bezel 
The WWN card and bezel are located at the top of the chassis on the blower 
assembly side. The bezel covers the WWN card , allowing the LEDs to shine 
through. The WWN card and bezel provides a consolidated LED view of: 

• The incoming power to and status of the 16-port cards in slots 1 - 4 and 7 - 1 O 

• The incoming power to and status of the CP cards in slots 5 and 6 

• The incoming power to the four power supplies 

lf a slot has a filler panel in place of a 16-port card, a CP card, or a power supply, 
the LEDs for that slot on the WWN card and bezel do not light up . 

lf a Status or Fail LED on the power supply flashes, the Power LED on the WWN 
card also flashes for increased visibility. 

Note: The LED patterns can temporarily change during a POST and other 
diagnostic tests. 

Figure 30 on page 42 shows the location of the LEDs on the WWN card and bezel. 

J RO;--;,-~i/2005·-_ c~~-1 
Chapter 4. Operatin , (;h~Ml_g9:.Md~Q~';;;~ I O .!i ~ 

1 ~.~\ r: '· 
f.r..,. ! o J:... ~- ~ .... 



·-...... ·. 

16-Port Cards 
(Siots 1-4 and 7-10) 

CP Cards (Siots 5 and 6) 

PowerLEO(Upper LEO) 
Status LED (Lower LEO) 

Figure 30. LEDs on the WWN card and bezel 

Power Supplies 

Power LED Left LEO) 
Status LED Right LED) 
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lnterpreting POST 
The 2109 Model M12 performs a POST by default each time the chassis is 
powered on (cold start) or started. Vou can restart the 2109 Model M12 with the 
switchReboot, reboot, or fastboot commands. The fastboot command restarts 
the switches without running a POST. A CP card failover event results in a restart 
for the affected CP card . 

POST includes a number of diagnostic tests. Vou can monitor the test results 
through LED activity, the error log, or the command line interface. POST requires a 
minimum of 3 minutes to complete (the time varies and depends on the devices 
that are connected to the 2109 Model M12). 

POST includes the following steps: 

1. Running preliminary POST diagnostics 

2. lnitializing the operating system 

3. lnitializing the hardware 

4. Running diagnostic tests on a number of functions, including: 

• Internai connections and circuitry 

• Port function 

• Ability to send and receive trames 

• Ali aspects of memory, parity, and statistics counters 

• Correct serialization 

The following switch initialization steps are performed whether or not a POST runs: 

1 . Configures the universal port. 

2. lnitializes the links. 

3. Analyzes the fabric. lf any ports connect to other fabric elements (switches), the 
switch participates in a fabric configuration. 

4. Obtains a domain ID and assigns port addresses. 

5. Constructs unicast routing tables. 

6. Enables normal port operation. 
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Perlorm the following steps to verity that a POST completes without erro~:(\~~~ :) 
1. Verify that ali LEDs return to a normal state after a POST completes. lf 'oo~~õr :·e:<:::·' 

more LEDs do not return to a normal state, and this is not due to the switdi"'--"-·· • ..... 
being set to beacon, see "lnterpreting LED activity" on page 32. Run the 
slotShow command to check the status of the slots . 

2. Verify that the switch prompt displays when a POST completes. lf it does not 
display, a POST did not successfully complete. Contact IBM for support . 

3. Review the system log. Any errors that are detected during a POST are written 
to the system log. You can view this errar log by running the errShow 
command . 

For information about error messages or how to seta switch to beacon, see the 
Brocade Diagnostic and System Error Message Reference and the Brocade Fabric 
OS Reference . 

Maintaining the switch 
The 2109 Model M12 does not require any regular physical maintenance. lt is 
designed to minimize the chance of failure by using diagnostic tests and field 
replaceable units (FRUs). 

Diagnostic tests 
Diagnostic tests are provided to help you to identify problems in the hardware and 
the firmware. The diagnostic tests include tests of internai connections and circuitry, 
SFPs, and fiber-optic cables in use. You can run the tests either by using Telnet or 
through a terminal that is set up for a serial connection to the switch. Some tests 
require that externai cables connect the ports to each other. This allows diagnostics 
to verify the serializer or deserializer interface and to test the attached SFP and 
cable . 

Ali diagnostic tests run at link speeds of 1 Gbps and 2 Gbps. For information about 
diagnostic tests and how to run them, see the Brocade Fabric OS Reference . 

Note: The diagnostic tests temporarily lock the transmit and receive speed of the 
links to a specific speed . 

Field replaceable units 
You can replace the 16-port cards, CP cards, power supplies, and blower 
assemblies in the field without special tools. In most cases, the switch can continue 
to operate while you replace a field replaceable unit (FRU). See Chapter 7, 
"Servicing the 2109 Model C36 with Model M12", on page 69 for the detailed 
procedures for how to replace these FRUs and other components . 

Vou ean configure Fabric 'l'tlatch alarms for each FRU. For information about Fabric 
Watch alarms, see the Brocade Fabric Watch User's Guide . 

You can determine the status of the individual FRU by visually checking the LEDs 
on the hardware components (see "lnterpreting LED activity" on page 32) or by 
using Telnet commands. For information about Telnet commands, see the Brocade 
Fabric OS Reference . 



(rJ~ . 
I ( ·~ -:r . 
\~ \ ~ ~ry Environmental status and maintenance commands 

""- Vou can also view environmental information and switch status by using Telnet 
commands. See the Brocade Fabric OS Reference for a complete description of 
these commands. 
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Chapter 5. lnstalling modems 

Each CP card in the 2109 Model M12 contains a modem serial port that allows you 
to connect to a Hayes-compatible modem. The modem serial port is wired as a 
standard DTE port. Vou do not need any additional software on the 2109 Model 
M12 to use the modems . 

The modem serial port has the same command, login capabilities, and operational 
behavior as the terminal serial port. However, asynchronous informational 
messages and other unsolicited text are not sent to the modem ports . 

Connecting a separate modem to each CP card and then connecting both modems 
to a shared telephone line ensures the high availability of the modem connection . 
This ensures that one telephone line is used to access the active CP card when a 
failover occurs. Vou must log in again if a failover occurs. lf both CP cards connect 
to a shared telephone line, callers automatically dial into the active CP card. The 
active CP card answers on the first ring. lf the active CP card cannot answer for 
any reason, the standby CP card answers on the seventh ring and allows a login to 
proceed. 

Note: The 2109 Model M12 detects modems only during power-on, restart, or a CP 
card failover sequence . 

After you connect the modems, you can use a Telco system to dial-in to the 
modems and verify that they answer and dialogue as expected. lf a dial-out modem 
facility is not available, you can use a terminal emulation program on a computer 
workstation (or laptop) that has an attached modem. See "Setting up a remote 
modem system (optional)" on page 46 for instructions on how to set up a remote 
modem for testing purposes. For security reasons, the modem session is 
automatically disconnected if the modem cable is detached while a session is 
active . 

Figure 31 on page 46 shows two modems that are connected to a 2109 Model M12 . 

© Copyright IBM Corp. 2002, 2003 
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Modem (2 shown) 

DB-25M to DB-9F -------+­
Modem Cable (1 per CP Card) 

Modem Port 
on CP Card 
(1 per CP Card) 

Terminal Por! 
on CP Card 
(1 per CP Card) 

Note: Modem power connections not shown 

Figure 31 . 2109 Model M12 with two modems connected 

Setting up a remote modem system ( optional) 

Note: You should set up the modems before you power on the 2109 Model M12 
and connect it to the fabric. 

This section provides information about how to set up a remate modem for testing 
the 2109 Model M12 modems. 

Perform the following steps to set up the optional remate modem system: 

1. Connect the remate modem to a computer workstation that has a terminal 
emulator application such as HyperTerminal on Windows 95, 98, 2000, ME or 
NT, or TERM in a UNIX environment. 

2. Disable any serial communication programs that are running on the workstation, 
such as synchronization programs for a personal digital assistant (PDA). 
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3. Start the terminal emulator application and if needed, configure as follows: \ \.,._ ,,.(. 
':. .... ·-~ ~ .. - • .• -"'1· -

• Ente r the parameters in Table 7 for Windows 95, 98, 2000, ME, o r NT, or ·' ... ' · · , •. / 
TERM in a UNIX environment. 

Table 7. Modem parameters for Windows 95, 98, 2000, ME, or NT, or TERM in a UNIX 
environment 

Parameter Value 

Port speed (bits per second) 115200. This value usually defaults to the 
highest speed that the modem supports and 
then possibly negotiates for a slower speed . 

Data protocol Standard EC 

Compression Enabled 

Flow contrai Hardware 

Databits 8 

Parity None 

Stop bits 1 

Modulation Standard 

• For most UNIX systems, at the prompt, type: 

tip /dev/ttyb -9600 
4. Follow the instructions from the modem manufacturer for setting up and 

verifying the modem operation . 

lnstalling the modems on the 21 09 Model M12 

Note: You should set up the modems before you power on the 2109 Model M12 
and connect it to the fabric . 

The 2109 Model M12 detects modems only during power on, restart, or CP card 
failover. Set up the modems before you connect the 2109 Model M12 to the fabric . 

You need the following items to set up two modems to work with the 2109 Model 
M12: 

• Two Hayes-compatible modems, such as the Zoom/Modem V.92 EXT Model 
3049 

• Two standard modem cables, 0825 (male) to 089 (female) 

• One RJ-11 Y adapter for standard Telco wiring or equivalent circuitry (a total of 
three connections) 

• One analog telephone line 

CAUTION: 
For normal installation, the 2109 Model M12 and attached modems are 
powered off before cabling them. The modems are automatically detected 
during a power-on sequence. 

Perform the following steps to install the modems: 

1. Verify that the power to the 2109 Model M12 is off. 

2. Set up the two modem units and the required power connections. Do not turn 
on the power to the modems until ali cables are attached . 

-.___..~ 



3. Connect the modem cables to the modems and to the 21 09 Model M 12 modem 
ports. See Figure 31 on page 46. 

4. Connect the telephone line inputs on the modems to the RJ-11 Y adapter. This 
effectively places both modems on a single telephone line. 

5. Optional: Connect a telephone handset to one of the telephone connections on 
the modem. See Figure 31 on page 46. 

6. Connect the RJ-11 Y adapter to an appropriate analog telephone line. 

Note: Write down the dial-in number. You will use this number later. 

7. Turn on the power to the modems. Verify that the modem-ready (MR) indicators 
light on both modems. 

8. Power on the 2109 Model M12, or restart it if you did not power off during the 
previous steps. Performing this step allows the 21 09 Model M 12 to recognize 
the modems. 

Verifying modem installation 
Perform the following steps to verify that the modems are installed correctly: 

1. Verify that both modem cables are connected at the modem and the CP card. _ .·I 
2. Turn on the power to the modems if not already on. 

3. Turn on the power to the 2109 Model M12 if not already on. 

4. Verify that both modems are ready by checking the following LEDs: 

• Clear to send (CS) 

• Terminal ready (TR) 

• Modem ready (MR) 

lf the LEDs do not light, ensure that the modems are connected to a power 
source and have the power turned on. Also recheck the modem cable 
connections on the modem and the modem port of the 2109 Model M12. 

5. Wait until a POST completes on the 2109 Model M12 (a minimum of 3 
minutes). 

6. Using a remote client dialing facility (as described in "Setting up a remote 
modem system (optional)" on page 46), dial in to the customer telephone 
number for the 2109 Model M12. 

7. Observe the modem LEDs. The ring indicator (RI) LED should flash briefly as 
the telephone rings. lf the RI LED does not flash on both modems, recheck the ·\A 
incoming telephone lines to the modems. 1~ 

8. After one ring, the off hook (OH) LED on the modem that is associated with 
the active CP card (usually in slot 5) should light. A login prompt displays to 
the remote client. Login normally. 

Note. I f t11e OH LED 011 tl1e sta11dby CP ca1 d (usually i11 slot 6) ligl1ts afte1 
seven rings, recheck the active modem cable connections of the CP. 

9. Disconnect the modem session of the active CP card that is using the remote 
client software. 

1 O. Remove the Telco connector from the active CP card modem. Leave the Telco 
line of the standby CP card connected to the RJ-11 Y adapter. See Figure 31 
on page 46. 

11. Using the remete client dialing facility, dial in to the customer telephone 
number for the 2109 Model M12. 
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12. Observe the modem LEDs carefully. The RI LED should now flash only {ir'i1 the\ \ cY 

modem that is connected to the standby CP card. \, \ .•. ~/ ./ 
13. After seven rings, the OH LED on the modem that is associated with the '·· _., ' , · ::< > 

standby CP card should light. A login prompt displays to the remote client. A·"-.. ,. .~-·./ 
message confirms that the standby CP card is being logged into. Login 
normally, if desired, or disconnect the session. 

14. Restore the Telco connector to the active CP card modem. 

The 2109 Model M12 modems are now ready to use . 

Notes: 

1. Experienced users can use the haFailover command to further evaluate the 
attached modems. lt is important to wait approximately 5 minutes after a failover 
(or restart) to allow the system to correctly set up the modems . 

2. For security reasons, the modem session is disconnected if the modem cable is 
detached while a session is active . 
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Chapter 6. lnstalling and removing an additional 2109 Modef'..:_~-~-.:~-·-y· 
M12 

This chapter describes how to install and remove an additional 21 09 Model M12 
from a Model C36 cabinet 

lnstallation considerations and safety guidelines 

DANGER 

A fully populated 2109 Model M12 weighs approximately 115 kg (250 lbs) 
and requires a minimum of two people and a lift tool to install it. Before 
you install it, verify that the additional weight of the chassis does not 
exceed the cabinet's weight limit or unbalance the cabinet. When you 
calculate the additional weight, include the cards or power supplies that 
partially extend out of the chassis . 

Attention: To ensure adequate cooling, install the chassis with the port side 
facing the aisle where exhaust air is released (usually called the service aisle). This 
prevents the fans from pulling in heated exhaust air . 

Before you install an additional 2109 Model M12 into the cabinet, perform the 
following tasks: 

• Ensure that a space that is 14U high, 74 em (29 in.) deep, and 48 em (19 in.) 
wide is available in the cabinet. 

• Ensure that there is a minimum distance of 71 .75 em (28.25 in.) between the 
front and back rails of the cabinet. 

• Verify that the additional weight of the chassis does not exceed the weight limit of 
the cabinet. 

• Ensure that ali equipment that is installed in the cabinet is grounded through a 
reliable branch circuit connection. Do not rely on a secondary connection to a 
branch circuit, such as a power strip . 

• Plan for managing the cables before you install the chassis. Vou can manage the 
cables in a variety of ways, such as: 

- Routing the cables below the chassis 

- Routing the cables to either side of the chassis 

- Routing the cables through the cable channels on the sides of the cabinet 

- Using the patch panels 

• Ensure that the power directors have two dedicated electrical branch circuits with 
the following characteristics available for use: 

- 200- 240 V ac, 30 amps 

- 50-60Hz 

• Ensure that the two dedicated electrical branch circuits are protected with a 
circuit breaker that is in accordance with the local electrical codes . 

• Ensure that the supply circuit, line fusing, and wire size are adequate according 
to the electrical rating on the chassis nameplate . 

• Ensure that a licensed electrician installs the grounded outlets and that they are 
compatible with the power cords . 

© Copyright IBM Corp. 2002, 2003 
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• Ensure that the 2109 Model M12 has access to a minimum airflow of 350 cubic 
feet per minute. 

Ensure that the air temperatura that is measured at the blower inlet does not 
exceed 40°C (104°F) during operation. 

Ordering the lift tool 
The ordering procedures are different for the lift tool and depend on your location. 
You should direct questions about these procedures to your regional specialist. 

Note: The bridge tool (PN 18P5855), which is required for installation, is shipped 
with a new ora replacement 2109 Model M12. The bridge tool, when 
installed, seNes as a temporary ramp between the lift tool and the 21 09 
Model M12 rails that are installed in a Model C36 cabinet. You do not need 
to return the bridge tool when you are done with it. 

World trade locations 
The following ordering procedures are for world trade locations: 

• Order the lift tool by using the parts order system, like any other part. 

• Use the following part numbers when you order: 

- Lift tool: PN 09P2481 

- 24-inch load plate: PN 11 P4369 

• You do not record parts usage. 

• Return the lift tool and the 24-inch load plate to the parts center after you 
complete the installation or removal of the 2109 Model M12. 

United States locations 
In the United States, call UPS Logistics at 800-528-6046 to order the lift tool and 
the 24-inch load plate. 

Note: For the SSR branch and territory, the United States cannot order the lift tool 
or 24-inch load plate through the parts order system. UPS Logistics are used 
to ship and return the lift tool and 24-inch load plate. 

Use the following part numbers when you order: 

• Lift tool: PN 09P2481 

• 24-inch load plate: PN 11 P4369 

Note: When you order the lift tool, you will receive an 18-inch load plate. Do not 
use the 18-inch load plate. You must order and use a 24-inch load plate 
when you install the 2109 Model M12. 

You must provida the following information when you order the lift tool. This 
information is necessary to ensure that the lift tool is delivered when you need it. 
Failure to prov1de th1s mformat1on m1ght delay the complet1on of the order request 
and the shipping request. lt might also result in a time and date to return the tool 
that is different from what you need. 

• Phone number and customer contact 

• Account code: 98577 

• Time and date of delivery 

• Accurate destination address with zip code 

• Time and date of return pickup 
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You must return the lift tool at the time that was scheduled with UPS Logistics. lf 
you need to change the scheduled return time or date, contact UPS Logistics . 

Vou are responsible for ensuring that ali of the paperwork and components are 
packed and restored in the arbocrate (shipping container) of the lift tool. Ensure that 
the tool is functioning properly before you release the tool to UPS Logistics for 
return . You are accountable for the tool until UPS Logistics picks up the lift tool for 
return delivery to their parts storage tacility . 

Contact your branch office tools coordinator or your region specialist if you have 
any questions or concerns . 

21 09 Model M12 standard shipment 
A 2109 Model M12 is shipped with the tollowing items: 

• The 2109 Model M12, which includes: 

- Four to eight 16-port cards (customer-specitied contiguration) 

- Two CP cards 

- Four power supplies 

- Three blower assemblies 

• One accessory kit that contains the tollowing items: 

- IBM Tota!Storage SAN Cabinet 2109 Model C36 with Model M12 lnstallation 
and Service Guide 

- 2109 Model M12 documentation CD-ROM 

- ESD grounding strap 

- One 3.05 m (1 O ft) RS-232 serial cable with an RJ-45 style adapte r on the 
end ot the cable 

- The 14U chassis mount kit with installation instructions 

- Bridge tool: PN 18P5855 

Note: You can order SFP transceivers separately from IBM. The 2109 Model 
M12 supports both SWL and LWL transceivers . 

Unpacking the 21 09 Model M12 
Pertorm the tollowing steps to unpack the 2109 Model M12. 

Note: This procedure requires a 1/2-in. socket wrench to remove the pallet bolts. 

1. Remove the upper portion of the packing crate while the switch is still in the 
shipping area to reduce clutter at the installation site. 

a. Open the latches that hold the top ot the crate to the pallet. To open a latch, 
pull the handle o•1t, t11rn it to the left, then slide the latch open 

b. Lift the top ot the crate off the pallet. 

c. Leave the toam on top of the chassis to hold the kits in place during 
transportation to the installation area. 

d. Do not move the chassis off the pallet until the door is removed . 

2. Open the shipping crate by pulling the handle of the latch and turning it 
counterclockwise. Slide the latch open . 

3. Remove the packing toam, antistatic plastic, 14U chassis mount kit, and 
accessory kit. 
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4. Unscrew the f ou r bolts that hold the 21 09 Model M 12 to the pallet. Se e 

Figure 32. Remove the brackets. 

Figure 32. 2109 Model M12 on a pallet 

Attention: Remove the chassis door before you move the chassis. 

5. Remove the chassis door from the chassis. 

a. Open the door 90°. 

b. Support the door to prevent it from falling. Pull the door away from the 
chassis. 

c. Push the spring-loaded lever on the upper hinge up and into the notch in the 
hinge. See Figure 33 on page 55. 

d. Push the spring-loaded lever on the lower hinge down and into the notch in 
the hinge. Pull the door out, towards you. 

e. Pull the door away from the chassis. 
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Upper Door Hinge 
with Lever in Notch 

Upper Door Hinge with Lever 
Out of Notch (Pin Released) 

Figure 33. Removing the chassis doar 

Chassis Portion of Hinge 
SJ000661 

lnstalling the 21 09 Model M12 in the cabinet 

Time required 

Tools required 

This section describes how to install the 2109 Model M12 in the Model C36 cabinet. 
These procedures use parts that are included in the 14U chassis mount kit. See 
Table 23 on page 115 for a list of these parts . 

Allow approximately 2.5 hours to complete this procedure. This includes unpacking, 
assembling, and repacking the lift tool. 

Note: Assembly instructions for the lift tool are in the shipping container . 

You will require the following items to install the 2109 Model M12 in the cabinet: 

• #2 Phillips screwdriver 

• Lift tool 

lnstalling the brackets 
Perform the following steps to install the brackets: 

1 . Loosen the adjusting screws on the left and right mount shelf brackets to allow 
for adjustment to the cabinet depth. 

2. Attach the left and right mount shelf brackets to the rails in the cabinet. 
Standard ElA rail spacing of holes is sets of three, separated by 5/8 in., 5/8 in., 
and 1/2 in See Fig11re 34 on page 56 



Distances 
Between 
Holes: 

o 

o 
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Bottom of 
Shelf Bracket 
Uust below Hole 1) 

Note: 
Hole 1 must be the top 
hole of the two holes that 
are spaced 1/2 inch apart. 

Hole9 

Hole 8 

Hole7 
Hole6 

Hole 5 

Hole4 
Hole 3 

Hole2 

Hole 1 

Figure 34. Placement of the shelf brackets and clip nuts on the cabinet rai/s 
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Note: lf you are installing a 2109 Model M12 into the bottom of the rack, go to e 
step 2a for the location of the rail. lf you are installing a 2109 Model M12 
into the top of the rack, go to step 2b for the location of the rail. 

a. Locate the screws in the middle of ElA unit 5 and the bottom of ElA unit 6 
for the back of the cabinet. Locate the screws in the middle of ElA unit 4, 
the bottom of ElA unit 5, the middle of ElA unit 5, and the bottom of ElA unit 
6 for the front of the cabinet. 

b. Locate the screws in the middle of ElA unit 22 and the bottom of ElA unit 23 
for the back of the cabinet. Locate the screws in the middle of ElA unit 21, 
the bottom of ElA unit 22, the middle of ElA unit 23, and the bottom of ElA 
unit 23 for the front of the cabinet. 

c. You can route the cables down through the cable management tray or 
through the holes in the sides of the chassis. lf you route the cables down 
through the cable management tray, allow adequate space below the 
chassis for cable management. 

Orient the left and right mount shelf brackets with the notched portion toward 
the service aisle. Attach the shelf brackets to the cabinet rails, by using six 
1/4-20 x 1/2-in. Phillips panhead screws with lock washers per bracket. Tighten 
the screws. See Figure 35 on page 57. 
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Shelf Bracket (2x), 
Notched End 

SJ000663 

Figure 35. Shelf brackets are installed on the rai/s (cabinet wal/s are not shown) 

3. Tighten the adjusting screws on the shelf brackets . 

4. Attach four 10-32 clip nuts to the two rails at the front of the cabinet (service 
aisle side). See Figure 36 on page 58 . 

Note: lf you are installing a 2109 Model M12 into the bottom of the rack, go to 
step 4a for the location of the clip. lf you are installing a 2109 Model M12 
into the top of the rack, go to step 4b for the location of the clip . 

a. Attach the lower clip nuts to the top of ElA unit 6. Attach the upper 
clip nuts to the middle of ElA unit 17 . 

b. Attach the lower clip nuts to the top of ElA unit 23. Attach the upper 
clip nuts to the middle of ElA unit 34 . 
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Figure 36. Placing the clip nuts on the rear rails (service ais/e side) 

5. Disassemble the left and right upper mount bracket assemblies. Save the 
screws for !ater use. 

6. Attention: When you insert screws into the chassis, use the exact screws 
specified in the procedure. Use of longer screws might damage the chassis. 

Attach the right and left flat upper mount brackets (see Figure 37 on page 59, 
items 3a and 4a) to the chassis by using four of the 10-32 x 5/16-in. 
Phillips-flathead screws (item 5) per bracket. Tighten the screws. Orient the 
slotted holes in the brackets towards the blower side of the chassis. See 
Figure 37 on page 59 for orientation. 
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Figure 37. Attaching the right and left flat upper mount brackets to the chassis 

7. Attach the two L-shaped upper mount brackets (items 3b and 4b) to the cabinet 
rails. See Figure 38 for orientation. Use two of the 1/4-20 x 1/2 in. Phillips 
panhead screws with lock washers per bracket. Tighten the screws . 

t:lt:: =--: ·-co+- Hole 37 

·-co+- Hole 40 

Hole2 

SJ000666 

Figure 38. Attaching the L-shaped upper mount brackets to the rai/s 

Note: lf you are installing a 2109 Model M12 into the bottom of the rack, go to 
step 7a on page 60 for the location of the bracket. lf you are installing a 
2109 Model M12 into the top of the rack, go to step 7b on page 60 for 
the location of the bracket. I -_· -·----
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a. Attach the lower clip nuts to the top of ElA unit 6. Attach the upper 
clip nuts to the middle of ElA unit 17. 

b. Attach the lower clip nuts to the top of ElA unit 23. Attach the upper 
clip nuts to the middle of ElA unit 34. 

8. Route the cables or cords through the cabinet or along any other route that is 
difficult to reach after you install the chassis. 

Using the lift tool, the 24-inch load plate, and the bridge tool 
Step 1through step 9 on page 61 describe how to use the lift tool (PN 09P2481) 
and the 24-inch load plate (PN 11 P4369) to install a 21 09 Model M 12 in the 
cabinet. Step 1 O on page 61 through step 21 on page 64 describe how to install the 
bridge tool (PN 18P5855) in the cabinet for the lower 2109 Model M12 or the upper 
2109 Model M12. This procedure uses parts from the 14U chassis mount kit. See 
Table 23 on page 115 for a list of these parts. 

DANGER 

A fully populated 2109 Model M12 weighs approximately 115 kg (250 lbs) 
and requires a minimum of two people and a lift tool to install it. Before 
you install it, verify that the add_itional weight of the chassis does not A 
exceed the cabinet's weight lim1ts or unbalance the cabinet. When you W 
calculate the additional weight, include the cards or power supplies that 
partially extend out of the chassis. 

CAUTION: 
A pinch point exists between the load plate and the bridge tool. 

Perform the following steps to install a 2109 Model M12: 

1. Assemble the lift tool if it is not assembled. The assembly and disassembly 
instructions are included with the lift tool. 

2. Attach the 24-inch load plate to the lift tool. 

3. Remove the power supplies and blower assemblies from the 2109 Model M12 
to reduce the weight. 

4. Move the lift tool next to the pallet that contains the 2109 Model M12. 

a. Adjust the load platform to the same height. 

b. Slide the 21 09 Model M 12 from the pallet onto the load platform. 

c. Center the switch on the load platform. 

5. Attach the retention straps around the drawer. 

6. lf the load platform is not at its lowest position, lower the load platform to its 
lowest position. 

7. Move the lift tool to a position near the rear of the cabinet. See Figure 39 on 

60 IBM TotaiStorage SAN Cabine! 2109 Model C36 with Model M12: lnstallation and Service Guide 



-• • • • • • • • • • • • • • • • :·c 
• • • • • • • • • • • • •C • • • • • • • • • • • • • • 

URear 

SJ000682 

Figure 39. Rear view of cabinet and lift toa/ 

Note: lf you are passing through a narrow passage or door, it might be 
necessary to rotate the drawer on the load platform . 

8. Set the wheel brake by pressing down on the wheel brake pedal. 

9. Locate the anti-tips bars. lf they are not attached, attach them to the lift tool by 
performing step 9a through step 9d. lf the anti-tip bars were previously 
attached, go to step 1 O. 

a. Pull up on the leg lock pins and insert the anti-tip bars inside the legs . 

b. Pull on the legs and anti-tip bars to ensure that they are locked into 
position . 

c. Raise the platform to allow enough room to attach the anti-tip bracket. 

d. Secure the anti-tip bars by using the anti-tip bracket and bolt. 

10. lf you are installing the lower 2109 Model M12, go to step 11. lf you are 
installing the upper 2109 Model M12, go to step 12 on page 62. 

11. For the lower 2109 Model M12, install the bridge tool by completing the 
following steps: 

a. Remove the bridge tool from the box and adjust the two supports 45° . 

b. Hold the bridge tool between the two vertical supports near ElA unit 3, and 
move the two supports another 45°. Make sure that the following conditions 
are met: R;:;--0 --- 'l 
• The two-pin section of the support is on the back o t~M0v.1~rti ~:?.aO~ oftN I 
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• The one-pin section of the support is on the front of the vertical support. 

Note: You might want to tilt the bridge tool towards the back of the 
cabinet approximately 45° to make it easier to align the two-pin 
and one-pin sections with the vertical support. 

c. Align the two-pin section of the support on the back of the vertical rail with 
the bottom and middle holes in ElA unit 3. 

d. Align the one-pin section of the support on the front of the vertical rail with 
the middle hole in ElA unit 1. 

Note: You might want to tilt the bridge tool towards the back of the cabinet 
approximately 45° to make it easier to align the two-pin and the 
one-pin sections with the vertical support. 

e. Lock the shelf into position. See Figure 40. 

SJ000680 

Figure 40. Locking the shelf into position 

12. For the upper 2109 Model M12, instai! the bridge tool by completing the 
following steps: 

a. Remove the bridge tool from the box and adjust the two supports 45°. 

b. Hold the bridge tool between the two vertical supports near ElA unit 20, 
and move the two supports another 45°. Make sure that the following 
conditions are met: 

• The two-pin section of the support is on the back of the vertical support. 

• The one-pin section is on the front of the vertical support. 

Note: You might want to tilt the bridge tool towards the back of the 
cabinet approximately 45° to make it easier to align the two-pin 
and one-pin sections with the vertical support. 
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c. Align the two-pin section of the support on the front of the vertical rail ~'t~ {OJ1l U; 
the bottom hole and the middle hole in ElA unit 20. \-.,., ;:::':·--~ ... -~·- ·; 

""'--~ .... _:, ) ~ .. -:._ ..:/ 
d. Align the one-pin section of the support on the front of the vertical rail with ~---· 

the middle hole in ElA unit 18 . 

13. Turn the winch crank counterclockwise, 1/4 turn, to set the winch brake . 

14. Set the wheel brake and place the wheel chocks around the wheels . 

15. Remove the retention straps . 

16. Slide the switch into the cabinet 

17. Remove the wheel chocks, release the wheel brake, and move the lift tool 
away from the cabinet 

18. Reinstall the power supplies and blower assemblies . 

19. Fasten the two flat left and right upper mount brackets that are on the chassis 
to the two L-shaped upper left and right cabinet mount brackets. Use the two 
screws that were set aside in step 5 on page 58. Tighten the screws. See 
Figure 41 . 

Flat Upper Rack 
Mount Bracket 

Screw (2 shown; 
ltems 3c and 4c) 

Figure 41 . Attaching the mount brackets to the cabinet rails 

SJ000667 

20. Fasten the port si de of the chassis to the cabinet rails. Use two o f the 1 0-32 x 
5/8-in. Phillips panhead screws with washers on each side. Tighten the screws. 
See Fig' 1re 42 ao page 64 for the lacatian of the screws 



SJ000668 

Figure 42. Attaching the port side of the chassis to the cabinet rails 

21. Reinstall the door after you put the chassis in place. See Figure 43 on 
page 65. 

a. Ensure that the spring-loaded pins that are on both door hinges are 
retracted. Push the levers into the notches. 

b. Align the door hinges with the chassis portion of the hinges. 

c. Release the pins by pushing the levers out of the notches. 
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Figure 43. Removing the chassis doar 

22. Uninstall the bridge tool and return it to its original box . 

Note: For turning on the power and for the configuration instructions, see 
Chapter 3, "Starting and configuring the 2109 Model M12", on page 19 . 

Attention: Do not connect the switch to the network until the IP addresses are 
correctly set. 

Removing a 2109 Model M12 from the cabinet 
Step 1 through step 5 describe how to use the lift tool (PN 09P2481) and the 
24-inch load plate (PN 11 P4369) to remove a 2109 Model M12 from the cabinet. 
Step 6 on page 66 through step 17 on page 67 describe how to remove the bridge 
tool (PN 18P5855) from the cabinet for the lower 2109 Model M12 or the upper 
2109 Model M12 . 

Perform the following steps to remove a 2109 Model M12: 

1. Assemble the lift tool if it is not assembled. The assembly and disassembly 
instructions are included with the lift tool. 

2. Remove both power cords from the 2109 Model M12 . 

3. Remove the power supplies and blower assemblies from the 2109 Model M12 
to reduce the weight. 

4. Remove the chassis door from the chassis 

a. Open the door 90°. 

b. Support the door to prevent it from falling. 

c. Push the spring-loaded lever on the upper hinge up and into the notch in 
the hinge. See Figure 33 on page 55. 

d. Push the spring-loaded lever on the lower hinge down and into the notch in 
the hinge. Pull the door out and towards you. 

e. Pull the door away from the chassis. 

5. Remove the two 10-32 x 5/8 in. Phillips panhead screws with washers on each 
side. See Figure 41 on page 63 for the location of the s r.êwT-·--=:::J 
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6. lf you are replacing the lower 2109 M12, go to step 7. lf you are replacing the 
upper 2109 M12, go to step 8. 

7. lnstall the bridge tool by completing the following steps: 

a. Remove the bridge tool from its box and adjust the two supports 45°. 

b. Hold the bridge tool between the two vertical supports near ElA unit 3. 

c. Move the two supports another 45°. Make sure that the following conditions 
are met: 

• The two-pin section of the support is on the back of the vertical support 

• The one-pin section of the support is on the front of the vertical support 

d. Align the two-pin section of the support on the back of the vertical rail with 
the bottom and middle holes in ElA unit 3. 

e. Align the one-pin section of the support on the front of the vertical rail with 
the middle hole in ElA unit 1. 

Note: You might want to tilt the bridge tool towards the back of the cabinet 
approximately 45° to make it easier to align the two-pin and one-pin 
sections with the vertical support. 

f. Lock the shelf into position. 

8. For the upper 2109 Model M12, install the bridge tool by completing the 
following steps: 

a. Remove the bridge tool from its box and adjust the two supports 45°. 

b. Hold the bridge tool between the two vertical supports near ElA unit 20. 

c. Move the two supports another 45°. Make sure that the following conditions 
are met: 

• The two-pin section of the support is on the back of the vertical support 

• The one-pin section of the support is on the front of the vertical support 

d. Align the two-pin section of the support on the back of the vertical rail with 
the bottom and middle holes in ElA unit 20. 

e. Align the one-pin section of the support on the front of the vertical rail with 
the middle hole in ElA unit 18. 

f. Lock the shelf into position. 

9. Locate the anti-tip bars and if they are not attached, attach them to the lift tool. 
I f anti-tip bars were previously attached, go to step 1 O. 

a. Pull up on the leg-lock pins and insert the anti-tip bars inside the legs. 

b. Pull on the legs and anti-tip bars to ensure that they are locked into 
position. 

c. Raise the platform to allow enough room to attach the anti-tip bracket. 

d. Secure the anti-tip bars with the anti-tip bracket and bolt. 

1 O. Move the lift tool to a position near the rear of the cabinet. 

11. Turn the winch crank clockwise to raise the sw1tch. Move the hft tool into 
position in front of the cabinet while you align the 24-inch load plate with the 
line or ·he bridge tool. 

12. Turn • , winch crank counterclockwise 1/4 turn to set the winch brake. 

13. Set thc wheel brake. Place the wheel chocks around the wheels. 
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A fully populated 2109 Model M12 weighs approximately 115 kg (250 ·< ... _· ~->·>-'· 
lbs) and requires a minimum of two people and a lift tool to install it. 
Before you install it, verify that the additional weight of the chassis 
does not exceed the cabinet's weight limits or unbalance the cabinet. 
When you calculate the additional weight, include the cards or power 
supplies that partially extend out of the chassis. 

CAUTION: 
A pinch point exists between the 24-inch load plate and the bridge tool. 

14. Slide the switch from the cabinet onto the 24-inch load plate. Center the switch 
on the platform. 

15. lnstall the retention straps. 

16. Remove the wheel chocks, release the wheel brake, and move the lift tool 
away from the cabinet. 

17. Lower the load platform to its lowest position. 

18. Remove the bridge tool. 
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Chapter 7. Servicing the 2109 Model C36 with Model M12 

Safety notices 

This chapter contains information about how to power on and off the cabinet, and 
remove and replace FRUs and other system components . 

The following safety notices apply to ali the procedures in this chapter. Review this 
section carefully before you perform any power-related operations . 

DANGER 

An incorrectly wired electrical outlet could place hazardous voltage on 
metal parts of the system or the devices that attach to the system. The 
customer is responsible to ensure that the outlet is correctly wired and 
grounded to prevent an electrical shock . 

Before you install or remove signal cables, ensure that you have 
unplugged the power cables for the system unit and ali attached devices. 

When you add or remove any additional devices to or from the system, 
ensure that you unplugged the power cables for those devices before you 
connect the signal cables. lf possible, disconnect ali power cables from the 
existing system before you add a device . 

Use one hand, when possible, to connect or disconnect signal cables to 
preventa possible shock from touching two surfaces with different 
electrical potentials . 

During an electrical storm, do not connect cables for display stations, 
printers, telephones, or station protectors for communication fines . 

CAUTION: 
This unit might have more than one power cable. To completely remove 
power, you must disconnect ali power cables from the unit . 

CAUTION: 
"Norway only:" This product is designed for an IT power system with 
phase-to-phase voltage of 230V. After operation of the protective device, the 
equipment is still under voltage if it is connected to an IT power system . 

Power-on procedure 
Perform the following steps to power on the cabinet· 

1. Plug ali power cords into the outlets on the power distribution units (PDUs) . 

2. Plug the power cord of each PDU into the customer's ac power outlets . 

CAUTION: 
This product is equipped with a 3-wire power cable and plug for the user's 
safety. Use this power cable in conjunction with a properly grounded 
electrical outlet to avoid electrical shock . 

3. Follow the power-on procedures for the 2109 Model M12 that is installed in the 
cabinet. See "Turning on and off the 2109 Model M12" on ~age-21 ---·~-....... 

4. Glose the front door of the cabinet. I RQS no 0312005 CN-: 
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Power-off procedure 
Perform the following steps to power off the cabinet: 

1 . Open the rear door of the cabinet. 

Check the power cabling from the 2109 Model M12 that is attached to the PDU 
that you are servicing. These switches have dual power cords andare plugged 
into PDUs with independent ac sources. 

2. Removing power to a mounted 2109 Model M12 has an adverse affect on the 
customer's systems and networks if they are not properly prepared. lnform the 
customer before you power off the 2109 Model M12. 

Before you power off switches, make sure that the customer has removed, 
dismounted, or taken them offline from their sysfems. 

3. Turn off the ac power switches (circuit breaker) to the 2109 Model M12 that are 
connected to the PDU that you are servicing. 

4. Unplug the power cord from the customer's ac power outlet. 

5. Unplug ali power cords from the PDU that you are servicing. 

Removing and replacing a 16-port card or filler panel 

Time required 

Use this procedure to remove and replace a 16-port card o r filie r pane I. The 21 09 
Model M12 can continue to operate during this procedure. However, if you are 
removing a 16-port card, any cables that are connected to that 16-port card must 
be disconnected. 

You can notify the 2109 Model M12 of a hot-swap request in two ways. You can 
either run the slotPowerOff and slotPowerOn commands, or click the ejector 
handles on the 16-port card. 

Attention: Do not remove the 16-port card during diagnostic tests. Wait for the 
status LED to turn off in response to the hot-swap request before you remove a 
16-port card. 

Attention: Disassembling any part of a 16-port card or filler panel voids the part 
warranty and regulatory certifications. 

Attention: To ensure correct cooling of the chassis and protection from dust, 
instai! a filler panel in any empty slots. 

CAUTION: 
No user-serviceable parts are inside the 16-port card or filler panel. 

Approximately 1 O minutes o r less 

Removing a 16-port card or filler panel 

Attention: Wear a grounded ESD strap when handling a 16-port card. The 
chassis has a grounding connection above the power connectors. Hold the 16-port 
card by the edges of the metal pan (do not hold by ejectors). 

Note: lf you are replacing multiple cards, replace one card at a time. Before you 
replace a port card, determine if it is the entire card or the SFPs that are 
faulty. 
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Perform the following steps to remove a 16-port card: \ \ ",,fCJ)J-- ,/ 
1. Ensure that traffic is not flowing through the port card (port LEDs should be\etf[_ ~- · · ~: ·<i . ./> 

before you disconnect the cables. -- ·-·· ··· 

2. Disconnect any cables and SFP transceivers from the port card . 

3. Notify the switch of a hot-swap request by pushing in the yellow tab on each 
ejector and clicking the black handles slightly open. See Figure 44 on page 72 . 

Note: Vou can also send hot-swap notification from the command line interface 
by using the slotpoweroff and slotpoweron commands. See the 
Brocade Fabric OS Procedures Guide for additional command line 
instructions . 

4. Wait for the Power LED to turn off in response to the hot-swap request before 
you uninstall the port card . 

5. Lever both ejectors open to approximately 45° and pull the port card out of the 
chassis . 

Note: lf you inadvertently re-latch the ejectors before you remove the card, wait 
at least one second before you unlatch the ejectors again . 

6. lf you are not replacing the card by another port card, install a filler panel to 
ensure correct cooling of the chassis and protection from dust. For more 
information, see "Replacing a 16-port card or filler panel" on page 74 . 
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Figure 44. 16-port card showing ejectors 

Removing a filler panel 
The 2109 Model M12 accommodates the following two types of filler panels: 

• A filler panel with ejectors 

• A filler panel without ejectors 

Perform the following steps to remove a filler panel with ejectors: 

1. Push the yellow tab in on each ejector. See Figure 45 on page 73. 

2. Lever both ejectors ali the way open. 
3. Slide the filler panel out of the chassis. See Figure 46 on page 74 

Note: Filler panels without ejectors are equipped with a handle. Remove the 
two captlve screws, grasp the handle, and sllde the flller panel out. 
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Figure 46. CP card fi/ler pane/ with one handle 

Replacing a 16-port card or filler panel 

Attention: Do not force the installation. lf the 16-port card or fi ller panel does not 
slide in easily, ensure that it is correctly aligned inside the rail guides before you 
continue. 

Perform the following steps to replace a 16-port card or filler panel: 

1. Orient the 16-port card or filler panel so that the ejectors are at the front of the 
chassis and the flat side of the 16-port card or filler panel is on the left. 

2. Align the flat side of the 16-port card or filler panel inside the upper rail guides 
and the lower rail guides in the slot. See Figure 4 7 on page 75. SI ide the 16-port 
card or filler panel into the slot, with slight pressure to the left, until it is firmly 
seated. 

3. Glose the ejectors by rotating the black handles toward the center of the 16-port 
card or filler pane! until the ejectors lock. You will hear a slight audible click. The 
levering action of the handles seats the 16-port card or filler panel in the slot. 

Figure 47 on page 75 shows the alignment guides in the card slots. 
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Figure 47. Alignment guides in the card slots 

Perform these additional steps if you are installing a new 16-port card: 

1. Verify that the power LED on the 16-port card is displaying a steady green light 
(it might require a few seconds to turn on). lf it does not turn on, ensure that the 
16-port card has power and is firmly seated. The front of the 16-port card 
should be flush with any adjacent 16-port cards or filler panels . 

Note: The LED patterns can temporarily change during a POST and other 
diagnostic tests . 

2. lnstall SFPs and cables in the 16-port card, as required . 

3. Group and route the cables as desired. See "Guidelines for managing cables" 
for more information . 

Attention: Do not route cables in front of the exhaust vent (located at the top 
of the chassis on the port side) . 

Guidelines for managing cables 
The following guidelines are for managing cables: 

• Vou can manage cables in a variety of ways. Vou can route them down through 
the cable management tray or route them out either side of the chassis. Vou can 
also manage them by using patch panels or cable channels on the sides of the 
cabinet. 

• To keep the LEDs visible and to prevent having to disconnect the cables when 
removing neighboring cards, route fiber-optic cables and other cables directly 
downwards, instead of across adjacent cards or in front of the power supplies. 

• Leave at least 1 m (3.28 ft) of slack for each fiber-optic cable, which: 

- Providas room to remove and replace the 16-port card 

- Allows for inadvertent movement of the cabinet 

- Prevents the cables from being bent to less than the minimum bend radius 

The minimum bend radius for a 50-micron cable is 3.05 em (2 in.) under full 
tensile load and 3.048 em (1 .2 in.) with no tensile load . 

• Use the cable guides that are provided with the 2109 Model M12 to group the 
cables by trunking ports (groups of four neighboring ports). These guides help to 
keep individual ports accessible by keeping the cables evenly spaced. They also 
help to provide clearance when removing a neighboring card . 

Removing and replacing a CP card or filler panel . I RO . . no ~~-
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Time required 

ltems required 

The 2109 Model M12 can continue to operate during this procedure if at least one 
CP card remains installed and functioning throughout the procedure. However, if the 
CP card that is being replaced is currently the active CP card, traffic over the fabric 
stops temporarily until failover to the standby CP card is complete. Failover takes 
less than 1 minute and occurs automatically as soon as the active CP card is 
uninstalled. lf there is no standby CP card, the 2109 Model M12 stops functioning 
until at least one CP card is installed. 

Note: The haShow command providas information about which CP card is the 
active CP card. For information about this command, see the Brocade Fabric 
OS Reference. 

When you replace a CP card, it automatically assumes the native IP address and 
host name that is assigned to that slot. The default IP address and host name are 
10 . 77. 77.75 CP0, for slot 5 and 10.77. 77.74 CP! for slot 6. 

CAUTION: 
Disassembling any part of a CP card or filler panel voids the part warranty 
and regulatory certifications. No user-serviceable parts are inside a CP card 
or filler panel. To ensure correct cooling of the chassis and protection from 
dust, install a filler panel in any slots that do not contain a CP card. 

CAUTION: 
Do not attempt to replace the RTC (real time clock) battery on the CP card. 
There is danger of explosion if you incorrectly replace the battery. Contact 
IBM because you must replace the battery with the same type of battery that 
the manufacturer recommends. Vou must also dispose of it according to the 
manufacturer's instructions. 

Attention: Use the same version of Fabric OS on both CP cards and logical 
switches. Using different versions might cause malfunctioning. lf the replacement 
CP card has a different version of the Fabric OS, bring both cards to the same 
firmware version. 

30 minutas or less 

• ESD grounding strap 

• Workstation computer 

• Serial cable provided with the 21 09 Model M 12 

• IP address of an FTP server for backing up the switch configuration 

Confirming a failed CP card 
Before you replace the CP card, verify the necessity of the replacement. Any of the 
following events might indicate that a CP card is faulty: 

• The Status LED on the CP card is orange, or the Power LED is not lit. 

• The slotshow command does not show that the CP card is enabled. 

• The CP card does not respond to commands or private Ethernet activities, or the 
serial console is not available. 

• The hashow command indicates that the CP card has not achieved redundancy. 
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• The calendar clock is inaccurate, o r the CP card does not start o r shut down\' \ OCJ_JJ- {Cu .. , 
normally. ·.,_ -.,, Tt / ' ., ''· ' .' 
Any of the following messages display in the error log: · ·····-~ · .. · ... >"' 
- Slot unknown message that relates to a CP slot 

- CP card errors 

- FRU: FRU_FAULTY messages for a CP card 

- Configuration loader messages or Sys PCI config messages 

- Generic system driver messages (FABSYS) 

- Platform system driver messages (Piatform) 

- EM messages that indicate a problem with a CP card 

- Function fail messages for the CP master 

For more information about diagnostic and error messages, see the Brocade 
Diagnostic and System Errar Message Reference and the Brocade Fabric OS 
Procedures Guide . 

1 Recording criticai switch information for a CP card 
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Perform the following steps to record criticai switch information: 

1. Create a serial connection to the healthy CP card: 

a. Disable any serial communication programs that are running on the 
workstation (such as synchronization programs). 

b. lnsert one of the serial cables into the terminal serial port. See the second 
port from the top in Figure 48 on page 80 . 

c. Connect the other end of the serial cable to a serial port on the workstation . 
lf necessary, you can remove the adapter on the serial cable to allow for a 
serial RJ45 connection . 

d. Open the terminal emulator application and configure as follows: 

• For most UNIX systems, type the following string at the prompt: 

tip /dev/ttyb -9600 

• For Windows 95, 98, 2000, or NT, see the following table for parameters 
and values . 

Table 8. Parameters and values 

Para meter Value 

Bits per second 9600 

Databits 8 

Parity None 

Stop bits 1 

Flow contrai None 

e. When the terminal emulator application stops reporting information, press 
Ente r . 

2. Log into the healthy CP card as Admi n, then type 8 to log into switch O. The 
default password is password . 

I ROS n° "õJ7;o~·~ C.N l 
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See the following example for possible output. 

F abri c OS ( cpO) 
cpO Console Login: admin 
Password: 
Enter Switch Number to Login <O or 1>: O 
SWO:admin> 

3. Run the haShow command to determine which CP card is active. Do this from 
the serial console for the healthy CP card to verify the failover. 

Note: Enter ali the remaining commands from the serial console for the active 
CP card, unless otherwise indicated. 

4. lf the healthy CP card is pertorming as the active CP card, go to step 7. lf the 
faulty CP card is pertorming as the active CP card, fail over the cards as steps 
4a through 4e describe: 

a. Create a serial connection to the faulty CP card (repeat step 1 on page 77. 

b. Log into the serial console as Admi n and type o to log into Jogical switch o. 
c. Run the hafailover command. The healthy CP card becomes the active CP 

card. 

d. Wait until the Status LED on the healthy CP card is no longer lit, which 
indicates that failover is complete. 

e. Run the hashow command from the serial console for the healthy CP card 
to verify the failover. 

See the following example for possible output. 

Fabric OS (cp1) 
cp1 Console Login: admin 
Password: 
Enter Switch Number to Login <O or 1>: O 
SWO:admin> hashow 
Local CP (Slot 6, CP1) : Active 
Remote CP (Slot 5, CPO) : Standby 
HA Enabled, Heartbeat Up 
SWO:admin> 
SWO:admin> hafailover 
Warning: This command is being run on a control processor(CP) 
based system and will cause the active CP to reset. This will 
cause disruption to devices attached to both switch O and switch 
and will require that existing telnet sessions be restarted. 
To just reboot a logical switch on this system, use command 
switchreboot(1M) on the logical switch you intend to reboot. 
Are you sure you want to reboot the active CP [y/n]? y 
SWO:admin> 

SWO:admin> 

5. Run the version command to record the version of the active CP card. 

6. Run the hadisable command from the active CP card to prevent failover or 
communication between the CP cards during the replacement. 

7. From the serial console for the healthy (and active) CP card, back up the 
current configuration for logical switch O. See the possible output from the 
configupload command in step 8 on page 79. 
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a. Run the configupload command . 

b. Enter the requested information at the prompts . 

8. Log into logical switch 1 and back up the current configuration for switch 1. 

a. From the serial console for the healthy CP card, enter the login command. 

b. Log into the switch as Admi n and enter 1 to log into Switch 1 . 

c. Enter the configupload command . 

d. Enter the requested information at the prompts. 

See the following example for possible output. 

SWO:admin> configupload 
Server Name or IP Address [host] : 123.456.78.90 
User Name [Nane]: user 
File Name [config.txt]: config.txt 
Password: xxxxxx 
upload complete 
SWO:admin> 
SWO:admin> login 
cpO login: admin 
Password: xxxxxx 
Enter Switch Number to Login <O or 1>: 1 
SW1:admin> 
SW1:admin> configupload 
Se rver Name or IP Address [host]: 123.456 . 78.90 
User Name [Nane]: user 
File Name [config.txt]: config . txt 
Password: xxxxxx 
upload complete 
SW1:admin> 

Removing a CP card or filler panel 

Attention: Wear an ESD grounding strap when handling a CP card. The chassis 
has a grounding connection above the power connectors . 

Attention: Hold the CP card by the edges of the metal pan (not by the ejectors) . 

Note: To allow the current configuration to be copied to the new CP card, you must 
install a new CP card while the other CP card is still operating. 

Perform the following steps to remove a CP card: 

1. Ensure that the other CP card is healthy and functioning as the active CP. See 
"Confirming a failed CP card" on page 76 for more information. Run the 
haShow command to determine which is the active CP card . 

2 lf the card that you are replacing is the standby CP card, contin"e with step 3 lf 
the card that is being replaced is the active CP card, verify that the standby CP 
card is healthy. The power LED should be green, and the status LED should not 
be lit. Run the haFailover command to make the standby CP card act as the 
new active CP card. 

3. Remove the CP card that you are replacing . 

a. Disconnect the following cables if they are present: 

• Modem cable from the modem serial port 

• Serial cable from the terminal serial port 

• Ethernet cable from the Ethernet port 
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Notify the switch of a hot-swap request by pushing the yellow tab on each 
ejector and clicking the black handles until they are slightly open. See 
Figure 48. Wait for the status LED to turn oft. 
Attention: lf you are removing a CP card, wait for the status LED to turn 
off in response to the hot-swap request before you uninstall the card. 

Lever both ejectors ali the way open, and slide the CP card out of the 

chassis. 

l Direction to Push 
Yellow Ejector Button 

RS-232 Modem Port 

10101 Console Port 

Ethernet Port 

Link Speed LED 
10/100 Mb/s 

1 
Direction to Push 
Yellow Ejector Button 

SJ000638 

Figure 48. CP card showing ejectors 

Perform the following steps to remove a filler panel : 

1. Push in the yellow tab on each ejector. See Figure 49 on page 81. 

2. Lever both ejectors ali the way open. 

3. Slide the filler panel out of the chassis. 
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Figure 49. CP card fi/ler pane/ with two ejectors 

Replacing a CP card or filler panel 
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Attention: Do not force the installation. lf the CP card or filler panel does not 
slide in easily, ensure that it is correctly oriented and aligned in the rail guides 

before you continue . 

Figure 50 on page 82 shows the alignment guides in the card slots . 
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Figure 50. Alignment guides in the card slots 

Perform the following steps to replace a CP card or filler panel: 

1. Orient the CP card or filler panel so that the ejectors are at the front of the 
chassis and the metal pan is on the left. 

2. Align the flat-metal side of the CP card or filler panel inside the upper and lower 
rail guides in the slot. See Figure 50. Slide the CP card or filler panel into the 
slot until it is firmly seated. 

3. Glose the ejectors by pressing in the black handles toward the CP card or filler 
panel, until the ejectors lock. You will hear a slight audible click. The levering 
action of the handles seats the CP card or filler panel in the chassis. 

Perform these additional steps if you are installing a new CP card: 

1 . Verify that the power LED on the CP card is displaying a steady green light. lt 
might require a few seconds to turn on. lf it does not turn on, ensure that the 
CP card has power and is firmly seated. The front of the CP card should be 
flush with the adjacent cards or filler panels. 

Note: The LED patterns can temporarily change during a POST and other 
diagnostic tests. 

2. Connect the cables as required to the CP card: 

Attention: Do not route the cables in front of the exhaust vent (located at the 
top of the port side of the chassis). 

• Modem cable to the modem serial port 

• Serial cable to the terminal serial port 

• Ethernet cable to the Ethernet port 

1 Verifying the operation of the new CP card 
I Perform the following steps to verify that the new CP card is operational: 

1. Verify that startup and POST are complete on the new CP card (a minimum of 
3 minutes), and that the CP cards have achieved failover redundancy. 

a. Wait until the Status LEDs on both CP cards are not lit. 

lf Fabric OS v4.0.2 or later firmware is installed on both CP cards, the 
Status LED for the active CP card displays orange until the active CP card 
is fully operational. The Status LED for the standby CP card displays 
orange until the CP cards have achieved failover redundancy. 

b. From the serial console for the active CP card (the CP card that was not 
replaced), run the hashow command and verify that the command output 
includes HA Enabl ed Heartbeat Up. 
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The message HA-sta te in sync also displays. lf not, POST is not 
complete or the CP cards have not yet achieved redundancy. Wait a 
minute and re-run the command until you can verify that redundancy has 
been achieved. See the sample output from the hashow command before 
redundancy is achieved . 

SW1:admin> haShow 
Local CP (Slot 5, CPO): Active 
Remote CP (Slot 6, CPl): Standby, Healthy 
HA enabled, Heartbeat Up, HA State not in sync 
SW1 :admin> 

2. Run the slotshow command. The command output should show the new CP 
card as enabled, as the following output shows . 

SW1:admin> slotShow 
Slot Blade Type ID Status 

1 SW BLADE 2 ENABLED 
2 SW BLADE 2 ENABLED 
3 SW BLADE 2 ENABLED 
4 SW BLADE 2 ENABLED 
5 CP BLADE 1 ENABLED 
6 CP BLADE 1 ENABLED 
7 SW BLADE 2 ENABLED 
8 SW BLADE 2 ENABLED 
9 SW BLADE 2 ENABLED 
10 SW BLADE 2 ENABLED 
SW1:admin> 

3. Determine the firmware version. For Fabric OS v4.0 and earlier, run the 
version command. For Fabric OS v4.0c and later firmware, run the 
firmwareshow command. Sample output for the version command and the 
firmwareshow command follows . 

SW1 :admin> version 
Kernel: 2.4.2 
Fabric OS: v4.0.0 
Made on: Fri Feb 1 23:02:08 2002 
Flash: Fri Feb 1 18:03:35 2002 
BootProm: 3.1.13b 
SW1 :admin> 

SW1:admin> firmwareshow 
Local CP (Slot 5, CPO): Active 
Primary partition: v4 .0.2 
Secondary Partition: v4.0.2 
Remote CP (Slot 6, CPl): Standby 

~ 
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Secondary Partition: v4.0 .2 
SW1 :admin> 

4. lf the firmware versions on the replacement card do not match the active CP 
card, bring the replacement card to the same firmware levei as the active card . 

a. Download the firmware by using either of the following command options: 

• Run the firmwaredownload command to download the firmware to both 
CP cards at the same time. Enter ali requested information and choose 
the reboot option. lf the switch is running Fabric OS v4.0.2 and later 
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firmware, a message displays that warns you that this command causes 
the active CP card to reset. lf this message displays, type Y to continue. 

lf the firmware version of the replacement card is v4. 1 or earlier, run the 
firmwaredownload -s command to download the firmware to only one 
of the CP cards. Enter ali requested information and choose the reboot 
option. See the following sample output for the firmwaredownload 
command. 

SW1:admin> firmwaredownload 
Server Name or IP Address: 123.456.78.90 
User Name: user 
File Name: /v4.0.2/release.plist 
Password: xxxxxx 
Full Install (Otherwise upgrade only) [Y]: 
Do Auto-Commit after Reboot [Y]: 
Reboot system after download [N]: y 
Start to install packages ..... . 
dir ################################################## 
terminfo ################################################## 

glibc ################################################## 
sin ################################################## 
Write kernel image into flash. 
file verification SUCCEEDED 
Firmwaredownload completes successfully. 
SW1 :admi n> 

5. Verify that the restart is complete and that the CP cards have achieved failover 
redundancy. 

a. Wait until the Status LEDs on both CP cards are not lit. 

b. Run the hashow command and verify that the command output includes 
HA Enab 1 ed Heartbeat Up. lf not, wait a minute and then rerun the 
command until you can verify that redundancy is achieved. 

6. Run the version or firmwareshow command to verify that the firmware 
version has been updated. 

7. Create a serial connection to the new CP card, as shown in step 1 on page 82. 

8. Log into the new CP card as Admi n and type 0 to log into logical switch O. See 
the following sample output. 

Fabri c OS ( cpl) 
cp1 Console Login: admin 
Password: 
Enter Switch Number to Login <O or 1>: O 
SWO:admin> 

9. From the serial console for the new CP card, run the hafailover command to 
fail the active CP card over to the new CP card. 

1 O. Verify that the configuration has successfully propagated to the new CP card 
by checking any configuration parameters for which you have specified 
non-default values. To do this, run the configshow command, followed by a 
text string (in quotation marks) that relates to the parameter, for example, 
configshow "fabric". This limits the command output to entries that contain 
that text string. 

n To.,IStomg' SAN Cabioet 2109 Mod'l C36 with Mod'l M12' lo,•ll.tioo "'' S'Nice G"id' 



• • • • • • • • • • • • • • • • :c 
• • • • • • • • • • • • •C'· • • • 

I 
I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

.......... ~~~- ~~;~, 

~;~~·--'~ · .. -~~ 

(f~ oq ~~ 
-,' \ PoJJlo 

Note: lf you run the configshow command without a filter, it prints out \ ,, · .:~,.,. ,. ,_-< 
approximately 1000 I ines. For more information, see the Brocade Fabric··· ·- ·----~- - - · - · 
OS Reference . 

See the following sample output for the configshow command with the 
"fabric" as a filter . 

SWO:admin> configshow "fabric" 
fabri c. domain :5 
fa bri c. ops .BBCredit : 16 
fabric.ops .E_D_TOV:2000 
fab r i c. ops .R_A_TOV : lOOOO 
fabric . ops.dataFieldSize:2112 
fabric.ops. mode . fcpProbeDisable:O 
fabr i c. ops .mode.isolate:O 
fabric.ops.mode.longDistance:O 
fa bric.ops.mode.noClassF:O 
fabr ic . ops .mode.tachyonCompat:O 
fa bric . ops .mode . unicast0nly:0 
fabr ic.ops.mode.useCsCtl:O 
fabric .ops.mode . vcEncode:O 

SWO : adm i n> 

11. Run the haenable command . 

12. lf the switch configuration does not replicate correctly, download the switch 
configurations that were backed up in step 8 on page 79 . 

a. Run the switchdisable command to disable the current logical switch, 
which should still be switch 1 . 

b. Run the configdownload command and enter the requested information . 

Note: lf the switch is running Fabric OS v4.0.2, a message displays that 
cautions you about downloading the correct configuration file. lf this 
message displays, type Y to continue . 

c. After the configuration is downloaded, run the switchenable command. 

d. Log into switch O and repeat steps 12a through 12c. See the following 
sample output for downloading the configuration to both logical switches . 

- -~-~-J 
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SW8:admin> configdownload 
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Server Name or IP Address [host]: 123.456 . 78.98 
User Name [None] : user 
File Name [config.txt]: config.txt 
Password : xxxxxx 
Committing configuration ... done . 
download complete 
SW8:admin> 
SW8:admin> switchenable 
18 9 8 7 6 5 4 3 2 1 
fabric: Pri ncipal switch 
fabric: Domain 1 
SW8:admin> login 
cp1 login: admin 
Password: 
Enter Switch Number to Login <8 or 1>: 
SW1 :admi n> 
SW1:admin> switchdisable 
SW1:admin> configdownload 
Server Name or IP Address [host]: 123 .456.78.98 
User Name [None] : user 
File Name [config.txt]: config.txt 
Password: xxxxxx 
Committing configuration . . . done . 
download complete 
SW1:admin> switchenable 
18 9 8 7 6 5 4 3 2 1 
fabric: Principal switch 
fabric: Domain 1 
SWl:admin> 

13. Pack the old CP card in the packaging that is provided with the new card. 
Return the old CP card by using your local return policy. 

Replacing the CP card battery 
Each CP card h as a lithium carbon-monoflouride co in cell battery that h as a 1 0-year 
life expectancy. lf the real-time clock (RTC) loses time, you might need to replace 
the battery. Contact IBM if the RTC begins to Jose time. 

CAUTION: 
Replace only with the same or equivalent type of battery that the 
manufacturer recommends. Discard used batteries according to the 
manufacturer's instructions. 

Removing and replacing a power supply or filler panel 
Use this procedure to remove and replace a power supply. The 2109 Model M12 
can continue to operate during the replacement if at least one power supply 
continues operating for every four 16-port cards that are installed. You need a 
minimum of two power supplies. 

Note: You do not need to notify the 2109 Model M12 of a hot-swap request before 
you remove a power supply. Power supply filler panels are not required to 
ensure correct air flow. 
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The left power connector provides power to the power supplies in slots 1 and\~.\ t CJ.YL ·:i 
The right power connector provides power to the power supplies in slots 2 and''J4,..._,~;~·."-; ·-·. ; ,.· · 
The power connectors and the power supply slots are color-coded to identify whicn'"- .. --­
power connectors provide power to which power supply slots. See Figure 15 on 
page 3 for the location of the power supplies . 

Attention: To protect against ac failure, you need a minimum of one power supply 
in slot 1 or slot 3, and one power supply in slot 2 or slot 4. lf only two power 
supplies are installed and they are both installed in slots corresponding to the same 
power cable, unplugging a single power cable will power down the entire chassis . 

Attention: lf adequate power is abruptly lost, such as through removal of a power 
supply, the entire switch is powered down. The power off order that the 
powerOfflistSet command designates is not followed . 

Attention: Disassembling any part of the power supply voids the part warranty 
and regulatory certifications . 

CAUTION: 
No user-serviceable parts are inside the power supply. 

Less than 5 minutes 

Removing a power supply or filler panel 
Perform the following steps to remove a power supply or filler panel: 

1. lf the 2109 Model M12 is going to operate during the replacement procedure, 
check the LEDs to verify that the minimum of two power supplies are 
functioning before you uninstall the power supply . 

2. Remove the power supply or filler panel from the chassis. See Figure 51 on 
page 88 for the location of the power supply . 
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Figure 51. Location of the power supplies 

Attentien: Support the power supply from underneath while removing it from 
the chassis. 
a. Remove the power supply by pushing the locking tab in towards the power 

supply then pull the handle out and down, and use the handle to pull the 
power supply out of the chassis. See Figure 52 on page 89. 

b. Remove the filler pane! by pulling it out by the handle. 
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Locking 
Tab 

Handle --++1~ 
h--------------~ 

Power LED 

Fail LED 

Front of Power Supply 

Figure 52. Power supply and fi/ler pane/ 

Replacing a power supply or filler panel 

Top Tab (2x) 

Filler Panel SJ000644 

Attention: Do not force the installation of the power supply or filler panel. lf the 
part does not install easily, ensure that it is properly oriented . 

Perform the following steps to replace a power supply: 

1. Orient the power supply so that the handle is toward the front of the chassis 
and the LEDs are on the left. 

2. Unlock the handle and insert the power supply ali the way into the slot. 

3. Push the handle up until it clicks . 

4. Verify that the power supply is seated by pulling gently on the handle . 

Perform the following steps to replace a filler pane!: 

1. Orient the filler pane! so that the handle is vertical and side tabs are on the 
right. 

2. Push the filler panel into the slot. 

Perform these additional steps if you are installing a new power supply: 

1. Verify that the top LED on the power supply displays a steady green light. 

2. lf a green light is not displayed, ensure that both power cables are plugged in 
and that both ac switches are flipped to "I" (the ac switch lights up green) . 

Removing and replacing a blower assembly 
Use this procedure to remove and replace the blower assembly. The 2109 Model 
M12 requires that a minimum of two of the three blower assemblies are operating. lt 
can continue to operate during the replacement only if the other two blower 
assemblies continue to operate . lf more than one blower must be turned off at the 
same time, you should turn off the 2109 Model M12 to prevent Q\Lerb.e.atiog • . u--
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Time required 

ltems required 

Note: Vou do not need to notity the 2109 Model M12 ot a hot-swap request before 
you remove a blower assembly. 

Attention: The 2109 Model M12 requires a minimum ot two operating blower 
assemblies at ali times. To ensure continuous adequate cooling, maintain three 
operating blower assemblies at ali times except for the brief period when replacing 
a blower assembly. The 16-port cards automatically shut down if the temperatura 
range is exceeded. 

Attention: Disassembling any part of the blower assembly voids the part warranty 
and regulatory certifications. 

CAUTION: 
No user-serviceable parts are inside the blower assembly. 

Less than 5 minutes 

#2 straight screwdriver 

Removing a blower assembly 
Perform the following steps to remove a blower assembly: 

1. Before you remove the blower assembly, verify that the other two blower 
assemblies are functioning correctly. The blower assembly power LED should 
be steady green, and the fault LEDs should not be lit (see Figure 53 on page 91 
for LED locations). For intormation about how to check the status of the blower 
assembly by using Telnet, see the Brocade Fabric OS Reference. 

2. Remove the blower assembly trom the chassis. 

CAUTION: 
Support the blower assembly from underneath while removing it from the 
chassis. 

a. Use the screwdriver to loosen the thumbscrews at the top and bottom of the 
blower assembly. See Figure 53 on page 91. 

b. Push in the top part of the handle. Pull out the lower part of the handle and 
pull the blower assembly out of the chassis. 

Replacing a blower assembly 

Attention: Do not force the installation. lf the blower assembly does not slide in 
easily, ensure that it is properly oriented before you continue with the installation. 

Pertorm the followmg steps to replace a blower assembly: 

1 . Orient the blower assembly. See Figure 53 on page 91 . 

2. Slide the blower assembly into the chassis, pushing tirmly to ensure that it is 
seated. 

3. Verify that the power LED displays a green light. lf a green light is not 
displayed, ensure that the blower assembly is seated correctly. 

4. Push the top of the handle into the recess. 

5. Tighten the thumbscrews on the blower assembly to finger-tight. 
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Figure 53. 8/ower assembly side of the 2109 Model M12 shown with one blower assembly 
uninstalled 

Removing and replacing the cable management tray 

Time required 

ltems reqUired 

Use this procedure to remove and replace the cable management tray. The 2109 
Model M 12 can continue to opera te during the replacement. 

Attention: Do not use a power screwdriver on the cable management tray . 

Less than 5 minutes 

#2 Phillips screwdriver 

Removing a cable management tray 
Perform the following steps to remove a cable management tray: 

1 . Pull any cables out of the cable management tray . 

2. Unscrew the two screws that hold the tray to the chassis. See Figure 54 on 
page 92 for the location of the screws. Save the screws for reuse when you 
replace the cable management tray. --·--- .. 
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3. Rotate the front of the tray down, then lift the back to disengage the tabs on the 
back of the tray from the chassis. 

Figure 54. Cable management tray 

Replacing a cable management tray 
Perform the following steps to replace the cable management tray: 

1. Orient the tray. See Figure 55 on page 93. 

2. lnsert the two tabs on the underside of the tray into the two slots at the bottom 
of the ac panel. Rotate the front of the tray up until it locks into place. 

3. Position and tighten the two screws that you previously removed. 

4. Arrange the cables through or along the tray as required. 

Note: Route the power cables out each side of the chassis. 
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Figure 55. 2109 Model M12 with the cable management tray 

Removing and replacing the WWN card 

Cable Management Tray 
sj000647 

The WWN card is highly reliable. Before you replace the WWN card, verify that a 
replacement is necessary. lf you are installing a new WWN card, the installation 
instructions are included with the product. 

lf you are going to replace a WWN card for Fabric OS earlier than v4.1.0, you must 
power down the 2109 Model M12. Do not remove the WWN card until you have 
received the replacement card. Do not restart the switch with a failed or missing 
WWN card . 

Note: You must consult with Technical Support before you replace the WWN card . 

Verifying if the WWN needs replacing 
Ensure that the current card is firmly seated when you perform troubleshooting 
steps . 

Note: You must consult with Technical Support before you replace the WWN card . 

Any of the following events might indicate that the WWN card needs to be replaced: 

• Visible mechanical damage to the WWN card 
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o Any of the Status LEDs on the WWN card do not reflect the actual status of the 
components 

o Problems viewing or modifying the data that is stored on the WWN (see "Data 
that is stored on the WWN card") 

o Error messages regarding WWN unit 1 or unit 2 (see Messages that might 
indicate WWN card failure) 

Data that is stored on the WWN card 
Table 9 shows the data that is stored on the WWN card. The WWN card might 
need to be replace if you have difficulty retrieving or modifying this data. 

Table 9. Data that the WWN card stores 

Data Related Commands 

WWN values wwn, chassisshow 

License keys licenseshow, licenseadd, licenseremove 

Data about the chassis and the WWN card chassisshow 

Ethernet and Fibre Channel I P address ipaddrshow, ipaddrset 
information for the CP cards 

History log information historyshow, historylastshow 

Names of logical switches switchname 

Messages that might indicate WWN card failure 
lf the errar log or serial console display errar messages that indicate problems with 
WWN unit 1 or unit 2, the WWN card might have failed. WWN unit 1 and unit 2 
correspond to information that is specific to the WWN card, and are displayed by 
the chassisshow command. Table 1 O shows messages that might indicate WWN 
card failure. For more information about errar messages, see the Brocade 
Diagnostics and System Errar Message Reference. 

Note: WWN unit 1 and unit 2 do not correspond to the WWNs for logical switches 
O and 1. 

Tab/e 1 o. Sample errar messages 

Type of Message Sample Error Message 

WWN unit 1 or unit 2 fails its field replacable Ox24c (fabos): Switch: O, error EM-12C_ 
unit (FRU) header access TIMEOUT, 2, WWN 1 12C timed out: state 

Ox4 

WWN unit 1 or unit 2 is being faulted Ox24c (fabos): Switch: O, Criticai EM-WWN_ 
UNKNOWN, 1, Unknown WWN #2 is being 
faulted 

...... ~ 
,. ~ . n r- r- IA '/\AI • 

'.. u 
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accessible ABSENT, 2, WWN #1 not present 

Writing to the FRU history log Ox24c (fabos): Switch: O, Error EM-
(hiiSetFruHistory) has failed HIL_FAIL, 2, HIL Error: hiiSetFruHistory 

failed, rc=-3 for SLOT 3 

Removing and replacing the PDU 
Use this procedure to remove and replace the PDU. See Figure 57 on page 116 
and Figure 58 on page 117 for the orientation of the PDU and the power cords. 
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Removing the PDU 
Complete the following steps to remove the PDU from the cabinet: ···· . 

1. Follow the steps in "Power-off procedure" on page 70 . 

2. Turn off power and disconnect the ac power distribution bus from the customer's 
ac power outlet. Record the locations of the switch ac power cables that are 
plugged into the PDUs . 

3. Unplug the switch ac power cables from the PDUs . 

4. Remove the four mounting screws trom the PDU. Pull the unit toward you . 

5. Remove the PDU from the cabinet. 

6. Remove the four M6 screws from the dual device attachment bracket (the 
center bracket attaching the two PDUs together). Set the screws aside for reuse 
when you replace the PDU . 

7. Remove the two M3 x 5 screws from the dual-device attachment bracket of the 
PDU that you are replacing. Set the screws aside for reuse when you replace 
the PDU . 

8. Remove the two M3 x 5 screws from the horizontal mounting bracket of the 
PDU that you are replacing (the bracket that is attached to the cabinet) . Set the 
screws aside for reuse when you replace the PDU . 

Replacing the PDU 
Complete the following steps to replace a PDU in the cabinet: 

1. Replace the horizontal mounting bracket on the new PDU by using the two M3 
x 5 screws that you removed during the removal procedure . 

2. Replace the dual device attachment bracket by using the two M3 x 5 screws 
that you removed earlier in the procedure . 

Note: Make sure that the threaded holes are on the opposite side of the device 
as the holes on the other attachment bracket. 

3. Push the two PDUs together, aligning the holes on the dual device attachment 
brackets . 

4. Secure the front and rear of the brackets to each other by using the four M6 
screws that you removed during the removal procedure. 

5. Slide the PDU into position. lnstall the four mounting screws . 

6. Reconnect any power cables that you disconnected from the PDU . 

7. Plug the power cables into the locations that you recorded during the removal 
procedure . 

8. Follow the steps in "Power-on procedure" on page 69 . 

Removing and replacing the chassis door 

Time required 

Use tl1is p1ocedure to remove and replace the chassis door on the 2109 Model 
M12 . 

Note: The chassis do o r is required to ensure that the 2109 Model M 12 meets 
electromagnetic interference (EMI) and other regulatory certifications . 

Less than 5 minutes 

3 6 9 a I · 
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Pertorm the following steps to remove the chassis door: 

1. Open the door 90°. 

2. Support the door to prevent it from falling. 

3. Push the spring-loaded lever on the upper hinge up and into the notch in the 
hinge. 

4. Push the spring-loaded lever on the lower hinge down and into the notch in the 
hinge. Pull the door out, towards you. 

5. Pull the door away from the chassis. 

Replacing the chassis door 
Pertorm the following steps to replace the chassis door: 

1 . Ensure that the levers on the spring-loaded pins on both hinges are pushed into 
the notches. 

2. Align the spring-loaded pins with the chassis portion of the hinges. 

3. Release the pins by pushing the levers out of the notches. 

Removing and replacing the front or rear cabinet door 
Use this procedure to remove and replace the front or rear cabinet doors. 

Removing the cabinet door 
Pertorm the following steps to remove the front or rear door: 

1. Open the door of the cabinet. 

2. Remove the door by lifting it up and out. 

3. Remove the hinge bracket (if necessary) by removing the hinge mounting 
screws that attach the bracket to the rack. See Figure 56. 

Latch Mounting Screws 

Hinge Mounting Screws 

SJ000659 

Figure 56. Removing the cabinet doar 
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Replacing the cabinet door 
Pertorm the following steps to replace the front or rear door: 

1. Align the door with the hinge pin . 

2. Instai! the bottom hinge pin (the longest pin) first. 

3. Instai! the top hinge pin (the shortest pin) second . 

Relocating the cabinet 
Perform the following steps to relocate the cabinet: 

1. Turn off ali power to the cabinet and the 2109 Model 12 that is installed. 

2. Disconnect ali power and ali device cables . 

3. Unbolt the cabinet from the floor or remove the stabilizers . 

4. Raise ali the leveling feet. 

5. Unlock each caster wheel by loosening the screw on the caster. 

6. Move the cabinet to the new position. 

7. Reposition the cabinet. Go to "Step 1. Position the cabinef' on page 7 . 

Reference information for the fruinfoset command 
You must run the fruinfoset command through the active CP card by using root 
access. For more information, see Table 11 . 

Table 11 . Reference information for the fruinfoset command 

Na me 

Syntax 

Availability 

Description 

Operands 

fruinfoset 

fruinfoset 

Factory or root only 

This command provides for the setting of the four externally modifiable 
fields in the header that is associated with each FRU. After the new data 
is written, the final contents of the fields are printed. No other fields can 
be modified. Some FRUs might not contain customer data or might not 
be programmable, in which case an error message displays . 

FRU ID and number are the required operands. 

FRUID 

Type of FRU: . Slot (port card or CP card in a slot) 
. Fan (blower assembly) 
. Ps (power supply) 
• I .. Aid::i::ij::; (\;lld::i::ij::; UI VVVVJ-.. (;diU) 

number 

Physical slot or unit number for which the information will be input. For 
chassis information, type chassis 1. For WWN card information, type 
chassis 2 . 
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Table 11 . Reference information for the fruinfoset command (continued) 

Usage The modifiable fields and their maximum field sizes are as follows : 
Field name 
ID 

Maximum number of characters 
1 O characters 

PN (part number) 
SN (OEM serial number) 
RV (revision code 
Chassis SN (serial number) 
(This field displays only when 
lhe chassis 1 parameter is used.) 

20 characters 
20 characters 

4 characters 
12 characters 

These fields might not display for ali FRUs. For each field that displays, 
lhe existing value displays followed by a > prompt for lhe new value. lf 
more lhan lhe allowed number of characters are enlered, lhe extra 
characters ai lhe end are ignored, and a warning message displays. 
Leading blanks are also ignored. The chassis SN prompt displays only if 
lhe chassis 1 parameter is entered after the command. The usage rules 
are lhe same as for other values. The chassis serial number is identified 
by lhe chassisShow command as lhe Ser i a l Num f or Chassi s/WWN: 
Unit 1 
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Appendix A. Product specifications 

This appendix contains the 2109 Model C36 with Model M12 specifications . 

21 09 Model M12 components 
The 2109 Model M12 contains the following components: 

• A 14U chassis, designed to be mounted in a 48.26 em (19 in.) rack. Two 2109 
Model M12 switches can be mounted in a 2109 Model C36 cabinet. 

• 16-port cards in configurations up to eight cards per chassis, with 16 optical ports 
per card, compatible with SFPs . 

• Two CP cards, each with: 

- One modem serial port with a DB-9 connector (full RS-232) 

- One terminal serial port with a DB-9 connector (RS-232 signal subset) 

- One IEEE compliant RJ-45 connector for use with a 10 Mbps or 100 Mbps 
Ethernet connection 

- A real-time clock (RTC) with a 1 0-year battery and 56 bytes of NVRAM 

• Four power supplies with built-in fans. The power supplies plug into internai 
blind-mate connectors when installed in the chassis. 

• Two ac power inlet connectors with ac power switches (power panel) . 

• A WWN card and bezel . 

• Three blower assemblies for forced-air cooling of the 16-port cards and the CP 
cards . 

Air enters inlet vents on the blower assembly side of the chassis and exits through 
vents on the port side of the chassis. The blower speed is governed by inlet air 
temperature. The blowers go into high speed when the inlet air temperature 
exceeds 33°C (91 °F) . 

Physical dimensions 
The dimensions of the 2109 Model M12 are listed in Table 12 . 

Table 12. Physica/ dimensions of the 2109 Model M12 

Dimension Value 

Height 14U (24.11 in.) 

Depth 70.9 em (27.9 in.) 

Depth with door 72.9 em (28.7 in.) 

Width 43.7 em (17.2 in.) 

21 09 Model M12 and component weights 

© Copyright IBM Corp. 200 

The weight of a fully loaded 2109 Model M12, as well as the weights of individual 
components, are listed in Table 13 . 

Table 13. Component weights 

Component Weight 

Fully loaded chassis Approximately 114 kg (250.0 lbs) 

Empty chassis 47.1 kg (104.0 lbs), ·---·~ ·--. 
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Table 13. Component weights (continued) 

Component Weight 

Do o r 3.4 kg (7.6 lbs) 

Blower assembly 4 kg (8.8 lbs) 

Power supply 3.2 kg (7.0 lbs) 

WWN bezel 0.27 kg (0.6 lbs) 

CP card 2.5 kg (5.6 lbs) 

16-port card 3.9 kg (8.6 lbs) 

Card filler panel 1.6 kg (3.2 lbs) 

Cable management tray 0.27 kg (0.6 lbs) 

21 09 Model C36 with Model M12 specifications 
The specifications for the 2109 Model C36 with Model M12 are listed in Table 14. 

Table 14. 2109 Model C36 with Model M12 specifications 

Dimension Value 

Height 1785 mm (70.3 in.) 

Depth . With rear door installed: 1042 mm (41 in.) . With rear and front door installed: 1098 mm (43.3 in.) 

Width . With side panels installed: 650 mm (25.6 in.) . Without side panel installed: 623 mm (24.5 in.) 

ElA units 36 ElA units 

Weight Cabinet with two 2109 Model M12 switches: 816 kg (1795 lbs) 

16-port card specifications 
The ports in the 2109 Model C36 with Model M12 support full duplex link speeds at 
2.125 Gbps or 1.0625 Gbps, inbound and outbound, automatically negotiating to the 
highest common speed of ali the devices that are connected to the port. Each port 
has a serializer/deserializer (SERDES) which accepts 1 O-bit wide parallel data and 
serializes it into a high-speed serial stream. The parallel data is expected to be 
8811 OB encoded data o r equivalent. 

The ports are compatible with optical SWL (780 - 850 nm), and optical LWL (1270 -
1350 nm), SFPs, and SFP-compatible cables. The strength of the signal is 
determined by the type of SFP that is being used. 

The ports are universal and self eonfiguring, and are eapable of becoming F ports, 
FL_ports, or E_ports. 

The ports meet ali required safety standards. For more information about these 
standards, see Table 22 on page 1 06. 
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CP card specifications 
This section describes the specifications for the CP card . 

Memory specifications .,_ ··-· __ / 
The centralized memory maximizes switch throughput by guaranteeing fuli transmit 
and receive bandwidth to ali Fibre Channel ports at ali times . 

Each CP card contains the type and specification of memory listed in Table 15 . 

Table 15. Memory specifications 

Memory type Amount 

Main memory 256 MB of SDRAM (32 bits wide) 

Flash memory . User flash: 16 MB of 16-bit wide memory, 
stored in two 8 MB banks . Compact flash: 256 MB, partitioned in two 
128 MB sections 

Boot flash memory 512 KB of 8-bit wide memory for system 
startup 

Battery specifications 
The CP card has a lithium carbon-monoflouride coin cell battery . 

Table 16 lists the battery specifications . 

Tab/e 16. Battery specifications 

Type Specification 

Rayovac BR1225 3.0 volt, 50 mAh 

CAUTION: 
There is danger of explosion if the battery is incorrectly replaced. Ali used 
batteries must be discarded according to the manufacturer's instructions . 
Contact IBM if the real time clock begins to lose time . 

Terminal serial port specifications 
Each CP card provides a terminal serial port with a DB-9 connector with an RS-232 
signal subset 

Note: For dust and ESD protection, a cover is provided for the serial port and 
should be kept on the port whenever the serial port is not being used . 

The terminal serial port is intended primarily for use during the initial setting of the 
IP address and for service purposes . 

A 3.0m (1 O ft) serial cable is provided with the switch. You can convert it from a 
DB-9 serial cable to an RJ-45 style serial cable by removing the adapter on the end 
of the cable . 

You can use the terminal serial port to connect to a computer workstation or 
terminal without connecting to the fabric. The terminal device should be configured 
to 9600 baud, 8 data bits, no parity, 1 stop bit, with no flow contrai. 

The terminal serial port requires a straight through serial cable with a female 9-pin 
O-SUB connector. Use the pinouts listed in Table 17 on page-W2-------
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Table 17. Pinouts with signal and description 

Pin Signal Description 

1 

2 TxData Transmit data 

3 RxData Receive data 

4 

5 GND Logic ground 

6 

7 

8 

9 

Modem serial port specifications 
Each CP card has a modem serial port (labeled RS-232) with a fully RS-232 
compliant DB-9 connector. 

Note: For dust and ESD protection, a cover is provided for the serial port and 
should be kept on the port whenever the serial port is not being used. 

Vou can use the modem serial port to attach a modem to each CP card. The 2109 
Model M12 detects modems only during the power-on or restart sequences, and 
automatically initializes them for operation. lf modems are connected to an 
operating switch, a power on and off cycle, restart, or fast restart is required in 
order to detect the modems. 

Customers should connect a "Y'' cable on the telephone line to each modem. The 
active CP card answers on the first ring. The standby CP card answers on the 
seventh ring if the active CP card has failed to answer. 

The modem serial port pinouts are listed in Table 18. 

Table 18. Modem serial port pinouts 

Pin Signal Description 

1 DCD Data carrier detect 

2 RxData Receive data 

3 TxData Transmit data 

4 DTR Data term ready 

5 GND Logic ground 

6 DSR Data set ready 

7 H I:::. Hequesr ro seno 

8 CTS Clear to send 

9 RI Ring indicator 

Fibre Channel port specifications 
The Fibre Channel ports in the Model M12 support full duplex link speeds at 2.125 
Gbps or 1.0625 Gbps inbound and outbound. The ports automatically negotiate to 
the highest common speed of ali devices that are connected to the port. Each port 
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has a SERDES that accepts 10-bit wide parallel data and serializes it into a <\.~. _ ~o-Y / 
high-speed serial stream. The parallel data is expected to be 88/1 OB encoded data 
or equivalent. 

The ports are compatible with the following SFPs and SFP-compatible cables: 

• Optical SWL: 780- 850 nm 

• Optical LWL: 1270 - 1350 nm 

The strength of the signal is determined by the type of SFP in use. 

The ports are universal and self-configuring, and are capable of becoming F _ports, 
FL_ports, or E_ports. These ports meet ali the required safety standards. 

Facility specifications 
To ensure correct operation of the 2109 Model C36 with Model M12 , ensure that 
the facility meets the following specifications: 

• Power requirements for a physical inlet: 

- lnput power requirements: 200 - 240 V ac, 24A, 50 - 60 Hz 

- Recommended power connector 

• An adequate supply circuit, line fusing, and wire size, according to the electrical 
rating on the switch nameplate. 

• An air flow of at least 350 cubic feet per minute per switch, available in the 
immediate vicinity of the 2109 Model C36 with Model M12. 

• The power specifications listed in "Power specifications". 

• The environmental specifications listed in "Environmental requirements" on 
page 104 . 

• lnterterence less than the standard leveis listed in Table 21 on page 105, under 
lmmunity. 

Power specifications 

CAUTION: 
To remove power to the 2109 Model M12, disconnect both power cables. 

The 2109 Model C36 with Model M12 supports F _port, FL_port, and E_port 
connections and distributed name server (DNS). lt is electro-magnetic compatibility 
(EMC) compliant. 

• • 
The power supplies are universal and capable of functioning worldwide without 
using voltage jumpers or switches. They meet IEC 61000-4-5 surge voltage 

1 requirements and are autoranging in terms of accommodating input voltages and 
•• .----------------Hii~ne-f!:equencies Each power supply has its own b1 !ilt-in ta o for caaling The fans 

push the air towards the port side of the chassis . • • • • I 

• • • • • 

The power specifications listed in Table 19 on page 1 04 are calculated for 
fully-loaded systems with four power supplies. A fully-loaded system has eight 
16-port cards, two CP cards, and three blower assemblies . 

Table 19 on page 104 lists the power specifications for the 2109 Model C36 with 
Model M12 . 
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Table 19. Power specifications 

Specification V alue 

Total power available from each power 1 KW 
supply 

lnput voltage 200-240 V ac 

lnput line frequency 50-60Hz 

Harmonic distortion Aclive power factor correction per 
IEC1000-3-2 

Heat output (BTU rating) . 64 ports: 1 080 Watts, 3690 BTU per hour 
. 128 ports : 1960 Watts, 6700 BTU per 

hour 

Maximum inrush current per power cord 40 amps peak 

lnput line protection Thermal circuit breaker 

Power supply dimensions 6.96 em (2.74 in.) wide, 12.34 em (4.86 in.) 
high, 34.29 em (13.50 in.) long 

Environmental requirements 

104 

Table 20 lísts the environmental operating ranges for the 2109 Model C36 with 
Model M 12. The requirements for non-operating conditions are also provided for 
acceptable storage and transportation environments. 

Table 20. Environmental requirements 

Condition Acceptable range during Acceptable range during 
operation nonoperation 

Temperature oo - 40°C (40° - 1 04°F) oo - 40°C (40° - 1 04°F) 
(See Note) 

Humidity 20% - 80% RH noncondensing, at 0% - 90% RH noncondensing, at 
40°C 40°C 

Altitude O- 3 km (O- 10 000 ft) above sea o - 12 km (O - 39 370 ft) above sea 
levei levei 

Shock 4G, 11 MS duration, half-sine OG, 11 MS duration, sq wave 
wave 

Vibration SG, O-3kHz at 1.0 octave per 1 OG, O - 5 kHz at 1.0 octave per 
minute minute 

Heat dissipation . 64 ports: 3690 BTU per hour Not applicable 

. 128 ports: 6700 BTU per hour 

Note: Temperature measured at the air inlets on the blower assembly side of the chassis. 
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General specifications 

Table 21 lists the general specifications for the 2109 Model C36 with Model M12 . 

Table 21 . General specifications 

Specification Description 

Configurable port types The 2109 Model C36 with Model M12 
supports F _port, FL_port, and E_port 
connections . 

EMI rating An operating 2109 Model C36 with Model 
M12 conforms to lhe EMI radiation leveis 
specified by the following regulations: . FCC Rules and Regulations, Part 158, 

Class A levei . CISPR22 Class A . EN55022 Class A . VCCI Class A ITE . AS/NZS 3548 Class A . CNS13438 Class A . ICES-003 Class A 

System architecture Nonblocking shared-memory switch 

System processar IBM Power PC 405GP, 200 MHz CPU 

ANSI Fibre Channel protocol FC-PH (Fibre Channel Physical and 
Signaling Interface standard) 

Modes of operation Fibre Channel Class 2, Class 3, and Class F 

Fabric initialization Complies with FC-SW 5.0 

Internet protocol (IP) over Fibre Channel Complies with FC-IP 2.3 of the FCA profile 
(FC-IP) 

Aggregate switch inputloutput (1/0) Per port: 4 Gbps, running at 2 Gbps, full 
bandwidth duplex 

Per 16-port card: 64 Gbps, ali 16 ports at 2 
Gbps, full duplex 

Port-to-port latency Less than 2 microseconds with no contention 
(destination port is free) 

Data transmission range . Up to 500 m (1625 ft) for short wavelength 
opticallink . Up to 1 O km (32 820 ft) for long 
wavelength optical link 

lmmunity . I EC 61000-4-2 Severity Levei 3 for 
Electrostatic Discharge 

11::\J UI uuu-.. -u vt::Vt::l lY L.t::Vt::l ..J IUI 

Radiated Fields . IEC 61000-4-4 Severity Levei 3 for Fast 
Transients . IEC 61000-4-5 Severity Levei 3 for Surge 
Voltage . IEC 61000-4-6 Conducted Emissions . IEC 61000-4-11 Voltage Variations 
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Tab/e 21 . General specifications (continued) 

Specification Description 

Acoustics When measured in ElA 4 of a 36 ElA 
TotaiStorage rack, with front cover, and rear 
cover with acoustic baffle, declared sound 
power is LwAd = 7.5 B, average bystander 
sound pressure is LpA = 59 dBA. 

Routing capacity A minimum aggregate routing capacity of 
four million trames per second is provided for 
Class 2, Class 3, and Class F trames in a 
64-port switch. 

Regulatory specifications 
The 2109 Model M12 is certified for the regulatory specifications that are listed in 
Table 22. 

Tab/e 22. Regulatory specifications 

Country or Safety specification EMC specification 
region 

Cana da CSA 22.2 No. 60950 Third Ed. ICES-003 Class A 

United States UL 60950 Third Ed., lnfo. Tech. Equip. FCC Part 15, Subpart B, 
(CFR title 47) Class A 

Japan IEC 60950+A1+A2+A3+A4+A11 VCCI V-3/2000.04, Class 
A 

lnternational IEC 60950+A 1 +A2+A3+A4+A 11 CISPR22 Class A 

Norway Nemko IEC 60950+A1+A2+A3+A4+A11 

(CB Repor!) 
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Table 22. Regulatory specifications (continued) 

Country or Safety specification EMC specification 
region 

European Union 73/23/EEC based on compliance to 89/336/EEC 

' 
(Austria, EN 60950:92 +A 1 :93+A2:93+A3:95+ EN 55022:1998 Class A 
Belgium, 
Denmark, A4:96+A 11 :97 (CB report inclusive of county EN 55024 (lmmunity) 
Finland, France, deviations); TUV-GS (Germany) 
Germany, EN 60825-1:1994/A11, -2 

Greece, lreland, EN 61 000-4-2 Severity 
ltaly, 
Luxembourg, 

Levei 3 for Electra Static 

Netherlands, 
Discharge 

Portugal, Spain, EN 61000-4-3 Severity 
Sweden, United Levei 3 for Radiated 
Kingdom) Fields 

EN 61000-4-4 Severity 
Levei 3 for Electrical Fast 
Transients 

EN 61000-4-5 Severity 
Levei 3 for Surge Voltage 

EN 61000-4-6 Conducted 
Emissions 

EN 61 000-4-8 Magnetic 
Fields 

EN 61 000-4-11 Line 
lnterruption 

Taiwan BSMI Certification CNS 
13438 

Australia and AS/NZS 3548:1995 Class 
New Zealand A (radio interference) 

The 2109 Model C36 is certified for the following regulatory specifications: 

• IEC 60950/EN 60950 Third Ed. 

• CSA 60950-00/ANSI-UL 60950 Third Ed. 

• CE (7/23/EEC based on EN 60950 Third Ed. ; 89/336/EEC) 

POST and Boot specifications 
The Model M12 performs a POST by default each time that you power on (cold 
boot) o r restart o r reset the chassis. You can restart the Model M 12 with the 
switchreboot command , the reboot command, or the fastboot command. The 
fastboot command restarts the switches without running POST. lf you restart the 
active CP card, it fails over to the standby CP card . 

Monitoring POST results 
You can monitor the success and failure of the diagnostic tests that are run during 
POST through LED activity, the errar log, or a command line interface. POST 
requires a minimum of 3 minutes to complete , however the time might vary 
depending on the devices that are connected to the 2109 Mod~~-- _
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Boot 

POST performs the following steps: 

1 . Runs preliminary POST diagnostics 

2. lnitializes the operating system 

3. lnitializes the hardware 

4. Runs diagnostic tests on severa! functions, including circuitry, port functionality, 
ability to send and receive trames, ali aspects of memory, parity, statistics 
counters, and serialization 

Boot completes in a minimum of 3 minutes if you run a POST. In addition to POST, 
boot includes the following steps after the POST completes: 

1 . Configures the universal port 

2. lnitializes the links 
3. Analyzes the fabric. lf any ports are connected to other switches, the switch 

participates in a fabric configuration . 

4. Obtains a domain ID for the switch and assigns port addresses 

5. Constructs unicast routing tables 

6. Enables normal port operation 
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Appendix 8. Parts information 

This appendix contains detailed drawings, field replaceable unit (FRU) part 
numbers, and part descriptions for a 2109 Model C36 with Model M12 . 

Covers 

SJ000670 

lndex number FRU part number Units per assembly Description 

1 18P2120 1 Front door 

2 31L7547 2 Hinge, front door 

'l ~1JR<;QL1 L1 Screw. front hinne 

4 31L7545 1 Latch, front door 

5 31L7540 2 Screw, front door 
latch 

6 11 P0724 1 Rear door (black) 

7 05N6478 2 Side panel (black) 

· -·~----, 
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~~Earthquake brace 

~~cf 

lndex number FRU part number Units per assembly Description 

05N4697 1 Earthquake brace kit 

1 Reference only 1 Bracket 

2 Reference only 2 Hinge 

3 Reference only 1 Spacer 

4 Reference only 7 Screw 

5 Reference only 1 Bolt 

6 Reference only 1 Latch plate 
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Blank fillers 

SJ000672 

lndex number FRU part number Units per assembly Description 

1 97H97S4 As needed 1 U (black) filie r snap 

2 97H97SS As needed 3U (black) filler snap 

18P226S As needed 1 U bolt in pane I kit, 
(black) 

3 Reference only 1 Panel (1 U kit) 

4 Reference only 2 MS X 14 Hex screw 
(1 u kit) 

s Reference only 2 M5 nut clip (1 U kit) 

18P2233 As needed 3U bolt in panel kit, 
(black) 

6 Reference only 1 Panel (3U kit) 

17 I~ r.nl A uh )( 14 hP.x ~r.rP.w 

(3U kit) 

8 Reference only 4 MS nut clip (3U kit) 



Stabilizers 

lndex number FRU part number Units per assembly 

31L8305 1 

1 Reference only 2 

2 Reference only 4 
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-z:s~; 

'• . 

Rear of 
Rack 

SJ000673 

Description 

Stabilizer kit (black) 

Bracket 

MB X 25 screw, 
button head socket • 
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Leveling feet 

Power cords 

SJ000674 

lndex number FRU part number Units per assembly Description 

1 Reference only 4 Jam nut 

2 Reference only 4 Leveller 

3 31L8313 1 Wrench 

1 2 3 4 5 6 

SJ000675 



......... ... . 

. ~C)Ql 

114 
.. 
: .. 
\3 

lndex number FRU part Units per Country or region 
number assembly 

1 11F0113 1 U.S. Standard, type 12 plug, L6-30P 
twist-lock connector, 14 ft cord 

30 A, single phase 

U.S.A., Canada 

Anguilla, Antigua, Cape Verde lslands, 
Cayman lslands, French Polynesia, 
Honduras, Montserrat, St. Kitts and Nevis, 
Tortola 

1 11F0114 1 U.S., Chicago, type 12 plug, L6-30P 
twist-lock connector, 6 ft cord 

30 A, single phase 

Chicago, lllinois, U.S.A. 

1 11 F0115 1 AFE, type 12 plug, L6-30P twist-lock 
connector, 14 ft cord 

30 A, single phase 

Argentina, Bahamas, Bangladesh, 
Barbados, Bermuda, Bolivia, Chile, China, 
Colombia, Costa Rica, Dominican 
Republic, Ecuador, El Salvador, 
Guatemala, Guyana, Honduras, Hong 
Kong S.A.R. of China, lndia, lndonesia, 
Jamaica, Japan, Macau S.A.R. of China, 
Malaysia, Mexico, Myanmar, Netherlands 
Antilles, Panama, Peru, Philippines, 
Singapore, Sri Lanka, Suriname, Taiwan, 
Thailand, Trinidad, Venezuela 

N/ A 18P2257 1 Universal without wall plug connector 
(non-US or Canada) 

3 11 F01 06 1 30 A, single phase, PDL connector 

Wilco WP, type PDL plug, 14 ft cord 

Austral ia 

3 11 F0107 1 30 A, single phase, PDL connector 

Wilco WP, type PDL plug, right angle, 14 ft 
cord 

New Zealand ' 
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lndex number FRU part Units per Country or region ·-.• ... ...... . 
number assembly 

4 31F4466 1 32 A, single phase, three pin connector 

IEC 309, type 46 connector {2 power + 

ground), 14 ft cord 

Belgium, Bahrain, Botswana, Brazil , Egypt, 
Ethiopia, France, Ghana, Germany, 
Greece, lceland, lraq, lreland, ltaly, Jordan, 
Kenya, Kuwait, Lebanon, Malawi, Nigeria, 
Norway, Oman, Qatar, Saudi Arabia, Spain, 
Sudan, Tanzania, Uganda, United 
Kingdom, United Arab Emirates, Zaire, 
Zambia, Zimbabwe 

N/A (See 18P2257 1 Switzerland 
Note) 

6 87G6067 1 30 A, single phase 

Type KP connector, right angle, 14 ft cord 

Korea 

Note: lnstall according to the national electrical code of the specific country or region. 

Cabinet parts list 
Table 23 lists the items that are supplied with the 14U chassis mount kit. 

Table 23. ltems supplied with the 14U chassis mount kit 

Item No . Description Quantity 

1 Left mount shelf bracket 1 

2 Right mount shelf bracket 1 

3 Left upper mount bracket assembly, 1 
containing: 

3a Left upper mount bracket {flat) 1 

3b Left upper mount bracket 1 
(L-shaped) 

3c Screw 2 

4 Right upper mount bracket 1 
assembly, containing: 

4a Right upper mount bracket (flat) 1 

4b Righi upper mount bracket 1 
\L.._,HC>tJvUJ 

4c Screw 2 

5 1 0-32 x 5/16-in. Phillips flathead 8 
screw 

6 10-32 x 5/8 in. Phillips panhead 4 
screw with washer 

7 10-32 clip nut (package of 20; only 20 
four are required) 



Table 23. ltems supplied with the 14U chassis mount kit (continued} 

Item No. Description Ouantity 

8 1/4-20 x 1/2 in. Phillips panhead 16 
screws, with lock washer 

Discard the following 

9 1 0-32 retainer nuts 4 

10 1/4-20 x 1/2 in. Phillips panhead 16 
screws with glue 

11 0.375 in. square washers 16 

12 8-32 x 5/16 in. Phillips flathead 8 
screws 

Power distribution unit (PDU) 

o e 
SJ000652 

Figure 57. Front view of the PDU 
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SJ000653 

Figure 58. Top view of the PDU 

FRU part number Units per assembly Description 

32P1077 2 each 

24P6847 2 each 

21 09 Model M12 parts list 

FRU part number Units per assembly 

18P5017 4 each 

18P5032 1 each 

18P5034 4 each 

18P5035 2 each 

18P5037 3 each 

18P5039 3 each 

18P5126 1 each 

11 RP!11 ::>R 1 P.ilr.h 

18P5130 1 each 

18P5131 1 each 

PDU, Winchester (PDU 
chassis) 

Power cord, PDU 

Description 

Switch blade, 16 port, 2 GB 

Chassis door 

Filler panel, switch blade, 16 por!, 2 GB 

Blade, control processar 

Power supply, 180 - 264 V ac, 1 000 watts 

Blower assembly 

Rear LED status panel card 

~nassis linclu_djl1a the backolane blower 
and power supply backplane, ac and blower 
harness) 

Rear WWN bezel 

Tray, cable rnanagement 

--- ·~---·- · •t 
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Appendix C. Blank planning worksheets 

This appendix contains the following blank worksheets that you can use when you 
plan the installation of a 2109 Model C36 with Model M12: 

• Planning worksheet 

• Port configuration worksheet 

• Zone definition worksheet 

• Zone configuration worksheet 

Make as many copies of the blank worksheets as you need to plan the installation 
of your switches. Give your system administrator copies of the completed 
worksheets . 

Planning worksheet 
Table 24. Planning worksheet 

Item Description 

Firmware levei 

Firmware location: 

Server name 

Username 

Directory 

Switch name 

Domain ID 

FCnetiD (Fibre Channel IP address) 

FC netmask 

WWN 

Role 

Syslog daemon IP address 

Users defined - access levei 

SNMP information: 

System description 

System contacts 

System location 

Event trap levei O - 5 

Enable authentication traps 

HVV commun1ty stnng 

AO community string 

Trap recipients IP address 

License keys 

© Copyright IBM Corp. 2002, 2003 



Port configuration worksheet 
Table 25. Port configuration worksheet 

Port Device Device port Cable Port Notes Cable 
number na me length type number 

o 
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 
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Table 26. Zone definition worksheet 

Zone member type Zone member Zone configuration Comments 
(switch, port, na me 
WWN) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

~ ,_,~~- 3 6 g l-,/.· 
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Zone configuration worksheet 
Table 27. Zone configuration worksheet 

Zone member type Zone Zone configuration Connects to 
(switch, port, WWN) member na me 

Port (10, P) 

Port (10, P) 
\ 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 

Port (10, P) 
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Notices 

This information was developed for products and services offered in the U. S. A . 

IBM may not offer the products, services, or features discussed in this document in 
other countries. Consult your local IBM representativa for information on the 
products and services currently available in your area. Any reference to an IBM 
product, program, or service is not intended to state or imply that only that IBM 
product, program, or service may be used. Any functionally equivalent product, 
program, or service that does not infringe on any IBM intellectual property right may 
be used instead. However, it is the user's responsibility to evaluate and verify the 
operation of any non-IBM product, program, or service . 

IBM may have patents or pending patent applications covering subject matter 
described in this document. The furnishing of this document does not give you any 
license to these patents. You can send license inquirias, in writing to: 

IBM Director ot Licensing 
IBM Corporation 
North Castle Drive 
Armonk, N. Y. 10504-1785 
U.S.A. 

The following paragraph does not apply to the United Kingdom or any other 
country where such provisions are inconsistent with local law: 
INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS 
PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS 
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES 
OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A 
PARTICULAR PURPOSE. Some states do not allow disclaimer of express or 
implied warranties in certain transactions, therefore, this statement may not apply to 
you . 

This information could include technical inaccuracies or typographical errors . 
Changes are periodically made to the information herein ; these changes will be 
incorporated in new editions of the publication. IBM may make improvements and/or 
changes in the product(s) and/or the program(s) described in this publication at any 
time without notice. 

Any references in this information to non-IBM Web sites are provided for 
convenience only and do not in any manner serve as an endorsement of those 
Web sites. The materiais at those Web sites are not part of the materiais for this 
IBM product and use of those Web sites is at your own risk . 

IBM may use or distribute any of the mformaflon you supply m any way 1t believes 
appropriate without incurring any obligation to you . 

. ---·--·-··, 
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The following terms are trademarks of the lnternational Business Machines 
Corporation in the United States, other countries, or both : 

IBM 
TotaiStorage 

Microsoft, Windows, and Windows NT are trademarks of Microsoft Corporation in 
the United States, other countries, or both. 

UNIX is a registered trademark of The Open Group in the United States and other 
countries. 

Other company, product, or service names may be trademarks or service marks of 
others. 

Electronic emission statements 
This section gives the electronic emission notices or statements for the United 
States and other countries. 

Federal Communications Commission (FCC) statement 
This equipment has been tested and found to comply with the limits for a class A 
digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to 
provide reasonable protection against harmful interference when the equipment is 
operated in a commercial environment. This equipment generates, uses, and can 
radiate radio frequency energy and, if not installed and used in accordance with the 
instruction manual, may cause harmful interference to radio communications. 
Operation of this equipment in a residential area is likely to cause harmful 
interference, in which case the user will be requi red to correct the interference at 
his own expense. 

Properly shielded and grounded cables and connectors must be used in arder to 
meet FCC emission limits. IBM is not responsible for any radio or television 
interference caused by using other than recommended cables and connectors or by 
unauthorized changes or modifications to this equipment. Unauthorized changes or 
modifications could void the user's authority to operate the equipment. 

This device complies with Part 15 of the FCC Rules. Operation is subject to the 
following two conditions: (1) this device may not cause harmful interference, and (2) 
this device must accept any interference received, including interference that may 
cause undesired operation. 

lndustry Canada compliance statement 
Avis de conformite a la reglementation d'lndustrie Canada: Cet appareil 
numerique de la classe A est conform a la norme NMB-003 du Canada. 

Chinese Class A compliance statement 

Attention: This is a Class A statement In a domestic environment, this product 
might cause radio interference in which case the user might be required to take 
adequate measures. 
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European Community compliance statement 
This product is in conformity with the protection requirements of EC Council 
Directive 89/336/EEC on the approximation of the laws of the Member States 
relating to electromagnetic compatibility. IBM cannot accept responsibility for any 
failure to satisfy the protection requirements resulting from a non-recommended 
modification of the product, including the fitting of non-IBM option cards . 

This product is in conformity with the EU council directive 73/23/EEC on the 
approximation of the laws of the Member States relating to electrical equipment 
designed for use within certain voltage limits. This conformity is based on 
compliance with the following harmonized standard: EN60950. 

This product has been tested and found to comply with the limits for class A 
lnformation Technology Equipment according to European Standard EN 55022. The 
limits for class A equipment were derived for commercial and industrial 
environments to provida reasonable protection against interference with licensed 
communication equipment. 

Attention: This is a class A product. In a domestic environment, this product may 
cause radio interference in which case the user may be required to take adequate 
measures . 

Where shielded or special cables (for example, cables fitted with ferrites) are used 
in the test to make the product comply with the limits: 

Properly shielded and grounded cables and connectors must be used in arder to 
reduce the potential for causing interference to radio and TV communications and 
to other electrical or electronic equipment. Such cables and connectors are 
available from IBM authorized dealers. IBM cannot accept responsibility for any 
interference caused by using other than recommended cables and connectors . 

Germany compliance statement 
Zulassungsbescheinigung laut Gesetz ueber die elektromagnetische 

Vertraeglichkeit von Geraeten (EMVG) vom 30. August 1995 . 

Dieses Ge1aet ist berechtigt, in UebereiAstimmung mit dem deutschen EMVG das 

EG-Konformitaetszeichen - CE - zu fuehren . 

Der Aussteller der Konformitaetserklaeung ist die IBM Deutschland . 

lnformationen in Hinsicht EMVG Paragraph 3 Abs. (2) 2: 

Das Geraet erfuellt die Schutzanforderungen nach EN 50082-1 und EN 55022 
Klasse A. 



EN 55022 Klasse A Geraete beduerfen folgender Hinweise: 

Nach dem EMVG:-IPI 

"Geraete duerfen an Orten, fuer die sie nicht ausreichend entstoert sind, nur mit 
besonderer Genehmigung des Bundesministeriums fuer Post und 
Telekommunikation oder des Bundesamtes fuer Post und Telekommunikation 
betrieben werden. Die Genehmigung wird erteilt, wenn keine elektromagnetischen 
Stoerungen zu erwarten sind." (Auszug aus dem EMVG, Paragraph 3, Abs.4) 

4 

4 

Dieses Genehmigungsverfahren ist nach Paragraph 9 EMVG in Verbindung mit der 4 
entsprechenden 4 

Kostenverordnung (Amtsblatt 14/93) kostenpflichtig. 4 

Nach der EN 55022: 

"Dies ist eine Einrichtung der Klasse A. Diese Einrichtung kann im Wohnbereich 
Funkstoerungen verursachen. in diesem Fali kann vom Betreiber verlangt werden, 
angemessene Massnahmen durchzufuehren und dafuer aufzukommen." 

Anmerkung: 

Um die Einhaltung des EMVG sicherzustellen, sind die Geraete wie in den 
Handbuechern angegeben zu installieren und zu betreiben. 

Japanese Voluntary Control Council for lnterference (VCCI) class 1 
statement 
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Korean Government Ministry of Communication (MOC) statement 
Please note that this device has been approved for business purposes with regard 
to electromagnetic interference. lf you find that this is not suitable for your use, you 
may exchange it for one with a non-business use. 

Taiwan class A compliance statement 
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Glossary 

This glossary provides definitions for the Fibre 
Channel and switch terminology used for the IBM 
2109 Model M12. This glossary also provides 
definitions for the Fibre Channel and switch 
terminology used for the IBM Total8torage 8AN 
Cabinet 2109 Model C36. 

This glossary defines technical terms and 
abbreviations used in this document. lf you do not 
find the term you are looking for, see the IBM 
Glossary of Computing Terms located at 
www.ibm.com/networking/nsg/nsgmain.htm 

This glossary also includes terms and definitions 
from: 

lnformation Technology Vocabulary by 
8ubcommittee 1, Joint Technical Committee 1, 
of the lnternational Organization for 
8tandardization and the lnternational 
Electrotechnical Commission (180/IEC 
JTC1/8C1 ). Definitions are identified by the 
symbol (I) after the definition; definitions taken 
from draft international standards, committee 
drafts, and working papers by 180/IEC 
JTC1/8C1 are identified by the symbol (T) after 
the definition, indicating that final agreement 
has not yet been reached among the 
participating National Bodies of 8C1 . 

• IBM Glossary of Computing Terms. New York: 
McGraw-Hill , 1 994. 

The following cross-reference conventions are 
used in this glossary: 

See Refers you to (a) a term that is the 
expanded form of an abbreviation or 
acronym, o r (b) a synonym or more 
preferred term . 

See also 
Refers you to a related term. 

Bb/1 Ob encoding. An encoding scheme lha! converts 
each 8-bil byte 1nto 1 O bits. Osed to balance ones and 
zeros in high-speed transports 

16-port card. The Fibre Channel port card provided 
with lhe 2109 Model M12. Contains 16 ports and lhe 
corresponding light-emitting diodes (LEDs). See also 
port card. 

access control list (ACL). Enables an organization to 
bind a specific worldwide name (WWN) to a specific 
switch port or set of ports, preventing a port in another 
physical location from assuming the identity of a real 

© Copyright IBM Corp. 2002, 2003 

WWN. Can also reter to a list of lhe read/write access 
of a particular community string. See also device 
connection contrais . 

account levei switches. Switches that have four login 
accounts into lhe operating system (in descending 
order): root, factory, admin, and user. See also admin 
account . 

ACL. See access controllist. 

address identifier. A 24-bit or 8-bit value used to 
identify the source or destination of a trame . 

admin account. A login account intended for use by 
the customer to control switch operation. See also 
account levei switches. 

alias. An alternate name for an element or group of 
elements in the fabric. Aliases can be used to simplify 
the entry of port numbers and worldwide names 
(WWNs) when creating zones. 

alias address identifier. An address identifier 
recognized by a port in addition to its standard identifier . 
An alias address identifier can be shared by multiple 
ports. 

alias AL_PA. An arbitrated loop physical address 
(AL_PA) value recognized by a loop port (L_port) in 
addition to lhe AL_PA assigned to lhe port. See also 
arbitrated loop physica/ address. 

alias server. A fabric software facility that supports 
multicast group management. 

AL_PA. See arbitrated /oop physical address. 

American National Standards lnstitute (ANSI). The 
governing body for Fibre Channel standards in lhe 
U.S.A. 

ANSI. See American National Standards lnstitute. 

API. See application programming interface. 

application programming interface (API). A defined 
protocol that allows applications to interface with a set 
of services 

application-specific integrated circuit (ASCI). In 
computer chip design, an integrated circuit created by 
first mounting an array of unconnected logic gates on a 
substrate and !ater connecting these gates in a 
particular configuration for a specific application. This 
design approach allows chips for a variety of 
applications to be made from the same generic gate 
array, thereby reducing production costs 

ARB. See arbitrate primitive-signak-- ~---.. ~ - -~ 
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élr'~it~ate primitive signal (ARB). A primitive signal 
ihat is transmitted as the fill word by a loop port (L_port) 
·tÓ indicate that the L_port is arbitrating to access to the 
loop. Applies only to the arbitrated loop topology. 

arbitrated loop. A shared 100 MBps Fibre Channel 
transport structured as a loop and supporting up to 126 
devices and one fabric attachment. A port must 
successfully arbitrate before a circuit can be 
established. 

arbitrated loop physical address (AL_PA). An 8-bit 
value used to uniquely identify an individual port within 
a loop. A loop can have one or multiple AL_PAs. 

arbitration wait timeout value (AW_TOV). The 
minimum time an arbitrating loop port (L_port) waits for 
a response before beginning loop initialization. 

area number. A number that is assigned to each 
potential port location in the switch. Used to distinguish 
ports that have the same port number but are on 
different port cards. 

ASIC. See application-specific integrated circuit. 

asynchronous transfer mode (ATM). A broadband 
technology for transmitting data over local area 
networks (LANs) or wide area networks (WANs), based 
on relaying cells of fixed size. Providas any-to-any 
connectivity, and nodes can transmit simultaneously. 

ATM. See asynchranous transfer made. 

auto-negotiate speed. Process that allows two 
devices at either end of a link segment to negotiate 
common features, speed (for example, 1 Gbps or 2 
Gbps) and functions. 

autoranging. A power supply that accommodates 
different input voltages and line frequencies. 

autosense. Process during which a network device 
automatically senses the speed of another device. 

AW_TOV. See arbitration wait timeaut value. 

backup FCS switch. The switch or switches assigned 
as backup in case the primary fabric configuration 
server (FCS) switch fails. See also fabric canfiguration 
server switch and primary FCS switch. 

bandwidth. (1) The total transmission capacity of a 
cable, link, or system. Usually measured in bits per 
second (bps). (2) The range of transmission frequencies 
available to a network. See also throughput. 

basic inputloutput system (BIOS). Code that controls 
basic hardware operations, such as interactions with 
diskette drives, hard disk drives, and the keyboard. 

BB_credit. See buffer-to-buffer credit. 

-·· 

beacon. When ali the port light-emitting diodes (LEDs) 
on a switch are set to flash from one side of the switch 
to the other, to enable identification of an individual 
switch in a large fabric. A switch can be set to beacon 
by Telnet command or through Web Tools. 

beginning running disparity. The disparity at the 
transmitter or receiver when the special character 
associated with an ordered set is encoded or decoded. 
See also disparity. 

BER. See bit errar rate. 

BIOS. See basic inpuVoutput system. 

BISR. Built-in self-repair. 

bit error rate (BER). The rate at which bits are 
expected to be received in error. Expressed as the ratio 
of error bits to total bits transmitted. See also errar. 

blade. One component in a system that is designed to 
accept some number of components (blades). Blades 
could be individual servers that plug into a 
multiprocessing system or individual port cards that add 
connectivity to a switch. A blade is typically a hot 
swappable hardware device. See 16-part card. 

blind-mate connector. A two-way connector used in 
some switches to provide a connection between the 
system board and the power supply. 

block. As applies to fibre channel, upper-level 
application data that is transferred in a single sequence. 

bloom. Application-specific integrated circuit (ASIC) 
technology that the 2109 Model M12 is based on. 

boot flash. Flash memory that stores the boot code 
and boot parameters. The processar runs its first 
instructions from boot flash . Data is cached in random 
access memory (RAM). 

boot monitor. Code used to initialize the control 
processar (CP) environment after powering on. 
ldentifies the amount of memory available and how to 
access it, and retrieves information about system buses. 

British thermal unit (BTU). A measurement of heat 
produced in one hour. 

broadcast. The transmission of data from a single 
source to ali devices in the fabric, regardless of zoning. 
See also multicast and unicast. 

BTU. See British thermal unit. 

buffer-to-buffer credit. The number of trames that 
can be transmitted to a directly-connected recipient or 
within an arbitrated loop. Determined by the number of 
receive buffers available. See also buffer-ta-buffer flow 
contra/. 
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buffer-to-butfer flow control. Management of lhe 
trame transmission rale in either a point-to-point 
topology or in an arbitrated loop. See also 
buffer-to-buffer credit. 

CAM. Content addressable memory. 

cascade. Two or more interconnected Fibre Channel 
switches that can build large fabrics. Switches can be 
cascaded up to 239 switches, with a recommended 
maximum of seven inter-switch links (no path longer 
than eight switches). See also fabric and inter-switch 
link. 

central processing unit (CPU). A pari of a computer 
that includes the circuits that control the interpretation 
and execution of instructions. A CPU in lhe circuitry and 
storage that executes instructions. Traditionally, the 
complete processing unit was often regarded as the 
CPU, whereas today the CPU is often a microchip. In 
either case, lhe centrality of a processar or processing 
unit depends on the configuration ot lhe system or 
network in which it is used. 

chassis. The metal trame in which the switch and 
switch components are mounted. 

circuit. An established communication path between 
two ports. Consists of two virtual circuits capable of 
transmitting in opposite directions. See also link . 

class 1. Service that provides a dedicated connection 
between two ports (also called connection-oriented 
service), with notification of delivery or nondelivery. 

class 2. Connectionless service between ports with 
notification of delivery or nondelivery . 

class 3. Connectionless service between ports without 
notification of delivery. Other than notification, lhe 
transmission and routing of class 3 trames is the same 
as class 2 trames . 

class F. Connectionless service for inter-switch contrai 
traffic. Provides notification of delivery or nondelivery 
between two expansion ports (E_ports) . 

class of service. A specitied set ot delivery 
characteristics and attributes for trame delivery. 

CLI. See command /ine interface. 

CMI. Contrai message interface. 

comma. A unique pattern (either 1100000 or 0011111) 
used in 8b/1 Ob encoding to specify character alignment 
within a data stream. See also K28.5 . 

command Jine interface (CLI). Interface that depends 
entirely on the use of commands, such as through 
Telnet or simple network management protocol (SNMP), 
and does not involve a graphical user interface . 

~-- ........ 
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community (SNMP). A relationship between a si~>: ·~~ ", 
network management protocol (SNMP) agent anda set.._ ____ -
of SNMP managers that defines authentication, access 
contrai , and proxy characteristics . 

compact flash. Flash memory that stores lhe run-time 
operating system and is used like hard disk storage. Not 
visible within the memory space ot the processar. Data 
is stored in file system formal. Also called user flash . 

control processar (CP). The central processing unit 
that provides ali contrai and management functions in a 
switch . 

control processar card (CP card). The central 
processing uni! of the 2109 Model M12, which contains 
two contrai processar (CP) card slots to provide 
redundancy. Provides Ethernet, serial , and modem ports 
with lhe corresponding light-emitting diodes (LEDs). 

core switch. A switch whose main task is to 
interconnect other switches. Also referred to as a 
backbone switch. See also edge switch. 

CP. See contra/ processar. 

CP card. See contra/ processar card . 

CPLD. Complex programmable logic device . 

CPU. See central processing unit. 

CRC. See cyclic redundancy check. 

credit. When applied to a switch, the maximum 
number of receive buffers provided by a fabric port 
(F _port) or tabric loop port (FL_port) to its attached 
node port (N_port) or nade loop port (NL_port), 
respectively, such that the N_port or NL_port can 
transmit trames without over-running the F _port o r 
FL_port. 

CSA. Canadian Standards Association. 

cut-through. A switching technique that allows the 
route for a trame to be selected as soon as lhe 
destination address is received. See also route . 

cyclic redundancy check (CRC). A check for 
transmission errors included in every data trame . 

data communications equipment (DCE) port. A port 
that is capable of interfacing between a data terminal 
equipment (DTE) port and a transmission circuit. DCE 
devices with an RS-232 (or EIA-232) port interface 
transmit on pin 3, and receive on pin 2. See also data 
terminal equipment {OTE} port. 

data rate. The rale at which data is transmitted or 
received from a device. lnteractive applications tend to 
require a high data rale, while bâtch applications can 
usually tolerate lower data ~ates.;.___ __ _ ~ 
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d;:~ta terminal equipment (DTE) port. A port that is 
·. ·capable of interfacing to a transmission circuit through a 

connection to a data communications equipment (DCE) 
port. DTE devices with an RS-232 (or EIA-232) port 
interface transmit on pin 3, and receive on pin 2 in a 
9-pin connector (reversed in 25-pin connectors). See 
also data communications equipment (DCE) port. 

DB-9 connector. A 9-pin version of the RS-232C port 
interface. 

DCC. A de converter. 

DCE port. See data communications equipment (DCE) 
port. 

DOR. Double data rale. See data rate. 

defined zone configuration. The complete se! of ali 
zone objects that are defined in the fabric. The defined 
configuration can include multiple zone configurations. 
See also enabled zone configuration and zone 
configuration. 

device. Hosts and storage that connect to a switch. 
Example devices are servers, redundant array of 
independent disks (RAIO) arrays, and tape subsystems. 

device connection controls. Enables organizations to 
bind an individual device port to a set of one or more 
switch ports. Device ports are specified by a worldwide 
name (WWN) and typically represent host bus adapters 
(HBAs) (servers). See also access control/ists. 

DID. The 3-byte destination ID of the destination 
device, in the OxDomainAreaALPA formal. 

direct memory access (DMA). The transfer of data 
between memory and an input/output device without 
processar intervention. 

disparity. The relationship of ones and zeros in an 
encoded character. Neutra/ disparity means an equal 
number of each, positive disparity means a majority of 
ones, and negative disparity means a majority of zeros. 

DLS. See dynamic /oad sharing. 

DMA. See direct memory access. 

DNS. Distributed name server. 

domain_ID. Unique identifier for the switch in a fabric. 
Usually automatically assigned by the switch, but can 
also be assigned manually. Can be any value between 
1- 239. 

ORAM. See dynamic random access memory. 

DTE por!. See data terminal equipment (DTE) port. 

dual fabric. Two identical fabrics lha! allow 
redundancy in the evént that one fabric fails. Use a dual 
fabric for mission criticai applications. 

dual-fabric SAN. A storage area network (SAN) that is 
composed of two independent fabrics. Synonymous with 
multi-fabric SAN. The two-fabric architecture makes 
dual-fabric SANs redundant. 

DWDM. Dense wavelength digital multiplexing. 

dynamic load sharing (DLS). Dynamic distribution of 
traffic over available paths. Allows for recomputing of 
routes when a fabric port or fabric loop port (Fx_port) or 
expansion port (E_port) changes status. 

dynamic random access memory (ORAM). A 
storage in which lhe cells require repetitive application 
of contrai signals to retain stored data. 

edge fabric. A single fabric that uses two or more 
switches as a core to interconnect multiple edge 
switches. Synonymous with dual-core fabric. See also 
resilient core. 

edge switch. A switch whose main task is to connect 
nades into the fabric. See also core switch. 

E_D_TOV. See error detect timeout value. 

EE_credit. See end-to-end credit. 

effective zone configuration. The particular zone 
configuration that is currently in effect. Only one 
configuration can be in effect at once. The effective 
configuration is built each time a zone configuration is 
enabled. 

ElA. Electronic lndustry Association. 

ElA rack. A storage rack that meets the standards set 
by the Electronics lndustry Association (ElA). 

electromagnetic compatibility (EMC). The design 
and test of products to meet legal and corporate 
specifications dealing with the emissions and 
susceptibility to frequencies in the radio spectrum. 
Electromagnetic compatibility is the ability of various 
electronic equipment to operate properly in the intended 
electromagnetic environment. 

electromagnetic interference (EMI). Waves of 
electromagnetic radiation, including but not limited to 
radio frequencies, generated by the flow of electric 
current. 

electrostatic discharge (ESD). The flow of current 
that results when objects having a static charge come 
into close enough proximity to discharge. 

ELP. Extended link parameters. 

ELWL. See extra long wavelength. 

EMC. See electromagnetic compatibility. 

EMI. See electromagnetic interference. 
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enabled zone configuration. The currently enabled 
configuration of zones. Only one configuration can be 
enabled at a time. See also defined zone configuration 
and zone configuration. 

end port. A port on an edge switch that connects a 
device to the fabric . 

end-to-end credit (EE_credit). The number of receive 
buffers allocated by a recipient port to an originating 
port. Used by class 1 and class 2 services to manage 
the exchange of trames across the fabric between 
source and destination . See also end-to-end flow contra/ 
and buffer-to-buffer credit. 

end-to-end flow contrai. Governs flow of class 1 and 
class 2 trames between node ports {N_ports) . See also 
end-to-end credit . 

E_port. See expansion port . 

errar. As applies to fibre channel, a missing or 
corrupted trame, timeout, loss of synchronization, or 
loss of signal {link errors) . See also loop failure. 

errar detect timeout value {E_D_lOV). The time that 
the switch waits for an expected response before 
declaring an error condition . Adjustable in 1 
microsecond increments from 2 - 1 O seconds. 

ESD. See e/ectrostatic discharge. 

exchange. lhe highest levei Fibre Channel 
mechanism used for communication between node 
ports (N_ports). Composed of one or more related 
sequences, and can work in either one or both 
directions . 

expansion port {E_port). A port is designated an 
expansion port (E_port) when it is used as an 
inter-switch expansion port to connect to the E_port of 
another switch, to build a larger switch fabric. 

Extended Fabrics. A feature that runs on Fabric 
operating system (OS) and allows creation of a Fibre 
Channel fabric interconnected over distances of up to 
1 00 km {62.14 mi). 

extra long wavelength (ELWL). Laser Jight with a 
periodic length greater than 1300 nm (for example, 
1420 or 1550). ELWL Jasers are used to transmit Fibre 
Ctlarmel data over distanoes greater than 1 O km . .A.Iso 
known as XLWL. 

fabric. A network that uses high-speed fibre 
connections to connect switches, hosts, and devices. A 
fabric is an active, intelligent, nonshared interconnect 
scheme for nodes . 

Fabric Access. Allows the application to control the 
fabric directly for functions such as discovery, access 
(zoning) management, performance, and switch control. 
Consists of a host-based library that interfaces lhe 
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application to switches in the fabric over an out-of:~an~ .. _ _... / , 
TCP/IP connection or in-band using an JP-capable hàst_ · . : •.. /' 
bus adapte r (HBA). ··-'"·· ·• 

Fabric Assist. A feature that enables private and 
public hosts to access public targets anywhere on the 
fabric, provided they are in the same Fabric Assis! zone. 

fabric configuration server (FCS) switch. One or 
more designated switches that store and manage the 
configuration and security parameters for ali switches in 
the fabric. FCS switches are designated by worldwide 
name (WWN), and the Jist of designated switches is 
communicated fabric-wide . See also backup FCS 
switch, primary FCS switch. 

fabric login (FLOGI). lhe process by which a device 
gains access to the fabric. 

fabric loop port (FL_port). A fabric port that is loop 
capable . Used to connect node Joop ports (NL_ports) to 
the switch in a Joop configuration. 

Fabric Manager. A feature that allows the storage 
area network (SAN) manager to monitor key fabric and 
switch elements, making it easy to quickly identify and 
escalate potential problems. lt monitors each element 
for out-of-boundary values or counters and providos 
notification when defined boundaries are exceeded. The 
SAN manager can configure which elements, such as 
error, status, and performance counters, are monitored 
within a switch. 

fabric mode. One of the modes for a loop port 
(L_port) . An L_port is in fabric mode when it is 
connected to a port that is not loop capable and is using 
fabric protocol. See also /oop port and loop mode . 

fabric name. The unique identifier assigned to a fabric 
and communicated during login and port discovery . 

Fabric OS. An operating system made up of two 
software components: the firmware that initializes and 
manages the switch hardware, and diagnostics. 

fabric port (F _port). A port that is able to transmit 
under fabric protocol and interface over links. Can be 
used to connect a node port {N_port) to a switch. See 
also fabric /oop port and Fx_port. 

Fabric Watch. A feature that runs on Fabric operating 
system (OS) and allmvs monitoring and eonfiguration of 
fabric and switch elements . 

failover. The act that causes control to pass from one 
redundant uni! to another. 

FAN. Fabric address notification. 

FC. See fibre channel. 

FCA. See Fibre Channel ar/;Jitrated IOQRL- - - ·1 
' D ()C ,.,o Q'l. /?~05 . lj\j I 

FC-AL. See Fibre Channel /rarb!trate ' li;!< . oc ;.)c-
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FC-AL-3. The Fibre Channel Arbitrated Loop standard 
defined by ANSI. Defined on top of the FC-PH 
. standards. 

FCC. Federal Communications Commission. 

FC-FLA. The Fibre Channel Fabric Loop Attach 
standard defined by ANSI. 

FCMGMT. Fibre Alliance Fibre Channel Management. 

FCP. See Fibre Channel protocol. 

FC-PDLA. The Fibre Channel Private Loop Direct 
Attach standard defined by ANSI. Applies to the 
operation of peripheral devices on a private loop. 

FC-PH-1 ,2,3. The Fibre Channel Physical and 
Signaling Interface standards defined by ANSI. 

FC-PI. The Fibre Channel Physical Interface standard 
defined by ANSI. 

FCS switch. See fabric configuration seNer switch. 

FC-SW-2. The second generation of the Fibre Channel 
Switch Fabric standard defined by ANSI. Specifies tools 
and algorithms for the interconnection and initialization 
of Fibre Channel switches in order to create a 
multiswitch Fibre Channel fabric. 

tibre channel (FC). A technology for transmitting data 
between computer devices at a data rate of up to 4 
Gbps. lt is especially suited for attaching computer 
servers to shared storage devices and for 
interconnecting storage controllers and drives. 

Fibre Channel arbitrated loop (FC-AL). A standard 
defined on top of the FC-PH standard. lt defines the 
arbitration on a loop where severa! FC nodes share a 
common medium. 

Fibre Channel protocol (FCP). The protocol for 
transmitting commands, data, and status using Fibre 
Channel FC-FS exchanges and information units. Fibre 
channel is a high-speed serial architecture that allows 
either optical or electrical connections at data rates from 
265 Mbps up to 4-Gbps. 

Fibre Channel service (FS). A service that is defined 
by Fibre Channel standards and exists at a well-known 
address, For example, the Simple Name Server is a 
Fibre Channel service. See also Fibre Channel seNice 
protoco/. 

Fibre Channel service protocol (FSP). The common 
protocol for ali fabric services, transparent to the fabric 
type or topology. See also Fibre Channel seNice. 

Fibre Channel shortest path tirst (FSPF). A routing 
protocol used by Fibre Channel switches. 

Fibre Channel transport. A protocol service that 
supports communication between Fibre Channel service 
providers. See also Fibre Channel seNice protoco/ . 

tield replaceable unit (FRU). An assembly that is 
replaced in its entirety when any one of its components 
fails. In some cases, a field replaceable unit can contain 
other field replaceable units. 

File Transfer protocol (FTP). In Transmission Control 
protocol/lnternet protocol (TCP/IP), an application 
protocol used for transferring files to and from host 
computers. 

fill word. An IDLE or ARB ordered set that is 
transmitted during breaks between data trames to keep 
the Fibre Channel link active. 

tirmware. The basic operating system provided with 
the hardware. 

FLA. Fabric loop attach. 

flash partition. Two redundant usable areas, called 
partitions into which firmware can be downloaded in the 
2109 Model M12. 

FLOGI. See fabric login. 

FL_port. See fabric loop port. 

F _port. Se e fabric port. 

trame. The Fibre Channel structure used to transmit 
data between ports. Consists of a start-ot-trame 
delimiter, header, any optional headers, the data 
payload, a cyclic redundancy check (CRC), and an 
end-ot-frame delimiter. There are two types ot trames: 
link contrai trames (transmission acknowledgements, 
and so on) and data trames. 

trame delimiter. A part of an ordered set that marks 
trame boundaries and describes trame contents. See 
also ordered set. 

FRU. See field replaceable unit. 

FS. See Fibre Channel seNice. 

FSP. See Fibre Channel seNice protocol. 

FSPF. See Fibre Channel shortest path first. 

FTP. See File Transfer protoco/. 

tull duplex. A mode of communication that allows the 
same port to simultaneously transmit and receive 
trames. See also half duplex. 

Fx_port. A fabric port that can operate as either a 
fabric port (F _port) or fabric loop port (FL_port). See 
also fabric port and fabric loop port. 
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gateway. Hardware that connects incompatible 
networks by providing the necessary translation for both 
hardware and software . 

GBIC. See gigabit interface converter . 

Gbps. Gigabits per second . 

GBps. Gigabytes per second. 

generic port (G_port). A generic port that can operate 
as either an expansion port (E_port) ora fabric port 
(F _port). A port is defined as a G_port when it is no! yet 
connected or has no! yet assumed a specific function in 
the fabric. 

gigabit interface converter (GBIC). A removable 
serial transceiver module designed to provide gigabaud 
capability for fibre channel (FC) and other products that 
use the same physical layer. 

gigabit switch. A 16-port, Fibre Channel gigabit 
switch . 

G_port. See generic port . 

half duplex. A mode of communication that allows a 
port to either transmit or receive trames at any time, but 
not simultaneously (with the exception of link control 
trames, which can be transmitted at any time) . See also 
fui/ duplex. 

hard address. The arbitrated loop physical address 
(AL_PA) that a node loop port (NL_port) attempts to 
acquire during loop initialization . 

hardware translative mode. Method for achieving 
address translation. The two hardware translative 
modes that are available to a Quickloop-enabled switch 
are standard translative mode and Quickloop mode. 
See also standard translative mode and QuickLoop 
mode . 

HBA. See host bus adapter. 

heartbeat. Through clustering software, lhe application 
server continually communicates with the clustered 
spare using network heartbeats to indicate to the other 
machines that everything is operating correctly. This 
heartbeat is typically carried over a dedicated network 
for clustering traffic. In cases of a problem (for example, 
a software crasb ao lhe operational server or a 
hardware component failure) , a heartbeat link indicates 
to lhe olher server lhal something has failed or is 
otherwise inoperalive. lf that heartbeat is lost, the spare 
server takes over the function provided by the 
application service. Depending on the cluslering 
software, either the enlire server or only specific 
services on lhe server can be failed over or failed back. 

high availability. An attribule of the switch that 
identifies it as being capable of operating well in excess 
of 99 percent of the time. High Availability is typically 

·· ?~~ 
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identified by the number of nines in that percentage. Fór ·,, ... _ 
example, a switch that is rated at tive nines would be ''-.. - ' · 
capable of operating 99.999 percent of the time without ···-····---~ ­
failure. 

high port count fabric. A fabric containing 1 00 o r 
more ports . 

host bus adapter (HBA). The interface card between 
a server or workstation bus and the Fibre Channel 
network. 

hot pluggable. A field replaceable uni! (FRU) 
capability that indicates it can be extracted or installed 
while customer data is otherwise flowing in the chassis . 

hub. A Fibre Channel wiring concentrator that 
collapses a loop topology into a physical star topology . 
Nodes are automatically added to the loop when active 
and removed when inactive . 

IC bus. A serial, 2-wire bus used to monitor field 
replaceable unit (FRU) temperatures and control the 
system including blade power control. 

ID. ldentification. 

IDB. Interface descriptor block. 

IDLE. Continuous transmission of an ordered set over 
a Fibre Channel link when no data is being transmitted, 
to keep the link active and maintain bit, byte, and word 
synchronization. 

IEC. lnternational Electrotechnical Commission. 

IETF. Internet Engineering Task Force . 

information unit (lU). A set of information as defined 
by either upper-level process protocol definition or 
upper-lever protocol mapping . 

initiator. A server or workstation on a Fibre Channel 
network that initiates communications wilh slorage 
devices. See also target. 

in-order delivery (100). A parameter lhal, when set, 
guarantees thal trames are either delivered in order or 
dropped. 

integrated fabric. The fabric created by six switches 
cabled together and configured to handle traffic as a 
seamless group. 

Internet protocol (IP). In lhe Internet suite of 
protocols, a connectionless protocol that routes data 
through a nelwork or interconnected networks and acts 
as an intermediary between the higher protocol layers 
and the physical network . 

inter-switch link (ISL). A Fibre Channel link that 
connects two switches (a link from the expansion port 
(E_port) of one switch to ~~~ E_~.rt o aaother.}.·l 

ROS n° 03/2005 ~ í.~ ~: I 
::1 1 · , ' (YR. ' ~ l~ · 
q~ .. J Gtr4ry \ 133 ....__ \ 

~ ~~, 0~---- ~ 

12 3698_ \ · 
L------~·- ·-· 



IP. See internet protocol. 

IPA. lnitial process associator. 

ISL. See inter-switch link. 

ISL Trunking. A feature that enables distribution of 
traffic over the combined bandwidth of up to four 
inter-switch links (ISLs) (between adjacent switches), 
while preserving in-order delivery. A set of trunked ISLs 
is called a trunking group; each port employed in a 
trunking group is called a trunking port. See also master 
port. 

isolated E_port. An expansion port (E_port) that is 
online but not operational between switches due to 
overlapping domain ID or nonidentical parameters such 
as error delay timeout values (E_D_ TOVs). See also 
expansion port. 

lU. See information unit. 

1<28.5. A special 1 O-bit character used to indicate the 
beginning of a transmission word that performs fibre 
channel contrai and signaling functions . The first seven 
bits of the character are lhe comma pattern. See also 
comma. 

kernel flash. Flash memory that stores the bootable 
kernel code and is visible within the memory space of 
the processar. Data is stored as raw bits. 

key pair. In public key cryptography, a pair of keys 
consisting of a public and private key of an entity. The 
public key can be publicized, but the private key must 
be kept secret. 

LAN. See local area network. 

latency. The period of time required to transmit a 
trame, from the time it is sent until it arrives. 

LED. See light-emitting diode. 

light-emitting diode (LED). A semiconductor chip that 
gives otf visible or infrared light when activated. 

link. As applies to fibre channel, a physical connection 
between two ports, consisting of both transmit and 
receive fibers. See also circuit. 

link services. A protocol for link-related services. 

LIP. See loop initialization primitive. 

LM_ TOV. See loop master timeout value. 

local area network (LAN). A computer network 
located on a user's premises within a limited 
geographical area. (T) 

logical unit number (LUN). An identifier used on a 
small computer systems interface (SCSI) busto 
distinguish among up to eight devices (logical units) with 
the same SCSI ID. 

long wavelength (LWL). A type of fiber optic cabling 
that is based on 1300 mm lasers and supports link 
speeds of 1.0625 Gbps. Can also reter to the type of 
GBIC or SFP. See also short wavelength. 

loop. A configuration of devices that are connected to 
the fabric by way of a fabric loop port (FL_port) 
interface card. 

loop circuit. A temporary bidirectional communication 
path established between loop ports (L_ports). 

loop failure. Loss of signal within a loop for any 
period of time, or loss of synchronization for longer than 
the timeout value. 

loop_ID. A hexadecimal value representing one of lhe 
127 possible arbitrated loop physical address (AL_PA) • 
values in an arbitrated loop. · .~ 

loop initialization. The logical procedure used by a 
loop port (L_port) to discover its environment. Can be 
used to assign arbitrated loop physical address (AL_PA) 
addresses, detect loop failure, or reset a node. 

loop initialization primitive (LIP). The signal used to 
begin initialization in a loop. lndicates either loop failure 
or resetting of a node. 

looplet. A set of devices connected in a loop to a port 
that is a member of another loop. 

loop master timeout value (LM_ TOV). The minimum 
time that the loop master waits for a loop initialization 
sequence to return . 

loop mode. One of the modes for a loop port (L_port) . 
An L_port is in loop mode when it is in an arbitrated 
loop and is using loop protocol. An L_port in loop mode 
can also be in participating mode or nonparticipating 
mode. See also loop port, fabric mode, participating c=­
mode, and nonparticipating mode. 

loop port (L_port). A node port (NL_port) or fabric 
port (FL_port) that has arbitrated loop capabilities. An 
L_port can be either in fabric mode or loop mode. See 
also fabrie mede , loop mod8, nonparticipating mod8, 
and participating mode. 

loop port state machine (LPSM). The logical entity 
that performs arbitrated loop protocols and defines lhe 
behavior of loop ports (L_ports) when they require 
access to an arbitrated loop. 

L_port. See loop port. 

LPSM. See loop port state machine. 

LSR. Link state record. 

13~; _:'"/~ ftaiSto'T'dg~ SAN Cabine! 2109 Model C36 with Model M12: lnstallation and Service Guide 

--;;·~ 



• • • • • • • • • • • • • • • • :G 
• • • • • • • • • • • :o 
• • • • • • • • • • • • • • 

LSU. Link state update. 

LUN. See lagica/ unit number . 

LWL. See lang wavelength. 

MAC. Media access controller . 

management information base (MIB). A simple 
network management protocol (SNMP) structure to help 
with device management, providing configuration and 
device information . 

master port. As relates to trunking, the port that 
determines the routing paths for ali traffic flowing 
through the trunking group. One of the ports in the first 
inter-switch link (ISL) in lhe trunking group is designated 
as the master port for that group. See also ISL 
Trunking. 

MIB. See management informatian base. 

modem serial port. The upper serial port on the 
control processo r card (CP card) of lhe 21 09 Model 
M12. Can be used to connect the CP card to a modem 
with a standard 9-pin modem cable. Consists of a DB-9 
connector wired as an RS-232 device, and can be 
connected by serial cable to a data communications 
equipment (DCE) device. A Hayes-compatible modem 
or Hayes-emulation is required. The device name is 
ttyS 1. See also data cammunicatians equipment part 
and terminal serial port . 

multicast. The transmission of data from a single 
source to multiple specified nade ports {N_ports), as 
opposed to ali the ports on lhe network. See also 
braadcast and unicast . 

multimode. A fiber optic cabling specification that 
allows up to 500 m {1640.5 ft) between devices . 

name server. Frequently used to indicate Simple 
Name Server. See also simple name seNer. 

NEMA. National Electrical Manufacturers Association. 

Nl_port. See nade laap port. 

NMS. Network Management System. 

node. A Fibre Channel device that contains a node 
port (N port) or node loop port (NL port) . 

node Joop port (Nl_port). A node port that is loop 
capable. Used to connect an equipment port to the 
tabric in a loop configuration through a fabric loop port 
(FL_port) . 

node name. The unique identifier for a node, 
communicated during login and port discovery. 

node port (N_port). A nade port that is not loop 
capable. Used to connect an equipment port to the 
fabric . 

.... ~:'~~;~.....,_ 
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nonparticipating mode. A mode in which a loop '{!_ol1'- " 
(L_port) in a loop is inactive and cannot arbitrate or ·· ~·-·· -- · 
send trames, but can retransmit any received 
transmissions. This mode is entered if there are more 
than 127 devices in a loop and an arbitrated loop 
physical address (AL_PA) cannot be acquired. See also 
participating mode. 

nonvolatile random access memory (NVRAM). 
Random access memory (storage) that retains its 
contents after the electrical power to lhe machine is 
shut off. A specific part of NVRAM is set aside for use 
by the system AOS for lhe boot device list. 

N_port. See nade part . 

NVRAM. See nanvalatile randam access memary . 

Nx_port. A node port that can operate as either a 
node port (N_port) or node loop port (NL_port) . See 
also nade part and nade laap part. 

operating system (OS). A collection of system 
programs that contrai the overall operation of a 
computer system . 

ordered set. A transmission word that uses Bb/1 Ob 
mapping and begins with the K28.5 character. Ordered 
sets occur outside of trames, and include trame 
delimiters, primitive signals, and primitive sequences . 
Ordered sets are used to differentiate Fibre Channel 
contrai information from data trames and to manage the 
transpor! of trames. See also trame delimiter, primitive 
signal, and primitive sequence. 

OS. See aperating system. 

packet. A set of information transmitted across a 
network. See also trame . 

participating mode. A mode in which a loop port 
(L_port) in a loop has a valid arbitrated loop physical 
address (AL_PA) and can arbitrate, send trames, and 
retransmit received transmissions. See also 
nanparticipating made. 

path selection. The selection of a transmission path 
through the fabric. Switches use the Fibre Channel 
shortest path first (FSPF) protocol. 

PCI. Peripheral control interconnect. 

PDU. Power distribution unit. 

Performance Monitoring. A feature that provides 
error and performance information to the administrator 
and user for use in storage management. 

phantom address. An arbitrated loop physical 
address (AL_PA) value that is assigned to a device that 
is not physically in the loop. Also known as phantom 
AL_PA. 
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· . .. \~ .phantom device. A device that is not physically in an 
·,_ · .arbitrated loop, but is logically included through the use 

·--·-··- .. 
of a phantom address. 

PLDA. See private loop direct attach. 

PLOGI. See port /ogin. 

PMC. PCI mezzanine card. 

P/N. Part number. 

point-to-point. A Fibre Channel topology that employs 
direct links between each pair of communicating 
entities. 

port cage. The metal casing extending out of the 
optical port on the switch, and in which the gigabit 
interface converter (GBIC) or small form-factor 
pluggable (SFP) can be inserted. 

port card. A Fibre Channel card that contains optical 
or copper port interfaces, and acts like a switch module. 
See also 16-port card. 

port login (PLOGI). The port-to-port login process by 
which initiators establish sessions with targets. See also 
fabric login. 

port module. A collection of ports in a switch. 

port_name. The unique identifier assigned to a Fibre 
Channel port. Communicated during login and port 
discovery. 

POST. See power-on self-test. 

power-on self-test (POST). A series of diagnostics 
that are automatically run by a device when the power 
is turned on. 

primary FCS switch. Primary fabric configuration 
server switch. The switch that actively manages the 
configuration and security parameters for ali switches in 
the fabric. See also backup FCS switch and FCS 
switch. 

primitive sequence. A part of an ordered set that 
indicates or initiates port states. See also ordered set. 

primitive signal. A part of an ordered set that 
indicates events. See also ordered set. 

principal switch. The switch that assumes the 
responsibility to assign domain lOs. The role of principal 
switch is negotiated after a "build fabric" event. 

private device. A device that supports arbitrated loop 
protocol and can interpret 8-bit addresses, but cannot 
log into the fabric. 

private loop. An arbitrated loop that does not include 
a participating fabric loop port (FL_port) . 

private loop direct attach (PLDA). A subset of fibre 
channel standards for the operation of peripheral 
devices. 

private NL_port. A node loop port (NL_port) that 
communicates only with other private NL_ports in the 
same loop and does not log into the fabric. 

protocol. A defined method and a set of standards for 
communication. 

public device. A device that supports arbitrated loop 
protocol , can interpret 8-bit addresses, and can log into 
the fabric. 

public loop. An arbitrated loop that includes a 
participating fabric loop port (FL_port), and can contain 
both public and private node loop ports (NL_ports). 

public NL_port. A node loop port (NL_port) that logs 
into the fabric, can function within either a public or 
private loop, and can communicate with either private or 
public NL_ports. 

quad. A group of four adjacent ports that share a 
common pool of trame buffers. 

Quickloop. (1) A feature that makes it possible to 
allow private devices within loops to communicate with 
public and private devices across the fabric through the 
creation of a larger loop. (2) The arbitrated loop created 
using this software. A Quickloop can contain a number 
of devices or looplets; ali devices in the same 
Quickloop share a single arbitrated loop physical 
address (AL_PA) space. 

Quickloop mode. A hardware translative mode that 
allows private devices to communicate with other private 
devices across the fabric. See also hardware trans/ative 
mode and standard translative mode. 

RAIO. See redundant array of independent disks. 

RAM. See random access memory. 

RAN. Remote Asynchronous Notification. oe 
random access memory (RAM). A temporary storage 
location in which the central processing unit (CPU) 
stores and executes its processes. 

R A TOV See resource allocatjon timeout vaú1e 

read only memory (ROM). Memory in which stored 
data cannot be changed by the user except under 
special conditions. 

receiver ready (R_RDY). A primitive signal indicating 
that the port is ready to receive a trame. 

reduced instruction set computer (RISC). A 
computer that uses a small, simplified set of frequently 
used instructions for rapid processing. 
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redundant array af independent disks (RAIO). A 
collection of disk drives that appear as a single volume 
to the server and are fault tolerant through mirroring or 
parity checking. 

registered state change natificatian (RSCN). A 
switch function that allows notification of fabric changes 
to be sent from the switch to specified nodes . 

remate fabric. A fabric that spans across wide area 
networks (WANs) by using protocol translation (a 
process also known as tunneling) such as fibre channel 
over asynchronous transfer mode (ATM) or fibre 
channel over Internet protocol (IP). 

remate procedure call (RPC). A facility that a client 
uses to request the execution of a procedure call from a 
serve r . 

Remote Switch. A feature that runs on Fabric 
operating system (OS) and enables two fabric switches 
to be connected over an asynchronous transfer mode 
(ATM) connection. This requires a compatible Fibre 
Channel to ATM gateway, and can have a distance of 
up to 1 O km (6.214 mi) between each switch and the 
respective ATM gateway . 

request rate. The rate at which requests arrive at a 
servicing entity. See also servíce rate . 

resilient core. A single fabric that uses two ar more 
switches as a core to interconnect multiple edge 
switches. Synonymous with dual-core fabric . 

resaurce allacatian timeout value (R_A_ TOV). Used 
to time out operations that depend on the maximum 
possible time that a trame can be delayed in a fabric 
and still be delivered. This value is adjustable in one 
microsecond increments from 1 O - 120 seconds. 

resource recover timeout value (AR_ TOV). The 
minimum time a target device in a loop waits after a 
loop initialization primitive (LIP) before logging aut a 
small computer systems interface (SCSI) initiator. See 
also errar detect timeout value and resource allocation 
tímeout value. 

RISC. See reduced instruction set computer . 

RLS prabing. Read link status of the arbitrated loop 
physical addresses (AL_PAs) . 

ro. Read only . 

ROM. See read only memory . 

raute. As applies to a fabric, the communication path 
between two switches. Can also apply to the specific 
path taken by an individual trame, from source to 
destination. See also Fibre Channel shortest path first . 

routing. The assignment of trames to specific switch 
ports, according to trame destination. 

.~~ . lb ' . 
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RPC. See remate procedure cal/ . 

R_RDY. See receíver ready. 

RR_ TOV. See resource recovery timeout va/ue . 

RS-232 port. A port that conforms to a set of Electrical 
lndustries Association (ElA) standards. Used to connect 
data terminal equipment (DTE) and data 
communications equipment (DCE) devices for 
communication between components, terminais, and 
modems. See also 08-9 connector, DCE port, and DTE 
port. 

RSCN. See regístered state change notífícation . 

RSH. Remote shell. 

RTC. Real time clock. 

rw. Read-write. 

SAN. See storage area network. 

SAN island. A group of storage devices and servers 
connected to switches in a fabric. 

SC. Standard connector. 

SCSI. See sma/1 computer systems interface. 

SCSI Enclosure Services (SES). A subset of the 
small computer systems interface (SCSI) protocol used 
to monitor temperature, power, and fan status for 
enclosure devices. 

SDRAM. See synchronous dynamíc random access 
memory. 

Secure Fabric OS. An optionally-licensed software 
product that runs on top of the Fabric OS and provides 
customizable security restrictions through local and 
remote management channels on a switch. 

secure sockets layer (SSL). A security protocol that 
provides communication privacy. SSL enables 
client/server applications to communicate in a way that 
is designed to prevent eavesdropping, tampering, and 
message forgery. 

sequence. A group of related trames transmitted in the 
same direction between two node ports (N_ports). 

SERDES. Serializer/deserializer. 

service rate. The rate at which an entity can service 
requests. See also request rate. 

SES. See SCSI Enclosure Services. 

SFP. See sma/1 form-factor pluggable. 

short wavelength (SWL). A type of fiber optic cabling 
that is based on 850 mm I§~ s aQd-Supp01t s +:0625 
Gbps link speeds. Can ald rJ5r ~~ ~r?_\Yi!?~ of(gig 
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SID. The 3-byte source ID of the originator device, in 
the OxDomainAreaALPA format. 

SID-DID. Source identifier-destination identifier. 

SIMMS. Single in-line modules. 

simple name server (SNS). A switch service that 
stores names, addresses, and attributes for up to 15 
minutes, and provides them as required to other devices 
in the fabric. SNS is defined by Fibre Channel 
standards and exists at a well-known address. Can also 
be referred to as directory service. See also Fibre 
Channel service. 

simple network management protocol (SNMP). In 
the Internet suite of protocols , a network management 
protocol that is used to monitor routers and attached 
networks. SNMP is an application layer protocol. 
lnformation on devices managed is defined and stored 
in the application's Management lnformation Base 
(MIB). 

single mode. The fiber optic cabling standard that 
corresponds to distances of up to 1 O km {6.214 mi) 
between devices. 

small computer systems interface (SCSI). A parallel 
bus architecture and a protocol for transmitting large 
data blocks up to a distance of 15 - 25 m {49 - 82 ft). 

small form-factor pluggable (SFP). An optical 
transceiver used to convert signals between optical fiber 
cables and switches. 

SMJ. Special memory interface. 

SNJA. Storage Network lndustry Association. 

SNMP. See simple network management protocol. 

SNMPv1. The original standard for SNMP, now labeled 
v1. 

SNS. See simple name server. 

SOF. Start-of-frame. 

SSL. See secure sockets /ayer. 

standard translative mode. A hardware translative 
mode that allows public devices to communicate with 
private devices across the fabric. See also hardware 
translative mode and QuickLoop mode. 

storage area network (SAN). A network of systems 
and storage devices that communicate using Fibre 
Channel protocols. See also fabric. 

subordinate switch. Ali switches in the fabric other 
than the principal switch. See also principal switch. 

switch. Hardware that routes trames according to 
Fibre Channel protocol and is controlled by software. 

switch name. The arbitrary name assigned to a 
switch. 

switch port. A port on a switch. Switch ports can be 
expansion ports (E_ports) , fabric ports (F _ports), or 
fabric loop ports (FL_ports). 

SWL. See short wavelength. 

synchronous dynamic random access memory 
(SDRAM). The main memory for the switch. Used for 
volatile storage during switch operation. 

Tachyon. A type of host bus adapter. 

target. A storage device on a Fibre Channel network. 
See also initiator. 

TCP. See transmission contra! protoco/. 

tenancy. The time from when a port wins arbitration in 
a loop until the same port returns to the monitoring 
state. Also referred to as loop tenancy. 

terminal serial port. The lower serial port on the 
control processar card (CP card) of the 2109 Model 
M12. This port sends switch information messages and 
can receive commands. Can be used to connect the CP 
card to a computer terminal. Has an RS-232 connector 
wired as a data terminal equipment (DTE) device, and 
can be connected by serial cable to a data 
communications equipment (DCE) device. The 
connector pins 2 and 3 are swapped so that a 
straight-through cable can be used to connect to a 
terminal. The device name is ttySO. Can also be 
referred to as the console port. See also DCE port, DTE 
port, and modem serial port. 

throughput. The rate of data flow achieved within a 
cable, link, or system. Usually measured in bits per 
second (bps). See also bandwidth. 

topology. As applies to fibre channel, the configuration 
of the Fibre Channel network and the resulting 
communication paths allowed. 

translative mode. A mode in which private devices 
can communicate with public devices across the fabric. 

transmission character. A 1 O-bit character encoded 
according to the rules of the Bb/1 Ob algorithm. 

Transmission Control protocol (TCP). A 
communications protocol used in the Internet and in any 
network that follows the Internet Engineering Task Force 
(IETF) standards for Internet protocol. 

transmission word. A group of four transmission 
characters. 
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trap (SNMP). The message sent by a simple network 
management protocol (SNMP) agent to inform lhe 
SNMP management station of a criticai errar. See also 
simple network management protocol. 

tunneling. A technique for enabling two networks to 
treat a transpor! network as though it were a single 
communication link or local area network (LAN) . 

Tx. Transmitted . 

U. Uni! of measure for rack-mounted equipment. 

UART. Universal Asynchronous Receiver Transmitter. 

UDP. See user datagram protocol. 

ULP. See upper-/evel protocol . 

ULP _ TOV. See upper-/evel timeout value . 

unicast. The transmission of data from a single source 
to a single destination. See also broadcast and 
multicast. 

universal port (U_port). A switch por! that can 
operate as a generic port (G_port) , expansion port 
(E_port) , fabric por! (F _port), or fabric loop port 
(FL_port) . A por! is defined as a U_port when it is not 
connected or has not yet assumed a specific function in 
the fabric. 

U_port. See universal port. 

upper-level protocol (ULP). The protocol that runs on 
top of Fibre Channel. Typical upper-level protocols are 
small computer system interface (SCSI), Internet 
protocol (IP), HIPPI, and IPI. 

upper-level timeout value (ULP _ TOV). The minimum 
time that a small computer system interface (SCSI) 
upper-level protocol (ULP) process waits for SCSI 
status before initiating ULP recovery. 

user datagram protocol (UDP). A protocol that runs 
on top of Internet protocol (IP) and provides port 
multiplexing for upper-level protocols. 

user flash. See compact flash. 

VC. See virtual circuit . 

vCCI. Voluntary Control Cooncll for ltlterference 

virtual circuit (VC). A one-way path between node 
ports {N_ports) that allows fractional bandwidth . 

WAN. See wide area network . 

WDM. Wave division multiplexing . 

well-known address. As pertaining to fibre channel, a 
logical address defined by the Fibre Channel standards 
as assigned to a specific function, and stored on the 
switch . 

. :·::~ 
LV ) .. . 

wide area network (WAN). A network that P~,d;l~e~ .. ! ' ;• 
communication services to a geographic area larger, ' 
than that served by a local area network or a , .. 
metropolitan network, and that can use or provide pllblic .. -
communications facilities. (T) 

workstation. A computer used to access and manage 
the fabric. Can also be referred to as a management 
station or host. 

worldwide name (WWN). Uniquely identifies a switch 
on local and global networks . 

World Wide Web (WWW). A network of servers that 
contain programs and files. Many of the files contain 
hypertext links to other documents available through the 
network. 

WWN. See worldwide name. 

WWW. See World Wide Web. 

XLWL. See extra long wavelength. 

zone. A set of devices and hosts attached to lhe same 
fabric and configured as being in the same zone. 
Devices and hosts within the same zone have access 
permission to others in the zone, but are not visible to 
any outside the zone. See also zoning . 

zone alias. An alias for a set of port numbers or 
worldwide names (WWNs). Zone aliases can be used to 
simplify the entry of port numbers and WWNs. For 
example, "host" could be used as an alias for a WWN of 
11 0:00:00:60:69:00:00:8a. 

zone configuration. A set of zones designated as 
belonging to the same zone configuration. When a zone 
configuration is in effect, ali valid zones in that 
configuration are also in effect. 

zone member. A port, node, worldwide name (WWN), 
or alias, which is par! of a zone . 

zone scheme. The levei of zoning granularity 
selected. For example, zoning can be done by switch or 
port, worldwide name (WWN), arbitrated loop physical 
address (AL_PA), or a mixture. See also zone 
configuration . 

zone set. See zone configuration. 

Zoning. A feature that runs on Fabric operating 
system (OS) and allows partitioning of the fabric into 
logical groupings of devices. Devices in a zone can only 
access and be accessed by devices in the same zone. 
See also zone. 
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Readers' comments-we would like to hear from you 

IBM TotaJStorage SAN Cabinet 
2109 Model C36 with Model M12 
lnstallation and Service Guide 

Publication No. GC26-7467-03 

Overall, how satisfied are you with the information in this book? 

', 
· ·~ .......... .... ·-· . 

Very Satisfied Satisfied Neutral Dissatisfied Very Dissatisfied 
Overall satisfaction D o D o o 
How satisfied are you that the information in this book is: 

Very Satisfied Satisfied Neutral Dissatisfied Very Dissatisfied 
Accurate o o o o o 
Complete o o o o o 
Easy to find o o o o o 
Easy to understand o o o o o 
Well organized o o o o o 
Applicable to your tasks D o o o o 
Please tell us how we can improve this book: 
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About this Document 
This document lists interoperab/e environments and configurations for IBM Tota!Storage Enterprise Storage Server (ESS). 

The document is for informational and planning purposes on/y and may change at anytime. This version supersedes and 
replaces ali previous versions. The lates! version of this document is available at: 

http ://www. i bm _ com/storaqe/hardsoft/products/ess/supserver. htm 

Not ali combinations created from interoperable components are supported , nor wi/1 they necessarily function properly together. 
The customer is responsible for confirming that a specific configuration (i.e. server model, operating system levei , host adapter, 
and fabric product combination) is a valid and supported configuration by each of the vendors whose products are included in 
the configuration. 

This document is not intended to be the sole resource for configuration information , requirements, and prerequisites. Reler to 
ESS publications, vendor documentation, or your IBM Sales Representative or IBM Business Partner for additional information. 

End-of-Service I End-of-Support 
Throughout this document, this symbol-@- indicates that the product vendor has announced that they no longer provi de 
support for the product. /f problems are encountered with existing installations, you may be· required to update your configur 
to a supported levei before problem determination can take place. 

Request for Price Quotations (RPQ) 
/f a desired configuration is not represented in this document, a RPQ should be submitted to IBM to request approval. To submit 
a RPQ, contact your loca! IBM Storage Specialist or Business Partner. 

Examples of configurations supported via RPQ are available at: 
http :Uwww. storage. i bm. com/hardsoft/products/ess/additional confiq . html 

What's New 

This version is dated June 27, 2003 and has been updated as noted below. lt replaces the version dated May 13, 2003. Unless stated otherwise, 
these items require ESS LIC levei 2.2.0, or /ater. 

Servers 
• IBM BladeCenter (lntei(Linux and Windows)) 
• IBM TotaiStorage SAN Volume Controller 
• pSeries 615 Models 6C3 and 6E3 

Operatinq Systems Path Management and Clusterinq 
• UnitedLinux 1.0 (iSeries and pSeries): SuSE Enterprise Server 8 

• Windows 2003 SDD 
• zSenes: Adaed End-oi-SeNicê/End of-Sopport notatiOII for 

zSeries 0 /S leveis 
• zSeries Fibre Channel Protocol 
• zSeries : zNM Version 4 Release 3 

Host Adapters 

• Emulex LP9402DC and LP 9802: Added availability date for 
support on NetWare 

• IBM FC 6239 (pSeries) 

• SGI PCX-FC-20PT-B 

SAN Fabric 
• IBM RS/6000: Cisco MOS 9216 and 9509 

June 27, 2003 ESS lnteroperability Matrix Page 2 . . -~ 
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For convenience , the following tables summarize lhe interoperable environments and configurations for the ESS. Re~r to the 
individual server pages for additional information, including prerequisites and limitations. \ · \ 0 

\ . 
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CONFIGURATION PLANNING 

The ESS Technical Support Home Page contains links to publications, documentation, downloads , uti lities, and other 
resources. 

http :Ussddom02 .storaqe.ibm.com/techsup/webnav . nsf/support/21 05 

ESS Licensed Internai Code (LIC) 
This document contains references to minimum ESS LIC leveis. In many cases, the minimum levellisted does not represent the 
lates! available LIC levei. 

Customers are encouraged to keep their ESS at the latest LIC levei to take advantage of quality, reliability, and serviceability 
enhancements and to receive problem determination and fix support. 

ESS LIC Jevel1 .5.2 or later, is the currently recommended levei. 

Host Systems Attachment Guide 
The IBM Tota!Storage Enterprise Storage Server Host Systems Attachment Guide should be referenced to obtain detailed 
information on attaching servers to the ESS. 

Host Adapters 
This document contains only limited information regarding host adapter driver leveis and other prerequisites. Host adapter 
firmware, driver, and fix levei information is documented in the ESS Fibre Channel Host Bus Adapter (HBA) Support Matrix. This 
matrix can be found at: 

http:Ussddom02.storaqe.ibm.com/hba/hba support .pdf 

Additionally, review host adapter vendar documentation and web pages to obtain information regarding host adapter 
configuration planning, hardware and software requirements, driver leveis, and release notes. 

Emulex: http:ijwww.emulex.com/ts/dds.html 

JNI: http:ijvvww.jni.com/OEM/oem.cfm?ID=4 

Qlogic: http://vvww.qlogic.com/support/oem detail all.asp?oemid-22 

e: 

SAN Fabric Products r'A ~ 
Fabric product vendar documentation and web pages should be reviewed to obtain information regarding configuration planni~ 4 
hardware and software requirements, firmware and driver leveis, and release notes. 4 

IBM: 

INRANGE: 

McDATA: 

Cisco: 

vvww. i bm. com/storage/i bmsan/products/sanfabric. html 

www.inranqe.com/ibm/ 

vvww.mcdata.com/ibm/ 

www.cisco.com/qo/ibm/storage 

SAN Volume Controller 
The IBM SAN Volume Controller (IBM 2145 Modei4F2) is supported with the ESS Models F10, F20, and 800, and requires ESS 
LIC levei 2.2.0, or later. Reter to the following web page for specific interoperability information on the SAN Volume Controller: 

http://www.ibm.com/storaqe/support/2145 

' I ' 

~~, 2003 

~ ~ 
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... ·. . IBM SAN Data Gateway (SDG) 
, . ,.~......) ; 
·, ·,,~, 

The SAN Data Gateway (IBM 2108 Model G07) is supported with the ESS Models E10, E20, F10, and F20 for leg;ê;y ... t~sià'natior.is 
only. These instaliations are encouraged to migrate to native ESS Fibre Channel support. - ·· · 

The ESS Model 800 is not interoperable with the SDG . 

Subsystem Device Driver (SDD) 
The SDD provides load balancing and enhanced data availability capability in configurations with more than one 1/0 path 
between the host server and the ESS. Load balancing can reduce or eliminate 1/0 bottlenecks that occur when many 1/0 
operations are directed to common devices via the same 1/0 path. SDD also helps eliminate a potential single point of failure by 
automaticaliy rerouting 1/0 operations when a path failure occurs, thereby supporting enhanced data availability capability. The 
SDD is provided with the ESS at no additional charge . 

Reter to the individual server pages within this document for operating system levei requirements and for ESS LIC prerequisites . 

Reter to the IBM TotaiStorage Enterprise Storage Server Subsystem Oevice Oriver User's Guide for additional information . 

Additional SDD information is also available at: 

http://www.ibm.com/storaqe/support/techsup/swtechsup.nsf/support/sddupdates 

ESS Application Program Interface (ESS API) 
The ESS API can help simplify ESS administration and reduce the total cost of ownership by enabling ESS LUN management 
activities through implementation of the Storage Management lnitiative Specification (SMIS), 'Biuefin', as defined by the Storage 
Networking lndustry Association (SNIA). lt is implemented through the IBM TotaiStorage Common lnformation Model Agent (CIM 
Agent) for the ESS, a middleware application that provides a CIM-compliant interface. The ESS API and CIM Agent are provided 
with the ESS at no additional charge . 

Reter to the individual server pages within this document for operating system levei requirements and for ESS LIC prerequisites. 
While the CIM Agent is available for only selected operating system environments, it can be used to manage ali LUNs within an 
ESS . 

Reter to IBM TotaiStorage Common lnformation Model Agent for the Enterprise Storage Server: lnstaliation and Configuration 
Guide for additional information . 

ESS Command Line Interface (ESS CLI) 
The ESS CLI provides an alternate method to perform ESS logical configuration and storage management functions. With the 
ESS CLI, routine configuration and management tasks can now be automated through their incorporation into scripts and 
applications, helping to simplify ESS administration and thereby reducing the total cost of ownership. The ESS CLI is provided 
with the ESS at no additional charge. 

Reter to the individual server pages within this document for operating system levei requirements and for ESS LIC prerequisites. 
While the ESS CLI is available for only selected operating system environments. it can be used to manage ali LUNs within an ESS . 

Reter to IBM TotaiStorage Enterprise Storage Server Command Line Interfaces User's Guide for additional information . 

Copy Serv1ces Command L1ne Interface (CS CLI) 
The CS CLI enables open systems hosts to invoke and manage FlashCopy and PPRC functions through batch processes and 
scripts . lt provides commands to query the status of ESS volumes and to execute copy services tasks that were previously 
created using the IBM TotaiStorage Enterprise Storage Server Specialist. The CS CLI is provided with the ESS at no additional 

charge . 

Reter to the individual server pages within this document for operating system levei requirements and for ESS LIC prerequisites . 

Reter to IBM TotaiStorage Enterprise Storage Server Command Line Interfaces User's Guide for additional information . 

Add itional CS CLI information is also available at: 

http ://ssddom02. storaqe. ibm. com/disk/ess/copyservices. html 

June 27. 2003 ESS lnteroperability Matrix 
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ESS COPY SERVICES 
·... . . . . ··., .... , .... 

··-·· ---·-·· ····-

FlashCopy 
FlashCopy provides a point-in-time copy capability for data on the ESS. FlashCopy is designed to create a physical point-in-time 
copy of the data. with minimal interruption to applications. and makes it possible to access both the source and target copies 
immediately. FlashCopy is an optional feature on the ESS. 

Extended Remote Copy (XRC) 
XRC is a combined hardware and software business continuance solution for the zSeries and S/390 environments designed to 
provide asynchronous mirroring between two ESSs at global distances. XRC is an optional feature on the ESS. 

Peer-to-Peer Remote Copy (PPRC) 
PPRC is a hardware-based business continuance solution designed to provide real-time mirroring of logical volumes within an 
ESS or to another ESS. PPRC is an optional feature on the ESS. 

IBM supports the use of PPRC in the following modes. Reler to Table 3 for ESS model support and LIC prerequisites. 

PPRC Synchronous Mode 
PPRC synchronous mode can be used for real-time data mirroring. In this mode, updates made on the primary ESS (local site) 
are synchronously shadowed to a secondary ESS (remate site). 

Since this is a synchronous operation, the distance between the primary and secondary ESS will affect the application response 
time. Therefore, when operating in this mode, PPRC has a standard maximum supported distance of 103 km between the 
primary and secondary ESS. 

PPRC synchronous mode can be used at distances beyond 103 km with prior approval from IBM. Approval can be requested 
by submitting a Request for Price Quotation (RPO). The RPQ should include information on distance between sites, the channel 
extension technology, the type of telecom line, the amount of network bandwidth, the ESS capacity, anda general description of 
the workload. 

Long Distance Data Copy I Migration 
PPRC can be used for long distance data copy or migration of static volumes. Static volumes are volumes that do not have write 
1/0 activity while the PPRC copy of data from the primary to the secondary is in progress. 

Since there is no write 1/0 activity while the PPRC data copy is in progress, the distance between the primary and secondary ESS 

• 

will not affect application response time. Therefore, when operating in this mode, PPRC can be used wi th much greater r--A_ , 

distances between the primary and secondary ESS (as compared to PPRC synchronous mode). \.__)W 

PPRC Extended Distance (PPRC·XD) 
PPRC-XD is a non-synchronous long distance copy option suitable for data migration and periodic offsite backup. 

W1lh a non-synchronous operallon, lhe d1stance between lhe pnmary and secondary ESS w1ll nave only a m1n1mal effect on the 
application response time. Therefore, PPRC-XD can operate at very long distances. 

Asynchronous Cascading PPRC 

Asynchronous Cascading PPRC can be used to create three-site or two-site long-distance remate copy solutions. With 
Asynchronous PPRC, the PPRC secondary volume (involved in a PPRC synchronous relationship) can also simultaneously serve 
as a PPRC primary volume in a PPRC Extended Distance (PPRC-XD) relationship to the remate site. 

~003 ESS lnteroperability Matrix Page 6 



, 

I o 

PPRC Channel Extension, DWDM, and Network Connectivity Options 

Distances beyand 103 km will require the use at channel extensian technalagy, and the channel extender vendar will determine 
the maximum distance supparted. The vendar shauld be cantacted for their distance capability, line quality requirements, and 
WAN attachment capabilities. 

IBM supports the use of the following products with PPRC: 
• ESCON directors 

• 

• 

Channel extenders 
• CNT UltraNet Storage Director 
• INRANGE 9801 Storage Networking System 
DWDMs (Dense Wave Division Multiplexers) 
• Cisco ONS 15540 
• IBM 2029 Fiber Saver 
• Nortel Networks OPT era Metro 5200 
• Norte I Networks OPT era Metro 5300 

Refer to Table 3 for ESS LIC prerequisites. Additionally, the product vendors should also be consulted regarding hardware and 
software prerequisites when using their products in an ESS PPRC configuration. IBM is not responsible for third-party products. 

When using PPRC with channel extenders , IBM supports the use of PPRC over ali the network technologies that are currently 
supported by the channel extender products, including Fibre Channel, Ethernet/IP, ATM-OC3, and T1/T3. Evaluation, 
qualification, approval, and support of PPRC configurations using channel extender products are the sole responsibility of the 
channel extender vendar. The vendar should be contacted for their distance capability, line quality requirements, and WAN 
attachment capabilities. 

Table 3: Minimum ESS LIC Leveis for PPRC 

ESS Model 800 

ESS Models F1 O and F20 

ESS Models E10 and E20 

CNT UltraNet Storage Director 

INRANGE 9801 Storage Networking 
System 

IBM 2029 Fiber Saver 

Cisco ONS 15540 

Nortel Networks OPTera Metro 5200 

Nortel Networks OPTera Metro 5300 

June 27, 2003 

PPRC 
Synchtonous 

,Node 

2.0.0 

1.3.0 

1.3.0 

1.5.2 

1.3.0 

1.3.0 

1.3.4.41 

130 

1.3.4.41 

!PPRC Long 'Distan~e 
Data ·éopy / !Nigratlon 

2.0.0 

1.5.0 

Not supported 

1.5.2 

1.5.0 

1.5.0 

1.5.0 

1.5.0 

1.5.0 

ESS lnteroperability Matrix 

PPRC•XD 

2.0.0 

1.5.2 

Notsupported 

1.5.2 

1.5.2 

1.5.2 

1.5.2 

1.5.2 

1.5.2 

----~·-- ·~--

As,ynchronous 
Cascadlng PPRC 

2.2.0 

2.2.0 

Not supported 

2.2.0 

2.2.0 

2.2.0 

2.2.0 

2.2.0 

2.2.0 
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SCSI 

Servers 

AviiON 

• 4900 

• 5000 

June 27. 2003 

Operating Systems 

DG/UX 

• 4.2 

Host Adapters 

Adaptec 

• AHA-2944UW 

• AHA-4944W 

ESS lnteroperability Matrix 

Fabric Support 

N/ A 

oc3 gB 
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DATA GENERAL SERVERS 

General notes: 

• ESS API - CIM Agent: 

• Not available for DG-UX 

• ESSCLI: 

• Not available for DG-UX. 

• CS CLI: 

• Not available for DG-UX. 

• SDD: 

• Not available for DG-UX. 

• Data General servers are not interoperable with the ESS Model 800. 

ESS lnteroperability Matrix Page 10 
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SCSI 

Se.rvws 

HP SeNer 

• rp5400 series 

• rp7400 

HP 9000 Enterprise SeNers 

• 0-Ciass 

• E-Ciass 

• G-Ciass 

• H-Ciass 

• 1-Ciass 

• K-Ciass 

• L-Ciass 

• N-Ciass 

• T-Ciass 

• V-Ciass 

• Enterprise Parallel SeNers 

Fibre Channel 

Servets 

HP SeNer 

• rp5400 series 

• rp7400 

o rp7410 
2 

• rp8400 
2 

• Superdome 
2 

HP 9000 Enterprise SeNers 

• 0-Ciass 

• K-Ciass 

• L-Ciass 

• N-Ciass 

• V-Ciass 

HEWLETT·PACKARD SERVERS - HP-UX 

Operatlng Systems 

HP-UX 

• 10.20 

• 11 .00 
• PVLINKS 
• MC/Serviceguard 11 .05/09 

1 

• 11 i 
o PVLINKS 
• MC/Serviceguard 11.12 

and 11.13 

Operating Systems 

HP-UX 

• 11.00 
o PVLINKS 
• MC/SeNiceguard 11.05/09 

1 

• 11 i 
o PVLINKS 
• MC/SeNiceguard 11.12, 

11.13, and 11 .14 

Host Adó!ipters 

Hewlett-Packard 

o A2969A 

• A4107A 

o A4800A 

• A5159A 

• 28696A 

Host Jldapters 

Hewlett -Packard 

o A3404A 

o A35918 

o A5158A 

o A6684A 

o A6685A 

o A6795A 
3 

N/A 
,r· 

:·JD~ c;! 4 5 

.Fabric Support 

Cisco 
3 

o MOS 9216 

• MOS 9509 

IBM 

~ 
~\ . . · :-

............... .. 

• 2109 Mudeis F16 and F32 
3 

• 2109 Mudei M12
3 

• 2109 Mudeis SOB and S16 

• 3534 Mudei FOB 
3 

INRANGE 

o FC/9000-64 
4 

• FC/9000-128 
4 

o FC/9000- 256 
5 

McOATA 

o E0-5000 

• ES-3016 and ES-3032 

• lntrepid 
• 6064 
• 6140

3 

• Splleleüll 
• 3216 

3 

• 3232 
3 

• 4500 
3 

1 MC/SeNiceguard 11 .05/09 can be used with only the K-Ciass, L-Ciass, N-Ciass, and V-Ciass servers . 
2 Requires ESS LIC levei 2.0.0, or later, for the ESS Mudei 800 and ESS LIC levei 2.1 .0, o r later, for the ESS Models F1 O and F20 . 
3 Requires ESS LIC levei 1.5.2, or later . 

• Requires ESS uc levei 1.3.2.50, or la ter. I RÓ~~;m;;;;;- ·--CNl 
' "''"''"' ESS uc ''""' 210, m '""' lm lho ESS MOdol 800, "d ESS LIC ''""' 1.5 2, m '""· lm lho ES ®"?'' F_10 00 me'% I .~ 

June 27, 2003 ESS lnteroperability Matrix ~s NO .uu r age 11 ~ 
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HEWLETT•PACKARD SERVERS - HP-UX 

General notes: 

• Fibre channel: 

• Requires ESS LIC levei 1.3.0, or /ater. 

• ESS API - CIM Agent: 

• Not available for HP-UX. 

• ESS CLI: 

• Available for HP-UX 11.0, or /ater. 

• Requires ESS LIC levei 2.1.0, or /ater. 

• Not available for the ESS Models E10 and E20. 

• CS CLI: 

• Availab/e for ali leveis of HP-UX. 

• HP-UX 11 i requires ESS LIC levei 1.5.2, or /ater . 

• SOO: 

• Not available for or interoperable with: 
• HP-UX 10.20. 
• HP-UX 11 32-bit. 
• HP-UX 11 i SCSI configurations. 
• MC/Serviceguard 

• HP-UX 11 i requires ESS LIC levei 1.5.2, or late r. 

• Multi-path support is natively available in HP-UX (PVLINKS). 

• The following items are not interoperable with the ESS Model 800: 

• Servers: 
• T-Ciass. 

• Operating systems: 
• HP-UX 10.20. 

• Host adapters: 
• HP A3404A and HP A3591 B. 

• The following items are not interoperable with ESS Models E10 and E20: 

• ESS CLI. 

• Servers: 
• rp5400, rp7400, rp7410, rp8400, and Superdome. 

• Host adapters: 
• HP A6795A 

• Fabric products: 
• Cisco MOS 9216 and MOS 9509. 
• IBM 2109 Models F32 and M12. 
• IBM 3534 Model FOB. 
• INRANGE FC/9000- 256 
• McDATA lntrepid 6140. 
• McDATA Sphereon 3216, 3232, and 4500. 

J ~ $[?' IXlC1J b t ... :. s J. 
ESS lnteroperability Matrix 
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HEWLETT•PACKARD SERVERS - 0PENVMS 

SCSI 
Servers 

AlphaServer 

• 800 

• 1200 

• 2100 

• 4000, 4000A 

• 4100 

• 8200,8400 

• DS10, DS20, DS20E 

• ES40 

• GS60, GS60E, GS140 

Fibre Channel 

Servers 

AlphaServer 

• 800 

• 1200 

• 4000, 4000A 

• 4100 

• 8200, 8400 

• DS10,DS20,DS20E 

• ES40 

• GS60, GS60E, GS140 

• GSSO, GS160, GS320 

7 Requires ESS LIC levei 1.5.2, or later. 
8 Requires ESS LIC levei 2.2.0, or later 

June 27 , 2003 

Operating Systems Host Adéllpters 

OpenVMS StorageWorks N/ A 

• 6.2-1 H3 • KZPBA-CB 

• 7.1-2 

• 7.2-1, 7.2-2 
7 

• 7.3 

OperéJitittg $ystems Host Adapters Fai;Jric Sqpp0rt 

OpenVMS StorageWorks IBM 

• 7.2-2 • KGPSA-CA • 2109 Model F16 

• 7.3 • KGPSA-DA B • 2109 Models SOB and S16 

• 7.3-1 B • 3435 Model F08 

ESS lnteroperability Matrix 
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HEWLETT•PACKARD SERVERS • 0PENVMS 
' \.., 

General notes: 

• Fibre channel : 

• Requires ESS LIC levei 2.1 .0, or later. 

• Requires ESS Fibre Channel Host Adapter feature #3021, 3023, #3024, or #3025. 

• Not available for the ESS Models E10 and E20. 

• Copy services: 

• Requires ESS LIC levei 1.5.2, or later. 

• ESS API - CIM Agent: 

• Not Available for OpenVMS. 

• ESS CLI : 

• Not available for OpenVMS. 

• CS CLI : 

• Available for OpenVMS 7.3, or later. • • Requires ESS LIC levei 2.1.0, or later. 

• Not available for lhe ESS Models E10 and E20. 

• SOD: 

• Not available for OpenVMS. 

• The followinq items are not interoperable with the ESS Model 800: 

• Operatinq systems: 
• Open VMS 6.2. 

• The following items are not interoperable with lhe ESS Models E10 and E20: 

• Fibre channel. 

• Copy services . 

. , .. . 
. I ... J . 

~ne27 . 2003 ESS lnteroperability Matrix Page 14 
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HEWLETT·PACKARD SERVERS - TRU64 UNIX 
-------------------------'-----------~--"'-;:::::.:.::,,.- , ...,_ 

SCSI 
Servers 

AlphaSeNer 

• 800 

• 1200 

• 2100 

• 4000, 4000A 

• 4100 

• 8200,8400 

• DS10, DS20, DS20E 

• ES40 

• GS60, GS60E, GS1 40 

Fibre Channel 
. Servers 

AlphaSeNer 

• 800 

• 1200 

• 2100 

• 4000, 4000A 

• 4100 

• 8200,8400 

• OS10,DS20,0S20E 

• ES40 

• GS60, GS60E, GS1 40 

• GS80, GS160, GS320 
1 

1 
Requi res ESS LIC levei 1 5.2, or later . 

2 
Requires ESS LIC levei 2.2.0, or la ter . 

June 27, 2003 

Operating Systems 

Tru64 UNIX 

• 4.00, 4.0E 

• 4.0F, 4.0G 
• ASE 1.6 

• 5.0A 
• TruCiuster 5.0A 

• 5.1 
• TruCiuster 5.1 

• 5 .1A 
1 

• TruCiuster 5. 1A 

Operating Systems 

Tru64 UNIX 

• 4.0F, 4.0G 
• ASE 1.6 

• 5.0A 
• TruC iuster S.OA 

• 5.1 
• TruCiuster 5.1 

• 5.1A 
1 

• TruCiuster5.1A 

• 5.18 
2 

• TruCiuster 5. 1 B 

Host .Adapters 

StorageWorks 

• KZPBA-CB 

Host Adápters 

StorageWorks 

• KGPSA-BC 

• KGPSA-CA 

• KGPSA-DA 
2 

ESS lnteroperability Matrix 

"·· .. 
' · 

Fabric Support 

N/ A 

Fiibric Support 

IBM 

• 2109 Model F16 
1 

• 2109 Models SOB and S 16 

• 3534 Model FOS 
1 
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l ' • \\\ o HEWLETT•PACKARD SERVERS - TRU64 UNIX 
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General notes: 

• Fibre channel : 

• Requires ESS LIC levei 1 .3.3.27 , or later. 

• Copy services: 

• Requires ESS LIC levei 1 .5.2 , or later. 

• Not available for the ESS Models E10 and E20. 

• ESS API - CIM Agent: 

• Not Available for Tru64 UNIX. 

• ESSCLI : 

• Not available for Tru64 UNIX. 

• CS CLI : 

• Available for Tru64UNIX 4.0F, 4.0G , 5.1, 5.1A, and 5. 18. 

• Requires ESS LIC levei 1 .5.2, or later. 

• Not available for the ESS Models E10 and E20. 

• SDD: 

• Not available for Tru64 UNIX. 

• Multi-path support is natively available in Tru64 UNIX. 

• Boot device support: 

• The ESS can be used as a boot device on servers running Tru64 UNIX 5.0A and 5.1. This function requires ESS LIC 

levei 1 .3.3, or later. Reter to the IBM Tota!Storage Enterprise Storage Server Host Systems Attachment Guide for 
additional information. 

• The following items are not interoperable with the ESS Model 800: 

• Operating systems: 
• Tru64 UNIX 4.0 (ali leveis) . 

• The followinq items are not interoperable with the ESS Models E10 and E20: 

• Copy services. 

• CS CL/ 

• Servers: 
• AlphaServers GS80, GS 160, and GS320. 

• Tru64 UNIX 5. 1A and 5.1 B. 

• Fabric products: 
• IBM 3534 Model F08. 

·' .(.· ; · ,... t.' ·.' 1 " J 
~ne 27 , 2003 ESS lnteroperability Matrix Page 16 
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IBM ISERIES AND AS/400 SERVERS 

SCSI 

Servers 

9406 Advanced 8eries 

• 300, 31 O, 320 

• 500, 510,530 

9406 

• 620, 640, 650 

• 720, 730, 7 40 

• 520 , 530, 840 

i8eries 

• 820, 830, 840 

• SB2, 8B3 

Fibre Channel 
Servers 

i8eries 

• 270 

• 820, 830, 840, 890
1 

• 800, 81 O. 825. and 870 
3 

1 
Requires E88 LIC levei 1.5.2, or later . 

Operating Systems 

08/400 

• Version 3 
• V3R1@ 
• V3R2@ 
• V3R6@ 
• V3R7@ 

• Version 4 
• V4R1@ 
• V4R2@ 
• V4R3 @ 
• V4R4@ 
• V4R5 

• Version 5 
• V5R1 
• V5R2 

1 

08/400 

• Version 5 
• V5R1 
• V5R2 

1 

Linux 
2 

• 8u8E Linux Enterprise 5erver 

7 for i8eries 

Unitedlinux 1.0 
4 

• 8u8E Linux Enterprise Server 

8 (8P 1) 

2 Requires Linux kernellevel 2.4.13, and OS/400 V5R2, or later . 

3 Requires E88 LIC levei 1.5 2, o r la ter and 08/400 V5R2, or later . 

Host .Adapters 

IBM i8eries and A5/400 

• FC 6501 

IBM i8eries 

• FC 0612 

• FC 2766 

• Requires Linux kernellevel 2.4 .19, OS/400 V5R2, o r late r, and ESS LIC levei 2.1 .1, or later . 

June 27, 2003 E88 lnteroperabili ty Matrix 

. .......... .. . 

N/ A 

Fa.,rlc ;Suppo.-t; 

IBM 

• 2109 Model F16 
1 

• 2109 Mo deis 808 and 816 

• 3534 Model 1 RU 

• 3534 Model F08 
1 



IBM ISERIES AND AS/400 SERVERS 

General notes: 

• Fibre channel support: 

• Requires ESS UC Levei 1.3.2, or !ater. 

• Copy services: 

• PPRC-XD requires OS/400 Version 5 Release 1, or !ater. 

• ESS API- CIM Agent: 

• Not Available for OS/400. 

• ESS CU: 

• Not available for OS/400. 

• CS CU: 

• Not avai lable for OS/400. 

• SDD: 

• Not available for OS/400. 

• The following items are not interoperable with the Model 800: 

• Operating systems: 
• OS/400 Version 3 (ali release leveis) . 
• OS/400 Version 4 (ali release leveis except V4R5) . 

• Fabric products: 
• IBM 3534 Model 1RU. 

• The following items are not interoperable with the Models F10 and F20: 

• Operating systems: 
• SuSE Linux Enterprise Server 7 for iSeries. 

• The fo llowing items are not interoperable with the Models E10 and E20: 

• Servers 
• iSeries 800, 810, 825, 870, and 890. 

• Operating systems: 
• OS/400 Version 5 Release 2. 
• OS/400 Version 4 (ali re lease leveis except Release 5) . 
• SuSE Linux Enterprise Server 7 for iSeries . 

• 
• Fabric products: 

• IBM 2109 Models F16 , 808, and 816. 
• IBM 3534 Model F08. 

~ June ::!1 ~~t · • 
~ CJ ,_, . ..:;,. I 
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IBM NUMA·Q SERVERS 
-........ 

Fibre Channel 
Servers Operating 5ystems Host Adapters Fabric Support 

2000 ptx (DYNIX) 
1 

IBM NUMA-O IBM 

• E100 • 4.4 .7, 4.4 .8, 4.4.9, 4.4 .10 • /OC-021 0-54 • 2109 Models SOB and S16 

• E200 • 4.5.1' 4.5.2, 4.5.3 

• E320 • 4.6.1 

• E400, E410 

• xSe ries 430 

1 
ptx general notes: 

• ptx 4.4.7, 4.4.8, 4.4.9, and 4.4.1 O 1nteroperability is available only via RPO (NSBO) . 
• ptx 4.4.1 O requires ESS L/C levei 1.4 O, or !ater . 
• ptx 4.5.1 requires service pack 3. 

June 27, 2003 ESS lnteroperability Matrix 
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IBM NUMA·Q SERVERS 

General Notes: 

• NUMA-O support requires ESS LIC levei 1.2.1, or later. 

• ESS API- CIM Agent: 

• No! available for ptx. 

• ESS CLI : 

• No! available for ptx. 

• CS CLI : 

• Available for ali leveis of ptx. 

• SDD: 

• Not available for ptx. 

• The following items are not interoperable with the ESS Model 800: 

• Operating systems: 
• ptx 4.4. 7, 4.4.8, 4.4.9, and 4.4. 1 O. 
• ptx 4.5.1 and 4.5.2. 
• ptx 4.6.1. 

ce ~ 

. .. ~. 

ESS lnteroperabil ity Matrix Page 20 
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IBM PSERIES AND RS/6000 SERVERS 
. ... -.. -·• 

SCSI 
-----··--------
Servers 

pSeries 

• 610 Models 6C1, 6E1 

• 615 Models 6C3 and 6E3 

• 620 Models 6FO, 6F1 

• 630 Models 6C4, 6E4 
1 

,J62rS'' 
J 

Operating Systems Host Adapters 

AIX 

• Version 4 
• 4.2.1@ 
• 4.3.1@ 
• 4.3.2@ 

IBM pSeries and RS/6000 

• FC 2412 

• FC 6204 

• FC 6207 

N/ A 

• 640 Model 880 • 4.3.3 

• 650 Model 6M2 
1 • Version 5 

• 655 Model 651 
1 

• 660 Models 6HO, 6H 1, 6M 1 

• 5.1 
• 5.2 

7 

• 670 Model 671 
1 

HACMP 
2 

• 680 Model S85 • 4.2.2 
• 690 Model 681 

1 

• 4.3.1 

7012 • 4.4.0, 4.4.1 

• 397 • 4.5.0 
3 

• G40 

7013 

• 590, 591, 595, 59H 

• J30, J40, J50 

• S70, S7A 

7015 

• 99J, 99K 

• R20, R24, R30, R40, R50 

• S70, S7A 

7017 

• S70, S7A. SSO 

7024 

• E20, E30 

7025 

o F30, F40, F50, F80 

• H70 

7026 

• H10, H50, H70,H80 

• M80 

7043 

• 270 

7044 

• 170 

1 
ESS LIC levei prerequisites for seNers: 

• The pSeries 630, 650, and 655 require ESS LIC levei 1.5.2, or !ater. 
• The pSeries 670 requires ESS LIC levei 1.5.1, or later . 
• The pSeries 690 requires ESS LIC levei 1.4.0, or !ater . 

- -~- ·---·--- -1 
2 Reler to Table 4 for add1t1onal HACMP support informat1on I ROS P0 03/2005 - CN 1 
3 ~ M-·o~ t. l r~ r I"'::J..C •()C' 

Requires ESS LIC levei 2 O O, or later, for the ESS Model 800 and ESS LIC levei 2 1 O, or I ater, for the ESS CDCJels F1 O an9 •F.2u " v t 
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Fibre Channel 

Servers 

pSeries 

• 610 Models 6C1, 6E1 

• 615 Models 6C3 and 6E3 

• 620 Models 6FO. 6F1 

• 630 Models 6C4, 6E4 
1 

• 640 Model 880 

• 650 Model 6M2 
1 

• 655 Model 65 1 
1 

• 660 Models 6HO, 6H1. 6M1 

• 670 Model 67 1 ' 

• 680 Model S85 

• 690 Model 681 
1 

7013 

• S70, S7A 

7015 

• S70, S7A 

7017 

• S70, S7A. S80 

7025 

• F50, F80 

• H70 

7026 

• H50, H70, H80 

• M80 

7043 

• 270 

7044 

• 170 

• 270 

IBM PSERIES AND R S/6000 SERVERS 

Qperating Syst em s Host Adapters 

AIX IBM pSeries and RS/6000 

• Version 4 • FC 6227 

• 4.3.3 • FC 6228 

• Version 5 • FC 6239 " ' 
• 5.1 
• 5.2 

7 

HACMP
2 

• 4.3. 1 

• 4.4.0, 4.4 .1 

• 4.5.0 
3 

Unitedl inux 1.0 
9 

• SuSE Linux Enterprise Server 

8 (SP 1) 

Fabric Support 

Cisco 
5 

• MOS 9216 

• MOS 9509 

IBM 

• 2103 Model H07 
4 

• 2109 Models F1 6 and F32 
5 

• 2109 Model M12 
5 

• 2109 Models SOB and S16 

• 3534 Model F08 
5 

INRANGE 

• FC/9000-64 
6 

• FC/9000-1 28 
6 

• FC/9000- 256 
8 

McOATA 

• E0-5000 

• ES-3016 and ES-3032 

• lntrepid 
• 6064 
• 6140 

5 

• Sphereon 
• 3216 

5 

• 3232 
5 

• 4500 
5 

4 
The IBM 2103 is supported for distance solutions only. Multip le initiators or targets on lhe same loop are not supported . 

5 
Requires ESS LIC levei 1.5.2, or later. 

6 
Requires ESS LI C levei 1.3.2.50, or later. 

7 
Requires ESS LIC levei 2.0 .1, o r later, for lhe ESS Model 800 and ESS LIC leve i 1.5 2. or late r. for lhe ESS Models F1 O and F20. 

8 Requires ESS LIC levei 2.1.0, or later. for the ESS Model 800, and ESS LI C levei 1.5.2, or later, for lhe ESS Models F10 and F20. 
9 Requires Linux kernel levei ppc64-2 .4.19-186, and ESS LIC levei 2.1.1, or later Unitedlinux 1.0 is supported with only host adapter FC 6228 

and only with IBM or McOATA fabric products. 
10Requires ESS LIC levei 2. 1.1, or later. 

R fi. ,. . 
~é-27·.~ '2tm3~· ESS lnteroperability Matnx Page 22 



• • • • • • • • • • • • • • • • :u 
• • • • • • • • • • • • •0 • • • • • • • • • • • • • • 

IBM PSERIES AND RS/6000 SERVERS 

General Notes: 

• Fibre channel: 

• Requires ESS LIC levei 1.2.0, or later . 

• ESS API- CIM Agent: 

• Available for AIX 5.1 . 

• Requires ESS LIC levei 2.1.1, or later. 

• Not available for the ESS Models E10 and E20 . 

• ESS C LI : 

• Available for AI X 4.3.3, 5.1, and 5.2 . 

• Requires ESS LIC levei 2. 1.0, or later . 

• Not available for the ESS Models E10 and E20 . 

• CS CLI: 

• Available for AIX 4.3.2, 4.3.3, 5.1, and 5.2. 

• SOO: 

• Available for AI X 4.3.1, or later . 

• Boot device support: 

• The ESS is supported as a boot device on pSeries, RS/6000, and RS/6000 SP servers that support Fibre Channel boot 
capability. This support requires ESS LIC levei 1.4.0, or later, and native Fibre Channel attachment to the ESS. Boot 
device support when using SOO requires ESS LIC levei 2.1.0, or later. Reter to lhe IBM Tota!Storage Enterprise Storage 
Server Host Systems Attachment Guide for additional information . 

• The followinq items are not interoperable with the ESS Model 800: 

• Servers: 
• Micro Channel Architecture (MCA) servers, includinq 7012-397, 7013-59x, 7013-Jxx, 7015-99x, and 7015 Rxx . 

• Operating systems: 
• AIX 4.2.1, 4.3.1 and 4.3.2 . 
• · HACMP 4.2.2 and 4.3.1. 

• Host adapters: 
• IBMFC2412 . 

• Fabric products: 
• IBM 2103 Model H07 . 

• The tollowinq items are not interoperable with lhe ESS Models E10 and E20 

• ESS API. • Servers: 

• ESS CLI . • 615 Models 6C3 and 6E3. 

• SDD • Fabric products: 

• Boot Oevice Support. • Cisco MOS 9216 and MOS 9509 . 
• IBM 2109 Models F32 and M12 . 

• Operating systems: 
• AIX 5.2 . 
• HACMP 4.5.0. 
• Unitedlinux 1.0. 

• IBM 3534 Model F08. 
• INRANGE FC/9000- 256 
• McOATA lntrepid 6140 . 
• McOATA Sphereon 3216, 3232, and 4500 . 

•~H_.....__ ,-t'_'IJf,l.o--·~ · .. .--- .., 

ROS no 03/2005 - C ~J : 
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IBM PSERIES AND RS/6000 SERVERS 

Table 4: AIX and HACMP Support Matrix 

-----------·------·----- --- ----

AIX 4.2.1 with HACMP 4.2.2 

AIX 4.3.3 with HACMP 4.2.2 

AIX 4.3.3 with HACMP 4.3.1 

AIX 4.3.3 with HACMP 4.4.0 

AIX 4.3.3 with HACMP 4.4.1 

AIX 5.1 with HACMP 4.4.0 

AIX 5.1 with HACMP 4.4.1 

AIX 5. 1 with HACMP 4.5.0 

AIX 5.2 with HACMP 4.5.0 

ESS Model 
800 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

ESS Models 
F10 and F20 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

' RS/6000 SP with SDD and HACMP 4.4 .1 requires AIX 5 .1 ML2 with ESS LI C levei 1 4.0, or la ter . 

ESS lnteroperability Matrix 

ESS Models 
E10 and E20 

SCSI 

SCSI 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SDD 

Yes 

Yes 

Yes 
1 

Yes 

Yes 
1 

Yes 

Yes 
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IBM RS/6000 SP SERVERS 

SCSI 
Servers Operating .Systems Host Adapters Fabriç Support 

9076 Models 2xx, 3xx, 4xx, 50x, 55x, and AIX IBM RS/6000 N/ A 

T?O wilh the following nades: 

Micro Channel 

o FC 2002: 62MHz Thin Node 

o FC 2003: 66MHz Thin Node 

o FC 2004: 66MHz Thin Node 2 

o FC 2005: 77MHz Wide Node 

• FC 2006: 604 High Node 

o FC 2007: 35MHz Wide Node 

o FC 2008: 120MHz Thin Nade 

• FC 2009: 604E High Node 

o FC 2022: 160MHz Thin Nade 

PCI 

o FC 2050: 332 MHz SMP Single Thin 

o FC 2051: 332 MHz SMP Wide Nade 

o FC 2052: POWER3 SMP Thin Nade 

• FC 2053: POWER3 SMP Wide Nade 

o FC 2054: POWER3 SMP High Nade 

• FC 2055: SP Expansion 1/0 Unit 

o FC 2056: POWER3 375MHz SMP Thin 

o FC 2057: POWER3 375MHz SMP 

Wide 

• FC 2058: POWER3 375MHz SMP High 

' Requires ESS LIC levei 1.4.0, or later. 

• Version 4 
• 4.2.1@ 
• 4.3 .1@ 
• 4.3.2@ 
• 4.3.3 

• Version 5 
• 5.1 ML2 ' 

PSSP 
2 

• 3.1, 3.1.1 

• 3.2 

o FC 2412 

o FC 6204 

• FC 6207 

o FC 6209 

2 
Reler to Table 5 for additional PSSP information. 

Cf>MI CO!;;F:C :r)S 1 
Reter to Table 4 (pSeries and RS/6000 server sectio~ )~i-i:w{~~?~:~o~f·; ~ ~ 
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(~ ... ; ' IBM RS/6000 SP SERVERS 
''·, .":?::~ : : . ....,.·· -----------------------------------------

Fibre Channel 
. Servers 

9076 Models 2xx, 3xx, 4xx, 50x, 55x, and T?O with 

the following PCI nodes: 

• FC 2050: 332 MHz SMP Single Thin Node 

• FC 2051: 332 MHz SMP Wide Nade 

• FC 2052: POWER3 SMP Thin Nade 

Operating Systems 

AIX 

• Version 4 
• 4.3.3 

• Version 4 
• 5. 1 ML2 

1 

Host Adapters Fabric Suppott 

IBM RS/6000 Cisco 
4 

• FC 6227 • MOS 9216 

• FC 6228 • MOS 9509 

IBM 

• 2103 Model HO? 
3 

• FC 2053: POWER3 SMP Wide Nade 

• FC 2054: POWER3 SMP High Nade 
PSSP 

2 

• 2109 Models F16 and F32 
4 

• FC 2055: SP Expansion 1/0 Unit 
• 3.1.1 • 2109 Model M12 

4 

• FC 2056: POWER3 375MHz SMP Thin Nade 
• 3.2 • 2109 Models SOB and S16 

• FC 2057: POWER3 375MHz SMP Wide Nade 
• 3.4 • 3534 Model F08 

4 

• FC 2058: POWER3 375MHz SMP High Nade 
INRANGE 

• FC/9000-64 
5 

• FC/9000-128 
5 

• FC/9000- 256 
6 

McDATA 

• E0-5000 

• ES-3016 and ES-3032 

• lntrepid 
• 6064 
• 6140 

4 

• Sphereon 
• 3216 

4 

• 3232 
4 

• 4500 
4 

3 The IBM 2103 is supported ' for distance solutions only. Multiple initiators o r targets on the same loop are not supported . 
4 

Requires ESS LIC levei 1.5.2, or later. 
5 Requires ESS LIC levei 1.3.2.50, or later. 
6 . 

Requires E~S LI C levei 2.1.0 , o r later, for the ESS Model 800, and ESS LIC levei 1 5 2, o r I ater , for the ESS Models F1 O and F20. ,, . 
' ' ~ j 
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IBM RS/6000 SP SERVERS 

. ... ' ~ ... ... , ...... _ ., 
General Notes: \ 

. :,.. jo.3:Jq: · . 
• Fibre channel: 

• Requires ESS LIC levei 1.2.0, or later . 
_j 

• ESS API- CIM Agent: 

• Available for AIX 5.1 ML2 . 

• Requires ESS LIC levei 2. 1.1, or later . 

• Not available for the ESS Models E10 and E20 . 

• ESS CLI: 

• Available for AIX 4.3.3 and 5.1 . 

• Requires ESS LIC levei 2.1.0, or !ater. 

• Not available for the ESS Models E10 and E20 . 

• CS CLI: 

• Available for AIX 4.3.2, 4.3.3, and 5.1. 

• SDD: 

• Available for AIX 4.3.3, or later 

• Requires ESS LIC levei 1.3.2.50, or later . 

• Reter to T able 5 for additional information . 

• Boot device support: 

• The ESS is supported as a boot device on pSeries, RS/6000, and RS/6000 SP servers that support Fibre Channel boot 
capability. This support requires ESS LIC levei 1.4.0, or !ater, and native Fibre Channel attachment to the ESS. Reter to 
the IBM Tota!Storage Enterprise Storage Server Host Systems Attachment Guide for additional information . 

• The followinq items are not interoperable with the ESS Model 800: 

• Servers: 
• Micro Channel Architecture (MCA) seNers, including 7012-397, 7013-59x, 7013-Jx, 7015-99x, and 7015 Rxx . 

• Operating systems: 
• AIX 4.2.1, 4.3.1 and 4.3.2 . 
• HACMP 4.2.2 and 4.3.1 . 

• Host adapters: 
• IBM FC 2412. 

• Fabric products: 
• IBM 2103 Model H07 . 

• The followinq items are not interoperable with the ESS Models E10 and E20: 

• ESS API. 

• ESS CLI . 

• Operating systems: 
• HACMP 4.5.0 

• Fabric products: 
• Cisco MOS 9216, and 9509 . 
• IBM 2109 Model F32. 
• INRANGE FC/9000- 256 
• McDATA lntrepid 6140 . 
• McDAT A Sphereon 4500 

June 27, 2003 ESS lnteroperability Matrix 
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Table 5: AIX, PSSP, and SDD Support Matrix 

AIX 4.3.2 with : 

• PSSP and RVSD 3.1 .0 

• GPFS 1 2 

AIX 4.3.3 with : 

• PSSP and RVSD 3.1 .1 

• GPFS 1.2 

AIX 4.3.3 with: 

• PSSP and RVSD 3.2 

• GPFS 1.3 or 1.4 

AIX 5 .1 with: 

• PSSP 3.4 

• GPFS 1.5 

ESS Model 
800 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

Fibre Channel 

IBM RS/6000 SP SERVERS 

ESS Models ESS Models 
F10 and F20 E10 and E20 SDD Levei 

SCSI SCSI 

SCSI SCSI 
Fibre Channel Fibre Channel 1.2.1.3 

SCSI SCSI 
Fibre Channel Fibre Channel 

1.2. 1.3 

Fibre Channel Fibre Channel 1.3.1.1 
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IBM ZSERIES AND S/390 SERV~R~- -~:~ . 

ESCON 
Servers Operating $ystems Ho.$t .Adapters 

zSeries z800 

• IBM 2066 

zSeries z900 and z990 

• IBM 2064 

S/390 Parallel Enterprise Server 

• IBM 9672 Generation 3 

• IBM 9672 Generation 4 

• IBM 9672 Generation 5 

• IBM 9672 Generation 6 

ES/9000 

• IBM 9021 

oiBM9121 

• IBM 9221 

ES/3090 

• IBM 3090 

S/390 Multiprise 3000 Enterprise Server 

• IBM 7060 

S/390 Multiprise 2000 Enterprise Server 

• IBM 2003 

1 
Requires ESS LIC levei 1 .5.2, orla ter . 

z/OS 

• Version 1 Release 1 

• Version 1 Release 2 

• Version 1 Release 3 

• Version1 Release 4 
1 

z/OS.e 

• Version 1 Release 3 

• Version 1 Release 4 
1 

OS/390 

• Version 1 Release 3 @ 

• Version 2 Release 4 @ 

• Version 2 Release 5 @ 

• Version 2 Release 6@ 

• Version 2 Release 7 @ 

• Version 2 Release 8 @ 

• Version 2 Release 9@ 

• Version 2 Release 10 

zNM 

• Version 3 Release 1 @ 

• Version 4 Release 1 @ 

• Version 4 Release 2 

• Version 4 Release 3 

• Version 4 Release 4 
5 

VM/ESA 

• Version 2 Release 2 @ 

• Version 2 Release 3 @ 

• Version 2 Release 4 @ 

VSE/ESA 

• Version 2 Release 1 @ 

• Version 2 Release 2 @ 

• Version 2 Release 3 @ 

• Version 2 Release 4 @ 

• Version 2 Release 5 

• Version 2 Release 6 

• Version 2 Release 7 

Transaction Processing Facility (TPF) 
2 

• Version 4 Release 1 

Littux Jot S/390 

• SuSE Linux Eríterprise Server for 

S/390 

• Turbolinux Server 6 Jor zSeries and 

S/390 

• SuSE SLES 8 for zSeries and 

S/390 
3 

2 In the TPF environment. PPRC and FlashCopy require ESS LIC levei 1 .5.0, or I ater . 

3 
Requires ESS LIC Levei 2.1. 1 or later, direct connect only . 

June 27, 2003 ESS lnteroperability Matrix 
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FICON 
· Servers 

zSeries z800 

• IBM 2066 

zSeries z900 and z990 

• IBM 2064 

S/390 Parallel Enlerpri se Server 

• IBM 9672 General ion 5 

• IBM 9672 Generalion 6 

IBM ZSERIES AND S/390 SERVERS 

Operating. Systems 

z/OS 

• Version 1 Release 1 

• Version 1 Release 2 

• Version 1 Release 3 

• Version 1 Release 4 
1 

z/OS.e 

• Version 1 Release 3 

• Version 1 Release 4 
1 

OS/390 

• Version 2 Release 8 @ 

• Version 2 Release 9 @ 

• Version 2 Release 1 O 

zNM 
• Version 3 Release 1 @ 

• Version 4 Release 1 @ 

• Version 4 Release 2 

• Version 4 Release 3 

• Version 4 Release 4 
5 

VM/ESA 

• Version 2 Release 3 @ 

• Version 2 Release 4 @ 

VSE/ESA 

• Version 2 Release 3 @ 

• Version 2 Release 4 @ 

• Version 2 Release 5 

• Version 2 Release 6 

• Version 2 Release 7 

Transacl ion Processing Facilily (TPF) 
2 

• Version 4 Release 1 

Linux for zSeries and S/390 
3 

• SuSE SLES 8 

Host Adapters Fabric Support 

zSeries INRANGE 

• FC 2315 • FC/9000-64 

• FC 2318 • FC/9000-128 

• FC 2319 • FC/9000-256 
4 

• FC 2320 
Me DATA 

S/390 • ED-5000 

• FC 2314 • lnlrep id 6064 

• FC 2316 • lnlrepid 6140
1 

4 Requi res ESS LIC level 2. 1.0, or laler, for lhe ESS Model 800, and ESS LIC levei 1.5. 2, or laler, for lhe ESS Models F10 and F20. 
5 Requires ESS LI C levei 2.2 O, or laler. 

ESS lnleroperabil ity Matrix Page 30 
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IBM ZSERIES AND S/390 SERV~BS> .. 

Fibre Channel Protocol (FCP) 
Servers 

zSeries z800 

• IBM 2066 

zSeries z900 and z990 

• IBM 2064 

June 27, 2003 

Operating Systems 

Unitedlinux 1.0 

• SuSE SLES 8 (SP 2) 

ESS lnteroperability Matrix 
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Host Adapters Fabric Supp~ .--', .•• , 

zSeries 

• FC 2315 

• FC 2318 

• FC 2319 

• FC 2320 

. . ... , ,, , .. . ,. ' 

IBM 

• 21 09 Model F16 

• 2109 Models SOB and 

816 

INRANGE 

• FC/9000-64 

• FC/9000-128 

McDATA 

• lntrepid 6064 
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General Notes: 

• ESCON: 

• IBM eServer lntegrated Platform for e-business on zSeries. and S/390 G5 and G6: 
• Supported on ESS Models F20 and F10, and requires ESS LIC levei 2.1.1, or /ater. 
• Requires zVM Version 4 Release 3. 
• Requires Linux SLES 7, with kernellevel 2.4.7. 

• FICON: 

• Requires ESS LIC levei 1 .4.0, or /ater. 

• FICON is not supported on the ESS Models E10 and E20. 

• Fibre Channel Protocol (FCP): 

• Requires ESS LIC levei 2.1. 1, or /ater. 

• FCP is not supported on the ESS Models E10 and E20. 

• Multipath support is available with LVM. 

• Copy Services • • Supported in the Linux for zSeries and S/390 environment with SuSE SLES 8. 

• ESS API- CIM Agent: 

• Not available for zSeries and S/390 operating systems. 

• ESS CLI : 

• Not available for zSeries and S/390 operating systems. 

• CS CLI: 

• Not available for zSeries and S/390 operating systems. 

• The followinq items are not interoperable with the ESS Model 800: 

• Operating systems: 
• OS/390 leveis 1.3, 2.4, 2.5, 2.6, 2.7, 2.8, and 2.9. 
• VM/ESA leveis 2.2 and 2.3. 
• VSE/ESA leveis 2.1, 2.2, and 2.3. 
• IBM eServer lntegrated Platform for e-business on zSeries. 

• The followinq items are not interoperable with the ESS Models E10 and E20: 

• FCP . 

• FICON . 

• 
• 
• z/OS.e levei 1.4 . 

• zNM levei 4.4 . 

• VSE/ESA levei 2.7 . 
• IBM eServer lntegrated Platform for e-business on zSeries. 

• Fabric products: 
• McDATA lntrepid 6140. 

• ESS copy services in the TPF environment. 

~'1! ..-.: p t 
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INTEL•BASED SERVERS - LINUX 

Fibre Channel 

Serven 

Pentium Pro or later processors 

• 200 MHz processar or faster 

• 128 MB memory or greater 

• Excludes IBM Netfinity 3000 and 

IBM PC Serve r 325 

IBM eServer BladeCenter 
8 

• BladeCenter HS20 

Operating 'Systems 

Red Hat Linux 

• 7.1 
1 

• 7.2 
1 

• 7.3 
1 

Red Hat Enterpri se Linux 

Advanced Server 

• 2.1 
2 

SuSE Linux 

• 7.2 

• 7.3 

SuSE Linux Enterprise Server 

(SLES) 
• 7 3 

Unitedlinux 1.0 
7 

• SuSE Linux Enterprise Server 

8 (SP 1 and SP 2a) 

Host Adapters 

Emulex 

• LP9002L I LP90020C ' 

• LP94020C 
4 

• LP9802 
4 

IBM BladeCenter 

• PIN 48P7062 

Ologic 

• OLA2300F 

• OLA231 OF I OLA2310FL 
4 

• OLA2340IL I OLA23421L 
5 

1 Red Hat 7.x requires kernel levei 2.4 .18-24. 7xbigmen, and ESS LIC levei 2.1.1, o r I ater. 

Fabric Support 

Cisco 
4 

• MOS 9216 

• MOS 9509 

IBM 

• 2109 Models F16 and F32 
4 

• 2109 Model M12 
4 

• 2109 Models SOB and S16 

• 3534 Model F08 
4 

INRANGE 

• FC19000-64 

• FC19000-128 

• FCI9000- 256 
6 

McOATA 

• ED-5000 

• ES-3016 and ES-3032 

• lntrepid 
• 6064 
• 6140 

4 

• Sphereon 
• 3216 

4 

• 3232 
4 

• 4500 
4 

2 Red Hat Enterprise Advanced Server 2.1 requires kernellevel 2.4.9-e.16 (enterprise or summit for x440 server) , or kernellevel 2.4 .9-e.24 OU2 
(enterprise) , and ESS LIC 2.1.1, or later. 

3 SuSE Linux Enterprise Server 7 Update requires kernellevel k_smp-2.4 .18-224 , and ESS LIC levei 2.1.1, or later. 
4 Requires ESS LIC levei 1.5.2, o r I ater. 
5 Requires ESS LIC levei 2.1 .0, or later. 
6 Requires ESS LIC levei 2.~ .0, o r I ater, for the ESS Model 800 , and ESS LIC level1 .5.2, or I ater, for the ESS Models F1 O and F20. 
7 Requires SP 1 kernel fevel k_smp-2.4.19-233, SP 2a kernel levei k_smp-2.4.19-304 , and ESS LIC levei 2.2.0, or later. 
8 Requires ESS LIC levei 2. 1.1, orla ter, and Red Hat Linux Advanced Serve r 2.1, kernellevel 2.4.9.e.16. The following fabric products are 

supported IBM 2109 Model F16, IBM 3534 Model FOS, INRANGE, and McOATA (excluding E0-5000) 
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INTEL•BASED SERVERS - LINUX 

General Notes: 

• Linux is interoperable with only the ESS Models F10, F20, and 800 . 

• ESS API - CIM Agent: 

• Available for Red Hat Linux 7.2. 

• Requires ESS LIC levei 2.1 . 1, or later. ·.,., 

• Not available for the ESS Models E10 and E20 . 

• ESSCLI : 

• Available for Red Hat 7.2, and 7.3 . 

• Available for UnitedLinux 1.0 (SLES 8) . 

• Requires ESS LIC levei 2.1 .0, or later . 

• CS CU: 

• Available for ali leveis of Linux. 

• SOO: 

• Available for Red Hat 7.2 and Red Hat Enterprise Advanced Server 2.1 . 

• Available for SuSE 7.3 and SuSE Linux Enterprise Server 7 . 

• Available for Unitedlinux 1.0 (SLES 8) . 

• SOO is not interoperable with BladeCenter . 

• The following SuSE and Redhat leveis are no longer recommended with the ESS. lf problems are encountered with existing 
installations, you may be required to update your Linux configuration to a higher levei before problem determination can take 
place . 

• Red Hat Linux 7.1 running kernel levei 2.4.9 . 

• Red Hat Linux 7.2 running kernellevel 2.4.9-31 . 

• Red Hat Linux Advanced Server 2.1 running kernellevels 2.4.9-e.8 and 2.4.9-e.10 (enterprise) . 

• SuSE Linux 7.2 running kernellevel 2.4.9 . 

• SuSE Linux 7.3 running kernel levei k_smp-2.4. 16-22. 

• SuSE Linux Enterprise Server (SLES) 7 running kernellevel 2.4.18-134 . 

• The following items are not interoperable with the Model 800: 

• Operating systems: 
• Red Hat Linux 7.1. 

SuSE Linux 7.2 . 

• The followinq items are not interoperable with the ESS Models E10 and E20: 

• BladeCenter . 

• ESSAPI 

• Host Adapters: 
• Emulex LP94020C and LP9802 . 

• Fabric products 
• Cisco MOS 9216 and MOS 9509 
• INRANGE FC/9000- 256 

• Operating Systems: 
• Unitedlinux 1.0 . 

June 27, 2003 ESS lnteroperability Matrix 
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SCSI 
Servers Operating Systems Host Adapters Fabr.ic Support 

Pentium Pro or later processors Novell NetWare Adaptec NIA 

• 200 MHz processar or faster • 4. 11 @ • AHA-2944UW 

• 128 MS memory or greater • 4.2 
• Standby SeNer IBM xSeries I Netfinity 

• 5.0 • PIN 08L6517 
2 

• Cluster Services 1.00 • PIN 59H3900 
• Cluster SeNices 1.01 

• 5.1 Ol ogic 
• Cluster SeNices 1.01 • OLA1041 

• 6.0
1 

Fibre Channel 
-----·--·----------------------- --~ -~- e Servers 

Pentium Pro or later processors 

• 200 MHz processar o r faster 

• 128 MB memory or greater 

• Excludes IBM Netfinity 3000 and 

IBM PC SeNer 325 

1 
Requires ESS LIC levei 1.5.2, or later. 

Operating Systems 

Novell NetWare 

• 4.2 
• Standby SeNer 

• 5.0 
• Cluster SeNices 1.00 
• Cluster SeNices 1.01 

• 5.1 
• Cluster Services 1.01 

• 6.0
1 

• Cluster SeNices 1.6 

Host Adaptctrs 

Emulex 

• LP9002L I LP9002DC 
1 

• LP9402DC 
1 

• LP9802 
1 

IBM xSeries I Netfinity 

• PIN 01 K7297 

• PIN OON6881 

• PIN 19K1246 

• PIN 24P0960 

Qlogic 

• OLA2100F 

• OLA2200F 

• OLA2310F I OLA2310FL 
1 

• OLA23401L I OLA2342/L 
1 

• Planned avai lability is 4003 for lhe Emulex LP9402DC and LP9802 host adapter interoperability. 

Fabric Support 

Cisco 
1 

• MDS9216 

• MOS 9509 

IBM 

• 21 03 Model H07 
3 

· 21 09 Models F1 6 and F32 
1 

• 2109 Model M12 
1 

• 2109 Models SOB and 316 

• 3534 Model 1 RU 
3 

• 3534 Model FOB 
1 

INRANGE 

• FCI9000-64 
4 

• FC19000-128 
4 

• FC19000- 256 
5 

McDATA 

• ED-5000 

• ES-3016 and ES-3032 

• lntrepid 
• 6064 

4 

• 6140 
4 

• Sphereon 
• 3216 
• 3232 

4 

• 4500 
1 

2 
Host adapter IBM PIN 08L65 17 includes an incorrect SCSI cable for ESS attachment . Order ESS feature number 9701 12801 (10 meter) or 
feature number 9702 I 2802 (20 meter) to obtain the correct SCSI cable to use this host adapter with the ESS. 

3 
Supported for distance solutions only. Multiple initiators or targets on the same loop are not supported . 

4 ' Requ ires ESS LIC levei 1.5.E, or later. and NetWare 5.1 or later. 

~::::;,;;~''"" 2.1 : · m letet. lm lhe ESS Mod:~:~ct::o::::,::: ::::,1.5.2. m letet. lm lhe ESS Model' F 1 O ecd f20. 
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INTEL•BASED SERVERS - NETWARE 

General Notes: 

• Fibre Channel support: 
-,, 

• Requires ESS LIC levei 1 3.0, or later . 

• Clustering support: 

• Requires ESS UC levei 1.2.0, or later . 

• ESS API- CIM Agent: 

• Not available for NetWare . 

• ESS CU: 

• Not available for NetWare . 

• CS CU : 

• Available for NetWare 4.2 and NetWare 5.1, or later . 

• NetWare 6.0 requires ESS UC 2.1.0, or later. 

• SDD: 

• Reter to the IBM Tota/Storage Enterprise Storage Server Subsystem Oevice Driver User's Guide for support information 

when running NetWare 5.1 and 6.0 with SDD . 

• Requires NetWare 5.1, or later, and ESS UC levei 2.1.0, or I ater . 

• Not interoperable with the Emulex LP9002L I LP9002DC, LP9402DC, and LP9802 . 

• Not available for the ESS Model E10 and E20 . 

• NetWare 6.0 cluster services supported on fibre channel only . 

• The tollowing items are not interoperable with the ESS Model 800: 

• Operating systems: 
• NetWare 4.11 and 4.2 . 

• Host adapters: 
• IBMPIN01K7297 . 
• Qlogic QLA1041 and QLA2100F. 

• Fabric products: 
• IBM 2103 Model HO? . 
• IBM 3534 Modei1RU. 

• The tollowinq items are not interoperable with the ESS Models E10 and E20: 

• CS CU: 
• NetWare 6.0 . 

• SDD . 

• Operating systems: 

• Host adapters: 
• Emulex LP90002L. 
• Emulex LP9002L I LP9002DC . 
• Emulex LP9402DC and LP9802 . 
• Ologic QLA2310F I QLA2310FL and OLA2340 I OLA2342L . 

• Fabric products: 
• IBM 2109 Models F32, and M12 . 

• IBM 3534 Model F08 . 
• INRANG E FCI9000- 256 
• McDATA lntrepid 6140 . 
• McDATA Sphereon 3216, 3232, and 4500 . 
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Servers 

Pentium Pro o r I ater 32 bit 

processors 

• 200 MHz processar or faster 

• 128MB memory or greater 

Operating Systems 

Microsoft Windows NT 

• Server 4.0 

• Server 4.0, Enterprise Edition 

including Microsoft Cluster Server 

(MSCS) 

Microsoft Windows 2000 

• Server 

• Advanced Server 

including Cluster service 

Microsoft Windows Server 2003 
6 

• Standard Edition 

• Enterprise Edition including cluster 

servi c e 

Host .Adapters Fabric Support 

Adaptec N/ A 

• AHA-2944UW 

IBM Netfinity/xSeries 

o P/N 08L6517 
1 

o P/N 59H3900 

Ol ogic 

• QLA1041 

Symbios 

• LSJ8751D 

o e 

1 
Host adapter IBM 08L6517 includes an incorrect SCSI cable for ESS attachment. Order ESS feature number 9701 I 2801 (10 meter) or feature 
number 9702 I 2802 (20 meter) to obtain the correct SCSI cable to use this host adapte r with the ESS. 

é27, 2003 
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Fibre Channel 

Servers 

Pentium Pro or la ter 32 bit 

processors 

• 200 MHz processar or faster 

• 128 MB memory or greater 

• Excludes IBM Netlinity 3000 and 

IBM PC Server 325 

IBM eServer BladeCenter 
7 

• BladeCenter HS20 

2 Requires ESS LIC levei 1.5.2, or later. 

go.S'l~ 
INTEL•BASED SERVERS -WINDOWS~--... .. . ...... - . - .... ~_ . .,. . 

Operatlng Systems 

Microsoft Windows NT 

• Server 4.0 

• Server 4.0, Enterprise Edition 

including Microsoft Cluster 

Server (MSCS) 

Microsoft Windows 2000 

• Server 

• Advanced Server 

including Cluster service 

• Datacenter Server 

Microsoft Windows Server 2003 
6 

• Standard Edition 

• Enterprise Edition including 

cluster service 

• Datacenter Edition including 

cluster server 

Host Adapters 

Emulex 

• LP7000E 

• LP8000 

• LP9002L I LP9002DC 

• LP9402DC 
2 

• LP9802 
2 

IBM BladeCenter 

• PIN 48P7062 

IBM Netfinity/xSeries 

• PIN 01 K7297 

• PIN OON6881 

• PIN 19K1 246 

• PIN 24P0960 

OLogic 

• QLA2100F 

• OLA2200F 

• OLA2310F IOLA2310FL 
2 

• OLA2340IL I OLA2342IL 
2 

Fabric Support 

Cisco 
2 

• MDS9216 

• MOS 9509 

IBM 

• 2103 Model H07 
3 

• 21 09 Models F16 and F32 2 

• 2109 Model M1 2 
2 

• 2109 Models SOB and S16 

• 3534 Model FOS 
2 

• 3534 Model 1 RU 3 

INRANGE 

• FCI9000-64 
4 

• FCI9000-1 28 
4 

• FC19000- 256 
5 

McDATA 

• ED-5000 

• ES-3016 and ES-3032 

• lntrepid 
• 6064 

2 

• 6140 
2 

• Sphereon 
• 3216 

2 

• 3232 
2 

• 4500 
2 

3 Supported for distance solutions only. Multiple initiators or targets on the same loop are not supported . 
4 

Requires ESS LIC levei 1.3.2.50, or later. 
5 Requires ESS LIC levei 2.1.0, orla ter, for the ESS Model 800, and ESS LIC levei 1 5 2, or later, for lhe ESS Models F1 O and F20 . 
6 Requires ESS LIC levei 2.2.0, or la ter. Windows 2003 is not supported on the Emulex LP7000E, Ologic OLA21 OOF, and IBM PIN 01 K7297 host 

adapters, and the Cisco fabric switches. 
7 Requires ESS LIC levei 2.1.1, or la ter. and is supported on only Windows 2000 (non-c lustered configurations):--"ff1e..following .fabüc prpducts are 

supported: IBM 2109 Model F1 6, IBM 3534 Model F08, INRANGE, and McDATA (excluding ED-5000). ~ ROS no 03/2005 . CJ ! 
C'PMI - r~(lP'=-t/')S I 
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INTEL•BASED SERVERS -WINDOWS 

General Notes: 

• Fibre channel support: 

• Requires ESS LIC levei 1.2.0, or later. 

• ESS API- CIM Agent: 

• Available for ali leveis of Windows 2000. 

• Requires ESS LIC levei 2.1. 1, or later. 

• Not available for the ESS Models E10 and E20. 

• ESS CLI : 

• Available for ali leveis of Windows 2000, and Windows Server 2003. 

• Requires ESS LIC levei 2.1.0, or later. 

• Not available for the ESS Models E10 and E20. 

• CS CLI : 

• Available for ali leveis of Windows NT, Windows 2000, and Windows Server 2003. 

• SOO: 

• Available for ali leveis of Windows NT and Windows 2000 and Windows 2003 (see additional notes on following page 

• Load balancing is not available in Windows NT or Windows 2000 cluster configurations. 

• Boot device support: 

• The ESS is supported as a boot device on Windows 2000 servers that support Fibre Channel boot capability. This 
support requires ESS LIC levei 2.2.0, or later, with host adapters OLA2310F I OLA2310FL, and OLA2340 I OLA2342L. 
Requires SOO levei 1.4.0.0. Reter to the IBM Tota/Storage Enterprise Storage Server Host Systems Attachment Guide 
for additional information. 

• The following items are not interoperable with the ESS Model 800: 

• Host adapters: • Fabric products: 
• Emulex LP?OOOE. • IBM 2103 Model HO?. 
• IBM 01K7297. • IBM 3534 Model 1 RU. 
• Ologic OLA1041 and OLA2100F. 
• Symbios SYM8751D. 

• The following items are not interoperable with the ESS Models E10 and E20 

• BladeCenter. 

• ESS CLI . 

• Operating systems: 

• Oatacenter Server. 

• Host adapters: 
• Emulex LP9002L I LP90020C. 
• Emulex LP9802 and LPg4Q20C 
• Ologic OLA2310F I OLA2310FL and 

OLA2340 I OLA2342L. 

• ESS lnteroperability Matrix 

• ESS API. 

• Fabric products: 
• Cisco MOS 9216 and MOS 9509. 
• IBM 2109 Models F32 and M12. 
• IBM 3534 Model F08. 
• INRANGE FC19000- 256 
• McOATA lntrepid 6140. 
• Mc DATA SplieleOII 3216, 3232, a11d 4500. 
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INTEL·BASED SERVERS- WINDOWS 

General Notes (cont.): 

• Windows NT 

• Enterprise Edition with Microsoft Cluster Server (MSCS) support requires ESS LIC levei 1.3.0, or later. • . 
"-'""" -

• Windows 2000 

• Server and Advanced Server: 
• Requires ESS LIC Levei 1.2.0, or later. 
• Advanced Server with Cluster service support requires ESS LIC levei 1.3.0, or later . 
• When using SDD, Advanced Server with Cluster service support requires ESS LIC levei 1.4.0, or later. The Ologic 

OLA21 OOF is not supported in this configuration . 

• Datacenter Server: 
• Requires ESS LIC levei 1.5.0, or later . 
• When using SDD, Datacenter Server requires ESS LIC levei 2.0.0, or later, for the ESS Model 800 and ESS LIC levei 

2.1 .0, or later, for the ESS Models F10 and F20. 
• For a list of specific ESS configurations supported with Datacenter Server, reter to the Microsoft Hardware 

Compatibility Listing (HCL) at http://www.microsoft.com/hcl/. Enter "Enterprise Storage Server" and "Ali Product 
Categories" as the search criterion. Use the IBM RPO process to request support for additional ESS configurations . 

• Windows 2003 
• When using clustering with SDD, Windows 2003 is not supported on Emulex LP8000, LP9002L I LP9002DC, 

LP9402DC, LP9802 host adapters . 

' 
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Fibre Channel 

Servers 

Origin Servers 
• 200 
• 2100 
• 2200 
• 2400 
• 2800 

' Cascaded switches are not supported . · 
3 Requires ESS LIC levei 2 2 O, or later. 

6
June 27, 2003 
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Operating Systems Host Adapters 

IR IX SGI 
• 6.5.13 • PCI-FC-1P-OPT 
• 6.5.14 • PCI-FC-1P-OPT-A 
• 6.5.15 • PCI-FC-1POPT-B 3 

• 6.5.16 • PCX-FC-2POPT-B 3 

• 6.5.17 

ESS lnleroperability Matrix 

SGI SERVERS 

Fabric Support 

IBM' 

• 2109 Models SOB and S16 
• 2109 Model F16 
• 3534 Model FOS 

oe: 

~ 

c=-~ 
~ 

~ 

4 

~ 

~ 

4 

4 
~ 

~ 

~ 

t 
4 

Page 42 

4 
4 



-•· • • • • • • • • • • • • • • • :o 
• • • • • • • • • • • • •O • • • • • • • • • • • • • • 

General Notes: 

• SGI support requires ESS L/C levei 2.1.1, or /ater . 

• ESS API - CIM Agent: 

• Not available for IR/X . 

• ESSCL/: 

• Not avai/able for IR/X . 

• CS CL/ : 

• Not available for IR/X . 

• SDD: 

• Not available for IR/X . 

• The fol/owinq items are not interoperable with the ESS Models E10 and E20: 

• SGI Servers 
• Origin 200, 2100, 2200, 2400, and 2800 

June 27, 2003 ESS lnteroperabil ily Matnx 
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SCSI 

Servers 

Enterprise 

• 220R, 250, 420R, 450 

• 3000, 4000, 5000,6000 

• 3500, 4500, 5500, 6500 

• 10000 

Netra 

• 11 25 

SPARCcenter I SPARCserver 

• 1000, 1000E 

• 2000, 2000E 

Ultra 

• 1, 2, 5, 10, 20, 30, 60, 80 

• 

Operating Systems 

Sola ri s 

• 2.5.1 

• 2.6 
• VER I TAS Volume Manager with OMP 
• 3.1 and 3.2 

• VERITAS Cluster Server 
o 1.1.2and 1.3 

• 7 
• VERITAS Volume Manager with DMP 
• 3.1 and 3.2 

• VERITAS Cluster Server 
o1 .1.2and1 .3 

• 8 
o VERITAS Volume Manager with OMP 
• 3.1.1 and 3.2 

• VERITAS Cluster Server 
• 1.3 

ESS lnteroperabi lity Matrix 

Sun 

• X1062A 

• X1065A 

o X6541A 

Fa bric .Support 

N/ A 
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SUN SERVERS 

Fibre Channel 

Servers 

Enterpri se 

• 220R,250, 420R, 450 

• 3000,4000,5000,6000 

• 3500, 4500, 5500, 6500 

• 10000 

Netra 

• 1125 

SPARCcenter I SPARCserver 

• 1000, 1000E 

• 2000, 2000E 

Sun Firo 

o V120 
1 

• V280R 
1 

• V480 
1 

o V880 
1 

• 3800
1 

• 4800 
1

, 4810 
1
, 6800 

1 

o12K
2
,15K

2 

Ultra 

• 1 ,2, 5, 1 O, 20, 30, 60, 80 

1 
Requims ESS LIC leYel 1.5.2, or latsr . 

Operating Syste'!'~-~~ 

Solaris 

• 2.6 
• VER I TAS Volume Manager with DMP 
• 3.1 and 3.2 

• VERIT AS Cluster Sorver 
• 1.1.2, 1.3, 2.0, and 3.5 

3 

• 7 
• VER I TAS Volume Manager with DMP 
• 3 .1 and 3.2 

• VERITAS Cluster Sorver 
• 1.1.2, 1.3 2.0, and 3.5 

3 

• 8 
• Sun Cluster 3.0 with MPxiO 4.1, or 

!ater 
10 

• VERITAS Volume Manager with DMP 
• 3.1.1, 3.2, and 3.5 

• VERITAS Cluster Sorver 
• 1.3, 2.0, and 3.5 

3 

• 9 3.7 

• VER I TAS Volume Manager with DMP 
• 3.5 

• VERITAS Cluster Sorver 
• 3.5 

Host Adapters 

JNI 

o FC64-1 063-N 

• FCC-6562 I FCC2-6562 
3 

• FCX-6562 I FCX2-6562 
3 

o FCI-1063-N 

• FCE-1473-N 
1 

• FCE-6460-N 
1 

Emulex 

o LP8000 

o LP8000S 
4 

o LP9002C 
3 

• LP9002L I LP9002DC 
1 

• LP9002S 
1 

• LP9402DC 
1 

• LP9802 
1 

OLogic 

o OLA2200F 

• OLA2310F I OLA2310FL 
1 

• OLA23401L I OLA2342IL 
1 

• OCP2340 
9 

Sun 
10 

• 6727A 

• 6767A 

• 6768A 

• 6799A 

Fabric Suppof"4 

Cisco 
1 

o MDS9216 

• MOS 9509 

IBM 

• 2103 Model H07 
5 

• 2109 Models F16 and F32 
1 

• 2109 Model M12 
1 

• 2109 Models 808 and 816 

• 3534 Model F08 
1 

INRANGE 

o FCI9000-64 
6 

• FCI9000-128 
6 

• FCI9000- 256 
8 

McDATA 

• ED 5000 

• ES-3016 and ES-3032 

• lntrepid 
• 6064 
• 6140 

1 

• Sphereon 
• 3216 

1 

• 3232 
1 

• 4500 
1 

2 
Requires ESS LIC levei 2.0.0, or late r, for the ESS Model 800 and ESS LIC levei 2.1.0, or I ater, for the ESS Models F1 O and F20 . 

3 
Requ ires ESS LIC levei 2.1.0, or !ater . 

4 
Requires ESS LIC levei 1.5.0, or later. 

5 
Supported for distance solutions only. Multiple initiators or targets on the same loop are not supported . 

6 Requires ESS LIC levei 1.3.2.50, or later . 
7 

Requires Veritas Filesystem VXFS V 3.5 REV=GA06 
8 Requires ESS LIC levei 2 1.0, or !ater, for the ESS Model 800, and ESS LIC level1 .5.2, or !ater, for the ESS Models F10 and F20 . 
9 

Requires 2.1.1. or later . 
10 

Requires ESS LIC levei 2.2.0, or later. Sun Clustering 3.0 with MPxiO is supported only with lhe Sun 
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General Notes: 

• Fibre channel support: 

• Requires ESS LIC levei 1.3.0, or later. 

• ESS API- CIM Agent: 

• Not Available for Solaris. 

• ESS CLI: 

• Available for Solaris 8. 

• Requires ESS LIC levei 2.1.0, or later. 

• Not available for the ESS Models E10 and E20. 

• CS CLI: 

• Available for only Solaris 2.6, 7, 8, and 9. 

• SDO: 

• Available for only Solaris 2.6, 7, and 8. (SOD is not supported in Sun Cluster environments.) o e • Solaris 7, or later is required when using the Emulex LP8000 . 

• In clustered configurations, VERITAS Cluster Manager and VERITAS Volume Manager with OMP should be used instead 
of SOD. 

• SDD is not supported in Sun Cluster environments . 

• VERITAS: 

• Support for VERITAS Volume Manager is limited to Solaris 7 when using ESS LIC levei 1.0.x, 1. 1.x or 1.2.x. 

• The followinq items are not interoperable with the ESS Model 800: 

• Operating systems: 
• Solaris 2.5.1. 

• Fabric products: 
• IBM 2103 Model H07. 

• The followinq items are not interoperable with the ESS Models E10 and E20 

• ESS CLI. 

• Servers: 
• Sunfire V120, V280R, V480, V880, 3800, 4800, 4810, 6800, 12K, and 15K. 

• Host adapters: o e 
• JNI FCC2-6562. FCS-6562 I FCX2-6562, FCE-1473-N and FCE6460-N. 
• Emulex LP9002C, LP9002L I LP90020C, LP9002S, and LP9402DC, and LP9802. 
• Ologic OLA2310F I OLA2310FL and OLA2340 I OLA2342L. 
• Sun 6727 A 6767 A 6768A. and 6799A. 

• Operating Systems: 
• Sun cluster 3.0 and MPxiO. 

• Fabric products: 
• Cisco MOS 9216 and MOS 9509. 
• IBM 2109 Models F32, and M12. 
• IBM 3534 Model F08. 
• INRANGE FCI9000- 256 
• McOATA lntrepid 6140. 
• McOATA Sphereon 3216, 3232, and 4500. 
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NETWORK ATTACHED STORAGE 

/' ' 

/ . ' '\0'' ··~ . 
/ ~/Drt 5 
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(N4.·$) -
-------------------------------~~---

NAS Servers 
1 Fabr,ic Suppod 

NAS Gateway 300 IBM 

• 5196 Model GOO • 2109 Models SOB and S16 

• 5196 Model G01 • 2109 Models F16, and F32 
3 

• 5196 Model G02 
3 

• 5196 Model G25 INRANGE 

• 5196 Model G26 • FC/9000 

• 5196 Model G27 
2 

McDATA 

• ED-5000 

' NAS interoperabi lity requires ESS LIC levei 1 .3.2.49, or !ater . 

2 Requires ESS LIC levei 2.0. 1, or later, for the ESS Model 800 and ESS LIC levei 1.5.2, o r later. for the ESS Models F1 O and F20 . 

3 Requires ESS LIC levei 1 .5.2 or later. 
.._,, ___ ._. ... -
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General Notes: 

• The following items are not interoperable with the ESS Models E10 and E20 

• NAS Gateway 300 
• 5196 Model GOO 
• 5196 Model G01 
• 5196 Model G02 
• 5196 Model G25 
• 5196 Model G26 
• 5196 Model G27 

cJ· 

ESS lnteroperability Matrix Page 48 



-•• • • • • • • • • • • • • • • • :c 
• • • • • • • • • • • • •O 
• • • • • • • • • • • • • • 

. ~~f 
APPENDIX A: ESS HOST ADAPTERS AND CABLES 

' . ' 

Table 6: ESS Host Adapter Features 

Feature 
Nurnber 

3002 

3011 

3012 

3013 

3019
1 

3020
1 

3021 

3022 

3023 

3024 

3025 

:Peatures Descript!Olt 

SCSI Host Adapter 

Standard ESCON Host Adapter 

Enhanced ESCON Host Adapter 

64-bit ESCON Host Adapter 

Fibre Channel Host Adapter (interim NUMA-O) 

Fibre Channel Host Adapter (interim) 

Fibre Channel I FICON Host Adapter (long wave) 

Fibre Channel Host Adapter (short wave) 

Fibre Channel I FICON Host Adapter (short wave) 

2Gb Fibre Channel I FICON Host Adapter (long wave) 

2Gb Fibre Channel I FICON Host Adapter (short wave) 

Table 7: ESS Fibre Channel I FICON Cable Features 

Spoclfy 
Feature 

9750 

9751 

9752 

9753 

9760 

9761 

9762 

9763 

Optlonal 
Feakire 

2850 

2851 

2852 

2853 

2860 

2861 

2862 

2863 

Feature Dêscrlp.tlon 

9 micron Fibre Cable (SC connectors) 

9 micron Fibre Cable (SC I LC connectors) 

9 micron Fibre Cable (LC connectors) 

9 micron Fibre Cable (SC I LC connectors) 

50 micron Fibre Cable (SC connectors) 

50 micron Fibre Cable (SC I LC connectors) 

50 micron Fibre Cable (LC connectors) 

50 micron Fibre Cable (SC I LC connectors) 

Table 8: ESS SCSI Cable Features 

Specify 
Feature 

9701 

9702 

9703 

9704 

9705 

9706 

9707 

Option-._t 
Feature 

2801 

2802 

2803 

2804 

2805 

2806 

2807 

Feature Description 

Ultra SCSI 

Ultra SCSI 

SCSI-2 Fast!Wide 

SCSI-2 Fast/VVide 

SCSI-2 Fast/Wide (ASI400) 

SCSI-2 Fast/Wide (ASI400) 
______ , ______ , ___ ------ -

SCSI-2 Fast/Wide (Sun PCIIHP PCI dual port) _ _____ ...... . . ........... ________ _ ___ , ___ .. __ , ... .. 

9708 

9709 

971 0 

2808 

2809 

2810 

SCSI-2 Fast/Wide (Sun PCIIHP PCI dual port) 

SCSI-2 Fast/Wide (HP single port) 

SCSI-2 Fast/Wide (HP single port) 
·------- _,_,, .. .... ......................... ------- ---

1 
Withdrawn from marketing . 
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Exx I Fxx I 800 

Exx I Fxx 

Fxx I 800 

800 

Exx I Fxx 

Exx I Fxx 

Fxx 

Exx I Fxx 

Fxx 

800 

800 

Cable Length 

31 meters 

31 meters 

31 meters 

2 meters (pigtail) 

31 meters 

31 meters 

31 meters 

2 meters (pigtail) 

Cable Length 

10 meters 

20 meters 

10 meters 

20 r11eters 

10 meters 

20 meters 

10 meters 

20 meters 

10 meters 

20 meters 

1.0.0 

1.0.0 

14.0 

2.1.0 

1.1 .0 

1.1 .0 

1.4.0 

1.2.0 

1.4.0 

2.0.0 

2.0.0 

- - ---------·--·· .. 
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APPENDIX B: HOST ADAPTER PRODUCTS \ ' · ~ \ .-_L_ ____ ________ __________________ ___ ___ _ 

Table 9: SCSI Host Adapters 
·--------- -·---·-------···--·-··-·------·--· ·······--·-··-.. ----·------
Adapter Description 

-~-·-·-·------ .. ----· 

Adaptec AHA-2944UW 

Adaptec AHA-4944W 

Hewlett-Packard A4800A 

PC l-to-Ultra Wide Differential SCSI Host Adapter 

Quad Channel PCI-to-Fast and Wide Differential SCSI Host Adapter 

Fast/Wide Ultra Differential SCSI-2 (PC I) 

Hewlett-Packard A41 07 A Fast/Wide Differential SCSI-2 (HP-HSC) 
----------- -------
Hewlett-Packard A2969A 20 MB Fast/Wide Differential SCSI-2 (HP-HSC) 

Hewlett-Packard A5159A Dual Port Fast/Wide Differential SCSI-2 (PCI) 

Hewlett-Packard 28696A Fast/Wide Differential SCSI -2 (HP-PB) 

ESS Cable Feature 

9701 o r 9702 

9701 or 9702 

9709 or 9710 

9703 or 9704 

9703 or 9704 

9707 o r 9708 

9703 or 9704 
----------------------- ------------ ---------------------------------
IBM AS/400 FC 6501 

IBM Netfinity P/N 59H3900 

IBM Netfinity P/N 08L6517 

IBM RS/6000 FC 241 2 

IBM RS/6000 FC 6204 

IBM RS/6000 FC 6207 

IBM RS/6000 FC 6209 

OLogic QLA1041 

Storage Works KZPBA-CB 

Sun X1062A 

Sun X1065A 

Sun X6541A 

Symbios SYM8751D 

~27, 2003 

~ f'~'~~· - ! ;,• 
.. ;~ ~ ·. """ l 

Tape/Disk Device Controller 

3449 Adapter Card 

Adapter card + cable + terminator 

Enhanced SCSI-2 Differential Fast/Wide Adapter/A 

PCI Universal Differential Ultra SCSI Adapter 

PCI Differential Ultra SCSI Adapter 

PCI SCSI-2 Fast/Wide Differential Adapter 

PC l-to-Ultra SCSI Host Adapter 
- - -------------

Ultra SCSI Differential Adapter (PC I) 

SCSI-2 Fast/Wide Differential (SBus) 

Ultra SCSI (SBus) 

Ultra SCSI-2, Fast/Wide Differential Dual Channel (PCI) 

PCI-to-FasVUitra Wide Differential SCSI Host Adapter 

ESS lnteroperabi lity Matrix 

..................... . 

9705 or 9706 

9701 or 9702 

9701 or 9702 

9703 o r 9704 

9701 or 9702 

9701 or 9702 

9703 or 9704 

9701 or 9702 

9701 or 9702 

9701 or 9702 

9701 or 9702 

9707 or 9708 

9701 or 9702 
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Table 1 O: Fibre Channel Host Adapters 

Adapte r 

Emulex LP7000E 

Emulex LP8000 

Emulex LP8000S 

Emulex LP9000C 

Emulex LP9002L 

Emulex LP9002DC 

Emulex LP9002S 

Emulex LP9402DC 

Emulex LP9802 

Hewlett-Packard A3404A 

Hewlett-Packard A3591 B 

Hewlett-Packard A5158A 

Hewlett-Packard A6684A 

Hewlett-Packard A6685A 

Hewlett-Packard A6795A 

IBM iSeries FC0612 

IBM iSeries FC 2766 

IBM Netfinity P/N 01 K7297 

IBM Netfinity P/N OON6881 

IBM NUMA-O IOC-0210-54 

IBM pSeries FC 6227 

IBM pSeries FC 6228 

IBM pSeries FC 6239 
··············································· 

IBM xSeries P/N 48P7061 

Description H • • ••• ••••••• • •••••••• • H • • • ••••• • •••••••• •• •••••••• •• • ••• • ••••• ' <~~~~=::·; 

LightPulse Fibre Channel PCI Host Adapter (32 bit) 

LightPulse Fibre Channel PCI Host Adapter (1Gb) 

LightPulse Fibre Channel SBus Host Adapter (1Gb) 

LightPulse Fibre Channel cPCI Host Bus Adapters (2Gb) 
. ............................................... ----············--···························· ································ ·········· ···························································································· ···· 

LightPulse Fibre Channel PCI Host Adapter (2Gb) 

Light Pulse Fibre Channel PCI Host Adapter (2Gb) (two ports) 

LightPulse Fibre Channel SBus Host Adapter (2Gb) 

LightPulse Fibre Channel PC I-X Host Adapter (2Gb) (two ports) 

LightPulse Fibre Channel PC I-X Host Adapter (2GB) 

1063 Mbps Fibre Channel K Class Adapter (HP-HSC) 

1062 Mbps Fibre Channel Adapter (HP-HSC) 

PCI Tachlite Fibre Channel Adapter 

HSC Tachlite Fibre Channel Adapter 

HSC Tach lite Fibre Channel Adapter 

PCI Tachlite 2Gb Fibre Channel Adapter 

Linux Direct Attachment 

PCI Fibre Channel Disk Control ler 

Netfinity PCI Fibre Channel Adapter 

Netfinity FAStT Host Adapter 

Fibre Channel PCI Adapter 

Fibre Channel Adapter for PCI Bus 
-----------------------------------

Fibre Channel Adapter 64-Bit for PCI Bus (2Gb) 

Fibre Channel Adapter 64-bit for PCI Bus (2Gb) 

BladeCenter HS20 Fibre Channel Expansion Card 

IBM xSeries P/N 48P7062 BladeCenter 2-port Fibre Channel Switch Module 
-------------------------------------------------
JNI FC64-1063-N FibreStar 64-Bit SBus Fibre Channel Host Bus Adapter 

JNI FCC-6562 FibreStar CompactPCI-to-Fibre Channel Host Bus Adapter (2Gb) 

JNI FCC2-6562 

JNI FCX-6562 

JNI FCX2-6562 

JNI FCI-1063-N 

JNI FCE-1473-N 

JNI FCE-6460-N 

Ologic QCP2340 

OLogic OLA2100F 

OLogic OLA2200F 

Ologic OLA2300F 

Ologic OLA2310F 

OLogic OLA2310FL 

OLogic OLA2340/L 

OLogic QLA2342/L 

SGI PCI-FC-1P-OPT 

June 27, 2003 

FibreStar CompactPCI-to-Fibre Channel Host Bus Adapter (2Gb) (two ports) 

FibreStar PCI-X-to-Fibre Channel Host Bus Adapter (2Gb) 
-----------------

FibreStar PCI-X-to-Fibre Channel Host Bus Adapter (2Gb) (two ports) 

FibreStar 32-Bit PCI-to-Fibre Channel Host Bus Adapter 

FibreStar 2Gb 64-bit SBus-to-Fibre Channel Host Bus Adapter 

FibreStar 2Gb 64-bit PCI-to-Fibre Channel Host Bus Adapter 

64-Bit 66MHz PCI 2Gb Fibre Channel Adapter 

64-Bit PCI-to-Fibre Channel Adapter 

64-Bit PCI-to-Fibre Channel Adapter (33MHz or 66 MHz) 

65-Bit PCI-to-Fibre Channel Adapter (66MHz) 
·--------

66MHz PC I-X Fibre Channel Adapter 

66MHz PCI-X Fibre Channel Adapter (low profile) 

133MHz PCI-X Fibre Channel Adapter (low profi le) 
........ - ·------···---------

133MHz PC I-X Fibre Channel Adapter (two ports: low profile) 

Optical SW 1GB Fibre Channel Adapter --~ - · ~ ~· ---- · -1 ····· ········· ············ ······················· ····· ............................................. LRQS' fl-D ··03/2005 - CN""l ""···· · ··········· · · · ···~····· ·· ··· ·.H•'•• 
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'! • Table 10: Fibre Channel Host Adapters (cont.) \\ G 

<,_ ·~ 
"-:-,, ..... 

'\~ .... ,, 
··-~ ... SGI PCI -FC-1P-OPT-A 

SGI PCI-FC-1POPT-B 

SGI PCX-FC-2POPT-B 

--- -·-····-····--------- ----· 
Description 

Optical SW 1GB Fibre Channel Adapter 

Optical SW 2 GB Fibre Channel Adapter 

Optical SW 2GB Fibre Channel Adapter (two ports) 

StorageWorks KGPSA-BC 64-bit I 33 MHz PCI-to-Fibre Channel Host Bus Adapter 

StorageWorks KGPSA-CA 64-bit I 33 MHz PCI-to-Fibre Channel Host Bus Adapter 

StorageWorks KGPSA-DA 64-bit I 66MHz PCI 2Gb Fibre Channel Adapter 

Sun 6727A 64-Bit PCI-to-Fibre Channel Adapter (33MHz or 66 MHz) (dual port) 
----------------- ------------- --------
Sun 6767A 66MHz PCI-X 2Gb Fibre Channel Adapter 

133MHz PCI -X 2Gb Fibre Channel Adapter (two ports; low profile) 

64-Bit PCI-to-Fibre Channel Adapter (33MHz or 66 MHz) 

• 
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APPENDIX C: SAN FABRIC PRODl.JCTs·· 

Fibre Channel I FICON lntermix 

The ESS supports Fibre Channel I FICON intermix on the INRANGE FCI9000 Fibre Channel Director (IBM 2042 Models 001 and 

128) and the McDATA ED-6064 (open-open mode) Enterprise Fibre Channel Director (IBM 2032 Model 064). With intermix, both 

FCP (Fibre Channel Protocol) and FICON upper levei protocols can be supported within the same director when deployed 

independently by port. Cascading of directors is not currently supported with Fibre Channel I FICON intermix . 

Fibre Channel I FICON intermix support requires ESS LIC levei 1.5.2, or !ater. lmplementation details and operational information 

for using intermix are available at the INRANGE and McDATA websites . 

Table11: SAN Fabric Products 

Product 

Cisco MOS 9216 

Cisco MOS 9509 

IBM 2103 Model H07 

IBM 2109 Model F16 

IBM 2109 Model F32 

IBM 2109 Model M12 

IBM 2109 Model SOB 

IBM 2109 Model S16 

IBM 3534 Model F08 

IBM 3534 Modei1RU 

INRANGE FC/9000-64 

INRANGE FC/9000-128 

INRANGE FC/9000-256 

McOATA ES-3016 

McOA TA ES-3032 

McOATA Sphereon 3216 

McOA TA Sphereon 3232 

McOATA Sphereon 4500 

McOATA E0-5000 

McOATA lntrepid 6064 

McOATA lntrepid 6140 

IBM Machine Type and: Model 
or Part Number 

IBM 2062 Model 001 

IBM 2062 Models 007 I T07 

P/N 2109F16 

P/N 2109F32 

P/N 2109S08 

P/N 2109S16 

P/N 3534F08 

P/N 35341RU 

IBM 2042 Model 001 

IBM 2042 Model128 

IBM 2042 Model 256 

IBM 2031 Model 016 

IBM 2031 Model 032 

IBM 2031 Model 216 

IBM 2031 Model 232 

IBM 2031 Model 224 

IBM 2032 Model 001 

IBM 2032 Model 064 

IBM 2032 Model 140 

Descr!Ptlon 

Cisco Multilayer Fabric Switch (2Gb, 48-port) 

Cisco Multilayer Oirector (2Gb, 224-port) 

IBM Fibre Channel Storage Hub 

IBM TotaiStorage SAN Switch (2Gb, 16-port) 

IBM TotaiStorage SAN Switch (2Gb, 32-port) 

IBM TotaiStorage SAN Switch (2Gb, 64-port) 

IBM TotaiStorage SAN Switch (1Gb, 8-port) 

IBM TotaiStorage SAN Switch (1Gb, 16-port) 

IBM TotaiStorage SAN Switch (2Gb, 8-port) 

IBM TotaiStorage SAN Managed Hub 

INRANGE FC/9000 Fibre Channel Oirector (2Gb, 64-port) 

INRANGE FC/9000 Fibre Channel Oirector (2Gb, 128-port) 

INRANGE FC/9000 Fibre Channel Oirector (2Gb, 256-port) 

McOATA ES-3016 Fabric Switch (1Gb, 16-port) 

McOATA ES-3016 Fabric Switch (1Gb, 32-port) 

McOATA Sphereon Fabric Switch (2Gb, 16-port) 

McOATA Sphereon Fabric Switch (2Gb, 32-port) 

McOATA Sphereon Fabric Switch (2Gb, 24-port) 

McOATA E0-5000 Fibre Channel Oirector 

McOATA lntrepid 6064 Oirector (2Gb, 64-port) 

McOATA lntrepid 6140 Oirector (2Gb, 140-port) 

.... ;,...-.~· ~ .... ~.,.,·~ ·~ il 
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APPENDIX D: REVISION HISTORY ~ 

May 13,2003 

Unless stated otherwise, these items require ESS LIC levei 2.2.0, or later, which has a planned availability of June 27, 2003. 

ESS Copy Services Operating Systems. Path Management. and Clustering (cont.) 

• Peer-to-Peer Remate Copy (PPRC) Version 2 • UnitedLinux 1 .O (Intel) : SLES 8 (including CLI and SDD support) 

• FlashCopy Version 2 
• Windows Server 2003 (including CLI support) 

• Windows 2000 Boot Support (including SDD support) 
Servers • zSeries VSE/ESA Version 2 Release 7 
• iSeries 800, 810, 825, and 870 • zSeries Z/VM Version 4 Release 4 

• Sun Fire V1 20, V280R, and V480 

• zSeries 990 Host Adapters 

• Emulex LP9802 and LP9402DC (Intel (NetWare, Windows) Sun) 
Channel Extenders/DWDMs • OLogic OCP2340 (Sun) 
• Norte! Networks OPTera Metro 5200 • SGI PCI-FC-1POPT-B 

Operatinq Systems. Path Manaqement and Clustering • Storage Works KGPSA-DA (HP OpenVMS and Tru64) 

• Hewlett Packard OpenVMS 7.3-1 • Sun 6727A, 6767A, 6768A, and 6799A. 

• Hewlett Packard Serviceguard 11 . 14 

• Hewlett Packard Tru64 5. 1 B 

• Sun Cluster 3.0 including MPxiO 

• Sun VERITAS Cluster Server 3.5 

February 17, 2003 

Unless stated otherwise, these items require ESS LIC levei 2.1.1, or !ater, which has a planned avai lability of February 21, 2003 for the Models 

800, F10 and F20. 

General 

o ESS API: CIM Agent support (AIX, Intel (Linux, Windows 2000) 

• SGI Origin Servers 

Operatinq Systems Path Manaqement and Clusterinq 

o AIX 5.2 with HACMP 4.5 

• Veritas Cluster server for Sun Solaris 9 

o Linux (Intel): New kernellevels 

Other 

End of Service and Support for various Linux/Redhat (Intel) Leveis. 

Reler to the Linux (Intel) server page for specific information . 

SAN Fabric 

• IN RANGE FC/9000-256 (HP, RS/6000, RS/6000 SP, Intel (Li 

Netware, Windows), and Sun) 

ESS lnteroperability Matrix Page 54 
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November 22, 2002 "'·,,::Z '" (:~~~::>, 
Unless stated otherwise . these items require ESS LIC levei 2 . 1.0. or later, which has a planned availability oi November 22, 2002 

for the Model 800 and January 31, 2003 for lhe Models F10 and F20 . 

General 

• Planned availability for ESS Models F10 and F20 interoperability 

changed to January 31, 2003 for the following items. Additionally 

ESS LIC levei has changed to ESS LIC levei 2.1 .O or /ater. 

• HP rp7410, rp8400, and Superdome 

• HACMP 4.5.0 

• Red Hat Linux 7.2 (Intel) 

• Windows 2000 Datacenter (Intel) 

• SuSE Linux 7.3 (Intel) 

• Sun Fire 12K, and 15K 

Servers 

• IBM pSeries 650 Mode/6M2 and pSeries 655 Mode/651 

• Sun Fire V880, and 3800 

Operatinq Systems, Path Manaqement. and Clusterinq 

• SuSE Linux Enterprise Server 7 (iSeries) 

• A/X 5.2 

• Solaris 9 

October 22, 2002 

SAN Fabric 

• IBM 2109 Mode/ F32 (HP, RS/6000, Intel (Linux, NetWare, 

Windows). Sun, and NAS) 

• McData Sphereon 4500 (HP, RS/6000, Intel (Linux, Netware, 

Windows). and Sun) 

• IBM 2109 Model F16 (NAS) 

NAS Fabric 

• NAS Gateway 300, Model G27 

Adapters 

• Emulex LP9002DC (Intel (Linux, Netware. Windows). and Sun) 

• JNI FCC-6562 (Sun) 

Unless stated otherwise, these items require ESS LIC levei 2.1.0, or /ater , which has a planned availability of November 22, 2002 for the Model 

800 and January 31, 2003 for the Models F1 O and F20 

General 

• OpenVMS: Fibre Channel support 

Confiquration Manaqement 
• ESS CLI (A/X, HP-UX, Linux (Intel), Solaris. and Windows 2000) 

Copy Services CLI 

• NetWare 6.0 

• OpenVMS 

Operatinq Systems, Path Manaqement, and C/usterinq 

• Linux (Intel): Red Hat Advanced Server 2.1 (inc/uding copy 

services CLI and SDD) 

• Linux (Intel) : SuSE Linux Enterprise Server 7 (inc luding copy 

services CLI and SDD) 

• NetWare: SDD support 

October 7, 2002 

Servers 

• IBM iSeries 890 

Operatinq Systems, Path Manaqement. and Clusterinq 

• HACMP 4.5.0 

• HP MC/Serviceguard 11 .13 

• HP-UX 11 (32-bit support for SCSI) 

Host Adapters 

• Emulex LP9002C (Sun) 

• JNI FCC2-6562 and FCX-6562 I FCX2-6562 (Sun) 

• OLA2340 I OLA2342L (Linux (Intel), NetWare. and Sun) 

Other 

Removed footnotes for host adapter restrictions; information has 

been moved to the .Host Bus Adapter Support Matrix . 

Operatinq Systems Path Manaqement, and Clusterinq (con't) 

• OpenVMS 7.2-2 

• z/OS and z/OS.e Version1 Release 4 

SAN Fabric 

• McDATA lntrepid 6140 (HP, IBM pSeries , Intel (Linux, NetWare, 

Windows). and Sun . 
June 27 , 2003 ESS lnteroperabil ity Matrix CPMI (~QP'"'f- I 'J S i Page 55 
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An UltraSca/able, ultra-f/exíble tape líbrary for backup 
and archíval solutíons 

IBMTotaiStorageTM 
UltraScalable Tape Library 3584 

\ 

IBM Tota!Storage UltraScalable Tape Library 3584 with 16 trames 

Highlights 

• Offers 16-frame capacity, 

performance, and reliability for 

midrange and network tape 

storage environments 

• Provides an UltraScalable 

solution to help protect your 

techno/ogy investment 

• Patented Multi-path Architecture 

he/ps increase configuration 

f/exibility with Jogica/library 

partltlontng 

• Adheres to wide/y supported 

LinearTape-Open'M (LTO) 

Ultrium"' design specifications 

• Offers native switched fabric 2Gb 

Fibre Channel LTO Ultrium 2 

Drives 

IBM TotaiStorage UltraScalable Tape 

Library-A flexible solution 
From midrange systems to large-scale 

server-based operations, the IBM 

TotaiStorage UltraScalable Tape Library 

is designed to handle backup, archive, 

and disaster recovery data storage 

needs with ease. 

Advanced features 
The IBM TotaiStorage UltraScalable 

Tape Library 3584 now supports up to 

16 trames housing a maximum of 6,881 

tape eartridges and 192 Ultrium tapo 

drives. Support for the IBM TotaiStorage 

Ultrium 2 Tape Drive more than doubles 

tape drive performance over the first 

generation LTO Ultrium Tape Drive and 

is designed to support up to 35MB/sec 

nativo data transfer rales (?OMB/sec 

with 2:1 compression). In addition. with 

the use o f lhe new IBM TotaiStorage 

LTO Ultrium 200GB Data Cartridge, the 

IBM TotaiStorage Ultrium 2 Tape Drive 

doubles lhe tape cartridge capacity up 

to 200GB na tive capacity (400GB with 

2:1 compression) . 

The IBMTotaiStorage Ultrium 2Tape 

Drives can read and write original LTO 

Ultrium data cartridges at first genera­

tion Ultrium 1 capacities with improved 

performance. The Ultrium 2 tape drives 

and cartridges can be resident in the 

same 3584 Library trame with first 

generation Ultrium tape drives and 

Cartridges. The UltraScalable Tape 

Library is designed with a variety o f 

advanced features. IBM's Multi-path 

Architecture is designed to simultane­

ously attach heterogeneous servers 

and applications to LTO logicallibrary 

partitions, including mixed Ultrium 

drives and media . 

Remote management capabilities 

using a Web browser provides library 

control and configuration. Simple 

Network Management Protocol 

(SNMP) functionality is also included 

Hot swap drives, data path failover and 

load balancing and redundant power 

' supplies offer enhanced availability. 

New control path failover for A IX. dual 

AC power and 110 volt power options 

are also available . 

Software support 

You can maximize the power o f the 

UltraScalable Tape Library by man-

1

. aging-it·witt'l·industry-leading tape 
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·~ Model ~umber L32-LTO base trame; 032-LTO expansion trame .. · · .. · 
'. ~ ... ..... 

Characteristics 

Tape drive ty.pe. 

Number ot trames 

Numbetof driveS 

Number of tape cartridges 

Numberoflogíce.llibrarles 

Capacity'· 2 

Sustained datatransfer rate2 

Measured aggregate sustained 

data rate2 

Mediatype 

Oimensions (L32 or 032) 

Max.weight 

Warranty 

Operating environment 

rernfWralure 

Relative humidity 

Wet bulb rna~imum 

Electrical power 

NoiseJevel 

Attachment and systems support3 

IBM LTO Ultrium 2 or~ 

One base trame and up to 15 expansion trames 

Up tôl92: L$.2-.1 to 12UO; D32-0to~2UO 

Up to 6,881: L32-87 to 281; 032-396 to 440 

Up to.192: L32---,up to ~2; D32-up to 12 

2,752 TB compressed, in a 16-frame configuration with tour drives 

L32 (1-4 drives)-Up to 112.4 TB/trame compressed; 56.2TB native 

032 (O drives)-Up to 176TB/frame compressed; 88.0 TB native 

LTO Ultrium 2: Up to '70 MS/s.ec compressed; 35 MB/sec native 

Up to 474TB/hour with 192 LTO Ultrium 2 tape drives (compressed)2 

IBM TotaiStorage LTO l)ltríum 200GB .Data Çartridge (PlN 08L9870) ... 

IBM TotaJStarage LTOCieaning Cartridge {P/N 35t:2086} 

70.9" H x 28.5"Wx 59.8" D (1800 mm x 725 mm x 1520 mm) 

L3,2~1'236ú!b. (539.4 kg); D32-1tô1;9lb {5270 kg) 

One year; IBM On-site Repair (IOR) 

t6• to a2· c €60:8· to.B9.6. f) 

20% to 80% (non-condensing) 

23'D. C(13.4" f) 

8 amps at 200-240 VAC; 1.6 kVA, 1.4 kilowatt nominal 

12 amps at 100-127VAC; 1.2kVA.1.2 Kilowatt nominal 

The IBM 3584 features LTO Fibre Channel, LVD Ultra2/Wide o r Ultra 160 SCSI and HVO Ultra SCSI inter­

faces. attaching to IBM @server pSeries'" , IBM @server iSeries'", IBM @server xSeries'", RS/6000®, 

RS/6000 SP, AS/400®, and Nettinity® systems, and non-IBM servers and workstations 

Operating systems supporf3 

Oevice dnver support iS available for AIX0
; OS/400°; Windows N I 0 ; Windows0 2000; 

Windows 2003; Sun Solaris; and HP-UX. 

'Capacity depends on the number of drives installed versus the number of tape cartridges used 
2 Based on 2: 1 compression 
3 For latest information, consult Technical Support at www.ibm.com/totalstorage/lto 

Storage Manager o r other storage soft-

ware. 

WhyiBM lTO? 
IBM LTO Ultrium drive:_s.~hare best-of-

e:;"('teç~oi~<JY Ad""? ed multi-t<ack 

recording capabilities, state-of-the-art 

magneto-resistive (MR) heads, anda 

sophisticated track following servo 

system work together to produce 

extremely high recording densities. 

New Ultriu m 2 drive enhancements 

include dig ital speed matching, power 

managem ent, channel calibration and 512 

data tracks. Errar correction c ode (ECC) 

function a nd Statistical Analysis and 

Reporting System (SARS) help support 

data integrity. 

For more information 
For more information, contact your IBM 

representa tive or your IBM Business 

Partner. For updated attachment, 

supported operating system, media 

product, and storage management 

software information, visit www.ibm.com/ 

totalstorag e/lto. 

-.-..~. ------ -- -!-. ·~ m~..oJl:e:. 
© lnternational Business Machines Corporation 2003 

IBM Systems Group 
Removable Media Storage Solutions 
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Tucson, AZ 85744 
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06-03 
Ali Rights Reserved 
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Preface 

This IBM Redbook presents a general introduction to Linear Tape-Open (LTO) 
technology and the implementation of corresponding IBM® products. As such it 
describes both general LTO technology specification and specific details of the 
unique design of IBM Ultrium tape drives and libraries . 

In addition to the description of LTO, the reader will find technical information 
about each of the IBM Ultrium products, including generalized sections about 
SCSI and Fibre Channel connections, multi-path architecture configurations, and 
tape technology comparisons with market positioning. 

This book is intended for anyone who would like to understand more about the 
general LTO technology specification and how it carne about, as well as the IBM 
implementation of that specification. lt is suitable for IBM clients, business 
partners, IBM specialist sales representatives, and technical specialists. Those 
with no background in compute r tape storage products may need to reference 
other sources of information; in the interest of being concise, topics that are 
generally understood (in the opinion of the writers) are not covered in detail. 

The team that wrote this redbook 
This redbook was produced by a team of specialists from around the world 
working at the lnternational Technical Support Organization, San Jose Center . 

Charlotte Brooks is an IBM Certified IT Specialist and Project Manager for 
Storage Solutions at the lnternational Technical Support Organization, San Jose 
Center. She has 13 years of experience with IBM in the fields of Storage, 
pSeries™ and AIX®. She has written 11 Redbooks™ and has developed and 
taught IBM classes on ali areas of storage management. Before joining the ITSO 
in 2000, she was the Technical Support Manager for Tivoli® Storage Manager in 
the Asia Pacific region . 

Carsten Krax is a Storage Specialist with the IBM Systems Sales Organization 
in Germany. He provides technical sales support for Open Systems Disk, Tape, 
and SAN solutions. Before he joined IBM two years ago, he worked from 1995 to 
1998 as an System AdmJnlsfrator for an IBM Customer and from 1999 to 2001 as 
an ADSM!TSM and Storage Specialist for an IBM Business Partner. He holds a 
Diplom-lngenieur (FH) degree in Electrical Engineering from the University of 
Applied Sciences in Dortmund, Germany . 
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Tony Rynan is a senior software specialist at IBM Australia. He currently 
performs architectural and implementation services for IBM Global Services 
Australia throughout Southeast Asia. His areas of expertise include Tivoli 
Storage Manager, pSeries, SP, and SAN. He co-authored the redbook 
lmplementing IBM LTO in Linux and Windows, SG24-6268. 

Josef Weingand is an IT Specialist with the IBM Systems Sales Organization in 
Germany. He has seven years of experience providing technical support in IBM. 
He started as a customer engineer for Large Systems and worked 2 1/2 years as 
a Team Leader for the ITS European Support Center for Optical, Tape, and Tape 
Libraries. Now he is providing technical sales support for tape and backup 
solutions. He holds a Diplom-lngenieur (FH) degree in Electronic Engineering 
from the Fachhochschule Kempten. He co-authored the Redbook Using IBM LTO 
Ultrium with Open Systems, SG24-6502. 

The team: Tony, Josef, Charlotte, and Carsten 

Thanks to the following people for their contributions to this project: 

The authors of the first edition of this book: Matthias Werner, Christina Coutts, 
Michel Marion, and Nelson Saavedra 
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Become a published author 
Join us for a two- to six-week residency program! Help write an IBM Redbook 
dealing with specific products or solutions, while getting hands-on experience 
with leading-edge technologies. You'll team with IBM technical professionals, 
Business Partners, and/or customers . 

Your efforts will help increase product acceptance and customer satisfaction. As 
a bonus, you'll develop a network of contacts in IBM development labs and 
increase your productivity and marketability . 

Find out more aboot t11e 1eside11cy p1ogJa111, b1owse tl1e residency index, and 
apply online at: 

ibm.com/redbook s/residencies.html 
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Your comments are important to us! 

We want ou r Redbooks to be as helpful as possible. Send us your comments 
about this or other Redbooks in one of the following ways: 

... Use the online Contact us review redbook form found at: 

ibm.com/redbooks 

... Send your comments in an Internet note to: 

redbook@us . ibm . com 

... Mail your comments to: 

IBM Corporation, lnternational Technical Support Organization 
Dept. QXXE Building 80-E2 
650 Harry Road 
San Jose, California 95120-6099 
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Summary of changes 
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This section describes the technical changes made in this edition of the book and 
in previous editions. This edition may also include minor corrections and editorial 
changes that are not identified . 

Summary of Changes for The IBM LTO Ultrium Tape Libraries Guide, 
SG24-5946-01 , as updated on June 9, 2003 . 

June 2003, Second Edition 
This revision reflects the addition, deletion, or modification of new and changed 
information described below . 

New information 
.,.. Ultrium 2 drives in existing LTO libraries 
.,.. New model, IBM® TotaiStorage® Ultrium Tape Library 3582 
.,.. New functions (multi-path architecture, control path failover) for LTO libraries 
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lntroduction to Linear 
Tape-Open (LTO) 

The Linear Tape-Open (LTO) program is a joint initiative of IBM, Hewlett-Packard, 
and Seagate Technology. In 1997, the three technology provider companies set 
out to enable the development of best-of-breed tape storage products by 
consolidating state-of-the-art technologies from numerous sources, and in 
November of that year they produced a joint press release about LTO . 

In the tape storage industry, Hewlett-Packard, IBM, and Seagate saw a common 
set of problems affecting customers in the midrange and network server areas. 
Multiple tape options are available, each offering certain strengths in terms of 
capacity, performance, data integrity, reliability, and cost, but no single option 
appears to meet ali of these customer needs effectively. The LTO technology 
objective, therefore, was to establish new open-format specifications for 
high-capacity, high-performance tape storage products for use in the midrange 
and network server computing environments, and to enable superior tape 
product options . 
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1.1 The LTO organization 
The two principal Web sites for marketing, technical, and licensing detail for the 
Linear Tape Open program are 

http://www.lto-technology.com 
http://www.ultrium.com 

Two LTO formats (Uitrium and Accelis) were originally introduced in 1997, and 
licenses for the new technology were made available. Since then, the Accelis 
format has not been actively pursued by manufacturers because it is apparent 
that the Ultrium format meets market needs. The three LTO sponsoring 
companies (IBM, Hewlett-Packard, and Seagate) also took steps to protect 
customer investment by providing a four-generation roadmap, shown in 
Figure 1-1 , and establishing an infrastructure to enable compatibility between 
products. At the time of writing, LTO generations 1 and 2 are available. 

L TO Ultrium Road Map 

Generation 1 Generation 2 Generation 3 Generation 4 

Capacity 
100GB 200GB 400GB 800GB 

(Native) 

Transfer Rate 
1G-20MB/s 20-40MB/s 40-BOMB/s 80-160MB/s 

(Native) 

Media Metal Particle Metal Particle Metal Particle Thin Film 

Figure 1-1 LTO Ultrium roadmap 

lmportant: Hewlett-Packard, IBM, and Seagate reserve the right to change 
the information in this migration path without notice. 

The LTO Ultrium compatibility investment protection is provided based on the 
following principies: 

- An Ultrium drive is expected to read data from a cartridge in its own 
generation and at least the two prior generations. 
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- An Ultrium drive is expected to write data to a cartridge in its own 
generation and to a cartridge from the immediate prior generation in the 
prior generation format. 

Existing compatibility between the available Ultrium 1 and Ultrium 2 media is 
discussed in 2.4.7, "IBM Ultrium 1 and 2 compatibility'' on page 39 . 

The three technology provider companies (HP, IBM, and Seagate) have ali made 
significant contributions of time and expertise to the definition of the LTO format 
specifications. Ali have deep knowledge of customer needs and have provided 
expert knowledge and engineering skill in the criticai areas of magnetic recording 
technology, mechanism design, media materiais, and cartridge design. This 
cooperative process has created stronger LTO format definitions than any of the 
individual companies would have developed working alone . 

1.1.1 Open licensing and manufacture 

To answer industry calls for open tape format specifications, LTO format 
specifications have been made available to ali who wish to participate through 
standard licensing provisions. More than 25 companies, including HP, IBM, and 
Seagate, have become LTO technology licensees. The licensees include an 
impressive array of worldwide storage industry leaders such as: 

~ Accutronics Inc . 
~ ADIC 
~ Advanced Research Corp. 
~ Alps Electric Co. Ltd . 
~ Certance 
~ EDP/Colorflex 
~ EMag Solutions 
~ EMTEC Magnetics GmbH 
~ Exabyte Corporation 
~ Fuji Photo Film Company Ltd. 
~ Fujitsu Ltd./FCPA lntellistor 
~ Hewlett-Packard Co. 
~ Hi/fn 
~ IBM Corp . 
~ lmation Corp . 
~ M4 Data Ltd . 
~ Matsushita Electric lndustry 
~ Max:wsll 
~ Mitsumi Electric Co. Ltd . 
~ Mountain Engineering 11 Inc. 
~ NEC Corp . 
~ Otari Inc . 
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~ Ontrack Data lnternational 
~ Overland Data, Inc. 
~ Phillips Semiconductor Gratkorn 
~ Plasmon IDE Inc. 
~ Quantegy Inc. 
~ Seagate Corporation 
~ Sony Corp. 
~ Tandberg Data 
~ TDK Corp. 
~ Verbatim Corp. 

In attracting these other industry leading companies, LTO program technology 
and LTO specified products (tape drives and tape storage cartridges) will reach 
the market from multiple manufacturers, not just the technology provider 
companies. This is criticai to meeting an open market objective and is 
accomplished through open licensing of the technology. • 

1.1.2 License packages 
Three combinations of packages are available for potential licensees: 

~ Ultrium Specification Document provides the opportunity to review Ultrium 
format specification with a minimal investment and is suitable for those 
companies interested in a feasibility investigation. 

~ Ultrium Tape Cartridge License Package is for those companies interested 
only in designing Ultrium tape cartridges. 

~ Ultrium Tape Mechanism License Package enables the licensee to design 
Ultrium tape drive mechanisms. 

Each license package contains one or ali of the following types of documents: 

~ Formal specification documentation, which provides the technical information 
about the format necessary to develop mechanisms and cartridges that 
interchange between products of the same format. 

~ License documentation, which provides additional technical information about 
tolerance interdependencies and interchange verification testing, and also 
presents a conceptual overview of the design. 

~ The trademark style guide, which describes the use of the Ultrium trademarks 
and logos (Figure 1-2 on page 5). 
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Figure 1-2 LTO trademarks 

1.1.3 Compliance verification 

The technical strategy for accomplishing format compliance verification among 
the licensees has been defined, and an independent Compliance Verification 
Entity (CVE) has been selected. In an effort to promete interchangeability of tape 
cartridges, the TPCs are enlisting the services of a third-party verification test 
company to perform specification compliance verification testing. These tests will 
be required annually for ali companies that use the logo . 

The objective of the compliance testing is to test only the ability to produce 
and/or read and write Ultrium cartridges that meet the format specifications. lt is 
not an objective of this format compliance testing to evaluate Ultrium drive 
quality, MTBF, physical form factor, o r other parameters not directly related to the 
LTO program formats and interchangeability. LTO program licensees have wide 
latitude to establish their own mechanical, electrical , and logic designs to meet 
the format specifications. These factors will not be tested as part of the 
compliance verification process . 

For more details about the packages, documentation, o r licensing, refer to the 
LTO Web site: 

http://www.lto-technology . com 

1.2 LTO standards 
LTO Technology was originally developed for two open tape format specifications: 
Accelis and Ultrium. The Accelis format (fast-access) is not being developed as 
the Ultrium format provides adequate fast-access performance . 

1.2.1 Ultrium tape formats 
Figure 1-3 on page 6 shows the IBM Ultrium cartridges, which can be 
distinguished by calor : The first generation IBM cartridge is black, and the 
second generation (Uitrium 2) cartridge is purple . 
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Figure 1-3 IBM LTO Ultrium 1 and Ultrium 2 tape cartridges 

The Ultrium tape format specification is the implementation of LTO optimized for 
high capacity and performance with outstanding reliability, in either a stand-alone 
or an automated environment. The Ultrium cartridge uses a larger single-reel 
design (Figure 1-3) and 1/2-inch tape to provide ultra-high storage capacity. The 
tape is extracted from the cartridge by the tape drive through a leader pin , and 'e 
wound onto a take-up reei contained within the drive itself. This design is focused 
on customer requirements for very high capacity and performance, and is ideally 
suited for backup, restare, and archive applications. Ultrium drive technology is 
intended to meet the needs of the enterprise on a roadmap, or migration path, 
that extends well into the future. The Ultrium tape format establishes a new 
benchmark for large volume backup and archive. 

1.2.2 LTO core technology 
Multi-channellinear serpentine recording is at the core of the LTO formats. lt 
enables an optimum balance of reliability and data integrity, performance, and 
high capacity. In the LTO recording format, datais written in tracks that run down 
the length of the tape. 

The Ultrium format records either 384 tracks (Ultrium 1) or 512 (Uitrium 2) across 
the half-inch of tape width. This linear recording format has a serpentine 
characteristic. The drive mechanism will make multiple passes from the 
beginning of the tape to the end of the tape and back in arder to read or write the 
full capacity of the cartridge. In the Ultrium 1 format, the 384 tracks are split into ~~ , 
four bands of 96 tracks each. In Ultrium 2 format, the 512 tracks are split into four \,.,....IW 
bands of 128 tracks each. Data is written to the innermost bands first, to provide 
protection to the data recorded earliest in the process, by writing it in the center, 
the most physically stable area on the tape. Datais also verified as it is written. 
Qn pass one of a ro1md trip down the length of the tape and back, eight tracks 
are read, or written, concurrently. At the end of the tape, pass two of the round 
trip starts. The read/write heads are indexed and positioned over eight new 
tracks, and the tape reverses direction back toward the beginning of the tape to 
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complete the round trip. For the next round trip, the heads are again indexed to a 
new position over a new group of eight tracks . 

Because track densities are high, and because the tape is subject to some lateral 
movement as it is moved, it is criticai for performance and data integrity that the 
read/write heads are always positioned precisely over the correct tracks. This is 
accomplished through a technique called timing based servo. This technique 
makes it possible to use high track densities, now and in the future, without 
changing the format of the media, and it provides the ability to read data, even 
with media imperfections . 

In the LTO system, electronic signals are generated through the real-time reading 
of servo data bands that are prerecorded on the LTO tape. These signals enable 
the servo system to dynamically control the positioning of the read/write heads 
across the width of the tape. Similar magnetically based, track-following servo 
systems are proven in tens of thousands of tape drives in use today such as the 
IBM Magstar® High Performance Tape Drive . 

The LTO formats also utilize advanced error correction codes for data integrity. 
These systems are designed to automatically correct most cross-track errors and 
provide data correction even if a full track is lost. Data is further protected by 
demarcation of bad areas of the tape (for example, where servo signals are 
unreliable) and through dynamic rewriting of bad blocks. Cartridge memory is 
embedded in the LTO cartridges. A non-contacting radio frequency module, with 
non-volatile memory capacity of 4096 bytes, provides for storage and retrieval of 
cartridge, data positioning, and user-specified information . 
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LTO technology 

This chapter covers the LTO format specifications in general terms, including first 
and second generation Ultrium. The information referring to the data cartridge, 
the format in which data is written, elements of the drive specification relating to 
that format, and the compression algorithm description, are ali part of the 
documented LTO specification. This kind of information will be applicable to ali 
LTO manufacturers' product offerings in order to ensure cartridge 
interchangeability . 

The information relating to the LTO Ultrium drive given in this chapter relates to 
the IBM LTO Ultrium drive, and may not be the same as those from other 
manufacturers in regard to such features as data rate and reliability . 

This chapter also gives an overview of the IBM product offerings, which are 
covered in detail in late r chapters . 
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2.1 lnterleaved recording 
The drive uses an interleaved, serpentine, longitudinal recording format. The first 
set of eight data tracks is written from near the physical beginning of the tape to 
near the physical end of the tape. The head then repositions to the next set of 
tracks for the return. This process continues until ali tracks are written and the 
tape is full. 

The format of the recording of the data and servo tracks is defined as part of the 
LTO specification in order to meet the requirem ent for interchange between 
different manufacturers implementations. 

2.1.1 Servo tracks 
Servo tracks (also called bands) enable accurate positioning of the tape drive 
head over the data track, ensuring that the head does not stray onto an adjacent 
track. They are necessary to support high-data densities on the tape where the 
tracks are very close together. The servo bands are written at time of cartridge 
manufacture, before the cartridge is usable for data storage and retrieval. 

Servo tracks are like lane markings on a multi-lane highway. Imagine how difficult 
it would be to drive on a highway without any lane markings. Lane markings help 
by positioning you on the lane, justas servo tracks support the drive recording 
head to position on the data tracks. 
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Figure 2-1 Servo band position and nomenclature 

As shown in Figure 2-1 , tive servo bands, numbered O through 4, make up the 
servo tracking mechanism on the LTO Ultrium tape. They are each located at 
specific distances from the tape reference edge 1. Within the servo bands are 
servo stripes, groups of which make up servo bursts. Four servo bursts make up 
a servo trame; the first two bursts (as written in the forward tape-motion direction) 
contain tive servo stripes, and the second two bursts contain four servo stripes . 

Track following 
Each pair of servo bursts is at an angle to each other, and the servo heads move 
such that they keep a constant value for the distance between the bursts. In this 
way the servo is able to follow a straight line within the servo band; any small 
deviation away from the correct path causes a variation (plus or minus) in the gap 
between the bursts (see Figure 2-2 on page 12). Provided that the servo head 
element tollows a straight line along the servo band, then the distance "x" shown 
in the figure remains constant. Two servo bands are used simultaneously to 
provide two sources of servo information for increased accuracy . 

1 The reference edge of the tape is the bottom edge when viewing the recording si de of the tape with 
the hub of the tape to the observer's right, as shown in Figure 2-1 . 
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Figure 2-2 Magnífíed servo band showíng a pai r of servo bursts 

The format specifies six nominal servo positions for Ultrium 1 and eight servo 
positions for Ultrium 2 within each servo band. In addition, the servo head is 
made up of two servo head elements to address a single servo band. This 
means that, using the two elements, the servo head is able to reposition within 
the servo band for the six (Uitrium 1) o r eight (Uitrium 2} forward and reverse 
data wraps within each data band (Figure 2-5 on page 15). The distance 
between each servo position corresponds to the distance apart that the data 
tracks are written. For further information about the drive head and elements, see 
2.4.1 , "Drive head" on page 29 and Figure 2-15 on page 29. 

This technology can be very finely tuned and is capable of supporting very high 
track densities using the same servo tracks because the currently used and 
defined six/eight nominal positions are basically definitions of six/eight different 
"x distances" between servo bursts (see Figure 2-2} and not a fixed servo track. 
By defining additional "x distance" positions, it is possible to increase the number 
of tracks on an LTO Ultrium while still using the same technology. With th is 
technology, LTO is also able to satisfy the compatibility aspects as described in 
1.1, "The LTO organization" on page 2. The Ultrium 2 drives have to use the six 
defined "x distances" on the Server tracks to read and write in Ultrium 1 Format. 

Longitudinal positioning 
The LTO servo band is designed not only for track following but also for recording 
the longitudinal position (LPOS). The absolute location down the length of the 
tape and the manufacturer data are recorded in LPOS "words," approximately 
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every quarter-inch (.7 em) along the tape. The LPOS word consists of symbols · ·· ·· 
constructed from bit sequences (ones and zeros); these bits are encoded within 
the servo trames . 

Encoding a ONE 

,;;;_.;..._;,._....;-.._ .. .:.:.o.,..:.,..,:;...:.,..:., .......... _ _....-;:,, ___ ..._, _.._._·_"""-'-.0..·~-.--. ...w....,,....-.. ............. ,_ .......... _ ........,._ ,_ .-,., __ ....... : ..... _ .,..........., . ..,.;._. ................ ....,_;,.-,. ....... ...._......., ____ _ ..._~ . ....;..--,v,, ,, }~ 

Figure 2-3 Encoding bits using the servo stripes within the servo bursts 

Each servo trame encodes one bit using the first pair ot servo bursts. When 
servo stripes 2 and 3 (out ot the tive) are shifted inward (see Figure 2-3), this 
encodes a zero; when servo stripes 2 and 3 are shitted outward, this encodes a 
one. The LPOS word contains 36 bits and thus has a length ot 36 servo trames . 

Each of the 5 servo bands on the tape may be uniquely identified by the relative 
positions ot the trames down the tape, in adjacent servo bands. The ottset ot the 
trames between servo band n and servo band n+ 1 are specitic to each servo 
band (O and 1, 1 and 2, 2 and 3, or 3 and 4). Thus the drive can move the head 
directly trom the physical beginning ot the tape to a specitic logical position for 
reading or writing . 

2.1.2 Data tracks 
I he area between adJacent servo banas 1s a data bana. There are four data 
bands numbered 2, O, 1, and 3, where data band number 2 is nearest the 
reference edge of the tape and data band 3 is farthest away, as in Figure 2-4 on 
page 14. The data bands are written in sequence beginning with O (in the center 
o f the tape) and ending with 3 . 
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Figure 2-4 Four data bands written between the servo tracks 

Each data band consists of numbers of tracks that are recorded eight tracks at a 
time from one end of the tape to the other in the following way: 

... The head is positioned over data band O, and the first set of eight tracks is 
written from the physical beginning of the tape to the physical end. 

... The head physically repositions (using a different servo position within the 
same servo bands) and switches electronically2 to a second set of eight write 
elements in arder to write eight tracks in the reverse direction back to the 
physical beginning of the tape. 

... The head physically repositions again, and, switching back to the first set of 
write elements, writes another set of eight tracks to the physical end of the 
tape. 

... The head continues to switch and index in this manner until ali 96 tracks are 
written and the head is back at the physical beginning of the tape. 

... The head moves to data band 1 to continue writing the data. 

For Ultrium 1, 96 data tracks coexist in one data band. For Ultrium 2, there are 
128 data tracks in one data band. 

A group of tracks recorded concurrently in the physical forward or the physical 
backward direction is called a wrap. Wraps recorded while the tape is moving 
from BOT to EOT are forward wraps; wraps recorded while the tape is moving 

2 See 2.4. 1, "Drive head" on page 29 for more information about electronic head switching. 
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from EOT to BOTare reverse wraps. The wraps are recorded in a serpentine 
fashion, as described: a forward wrap, then a reverse wrap. They are numbered 
sequentially in the arder that they are processed, starting with wrap o. Thus, for 
Ultrium 1 six forward wraps and six reverse wraps make up a data band. For 
Ultrium 2, eight forward and eight reverse wraps make up a data band. The 
individual tracks within a wrap are interleaved with tracks from other wraps; in 
other words, adjacent tracks are not part of the same wrap. (See Figure 2-5.) 
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Figure 2-5 Portion of data band showing Ultrium 1 track-writing sequence 

This figure expands on Figure 2-4 on page 14 to illustrate the sequence in which 
the tracks are written. One data band is magnified3 to show an area written by 
two adjacent write head elements (from the total of eight); this is one quarter of 
the width of the data band. You can see that the tracks are written in an inward 
spiral (serpentine) manner; the first and second tracks are farthest away from 
one another while the 11th and 12th tracks are adjacent to one another . 

3 Reter to 2.4.1 , "Drive head" on page 29, and Figure 2-15 on page 29, to see the structure of the 
eight-element head . 
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The space between tracks written in opposing directions is called a direction 
buffer. This space is designed to minimize magnetic interference between tracks 
written in opposite directions (cross-track interference). 

Read/verify elements are built into the tape head in the drive. The data is written 
by the write elements and then immediately passes the read/verify elements and 
is checked for errors. lf any errors are found , the block of data is rewritten farther 
down the tape. 

The total number of data tracks across the width of the tape is 384 for Ultrium 1, 
numbered o through 383. For Ultrium 2, 512 tracks are used. Track numbering is 
unrelated to the sequence in which the tracks are written: data track 383/512 is 
the closest to the reference edge of the tape, and data track O is farthest away. 

2.1.3 Linear density 
The linear density for LTO 1 is 4880 bits per mm. The linear density was 
improved for LTO 2 to 7398 bits per mm. 

2.2 Data compression 

16 

The LTO Consortium created a superior data compression technique know as 
LTO Data Compression (LTO-DC). Though an excellent data compression 
algorithm, ALDC (adaptive lossless data compression), already exists, ALDC 
function is not optimized for incompressible data such as encrypted or previously 
compressed data. For incompressible data, it is usually best not to apply any 
data compression algorithm, but rather to simply pass the input data out to the 
compressed data stream directly (pass-thru). Given the variations in data, there 
are times when ALDC is desirable and times when a simple pass-thru is better. 
For instance, if using ALDC-based data compression, it would be best if ali 
segments of incompressible data were to be recorded without expansion by 
using a pass-thru technique instead. Figure 2-6 is a block diagram illustration of 
the LTO-DC data compression technique using the two schemes. 

~ Pass-thru 

~~ CompJessed 

mput J 
---t r- r ~~~ ~-.... 

ALDC Data I Schern e 

Se:Sct:i:m 

Figure 2-6 LTO-DC b/ock diagram 

The IBM LTO Ultrium Tape Libraries Guide 

.... 

• 

t 

~ 

4 

• 
~ 

4 



-• • • • • • • • • • • • • • • • p 
• • • • • • • • • • • 
õ 
• • • • • • • • • • • • • • 

Note that no standardization of when to scheme swap when compressing data 
was specified by LTO-DC. LTO-DC was approved by ECMA as SLDC [streaming 
lossless data compression] standard, as explained at: 

ht tp://www .ecma-internat ional .org/publicat ions/ standards/ECMA-321.htm 

Because no standardization is specified, ali vendar implementations may do 
scheme swapping differently. What is specified and tested is that the resultant 
compressed data stream is decompressible by the defined set of LTO-DC rules. 
This enables interchange between drives from the three companies. Each 
vendor's Ultrium drive has been shown to be able to read and decompress the 
LTO-DC streams of the others . 

Embedded codewords 
LTO-DC uses embedded codewords to enable swapping between the two 
schemes. ALDC is referred to as Scheme 1, and pass-thru is referred to as 
Scheme 2. 8oth methods are used. However, only one is used to output any 
given data byte, though different bytes in a record might be output in different 
schemes. Thus, if a given record begins with compressible data it can be output 
in Scheme 1, and if the nature of the data changes inside of the record and it 
becomes incompressible (as embedded contrai data or an array of 
incompressible data), a scheme swap can be performed to allow outputting the 
incompressible data in Scheme 2. Similarly a scheme swap can be performed to 
revert to Scheme 1 if the data becomes compressible again. A scheme swap is 
denoted in the compressed data stream via one of four embedded codewords . 
As an example, one 13-bit codeword basically means ali following data is to be 
decompressed as Scheme 1 until another scheme swapping codeword is 
encountered. Embedded codewords are also used to delineate record 
boundaries and filemarks. Having record boundaries demarked within the output 
compressed data stream, rather than by pointers maintained in a separate 
directory table, has a number of advantages. First, from a storage point of view, it 
is more efficient as it enables greater capacity. Second, the insertion of these 
codewords enables higher-speed data streaming because they can be managed 
by the compression engine without microprocessor involvement. 8oth of these 
features are especially useful for small records. Typically, backup applications will 
send 512-byte, 4-KB, 32-KB, or 256-KB records to a backup tape drive. For small 
records such as 512 bytes, the improved format efficiency of the embedded 
contrai is substantial. By reducing required microprocessor involvement it allows 
superior transfer rates to the drives. This is why LTO tape drives offer high 
capacity tape backup, as well as drive transfer rates far better than other 
m1drange backup tape dnves and are supenor even to some costly, hlgh-end 
tape drives . 

The ability to swap between ALDC and a pass-thru mode gives a tape drive the 
power to automatically adapt to the incoming data stream . 
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2.3 Tape cartridge 
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The Ultrium cartridge is a single-reel cartridge. This means the whole tape is 
wrapped around a single reei when the cartridge is not loaded in a drive. During 
the loading process, the threader of the drive catches the leader pin of the tape 
and threads it through the drive and the machine reei. During the read/write 
process the tape is stored on the machine reei and the cartridge. 

Two views of the tape cartridge are shown in Figure 2-7 and Figure 2-8 on 
page 19. 

arrow indicating direction 
of loading into the drive 

Figure 2-7 Ultrium cartridge view from top and rear 

sliding door access 
to tape for read/write 

notch for drive load 

notch for robotic 
gripper mechanism 

The cartridge is approximately 10.2 em long, 10.5 em wide, and 2.2 em high 
(approximately 4 x 4.16 x 0.87 inches). The cartridge contains 1/2-in (12.6 mm), 
metal-particle tape with a highly dense recording area. The Ultrium 1 spec 
describes four types of cartridges, each with a different tape length and, 
therefore, capacity. At this time, only one cartridge type is generally available, 
with a tape length o f 61 O m (2000 feet) providing 1 00 G B of na tive data and 200 
GB of compressed data (assuming 2:1 compression). There is only one standard 
Ultrium 2 cartridge type and hence only one tape length of 61 Om (2000 feet) . The 
native capacity of the Ultrium 2 cartridge is 200 GB (400GB compressed 
assuming 2:1 compression). 

Figure 2 8 on page 19 sho•Ns some of the components of the cartridge . 
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direction of 
loading into 
drive (front) 

cartridge case cut away 
to show location of LTO-CM 

Figure 2-8 Ultrium cartridge view from top and front 

The labelled parts are: 

rear (label area) 

finger grips 

robotic gripper 
mechanism 

mechanism 
mis-insertion 
protection 
cut-out 

.- Grips: Molded areas on the cartridge casing designed as finger grips for 
manualloading . 

.- Label area: Located at the designated area at the rear of the cartridge where 
the adhesive bar code label is applied . 

.- Sliding door: Cartridge door (shown in Figure 2-7 on page 18) that protects 
the tape from contamination whenever the cartridge is out of the drive. Behind 
the doer, the tape is threaded onto a leader pin (shown in detail in Figure 2-9 
on page 20), which is used to pull the tape from the cartridge for use. A 
locking mechanism prevents the media from unwinding when the cartridge is 
not located in the drive. 

.- Notches: Two sets of moulded notches in the cartridge casing located on the 
sides near the rear. The first pai r enables the robotic gripper to pull the 
cartridge out of the drive mouth once the cartridge has been unloaded; the 
second pair enables the drive to grip the cartridge and pull it into the loading 
position inside the drive . 

.- Mis-insertion protection: A cut-out in the front side of the cartridge casing that 
prevents the cartridge from being inserted into the drive in the wrong 
orientation . This feature prevents the use of unsuitable cartridges of similar, 
but not identical, construction . 
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sliding door (open) 

Figure 2-9 Leader pin attached to the tape medi um 

The shell of an IBM branded Ultrium 1 cartridge is black and of an Ultrium 2 
cartridge is purple, providing easy visual distinction between the two media 
types. 

Even though the servo tracks are the same on Ultrium 1 and Ultrium 2 cartridges, 
Ultrium 2 cartridges are required with an Ultrium 2 drive to achieve Ultrium 2 
capability. More information about media compatibility between Ultrium 1 and 
Ultrium 2 is in 2.4.7, "IBM Ultrium 1 and 2 compatibility" on page 39. 

2.3.1 Metal particle medium 
The metal particle tape medium consists of a transparent polyethylene base 
material with two coatings. On one side, the base has two fine coats of a strong 
yet flexible ferromagnetic material, dispersed in a suitable binder; this is the 
surface on which the datais written. The back surface is coated with a 
non-ferromagnetic conductive coating. 

Metal particle media have high coercivity, which is a measure of their ability to 
retain their magnetic properties once the data is written to the tape; this is one of 
the factors in enabling a potentially longer shelf life than other media. 

2.3.2 Cartridge memory (L TO-CM) 

lnformation about the cartridge and the tape is written to the LTO-CM, which is a 
serial EEPROM with both read-only and rewriteable areas. lt is housed inside the 
cartridge casing at the left rear (label side) corner as illustrated in Figure 2-8 on 
page 19, which sbows tbe interior of tbe cartridge casing 

The LTO-CM has a capacity of 4096 bytes. lt is used to hold information about 
that specific cartridge, the media in that cartridge, and the data on the media. A 
copy of this information is also kept in the first data set within the user data area, 
and is given the data set number zero. 
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Communication between the drive and the LTO-CM uses a contactless low-level 
radio frequency (RF) field generated (in the IBM implementation) by the drive . 
The LTO-CM is non-volatile storage updated using the RF field; it requires no 
additional power source. This type of technology has an expected shelf life of 
more than 30 years . 

There are a number of distinct data fields within the LTO-CM, shown in Table 2-1. 
The fields align to 32-byte boundaries, as this is the defined block access size . 

Table 2-1 Data fields stored in the LTO-CM 

LTO-CM information Read/write 

LTO-CM manufacturer's data 

Tape labela Read-only 

Media manufacturer information 

lnitialization datab Restricted write capability 

Cartridge status and tape alert flags 

Usage information 

Tape write pass 

Tape directory Read or write 

End-of-data information 

Mechanism related 

Application specific datac 

Vender unique data 

a. Th1s f1eld contams mformat1on about the tape, mcludmg a 10-byte f1eld w1th the 
tape serial number; it is a read-only area and does not contain the volume label, 
which could be changed if the tape is reinitialized . 
b. This is a restricted-write field that is updated with changes when the tape is 
reinitialized. 
c. This is a field for application data (such as the volume label) to be stored in the 
CM. However, currently there is no SCSI function available to support writing to 
that area . 

Although transparent to the user, keeping this kind of information enhances the 
efficiency of the drive and cartridge. Data and block locatlons are stored 1n 
memory; for example, the end-of-data location is stored, so that when the tape is 
next loaded, the drive can use the fast locate function to move directly to the 
recording area and begin recording. Storing data about the age of the cartridge, 
how many times it has been loaded, and how many errors it has accumulated 
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aids in determining the reliability of the cartridge. lt is of particular value if this 
datais stored with the cartridge itself, so that whenever it is mounted on any host 
system, the history is accessible. 

This is not the first tape product where information has been kept on the 
cartridge; however, previously it has been written onto the tape medium itself in a 
non-user-accessible portion of the tape before the beginning-of-tape (BOT) 
marker, for example, as in the IBM 3590 tape drive. 

2.3.3 Barcode label 
Each data and cleaning cartridge processed by an Ultrium tape library should 
bear a barcode label. (This is mandatory for libraries that have an installed 
barcode reader such as the IBM 3584.) 

The label, as shown in Figure 2-1 O, contains a human-readable volume serial 
number or volume label, and a machine-readable barcode. 

L T o 1 2 3 L 1 

111111111111111111 111111 1111 11111 
I I 

I 
I 

I I f 
I '-' I ! 

"' v i.~ ,~ 
., '"' I , t jt u: ,_ 

~ ,~ !.:::; ._, ·.: 

~ 
·.: I .E 

tl = ~ ,~ 
g 

6 e 3 
, .., 

~ :::2 . ., 
" j-; 

~ 
.r;; ~ I ~ " '"' 4) 

' ·= v c E E ê i E 
~ "' "' I "' 1 ;::, 

!5 s õ l :_õ õ l'õ c i õ 
:r. V) > , .... > 1> 1> i > 

Figure 2-10 Barcode label example 

The bar code format is: 

~ Quiet zones (at each end of the bar code) 

~ A start character (indicating the beginning of the label) 

~ A six-character volume label 
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~ A two-character cartridge media-type identifier (L 1 or L2), which identifies the 
cartridge as an LTO cartridge (T) and indicates that the cartridge is the first 
('1 ') or second generation ('2') 

... A stop character (indicating the end of the label) 

When read by the library's barcode reader, the barcode identifies the cartridge's 
volume label to the tape library. The barcode volume label also indicates to the 
library whether the cartridge is a data, cleaning, or diagnostic cartridge . 

Tape cartridges are often supplied with the labels already attached, or you can 
attach a label yourself. Operators must handle the cartridges and barcode labels 
in accordance with the instructions in the operator guides supplied with the 
products. You must ensure that labels are removed cleanly, reapplied carefully, in 
good condition, and not obscured or damaged. The Ultrium cartridge features a 
recessed area forthe label (see Figure 2-7 on page 18). The label must be 
applied only in the recessed label area; if it extends outside of the area it can 
cause loading problems in the drive . 

2.3.4 Volume label format 

The LTO cartridge label uses the USS-39 barcode symbols. A description and 
definition is available from the Automatic ldentification Manufacturers (AIM) 
specification document Uniform Symbol Specification (USS-39} and ANSI 
MH 1 O.BM-1993 ANSI Bar code Specification . 

A cartridge's volume label consists of exactly 6 characters, starting from the left. 
Except for cleaning and diagnostic cartridges, these 6 characters are limited to 
the following ASCII characters: 

... Upper-case A-Z (ASCII character code: 41 h-5Ah) 

... 0-9 (ASCII character code: 30h-39h) 

The volume label must consist of exactly six, ali upper-case alphabetical, ali 
numeric, or alphanumeric characters, such as ABCGVE, 123621, o r F8H5N9. lt 
cannot consist of fewer than six characters. 

A volume label format of CLN Unn represent a universal cleaning cartridge. A 
volume label of the form CLN vnn is used for a unique cleaning cartridge, where v 
is an alphanumeric identifier that represents the vendar of a drive-unique 
cleaning cartridge. (An IBM-unique cleaner cartridge uses the label format 
CLNinn.) This identifier is logged in the vendor information pages in the I 'ltrium 
tape drive . 

A volume label of the form DG(space) vnn is used for diagnostic and service 
cartridges. The drive uses the 'v' to determine if the drive-unique diagnostic 
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cartridge is loaded. The 'nn' represents a specific cartridge and is logged in the 
vendor information pages in the Ultrium tape drive. 

The internai and externallabels on a cartridge need not match; this means that 
the volume label on the bar code label need not match the volume label recorded 
on the tape in the tape label area when it is initialized. However, it is generally 
preferable for them to match to avoid confusion . 

You will find more detailed information in the LTO Label specification at: 

http://www.storage.ibm.com/media/ 

2.3.5 Write protect switch 
The write protect switch is located at the front of the cartridge to the left of the bar 
code label (see Figure 2-7 on page 18). The position of the write-protect switch 
on the tape cartridge determines whether you can write to the tape; you cannot 
write to the tape when the switch is pushed to the right. When the write protect 
switch is set to inhibit writing, a visuallock mark such as a padlock will be visible. 

In most cases, backup and recovery host application software is used to achieve 
the most benefit from using an LTO system. lt is better to rely on the host 
application software to write-protect your cartridges rather than manually setting 
the write protect switch. This allows the host software to identify a cartridge that 
no longer contains current data and is eligible to become a scratch cartridge. lf 
the switch is set and the host application sets the cartridge to scratch status, the 
tape drive will not be able to write new data to the tape. 

2.3.6 Cleaning the cartridge 

Cartridges that are physically dirty on the outside of the casing can reduce the 
reliability of an Ultrium tape library as well as cause the loss of recorded data. lf 
dirt appears on the cartridge, you can wipe the outside surfaces with a lint-free 
cloth, which may be lightly moistened with the manufacturer's recommended 
tape unit cleaner or equivalent. 

When cleaning a tape cartridge, do not allow anything wet (including the cleaning 
fluid) to contact the tape inside the casing. Make sure that ali cartridge surfaces 
are dry before the cartridge is inserted in a drive. 

2.3.7 Cartridge life 
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The magnetic tape inside the cartridge is made of highly durable materiais. 
However, the tape wears after repeated cycles. Eventually, such wear can cause 
an increase in tape errors, records of which are stored in the LTO-CM. This 
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means that cartridge performance can be tracked and monitored, enabling 
predictive failure analysis and enhancing data integrity. This tracking is done 
automatically, and the drive issues a message when errors on the tape exceed a 
certain threshold . 

The IBM Ultrium Data Cartridge has a usable life of 5000 load and unload cycles 
in a typical office computer environment. 

The data recorded on the cartridge has an archive storage life of 30 years 
minimum with less than 5% loss in demagnetization, when the cartridge is stored 
at 16° C to 25° C, 20% to 50% non-condensing humidity, and wet bulb 
temperature of 26° C maximum . 

2.3.8 Clean ing cartridge 
To support customer and application requirements and expectations for cleaning, 
each LTO drive vendar used to provide its own cleaning cartridge specifically for 
its Ultrium drives. To avoid potential interoperability problems, the LTO 
consortium decided to introduce a universal cleaning cartridge. IBM offers only 
the universal cleaning cartridge . 

The IBM Ultrium LTO tape drive was intentionally designed to not require 
cleaning but rather to be self-monitoring and self-cleaning. Therefore the IBM 
recommendation is not to manually clean the tape drive regularly, but rather to 
use the automatic cleaning function provided with the library or by your 
application. Each drive determines when it needs to be cleaned and alerts the 
library o r your application . 

The cleaner cartridge can be used a maximum of 50 times to prevent 
recontamination of drive surfaces . 

2.3.9 Cartridge handling 
Tape cartridges are tough packages made of inexpensive materiais capable of 
storing tremendous amounts of data and approaching data densities of hard 
disks. They can survive for years in library environments where they are being 
gripped and poked, loaded and unloaded. But we recommend treating tape 
cartridges in a similar fashion to hard disk drives. Here are some suggestions to 
protect your data on tape cartridges . 

Ensure t11at pro per procedur es ar e ir 1 place to co ver 1 11edia 11andli119, a11d n 1ake 
sure that anyone who handles cartridges has been trained in those procedures . 
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Media shipping and handling: procedures 
Ship cartridges in their original packaging, or preferably, ship/store in jewel 
cases. Use only recommended shipping cases that securely hold the cartridges 
in their jewel cases for transportation. Turtle Cases from Perm-A-Store at 
www.turtlecase.com, shown in Figure 2-11, have been tested and found to be 
satisfactory. 

Figure 2-11 Turtle case 

Never ship a cartridge in a commercial shipping envelope without boxing or 
packaging. lf shipping in cardboard or similar boxes: 

.,.. Double-box the cartridges with padding between the boxes, as shown in 
Figure 2-12 on page 27 . 

.,.. Pack snugly so cartridges do not rattle around . 

.,.. lf possible, place cartridges in polyethylene plastic wrap or bags to help seal 
out dust, moisture, and other contaminants. 
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Figure 2-12 Double box 

Media shipping and handling: inspecting 
lf you receive media, inspect it before use: 

.,. lnspect packaging for evidence of potential rough handling . 

.,. lnspect cartridge for damage before using/storing . 

.,. Check leader pin for correct seating . 

.,. When there is evidence of poor handling or shipping, ensure the cartridge 
leader pin (Figure 2-13) is undamaged before inserting the cartridge in a drive 
or library, as a bad cartridge can damage a drive . 

Figure 2-13 Correct leader pin placement 

lf the pin is loose or bent, then look for eartrielge damage and use the IBM Leader 
Pin Re-Attachment Kit- Part Number 08L9129 to correctly seat the pin . 

Summary 
.,. Package appropriately for shipping . 
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""""' - ·-'-··~' ,_ .,.. lnspect for damage or rough handling and take appropriate action . 
.,.. Do not put damaged media in drives or libraries; use data recovery services. 
... For specific media types, check your product's Planning and Operator Guide . 
.,.. With simple care and handling you can get the most out of your tape media. 

2.4 IBM LTO Ultrium common subassembly 
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Some elements of the Ultrium drive designare covered by the LTO format 
specification, such as anything related to writing the specified data format that 
enables tape interchange. However, there is no strict LTO definition in terms of 
how the drive moduleis constructed, so in this area, manufacturer's drives may 
difter from each other in performance and specification, such as data rate or 
quality design points. This section therefore relates specifically to the IBM LTO 
implementation. However, we emphasize again that the IBM LTO Ultrium • : 
cartridges are compatible with those of ali other licensed manufacturers. , 

The IBM LTO Ultrium common subassembly drive (Figure 2-14) is a 
high-performance, high-capacity tape drive. The drive records data using the 
specified linear serpentine recording format on 1/2-inch tape housed within the 
LTO Ultrium cartridge. The data tracks are located using preformatted servo 
tracks, as outlined in 2.1 .1, "Servo tracks" on page 1 O. 

Figure 2-14 IBM LTO Ultrium common subassembly 

The original basic unit was the first-generation IBM LTO series of products. The 
second-generation IBM LTO is a further development with a high amount of 
reuse, making the IBM Ultrium 2 drive very reliable. These units are a common 
subassembly and so do not ltave an IBM rnact1ine type. Tt1e subassernbly is not 
available for end-user customers to purchase, but only as a part number used in 
the assembly of other IBM machine types. lt does not have its own power supply 
but is powered by the library, trame, or casing into which it is integrated. 

~ 
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The IBM machine types that integrate the subassembly are described in 2.5, 
"The IBM LTO Ultrium family of tapes and libraries" on page 44, and in more 
detail in later chapters. The subassembly is sold on the OEM market to other LTO 
library manufacturers. The common subassembly is a single field replaceable 
unit (FRU): that is, if it fails the whole unit is replaced and no parts or 
subassemblies within the unit are replaced when the drive is maintained by a 
service representativa . 

2.4.1 Drive head 

When the cartridge is inserted into the drive, a threading mechanism pulls the 
leader pin and attached tape (see Figure 2-9 on page 20) out of the cartridge, 
across the read/write head, and onto a non-removable take-up (machine) reei. 
The head can then read or write data from or to the tape. 

The drive has a 2 x 8 element head, reading or writing data eight tracks ata time 
(see Figure 2-15). The head is sized to coverthe width of a data recording band 
(approximately a quarter of the tape width; see Figure 2-4 on page 14). Unlike 
the IBM 3590, for example, it does not cover the whole width of the tape . 

8 data tracks 

~ 2 x 8 head elements 

012345 

servo positions 
within servo band 

2 x 2 servo elements I 
012345 

servo positions 
within servo band 

Figure 2-15 Eight-element head (one set of heads shown) and servo elements 

The write elements are immediately followed by read/verify elements, so there 
are in fact two sets o f eight head elements ( eight write elements and eight read 
elements) to allow the tape to write in the forward and reverse directions down 
ttJe letJgtli o r t11e tape. Tl1e l1ead switcl1es electr oflically h 0111 011e set to anot11e1 
as the tape changes direction, as in Figure 2-16 on page 30, which shows two 
enlarged pairs of head elements and the direction indicators. Two sets of heads 
(r-w and w-r) are required because the tape is written and read in both directions . 
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d1rect1on of tape movement 

servo positions 
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sO 
só 

0 1 23 4 5 

servo positions 
within servo band 

Figure 2-16 Al/ocation o f read and write heads for forward and reverse wrap 

The mechanism for writing data is explained in section 2.1 .2, "Data tracks" on 
page 13. 

There are four servo elements used, two for each set of eight read/write 
elements. The head actually uses both servo tracks at each edge of the data 
band it is writing for increased accuracy in track-following , so there are two servo 
elements at each end of the head. As an example, Figure 2-15 on page 29 
shows a diagram of the top servo element 1 following servo position 3, which 
would be used for the sixth wrap (a reverse wrap) in a data band; the diagram is 
not to scale. lf you need more information about this topic, an animated 
explanation can be found in the LTO Ultrium technology primers on the LTO Web 
site at: 

http://www.lto-technology.com/newsite/html/about_tech . html 

Note that the animation is designed to provide a basic understanding of LTO 
technology and does not provide the same levei of detail outlined here. 

2.4.2 Data compression 
As describes in 2.2, "Data compression" on page 16, the implementation of the 
data compression may be different from vendor to vendor. 

One implementation appears to only perform scheme swapping on a record 
basis. For example, if the compressed data stream output for a given record is 
larger for Scheme 1 than for Scheme 2, then the entire record is output in 
Scheme 2. The second implementation seems to react to data on an ongoing 
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basis so that if the drive perceives that the nature of the data in a record has 
changed from compressible to incompressible then a Scheme 2 swap is enabled 
and the incompressible data from there on is output in Scheme 2. This is not 
always advantageous because the incompressible data may again transition to 
compressible even before that scheme swap has occurred. Each scheme swap 
codeword output is 13 bits long. Therefore, to swap to a scheme and swap back 
costs 26 bits. The compression gain following the first scheme swap may benefit 
more than 26 bits over the previous scheme; if so, the swap was well-advised. lf 
not, then the scheme swap actually increased the size of the output compressed 
data stream and reduced the compression rather than increase it. There is a 
chance of this occurring if data compressibility is inferred by having the data 
compression engine observe how data that has already been output from the 
compression engine was compressed-that is, only by viewing data in the past. 
The only way to adapt via scheme swapping within records, without being 
susceptible to inadvertent data expansion, isto use the IBM-patented scheme 
swapping technique. This method is preferred since it effectively looks at data 
ahead , rather than behind. In the IBM implementation, a scheme swap is not 
automatically generated unless there appears to be more compression gain 
within the look ahead buffer than it costs to scheme swap, and then swap back . 
This is advantageous as small bursts of compressible data within an otherwise 
incompressible file may not make it worthwhile to scheme swap. lf a scheme 
swap is optimal , the IBM implementation puts the scheme swap out where the 
change in data compressibility occurs, giving maximum advantage. For more 
information, see: 

http://www.storage . ibm.com/hardsoft/tape/lto/prod_data/whitepaper_compression .pdf 

This paper shows how the IBM LTO-DC embodiment achieved superior data 
compression to another vendor's LTO drives by performing scheme swapping 
simultaneously with changes in the compressibility of the data, enabled by 
effectively looking 64 bytes ahead in the input data stream . 

2.4.3 Interfaces 
The IBM LTO Ultrium drive is available with a choice of interfaces, either SCSI 
LVD or HVD, or FC. When ordering an IBM product offering, you choose the drive 
interface. You cannot change the interface on the drive; if you want a different 
interface, you must replace the drive assembly . 

Common interfaces for tape drives 
HJstorrcally, SCSI connecflons were used for attachment of tape dnves and 
libraries to open systems. Fibre Channel connections using SANs are becoming 
increasingly common . 
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SCSI single ended 
This was the most common form of SCSI signaling . Many removable drives, 
scanners, and almost ali 50-pin SCSI devices fit into this category. Often you do 
not see "SE" or "single-ended" written on the documentation; if a device does not 
specifically say LVD, Ultra2 Wide, differential, or some similar definition, then it is 
probably single-ended. Typically, single-ended devices support a total bus length 
of 1.5 meters (5 ft) or less. 

IBM high-performance SCSI tape drives (IBM 3590, IBM 3570, and LTO Ultrium 
drives) are ali differential-attached drives, not single-ended. 

SCSI differential (HVD) 
HVD (often referred to as just "differential") uses differential signaling. The idea 
behind differential signals is that each bus signal is carried on a pair of wires. The 
first wire of the pai r carries the same type of signal as single-ended SCSI. 
However, the second wire of the pair carries its logical inversion. The receiver of 
the signals takes the difference of the pair (hence the name), which makes it less 
susceptible to noise and capable of supporting greater cable lengths. HVD and 
single-ended SCSI are completely incompatible with each other. 

In general , IBM HVD tape devices support an overall bus length of 25 m, using 
point-to-point or multi-drop interconnection (daisy-chaining). For each 
daisy-chain device you have to reduce the maximum cable length by 0.5 m. 

SCSI differential (LVD) 
This newer differential interface implementation , LVD uses less power than the 
HVD differential interface, and allows the higher speeds of Ultra-2 SCSI. LVD 
requires 3.3 V de instead of 5 V de for HVD. 

LVD is sometimes referred to as Ultra-2 Wide SCSI, which is a general marketing 
term for 16-bit Fast-40 or 80 MB/s. Only LVD and HVD could potentially run in 
Ultra-2 Wide mode, and only LVSD in current commercially available products. 

IBM LVD tape devices support a bus length of 25m point-to-point, and 12m 
using multi-drop interconnection (daisy-chaning). For each daisy-chain device 
you have to reduce the maximum cable length by 0.5 m. 

The terms fast, wide, and ultra indicate characteristics that are separate from 
those implied by differential, single-ended, and high or low voltage. Table 2-2 on 
page 33 shows the SCSI terms used to describe different host and device 
adapters and what they 1mply 1n terms of bus w1dth and speed. 
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Table 2-2 SCSI terms and characteristics 

SCSI term Bus width Speed (MB/s) Max. length Max. devices 
(bits) 

SCSI 8 5 6m 7 

Fast SCSI 8 10 3m 7 

Fast Wide 16 20 3m 15 
SCSI 

Ultra (Wide) 16 40 25m 15 
SCSI 
HVD 

Ultra (Wide) 16 80 25m I 12m 15 
SCSI2 
LVD 

Ultra 160 SCSI 16 160 25m I 12m 15 
LVD 

Note that a faster bus does not imply that an attached device will support that 
data rate, but that multiple devices can operate on the bus at that maximum 
speed. For a detailed table of SCSI terms and related specifications, reter to the 
SCSI Trade Association Web site at: 

http://www.scsita . org/terms/scsiterms.html 

To ensure best performance, if possible, avoid daisy-chaining . 

F C-AL 
The first FC-connected tape drives, such as IBM 3590 and IBM Ultrium 1, used 
Fibre Channel - Arbitrated Loop (FC-AL) attachment. Because IBM tape devices 
support public loop, those devices were seen in a SAN fabric as regular devices 
with a WWN, when connected to a switch supporting FC-AL login, such as 
Brocade and lnrange Switches and Directors. 

FC switched fabric - N-Port 
Newer tape devices, such as IBM Ultrium 2, use switch fabric connection 
(N-Port). This eliminates the need for edge loop-switches that support FC-AL 
login, such as the MC-Data ES1000 . 

Connector types 
When ordering cables, pay careful attention to the type of connector on both the 
cable and device, so that everything will correctly plug in together. These are the 
major connector types . 
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SCSIHD68 
The HD68 connector is the normal 68-pin SCSI connector. Ali IBM LTO SCSI 
Drives, except the drives in the 3584, have an HD68 connector. Before June 12, 
2001 , ali LTO tape drives in the 3584 used HD68 connectors. 

Figure 2-17 HD68 connector 

SCSI VHDCI 
The VHDCI (Very High Density) connector is a mini-SCSI connector, about half 
the width of the HD68 connector. Ali IBM LTO drives in the 3584 have a VHDCI 
connector. 

Figure 2-18 VHDCI connector 

FCSC 
The duplex SC connector is a low-loss, push/pull fitting connector. The two fibers 
each have their own part of the connector. The connector is keyed to ensure 
correct polarization (transmit to receive and vice-versa) when connected. Most 
1 Gb SAN devices, including IBM Ultrium 1 FC drives, use SC connectors. 

FCLC 
Connectors that plug into SFF or SFP devices are called LC connectors. A 
duplex version is also used so that the transmit and receive are connected in one 
step. The main advantage of these LC connectors over SC connectors is that 
they use a smaller form factor and so manufacturers of Fibre Channel 
components can provlde more connections in the same arnoont of space. 

Most 2Gb SAN devices, including IBM Ultrium 2 FC drives, use LC connectors. 
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Available interfaces for IBM Ultrium 1 
IBM Ultrium 1 drives offer these connection types: 

.,.. Ultra2/Wide Low Voltage Differential (LVD) SCSI using VHDCI connector 

.,.. Ultra!Wide High Voltage Differential (HVD) SCSI using VHDCI connector 
.,.. FC-AL, 1 Gbps using SC connector 

Available interfaces for IBM Ultrium 2 
IBM Ultrium 2 drives offer these connection types: 

.,.. Ultra 160 Low Voltage Differential (LVD) SCSI using VH DCI connector 

.,.. Ultra!Wide High Voltage Differential (HVD) SCSI using VHDCI connector 

.,.. Switched fabric 2 Gbps using LC connector 

2.4.4 Performance 
IBM LTO drives provide high performance and will continue to improve with each 
new generation of products. lf you run applications that are highly dependent on 
tape-processing speed, you can exploit the significant performance provided by 
the Ultrium tape drives . 

IBM Ultrium 1 
The IBM LTO Ultrium 1 tape drive has these performance characteristics: 

.,.. 15 MB/s native sustained data transfer rate 
.,.. 30 MB/s sustained data transfer rate at 2:1 compression 
.,.. 60 MB/s maximum sustained data rate (at maximum compression) 
.,.. 100 MB/s burst data transfer rate for Fibre Channel 
.,.. 80 MB/s burst data transfer rate for Ultra-2 SCSI LVD drives 
.,.. 40 MB/s burst data transfer rate for Ultra SCSI HVD drives 
.,.. 20 s nominalload-to-ready time 
.,.. 18 s nominal unload time 
.,.. 73 s average search time to first byte of data 
.,.. 11 O s maximum rewind Time 
.,.. 4 m/s read/write speed 
.,.. 6 m/s search/rewind speed 
.,.. 32 MB buffer 

IBM LTO Ultrium drives provide efficient tape operations and relief to users who 
have difficulty completing tape activities in the time available. lf you have limited 
system backup •.vindows, or if you have large amounts of disk data to back up, 
Ultrium tape drives are ideal. 

By using the built-in data-compression capability of the Ultrium drive, you can 
potentially achieve greater data rates than the uncompressed data rate . 
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However, the actual throughput is a function of many components, such as the 
host system processar, disk data rate, block size, data compression ratio, SCSI 
bus capabilities, and system or application software. lnstalling multiple tape 
drives in general (or more than two in the case of IBM LTO) on a single SCSI bus 
may adversely affect data transfer rates. 

IBM Ultrium 2 
The IBM LTO Ultrium 2 drives provide more than twice the performance over IBM 
Ultrium 1 with sustained data rates of 35 MB/s native and 70 MB/s with 2:1 
compression. IBM Ultrium 2 has faster load and unload time, faster data access 
time, faster rewind time, and faster cartridge fill time compared with IBM 
Ultrium 1. 

The IBM LTO Ultrium 2 tape drive has these performance characteristics: 

.,.. 35 MB/s native sustained data transfer rate 

.... 70 MB/s sustained data transfer rate at 2:1 compression 

.,.. 11 O MB/s maximum sustained data rate (at maximum compression) 

.,.. 200 MB/s burst data transfer rate for Fibre Channel 

.,.. 160 MB/s burst data transfer rate for Ultra 160 SCSI LVD drives 

.,.. 40 MB/s burst data transfer rate for Ultra SCSI HVD drives 

.,.. 15s nominal load-to-ready time 

.,.. 15 s nominal unload time 

.,.. 49s average search time to first byte of data 

.,.. 80 s maximum rewind Time 

.,.. 6.2m/s read/write speed 

.,.. Bm/s search/rewind speed 

.,.. 64 MB buffer 

2.4.5 Partial Response Maximum Likelihood (PRML) 
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The IBM patented linear tape implementation of a Partial Response Maximum 
Likelihood (PRML) channel technology increases linear densities up to 33% and 
consequently data throughput. The key to PRM~s space-saving capability is that 
on a read-back operation, the magnetic flux transitions are sampled and the 
sampling feeds logic algorithms that reconstruct the user's data stream, rather 
than using the flux transitions themselves. The previous method of data encoding 
was RLL (Run Length Limited) encoding, also patented by IBM for use in earlier 
tape drives. Figure 2-19 on page 37 compares both methods. 
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IBM Linear lmplementation of PRML Encoding 

User Data RLL r ·Çiits stored on taQe With the IBM 
0101110110 -Simple Peak 010010101001010 

Detection } 
implementation of 
PRML encoding, 

PRML Bits stored on taQe 
storing the same 

-Partia! Response + f-+ 0101110110 
data uses up to 

Maximum Likelihood 33% less tape 
logic 

Figure 2-19 IBM linear implementation of PRML encoding 

IBM Ultrium 2: additional improvements 

On top of the improved performance and capacity, IBM Ultrium 2 provides 
additional benefits . 

Dynamic speed matching 
The Ultrium 2 Tape Drive performs dynamic speed matching to adjust the drive's 
native data rate as closely as possible to the net host data rate (after data 
compressibility has been factored out). This provides the dual benefit of reducing 
the number of backhitch repositions and improving throughput performance . 

The drive can run in tive different speeds: 4/8, 5/8, 6/8, 7/8, and full speed. This 
results in data transfer rates of 17.5 MB/sec, 21.9 MB/sec, 26.3 MB/sec, 
30.6 MB/sec, and 35 MB/sec . 

At net host data rates o f 17-32 MB/sec, the average throughput performance 
benefit is 13% when compared with speed matching disabled. At speeds below 
17 MB/sec, the drive's 64MB internai buffer masks the performance degradation 
of repositions. At speeds greater than 32 MB/sec, the drive operates at its fastest 
possible speed (same speed as speed matching disabled). At net host data rales 
of 1-32 MB/sec, the average reposition reduction benefit is 68% when compared 
to speed matching disabled . 

Figure 2-20 on page 38 shows the throughput improvement in MB/sec with 
speed matching enabled relative to speed matching disabled. The statistics show 
that at each host data rate from 17-32 MB/sec, speed matching enabled 
improves throughput. Data points from 1-16 and from 33-40 were removed for 
clar ity. At !I tose data points, there is no differenee between speed matching 
enabled vs. disabled as explained in the previous paragraph . 

.,, 
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Speed Matching Comparison 
Throughput 

35 .------------------------------------------, 
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Host Data Rate MB/sec 

Figure 2-20 Speed matching comparison: MB!sec 

Speed On --Disabled 

lf an LTO 1 cartridge is used in an LTO 2 drive, then the LTO 2 drive operates at 
5.34 m/sec with no speed matching. While running at 5.34 m/sec, the LTO 2 drive 
will read and write at 20 MB/sec because of the smaller linear density. There is 
no need for speed matching when using LTO 1 media, because at the buffer size 
of 64 MB, the backhitch is transparent. This means that after a start/stop of the 
drive, the repositioning time is less than the time to fill up the buffer. 

Power management 
The Ultrium 2 Tape Drive power management function controls the drive 
electronics to be either completely turned off o r to be in a low-power mode. 
These power modes occur only when the circuit functions are not needed for 
drive operation. 

Channel calibration 
The Ultrium 2 tape drive channel calibration feature allows for customization of 
each read/write data channel for optimum performance. The customization 
enables compensation for variations in the recording channel transfer function, 
media characteristics, and read/write head characteristics. 

Separate writing of multiple filemarks 
Separate writing of multiple filemarks means that any write command of two or 
more filemarks will cause a separate data set to be written containing ali 
filemarks after the first. Th1s feature has two advantages. F1rst, 1t 1mproves 
performance if a subsequent append overwrites somewhere after the first 
filemark. Second, writing multiple filemarks typically indicates a point where an 
append operation might occur after the first of these filemarks. This change 
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prevents having to rewrite datasets containing customer data and the first 
filemark if such an append occurs . 

2.4. 7 IBM Ultrium 1 and 2 compatibility 
IBM Ultrium 2 tape drives (both standalone and in IBM Ultrium libraries) support 
both Ultrium 1 and Ultrium 2 cartridges. An Ultrium 1 cartridge in an Ultrium 2 
drive will be written at the same 1 00 GB native capacity, but with improved 
performance (20 MB/s) . Ultrium 1 drives cannot read or write an Ultrium 2 
cartridge. lf you put an Ultrium 2 cartridge in an Ultrium 1 drive, then you will get 
an "Unsupported Cartridge Fermat" failure. Figure 2-21 shows the compatibility . 

Ultrium 1 
Cartridge 

?' 
I Read'writ 

IBM Ultrium 1 
Tape Drive 

SCSIIrq.iry: 
ULT3500-lD1 I xxxxxxL1 I ~-- e 

Ultrium 1 foorat 

Utrium2 
Cartridge 

?' 

IBM Utrium2 
Tape Drive 

SCSIIrq.iry: 
U..T3500-TD2 

Utrium 2 l..og:> 

* Native SLStained data rate, na.tive caprity 

Figure 2-21 IBM Ultrium 1 and 2 compatibility 

2.4.8 Operating the Ultrium drive 
The IBM subassembly itself has a simple status LED indicator, an unload push 
button, and a single-character display (see Figure 2-22 on page 40) . 

~ 
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one-character 
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Figure 2-22 Front of subassembly showing operator pane/ indicators 

The status LED uses color and lighting to indicate that: 

~ The tape is in motion for reading or writing. 
~ The drive is rewinding, locating, or unloading the cartridge. 
~ The drive is in maintenance mode. 
~ A failure occurred and the drive or media requires service. 
~ A microcode update is occurring. 

The unload push button enables the operator to: 

~ Unload a cartridge 

status LED 
indicator 

unload push 
button 

~ Enter maintenance mode and execute maintenance operations 
~ Force a drive dump operation 

The single-character display indicates errors and communicates messages, such 
as requests for cleaner tapes. lt is also used by the operator for diagnostic and 
maintenance functions. 
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2.4.9 Rel iability 
The IBM LTO Ultrium tape format differs fram earlier IBM praducts. Reliability and 
availability features include: 

.,.. Data integrity 

The drive performs a read after write, for verification . lncorrectly written data, 
such as the result of a tape defect, is automatically rewritten by the drive in a 
new location. Data rewritten as the result of media defects is not counted 
against the drive error performance . 

The drive will never record incorrect data to the tape media without posting an 
error condition . 

.,.. Power loss 

No recorded data is lost as a result of normal or abnormal power loss while 
the drive is reading or writing data. lf power is lost while writing data, only the 
data block currently being written may be in error. Any previously written data 
will not be destrayed . 

.,.. Error correction 

Data integrity features include two leveis of errar correction that can pravide 
recovery fram longitudinal media scratches . 

.,.. lntegrated head cleaner 

The head of the drive must be kept clean to prevent errors caused by 
contamination. During the load process, a brush integrated into the drive 
mechanism cleans the head before it is used with the tape. This keeps the 
head and media free of debris on a continuing basis and is expected to lead 
to less requirement for drive-cleaning operations . 

.,.. Surface contrai guiding 

IBM's patented Surface Control Guiding Mechanism guides the tape along 
the tape path using the surface of the tape rather than the edges to contrai 
tape motion. Through graoved rallers (see Figure 2-23 on page 42), an air 
cushion builds between the tape and the rollers that keep it in the right 
position. This results in less tape damage (especially to the edges of the tape) 
and less debris from damaged edges that can accumulate in the head area, 
and helps minimize the chance of physical damage to the tape media . 
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Figure 2-23 Surface contrai guiding 

.,.. Flat lap head 

The flat head improves contact between the read and write recording 
elements and the tape, giving higher quality recording and readback of data. 

Figure 2-24 Flat lap head 

Surface contrai guiding and the flat lap head are designed to help minimize 
debris generated as the tape moves through its path, resulting in increased 
reliability in reading and writing data. This also potentially increases the life 
expectancy of the media by not using the edges of the tape to guide it over 
the read/write head. Historically, this also was a major source of debris on the 
tape path . 

.,.. Statistical Analysis and Reporting System 

Statistical Analysis and Reporting System (SARS) is another IBM exclusiva. 
Only IBM LTO drives provide this levei of preventiva diagnostic reporting. The 
Ultrium drive uses this reporting system to assist in isolating failures between 
media and hardware. SARS uses the cartridge performance history saved in 
the CM module and the drive performance history kept in the drive flash 
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EEPROM to determine the most likely cause of failure. lt then can cause the 
drive to request a cleaner tape, to mark the media as degraded, and to 
indicate that the hardware has degraded. SARS reports the results of its 
analysis in the form of Tape Alert if needed (see Figure 2-25} . 

Mechanism Area 
- Summary 
- Mount 

Queue 

Hosf!Server 
VPD History 

- Summary 
- Mount 

Queue 

ORAM 
- Current 

Mount 

Usage lnfo Area 
- Summary 
- Mount 

Queue 

Combines Cartridge/Orive Histories; Checks and Updates Each Mount/Dismount 
to Continuously Monitor Reliability Data to Support Data lntegrity 

Figure 2-25 Statistical Analysis and Reporting System 

2.4.1 O Cleaning the drive 

In addition to the integrated head-cleaning mechanism, IBM recommends that 
the drive be cleaned regularly, with automatic cleaning enabled where supported 
in the libraries. Regular cleaning avoids drive shutdowns because of improper 
maintenance or contaminants that cause the drive to fail. 

In the unusual event that the drive head becomes clogged, it may be necessary 
to use the specially labeled IBM LTO Ultrium cleaning cartridge supplied with 
each Ultrium tape drive product. The cleaning cartridge is good for 50 cleaning 
operations. lf cleaning proves necessary, the LTO-CM memory in a cleaning 
cartridge is used to track the number of times that the cartridge has been used . 
After the cartridge has been used 50 times, the drive will mark the cleaning 
cartridge as expired. This also protects you from accidentally reinserting a 
clearrirrg car tr idge that h as been used 50 times . 

i j698 
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Note: The use of cleaning cartridges is not necessary (and is discoura'§ed) for 
• rrormal operation of Ultriurn tape drives. See 3580 VJtritJm Tape Drive Setup, 
. Operator, and Service Guide; GA32-():4~5. for information about drive 
• cleaning. 

2.5 The IBM LTO Ultrium family of tapes and libraries 
The IBM Ultrium family of tapes and libraries (pictured in Figure 2-26) comprises 
five different product offerings, ranging from a stand-alone unit to a highly 
scalable automated library. 

Rgure 2-26 The IBM 11/tdum family of tapes and Librades 
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They are ali based on a common tape drive subassembly packaged in different 
robotic and stand-alone environments . 

..... The IBM Tota/Storage Ultrium Tape Drive 3580 is a stand-alone desktop 
single-drive unit without autoloader. Tapes are mounted manually one at a 
time . 

..... The IBM Tota/Storage Ultrium Tape Autoloader 3581 is also a single-drive 
unit, but it has a seven-cartridge autoloader within the device. lt is a 
stand-alone desktop unit; however, optional additional hardware is available 
for installation in a standard 19-inch rack . 

..... The IBM Tota/Storage Ultrium Tape Library 3582 is a small robotic library, 
accommodating one to two drives and providing space for up to 23 Ultrium 
cartridges. The IBM 3582 may be stand-alone or, with an optional feature, 
housed in a rack. 

..... The IBM Tota/Storage Ultrium Scalable Tape Library 3583 is a small robotic 
library, accommodating from one to six drives and providing space for up to 
72 Ultrium cartridges. The IBM 3583 may be standalone or, with an optional 
feature, housed in a rack . 

..... The IBM Tota/Storage UltraScalable Tape Library 3584 is a larger modular 
library with the potential to house a maximum of 1 92 tape drives in as many 
as 16 trames. There is a trade-off between cartridge capacity and installed 
drives, so that a fully-configured library with 192 drives and a 1 0-cartridge 1/0 
station has a cartridge capacity of 6167; with a minimal drive configuration the 
cartridge capacity can reach a maximum of 6881 . 

Storage and tape management for the IBM LTO Ultrium family is provided by 
software such as IBM Tivoli Storage Manager and other similar software 
offerings . 

These products, while ali part of the same family, are distinct offerings. The drive 
and cartridge technology and formats are the same, and the cartridges are 
interchangeable between the libraries, as dictated by the LTO format standarçls. 
However, the machine types (for example, 3583 and 3584) are not upgradeable 
from one to another, nor can the Ultrium drives be exchanged between different 
libraries. Thus, if you purchase an IBM 3583 with six drives and late r on instai I an 
IBM 3584, you cannot transfer the Ultrium drives from the 3583 to the 3584 . 

Detailed descriptions of these products can be found in Chapter 4, "IBM 
TotalStorage Ultrium Tape Drive 3580" on page 79, through Chapter 8, "IBM 
TotaiSto1age Ult1 aScalable Tape Library 3504" on page 159 . 

The IBM LTO family of products is sold directly through IBM and its Business 
Partners . 
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2.6 Multi-path architecture 
This patented multi-path architecture was introduced with the IBM Magstar MP 
3575 library. lt provides a way to share a tape library between a number of 
servers without the need to implement application software to contrai and 
serialize tape drives and media. lt is also implemented in the IBM 3582, 3583, 
and 3584 libraries. 

Multi-path architecture is an IBM unique feature. The IBM 3582, 3583, and 3584 
LTO libraries feature the second generation of the architecture intraduced with 
the Magstar MP 3575 library. 1t uses the SCSI-3 Move Media command set that 
is featured in midrange and open libraries. The key benefit is that multi-path 
architecture removes the need for a dedicated server plus middleware to contrai 
the use of a library by many different hosts utilizing different operating systems, 
as each drive has its own path to the contrai unit. 

Conventional tape libraries use a dedicated host port to communicate to the 
library, such as to send mount request commands. IBM LTO tape libraries use 
the same path to communicate with both the drives and the library controller, as 
shown in Figure 2-27. This is not one dedicated path, but it may be any path to 
any tape drive. 

• Single Contrai-..._ 
Path 'I 

• Drive Management 

• Conventional Tape Library 
With Dedicated Host Port 

• Host System r 
• Data and • Drive Management and 

Control Paths Multip le Contrai Paths 

• IBM 3584 Tape Library With 
LUN-1 Multi-Path Architecture 

Figure 2-27 Conventional tape library vs. multi-path architecture 

For conventional tape libraries, the contrai path is a single point of failure. In 
contrast, the IBM LTO tape libraries offer as many contrai paths as there are 
drives installed in the library, so in the event of individual contrai path failure you 
can communicate with your library over different, redundant contra i paths. As 
shown in Figure 2-28 on page 47, if one path to a drive is braken because of a 
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defective switch port, cable, or HBA, communication to the library controller can 
still occur using one of the other available paths. In conjunction with automatic 
Control Path Failover, this constitutes a unique high-availability option . 

Figure 2-28 Redundant contra/ paths to the library contra/ler 

As well as the redundant contrai path, multi-path architecture otfers the additional 
benefit of built-in partitioning. With the partitioning feature of the IBM LTO 
libraries, you can divide the physicallibrary into severa! smaller logicallibraries, 
which are independent from each other. The maximum number of logicallibraries 
varies by model type. A logical library must contain at least one tape drive and 
can comprise more than one tape drive sharing the same cartridge cells . 

With this partitioning option, the library can be shared between multiple 
heterogeneous hosts. Each logical library has its own drives, cartridges, and 
control paths. Because of barriers between the logicallibraries, cartridges cannot 
be moved from one logical library to another. Figure 2-29 on page 48 shows 
three logicallibraries with two drives each and some cartridge storage slots 
dedicated to each of the heterogeneous servers . 
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Figure 2-29 IBM LTO tape library partitioned into three /ogicallibraries 
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Tape storage market 
direction 

Tape systems traditionally have been associated with the mainframe computar 
market, because they have represented an essential element in mainframe 
systems architectures since the early 1950s as a cost-effective way to store large 
amounts of data. The mid-range and client/server computar market has, in 
contrast, made very limited use of tape technology until quite recently . 

Over the past few years, however, the growth in the demand for data storage and 
reliable backup and archiving solutions has greatly increased the need to provide 
manageable and cost-effective tape library products. The value of using tape for 
backup purposes hasonly gradually become obvious and important in these 
environments. 

In this chapter, we will review the technologies, formats, and standards that you 
will see for tape products in today's market. We discuss a number of products 
from non-IBM vendors and, although we have reviewed the material carefully, we 
would remind you that the vendors of those products are the definitiva source of 
information . 

© Copyright IBM Corp. 2000, 2003. Ali rights reserved . 
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3.1 Current tape products and technologies 
Two basic tape technologies have been utilized. Until the middle of the 1980s, ali 
computer tape systems utilized linear recording technology, a technology that 
uses a stationary head writing data in a longitudinal way (see Figure 3-3 on 
page 54 for an example of longitudinal technology). 

In the middle of the 1980s, helical tape technology (which had been developed 
for video applications) became available for computer data storage, a technology 
that uses heads rotating on a drum and writing data in an angle. Helical tape 
systems found natural applications in backing up magnetic disk systems where 
their cost advantages substantially outweighed their operational disadvantages 
(see Figure 3-4 on page 55 for an example of helical-scan technology). 

3.1.1 Helical versus longitudinal 

50 

The first computer tape systems used linear recording technology. This 
technology provides excellent data integrity, rapid access to data records, and 
reasonable storage density. 

The first implementation of linear recording technology used magnetic tapes on 
open reels. Later, the tape was protected inside cartridges, using one or two 
reels. Linear technology drives write each data track on the entire length of the 
tape. Data is first written onto a track along the entire length of the tape, and 
when the end is reached, the heads are repositioned to recorda new track again, 
along the entire length of the tape, now travelling in the opposite direction. This 
continues back and forth until the tape is full. On linear drives, the tape is guided 
around a static head. 

On helical scan systems, by contrast, the tape is wrapped around a rotating drum 
containing read/write heads. Due to the more complicated path, mechanical 
stress is placed on the tape. When contrasted with linear tape systems, helical 
tape systems have higher density (and, therefore, lower media cost) , but lower 
data transfer rates (due to the smaller number of active read/write heads), less 
effective access to random data records, increased maintenance requirements, 
and reduced data integrity. 

8oth linear and helical tape systems have advanced substantially over the past 
decade. Linear systems have improved significantly in the areas of storage 
density (and, therefore, cost), and operational convenience (with a variety of 
removable cartndge systems such as 3590, QIC, DIT, and now LTO replac1ng 
reei-to-reei systems). Helical systems have improved in the areas of transfer rate 
and data integrity with the implementation of both channel and errar correction 
coding technologies. 
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Over the past few years, one of the most significant advances in tape technology 
for computer appl ications has been the maturation of serpentine linear recording 
systems which , for the first time, has permitted linear recording systems to 
provide recording density that is comparable with that of helical systems. The first 
commercially successful serpentine linear tape system for professional 
applications was DLT. Another important improvement is the use of servo tracks, 
first introduced by IBM on the Magstar 3590 tape. Servo tracks on the tape 
cartridge are recorded at the time of manufacture. These tracks enable the tape 
drive to position the read/write head accurately with respect to the media while 
the tape is in motion . 

Most linear mediais manufactured using metal particle (MP) technology. As with 
most tape products, metal particle media comprises severallayers: a substrate 
that provides the base for other layers, the magnetic layer where data is stored, 
and a back coat that contrais the media's frictional characteristics. 

The most advanced implementations of 8 mm format (Mammoth and AIT) use 
AME (Advanced Metal Evaporative) media. The AME magnetic layer is 100% 
cobalt and is a much thinner, pure magnetic layer that doesn't contain any 
binders o r lubricants. These qualities give AME tapes greater potential data 
density so that more information can be stored on less tape surtace . 

Future generations of linear tape media (including LTO) will use the same AME 
magnetic layer technology, offering increased data densities . 

We felt that the fundamental difference between linear recording and helical scan 
technologies is so important that it would be worthwhile to summarize ali of the 
available current technologies (see Table 3-1) . 

Table 3-1 Tape techno/ogy overview 

Na me Recording 
technology 

1/2-inch reels linear 

OIC linear 

DAT/4 mm helical-scan 

DOS helical-scan 

8mm helical-scan 

Mammoth helical-scan 

AIT helical-scan 

Ecrix VXA helical-scan 

Media width Type 

1/2 inch single hub 

1/4 in and 8 mm dualhub 

4mm dualhub 

all4mm dualhub 

8mm dualhub 

8mm dualhub 

8mm dualhub 

8mm dualhub 
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Na me Recording Media width Type 
technology 

DLT linear 1/2 inch single hub 

IBM 3480/90 linear 1/2 inch single hub 

IBM Magstar MP linear Bmm dualhub 
3570 

IBM Magstar 3590 linear 1/2 inch single hub 

STK 9840 linear 1/2 inch dualhub 

STK 9940 linear 1/2 inch dualhub 

LTO Ultrium linear 1/2 inch single hub 

3.1.2 Tape reels (1/2-inch) 

3.1.3 QIC 

.. 

The first data backup device (and the ancestor of magnetic tape devices with a 
1/2-inch-wide tape format) used magnetic tape reels, shown in Figure 3-1. Reei 
tapes h ave been around for many years. They can support densities from 800 bpi 
to 6250 bpi (bits per inch) and were manufactured and sold in many different 
lengths and brands. The most common densities used were 1600 and 6250 bpi, 
but most of these devices have been replaced today. 

Figure 3-1 Tape reels, 1/2-inch 

The quarter-inch-tape cartridge (QIC) was first introduced in 1972 by the 3M 
company as a means to store data from telecommunications and data acquisition 
applications. As time passed, the comparatively inexpensive QIC drive became 
an accepted data storage system. especially for stand-alone PCs. 

QIC cartridges (shown in Figure 3-2 on page 53) look much like audio tape 
cassettes with two reels inside, one with tape and the other for take-up. The reels 
are driven by a belt built into the cartridge. A metal rod, known as a capstan, 
projects from the drive motor and pinches the tape against a rubber drive wheel. 
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Figure 3-2 QIC cartridge 

The QIC format employs a linear (or longitudinal) recording technique in which 
datais written to parallel tracks that run along the length of the tape. The number 
of tracks is the principie determinant of capacity. The cartridges come in two 
varieties, DC600 cartridge and DC2000 mini cartridge, the latter being the more 
popular. The encoding method used is either MFM (Modified Frequency 
Modulation) or RLL (Run Length Limited), and is similar to the way a hard drive 
encodes data . 

When a backup is started, directory information from the file allocation table is 
loaded into a memory buffer in the system's RAM, along with the appropriate 
files. 8oth sets of data are sent to the tape drive controller, each file being 
prefaced by a header containing the directory information. lf the controller has 
built-in errar correction, an errar correction code (ECC) is appended to the data 
in the controller. Otherwise, the software adds the code before sending the data 
to the controller. 

The controller contains its own buffer. Once the backup data containing the ECC 
is in this buffer, the backup software is free to load more data into system 
memory. The drive's controller then sends the data as required to the tape drive 
mechanism . 

QIC uses a linear read/write head similar to those found in domestic cassette 
recorders (Figure 3-3 on page 54). The head contains a single write head 
flanked on either side by a read head. This allows the tape drive to verify data 
just written when the tape is running in either direction. lf the data just written is 
verified by the read head, the buffer is flushed out and new data is acquired from 
the system memory . 

. .. 
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Figure 3-3 Q/C head diagram 

QIC standards 
As the QIC standards ot the time tailed to keep up with the storage media 
explosion ot the mid-1990s, the QIC cartridge underwent an evolution that 
increased capacities by both lengthening and widening the tape. The 
Sony-inspired move to a wider tormat tape was a noteworthy development. 

One ot the drawbacks with QIC is incompatibility. The tormat has suttered trom 
an overabundance ot standards over the years- there are more than 120 
currently-and not ali QIC drives are compatible with ali standards. 

Tandberg Data remains the only drive manutacturer in this segment with its 
Scalable Linear Recording (SLR) technology. Their most recent drive, the 
SLR100, provides 50GB (native) and 100GB (with 2:1 compression) capacity 
on a single data cartridge. The maximum data transter rates are 5 MB/s 
uncompressed and 10 MB/s (with 2:1 compression). 

3.1.4 Digital Data Standard (4 mm) 

The Digital Audio Tape (DAT) standard was created in 1987 and, as its name 
implies, was originally conceived as a CD-quality audio tormat offering three 
hours ot digital sound on a single tape. The Digital Data Standard (DDS) is based 
on DAT and uses a similar technology. The cartridge design is common, but 
ditterent tape tormulations have been developed. In 1988, Sony and HP detined 
the DDS standard, transtorming the tormat into one that could be used for digital 

DAT technology is a 4 mm tape that uses helical scan recording technology. This 
is the same type ot recording as that used in videocassette recorders and is 
inherently slower than the linear type. The tape in a helical scan system is pulled 
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from a two-reel cartridge and wrapped around a cylindrical drum containing two 
read heads and two write heads, arranged alternately. The read heads verify the 
data written by the write heads. The cylinder head is tilted slightly in relation to 
the tape and spins at 2,000 revolutions per minute. The tape moves in the 
opposite direction to the cylindrical spin, at less than one inch per second, but 
because it is recording more than one line ata time it has an effective speed of 
150 inches per second (reter to Figure 3-4) . 

Short diagonal tracks, about eight times longer than the width are written across 
the width of the tape. These each contain about 128KB of data and an error 
correction code . 

Figure 3-4 Helicat-scan recording diagram 

Data recorded in 
angled stripes 
across the tape 

A read head verifies the data. lf errors are present the data is rewritten; otherwise 
the controller buffer is flushed ready for the next segment. The second write head 
writes data at a 40-degree angle to the first one. 

Even though the first and second writes overlap, they are magnetically encoded 
with different polarities so they are only read by the correct read head. The 
"criss-cross" pattern packs more data onto the tape, enabling helical scan 
systems to achieve very high data densities. A directory of files is stored in a 
partition at the front of the tape . 

• • • -:o • ..----------------JlJu~s;.~,t_.,a~s>--~'N-Aiiwth+-Wiin~eru:-recording, the performance wo••ld he greatly improved if 
additional read/write heads were added, but this is difficult with helical scan 

e devices, because of the design of the rotating head. The fact that the heads may 
• only be added in pairs makes it difficult to fit the wiring inside a single cylinder, 

and this limits the potential performance of helical scan devices. Because of the • • • • • • • • 
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wide wrap angle of the tape and the consequent degree of physical contact, both 
the head and the media are prone to wear and tear. 

When restoring from the backup, the backup software first reads the entire 
directory of the tape's contents. lt then winds the tape to the appropriate spot and 
reads the contents into the controller's buffer. The controller uses the CRC code 
to make sure the information is correct. lf errors are detected, the ECC can be 
used to fix them . Once the data has been verified as correct, the buffer contents 
are passed to system memory. 

DDS-3 uses the same helical scanning head but adds a technology commonly 
used for hard disk drives, called PRML (Partia! Response, Maximum Likelihood) , 
which is used to weed out the data from electronic noise. The latest DDS-4 
format, proposed by Hewlett-Packard and Sony, was endorsed by the DOS 
Manufacturers Group in April 1998. The extra 16 GB compressed capacity 
realized in this fourth-generation technology is achieved by reducing the track 
pitch from 9.1 microns to 6.8 microns and increasing the length of the media to 
150 m. As with previous DOS specifications, the DDS-4 standard provides 
backward read and write compatibility with the earlier formats. 

Table 3-2 shows current DOS standards, ali of which are backward-compatible. 

Tab/e 3-2 DDS standards 

Standard Capacity Maximum Data Transmission Rate 

DOS 2GB 0.55 MB/s 

DDS-1 2/4 GB 0.55/1.1 MB/s 

DDS-2 4/8 GB 0.55/1.1 MB/s 

DDS-3 12/24 GB 1.1/2.2 MB/s 

DDS-4 20/40 GB 2.4/4.8 MB/s 

3.1.5 The 8 mm format 

Designed for the video industry, 8 mm tape technology was created to transfer 
high-quality calor images to tape for storage and retrieval and now has been 
adopted by the computer industry. Similar to DAT, but with greater capacities, 
8 mm drives are also based on the helical scan technology. A drawback to the 
helical scan system is the complicated tape path Because the tape must be 
pulled from a cartridge and wrapped tightly round the spinning read/write cylinder 
(Figure 3-5 on page 57), a great deal of stress is placed on the tape. 
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Figure 3-5 An 8 mm tape path 

There are two major protocols that use different compression algorithms and 
drive technologies, but the basic function is the same. Exabyte Corporation 
sponsors standard 8 mm and Mammoth formats, while Seagate and Sony 
representa new 8 mm technology known as Advanced lntelligent Tape (AIT) . 

Mammoth tape format 
This is a SCSI-based 8 mm tape technology, designed for open system 
applications. lt is a proprietary implementation of the 8 mm standard format 
available since 1987 and uses Advanced Metal Evaporative (AME) media. This 
media has a coating over the recording surface that seals and protects the 
recording surface . 

The Exabyte Mammoth tapes have an 3.5-inch form factor. The first generation 
provide 20GB (native) and 40GB (with 2:1 compression) capacity on a single 
8 mm data cartridge. The maximum data transfer rates were 3 MB/s 
uncompressed and 6 MB/s (with 2:1 compression) . 

With the Mammoth-2 technology the capacity and data rate have been increased 
to 60GB (120GB with 2:1 compression) and 12 MB/s uncompressed (24 MB/s 
with 2:1 compression). Mammoth-2 drives are read compatible with the previous 
models . 

Advanced lntelligent Tape (AIT) format 
The AIT format was developed by Sony. Available in a 3.5-inch form factor, 
Son 's AIT-1 drives and media revide 25GB native) and 50GB (with 2:1 
compression) capacity on a single 8 mm data cartridge. The maximum data 
transfer rate is 3 MB/s native . 
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With the AIT-2 technology made available in 1999, the capacity and data rate 
have been increased to 50GB (100GB with 2:1 compression) and 6 MB/s 
native. AIT-2 drives are backward-compatible with the AIT-1 models. 

Sony's latest AIT-3 format, made available in 2001, doubles the capacity and 
performance of the prior generation to 100GB (200GB with 2:1 compression) 
and 12 MB/s native. AIT-3 drives are backward-compatible with the AIT-2 and 
AIT-1 models. 

AIT drives feature an Auto Tracking Following (ATF) system, which provides a 
closed-loop, self-adjusting path for tape tracking. This servo tracking system 
adjusts for tape flutter, allowing data tracks to be written much closer together for 
high-density recording. AIT provides FasVWide SCSI technology with data 
transfer rates of up to 12 MB/s (native), 24.0 MB/s (with 2:1 compression) . AIT 
uses the Adaptive Lossless Data Compression technology (ALDC) compression 
algorithm. The 8 mm standard has various drive generations, ali of which are 
backward-compatible, shown in Table 3-3. 

Table 3-3 Standards for 8 mm 

Standard Capacity Maximum Data Transmission Rate 
(compressed) 

Standard 8 mm 3.5/7 GB 0.53 MB/s 

Standard 8 mm 5/10 GB 1 MB/s 

Standard 8 mm 7/14 GB 1 MB/s 

Standard 8 mm 7/14 GB 2 MB/s 

Mammoth 20/40 GB 6 MB/s 

Mammoth-2 60/120 GB 24 MB/s 

AIT-1 25/50 GB 6 MB/s 

AIT-2 50/100GB 12 MB/s 

AIT-3 100/200 GB 24 MB/s 

3.1.6 Digital Linear Tape (DLT) 
DLT drives appeared in 1985 when Digital Equipment Corporation needed a 
bact<up systern for tlleir MicroVAX systerns. 

The system uses a square cartridge that contains tape media but no take-up 
reei. The take-up reei was built into the drive itself. This design eliminated the 
additional space typically associated with cassette and cartridge drives such as 
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QIC or 8 mm . The drive itself had to be made larger than most to accommodate 
the internai take-up reei. Called the TK50, the new tape drive was capable of 
storing 94 MB per cartridge . 

Using a ferrite read/write head, the TK50 recorded data in linear blocks along 22 
tracks. The TK50's read/write head actually contained two sets of read/write 
elements. One set was used when reading and writing forward, and the other 
when reading and writing backward . 

The TK50 started recording at the beginning of the tape, recording on one track. 
When it reached the end, the system recorded back to the beginning along a new 
track. After every two tracks that were written, the system moved the head up the 
width of one track and began the process again. The read-after-write capability of 
the system ensured basic data accuracy. The drive fit into a full-height , 5.25" 
drive bay. 

In 1987, Digital released the TK70. This tape drive offered 294 MB of storage on 
the same square tape cartridge, a threefold improvement over the TK50. This 
was accomplished by increasing the number of tracks to 48 and by increasing 
density on the same 1/2-inch tape . 

In 1989, Digital introduced the TF85, the first true DLT system. The TF85 (later to 
be called the DLT 260) incorporated a new feature that enabled the system to 
pack 2.6 GB onto a 1 ,200-foot tape (CompacTape 111, now known as DLTtape 111) . 

The DLT Tape Head Guide Assembly was incorporated for the first time in the 
TF85 drive. Six precision rollers provided long tape life. The six-roller head guide 
assembly gave the TF85 a much shorter tape path than helical-scan systems 
(Figure 3-6) . 

F1gure 3-6 DLT tape pat11 mectmnism 

The read/write head was equipped with an additional write element. The 
elements now were arranged in a write/read/write pattern. This pattern enabled 
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the TF85 to read after writing on two channels and in both forward and reverse 
directions. This is the multi-channel serpentina recording depicted in Figure 3-7. 

Figure 3-7 DLT 2000 recording head design 

Two years later, Digital introduced the TZ87, now known as the DLT 2000 tape 
drive. This system offered 1OGB of native capacity on a single CompacTape 111 
cartridge (shown in Figure 3-8) and now known as DLTtape 111, 2 MB of 
read/write data cache memory, anda data transfer rate of 1.25 MB/s. This was 
the first generation of DLT. 

Figure 3-8 DLT cartridge 

Write 
Prnt~?ct 
switd"t 

In 1994, Quantum acquired the Storage division of DEC (Digital Equipment 
Corporation). In late 1994, Quantum released the DLT 4000. By increasing real 
density (bits per inch) from 62,500 to 82,000, and tape length by 600 additional 
feet (DLTtape IV), the capacity of the DLT 4000 grew up to 20 GB (40 GB 
compressed) on a single 112-inch DI Ttape IV cartridge The new DI Ttape 
system provided data transfer at 1.5 MB/s (3 MB/s compressed) and was fully 
read/write compatible with previous generations of DLTtape drives. 

DLT 2000 and DLT 4000 drives write data on two channels simultaneously in 
linear tracks that run the length of the tape, as shown in Figure 3-9 on page 61. 
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Figure 3-9 DLT 2000/4000 linear recording format 

The DLT 7000 appeared in 1996. This drive offered a total storage capacity of 
35GB native, 70GB compressed on the 1,800 foot DLTtape IV cartridge. The 
DLT 7000 incorporated a 4-channel head that gives the drive a transfer rate of 
5 MB/s of data in native mode (Figure 3-10). 

Wtfte lfe8~ead readS Writj ,eaas 
\ I 

Figure 3-10 DLT 7000/8000 tape head 

Quantum's latest DLT product is their DLT 8000 drive. This tape drive features a 
native transfer rate of up to 6 MB/s, with a native capacity of 40 GB. The DLT 
7000/8000 drives incorporate the Symmetric Phase Recording technology that 
writes data in an angled pattern (Figure 3-11 ) . 

~f~~~~~~~~~~~~-15~1· ........-. ........ .. ...... ............................ . 

~om ~ ot T~.pe T~~ .Oir<!dil:lfl 

Figure 3-11 Symmetric Phase Recording technology 

The DLT standard has various generations of tape drive, ali of which are 
backward-compatible. We have summarized the specifications in Table 3-4 on 
page 62 . 
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Table 3-4 DL T drive standards 

DLT drive generation Capacity Maximum data transmission rate 

DLT2000 10/20 GB 1.25 MB/s 

DLT2000XT 15/30 GB 1.25 MB/s 

DLT4000 20/40 GB 1.5 MB/s 

DLT7000 35!70 GB 5 MB/s 

DLT8000 40/80 GB 6 MB/s 

3.1 .7 SuperDLT (SDLT) 
SuperDLT (SDLT) is a new format specification designed by Ouantum 
Corporation as an evolution of the DLT standard. lt uses Laser Guided Magnetic 
Recording (LGMR) technology. This technology includes the Pivoting Optical 
Servo (POS). This optically assisted servo system is implemented on the unused 
reverse side of the media and uses a laser to read the servo guide. SDLT uses 
100% of the media for data recording. 

SDLT uses Advanced Metal Powder (AMP) media containing embedded 
information for the Pivoting Optical Servo system. 

The recording mechanism is made of Magneto-Resistive Cluster (MRC) heads, a 
cluster of small magneto-resistive tape heads. 

The first SDLT drive, the SDLT 220, was introduced in late 2000. lt provides a 
capacity of 110GB (native) and 220GB (with 2:1 compression). The native data 
transfer rate is 11 MB/sec. This first drive was not backward-read-compatible 
with earlier models. In 2001 Quantum released a version of the SDLT 220 drive 
that was backward-read-compatible with the DLTtape IV cartridge. 

Quantum's latest SDLT 320 drive carne available in 2002. lt increased the native 
capacity to 160 GB (320 GB with 2:1 compression) and the native transfer rate to 
16 MB/sec (32 MB/sec with 2:1 compression). The SDLT 320 is backward read 
compatible with DLTtape IV cartridges and uses Super DLTtape I media. 
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3.1 .8 IBM 3480 
The second generation of IBM magnetic tapes and the first one to use an 
enclosed cartridge containing 1/2-inch tape, the IBM 3480, was announced on 
March 22, 1984. The tape was stored in a now-familiar cartridge, which was 
smaller, much more robust, and easier to handle than tape reels. The cartridge 
capacity was 200MB, and the channel data rate was 3 MB/s, writing 18 tracks in 
one direction . 

3.1.9 IBM 3490 

The 3490 replaced the 3480 tape technology, using the same tape cartridge 
media. The IBM 3490E, with a tape capacity of 800 MB uncompacted (2.4 GB 
compacted) and a channel data rate of 3 MB/s, increased the capacity of the 
3480 fourfold by using a double-length tape and by writing data in both directions: 
18 tracks to the end of tape, and 18 tracks back to the start of the tape. 

During this second generation, severa! steps were taken to automate tape 
processing and to reduce or eliminate human intervention. Automatic cartridge 
loaders and automated tape libraries, such as the StorageTek Silos and the IBM 
3495 and 3494 libraries, were introduced to reduce or eliminate the need for tape 
operators. Software packages, such as CA-1 , TLMS, and the DFSMS 
Removable Media Manager (DFSMSrmm™), were implemented to manage the 
tape volumes automatically . 

The IBM 3490 and compatible drives were probably the first family of tape 
products that were mostly used with automatic tape libraries rather than being 
installed as stand-alone drives operated manually . 

Applications still used tapes directly, and the lmproved Data Recording Capability 
(IDRC), which compacts the data, reduced the number of tape volumes used . 

Magnetic disks were now widely used for online data, and these 
second-generation tape systems therefore became primarily a medium for 
backup and were introduced as an archive medium. The process of archiving 
was also automated with products such as Hierarchical Storage Manager (HSM) 
and DFSMShsm™ (a component of DFSMS/MVS®) using tape as the lowest 
levei in a storage hierarchy. Of course, tape was still used as an interchange 
medium, but networks were also used for that purpose . 
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3.1.1 O I ';3M Magstar 3590 

IBM Magstar tape technology was first introduced in July 1995. The original 
cartridge maintained the externai form facto r of the 3490 (Figure 3-12), had a 
capacity of 1OGB uncompacted (30 GB compressed), and the data rate was 
9 MB/s. Later drive models and new media increased these figures. The data 
format is not compatible with the 3490. 

Figure 3-12 Magstar 3590 tape cartridge 

The Magstar 3590 drive (see Figure 3-13 on page 65) incorporates a new 
longitudinal technology, Serpentine lnterleaved Longitudinal Recording. Datais 
written in each direction in turn, and to increase capacity further by providing 
multiple sets of tracks in parallel, the concept of head indexing is introduced. The 
entire set of heads is slightly shifted after one pass, and ali subsequent passes 
(for a total of eight) are used to write data tracks adjacent to the existing ones. 
This means a significant improvement in the tape capacity and transfer rates 
without changing the tape speed (2 m/s) and media length (600 m). A buffer is 
used, and the data is compressed before it is written to tape. In addition, the drive 
can complete a stop-start cycle in approximately 100 ms. The performance is 
significantly improved for both start-stop and streaming applications. 

With the IBM TotaiStorage Enterprise Magstar 3590 Model H and the Extended 
Length Cartridges made available in 2002, the capacity and data rate have been 
increased to 60GB (180GB assuming 3:1 compression) and 14 MB/s native 
respectively, while maintaining backward compatibility for reading with the base 
models. 
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Figure 3-13 Magstar 3590 tape drive 

This design incorporates some innovations such as servo tracks on the tape to 
guide the read/write heads along the data tracks and the implementation of an 
improved error correcting code (ECC). A portion of the tape within each cartridge 
is reserved for statistical information; it is continually updated after each read or 
write, providing statistics that can be used to obtain drive and media information 
and identify problems with a particular tape or drive as early as possible . 

Metal particle media 
A chromium dioxide medium was used in the IBM 3480 and 3490 cartridges. The 
IBM 3590 High Performance Tape Cartridge uses a metal particle medium, which 
has a significantly increased coercivity and therefore permits a much higher data 
recording density in comparison with chromium dioxide media. The linear density 
is proportional to the medium's coercivity, and therefore the linear density of the 
IBM 3590 tape is approximately three times that of the IBM 3480 and 3490. The 
track density is also improved approximately fourfold. Advances in the metal 
particle coatings and media binders afford reliability and magnetic stability equal 
or superior to chrome media . 

3.1.11 STK 9840 
lntroduced in late 1998, the STK T9840 tape drive (dubbed "Eagle") is based on 
linear technology and targeted at the high-end, enterprise server market. The 
dual-hub cartridge (shown in Figure 3-14 on page 66) has a native capacity of 
20 GB and a maximum data rate of 1 O MB/s. To maintain compatibility with 
existing enterprise system automation products (mainly the STK silos), the 
cartridge maintains the externai form factor of the 3490/3590 cartridge . 

In 2001 , StorageTek introduced a second generation 9840 drive, the T98408 . 
Tape speed during read/write operations doubled, from 2 m/sec on the T9840A 
to 4 m/sec on the T9840B, and maximum data transfer rate nearly doubled, to 19 
MB/sec. The capacity is still 20GB (native) and 40GB (with 2:1 compression) . 
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3.1.12 

3.1.13 

I 

I 

Data on both drives is written 16 tracks ata time in a total of 18 passes, for a total 
of 388 tracks. In addition to the data tracks, the tape contains five bands of five 
servo tracks each (25 tracks total) that are pre-written on the tape. 

I 

FigT e 3-14 STK 9840 tape cartridge 

STK 99f 0 
Thej STK T9940 is based on T9840 technology. The biggest differences between 
these two drives are the data cartridge and the loader mechanism for the 
cart[idge. TheT9940 cartridge has the same form factor and dimensions as the 
T98f 0 cartridge, but the T9940 cartridge contains a single reei of media, and the 
tape path, take-up reei, and tape guidance system are located inside the drive. 
Thelfirst-generation T9940A drive has a capacity of 60GB (native) and 120GB 
(witm 2:1 compression). The native data transfer rate is 10 MB/sec. 

The StorageTek T9940B format, made available at the end of 2002, increased 
the capacity and data transfer rate of the prior generation to 200 GB (400GB 
with j2:1 compression) and 30 MB/s native. the T9940B drive is backward-read­
coT atible with the T9940A model. 

LTO ~::r~i~=r Tape-Open (LTO) standard was released as a joint initiative ot IBM, 
Hew

1

11ett-Packard, and Seagate Companies. As result of this initiative, two LTO 
formats (Uitrium and Accelis) were defined. 
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The consortium of these companies is known as the Technology Provider 
Companies. The new technology specifications are detailed at an LTO Web site: 

http : //www.lto-technology.com 

The IBM LTO Ultrium 1 drive provides a single-media capacity of up to 100 GB 
(200GB with 2:1 compression) data storage per cartridge and a sustained data 
rate of up to 15 MBps (uncompressed), while the newly released IBM LTO 
Ultrium 2 drive has doubled media capacity to 200GB (400GB with 2:1 
compression) data storage per cartridge and more than doubled sustained data 
rate to 35 MBps (uncompressed) . 

For a detailed description of the LTO Ultrium tape format specification, see 1.2.2, 
"LTO core technology" on page 6 . 

For a detailed description of the IBM LTO Ultrium drive, see 2.4, "IBM LTO 
Ultrium common subassembly" on page 28 . 

3.1.14 Libraries 

System administrators are clamoring for technologies that enable them to 
efficiently and economically manage the explosive growth in stored data. As the 
amount of data increases, the backup process takes longer and longer . 

The solution to this problem is to use a device that integrates the tape drive with 
some levei of automation. The challenge is to choose the right solution in terms 
of size and automation levei. 

System administrators industry-wide have recognized the need for automating 
the backup-and-restore process to the extent that little or no human intervention 
is required. This has come to be known as lights-out backup. This process can 
be dane off-shift, or concurrently with other applications during normal 
operations. Multi-drive tape libraries are the only available technology that offer 
both the reliability and low cost to make lights-out backup practical. 

The hardware options for automation are autoloaders and a range of multi-drive 
automated tape libraries. We distinguish between them below . 

Autoloaders 
Autoloaders have one tape drive and typically are used to access a small number 
of ta es once a da . Most are designed for purely sequential operations. These 
units place no emphasis on performance . 
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Automated tape libraries 
Automated tape libraries have one or more tape drives, but typically are used 
with at least two tape drives. Ali tape cartridges are accessible to ali drives, thus 
making concurrent reading and writing operations possible. 

Throughput can be increased by adding additional drives. Libraries can 
exchange tapes in a few seconds, substantially improving file-restare response 
times. Tape libraries are mandatory for lights-out operations and other higher 
performance tape storage applications. Tape libraries also offer the security of 
knowing that other drives will take over if one should fail. 

Multi-drive automated tape libraries and ultra-scalable tape libraries combined 
with storage-management software, including concurrent backup, archive, and 
HSM, offers the most robust solution to manage and protect huge amounts of 
corporate data. Automated tape libraries allow random access to large numbers 
of tape cartridges and concurrent use of two or more drives, rather than manually 
loading one tape after another or using a single-drive sequential autoloader. 

Enterprise tape libraries 
Enterprise tape libraries are automated tape libraries that provide enhanced 
leveis of automation, scalability, reliability, availability and serviceability. They 
typically have the capacity to house dozens of drives and hundreds of tapes. 
Equipped with high-performance robotic mechanisms, bar code scanners, and 
support for cartridge 1/0 ports, these libraries often offer redundant components 
and a high degree of flexibility through a modular design. Some models add 
support for multiple SCSI, FC-AL, FCP, and ESCON®, or FICON™ connections 
to allow connection to more than one host platform. At the top of the line of the 
enterprise tape libraries are products such as the IBM TotaiStorage Enterprise 
Tape Library 3494 and the IBM TotaiStorage UltraScalable Tape Library 3584 
that are designed to be shared between two or more heterogeneous host 
systems. Ali the hosts have access to the contrai functions of the tape library 
robotics. Simply put, the library is shared in a physical way, with each system 
thinking it really owns the entire library. 

3.2 Current SAN technologies 
A SAN (Storage Area Network) is a high-speed network that enables the 
establishment of direct connections between storage devices and processors 
(ser ver s) witlrirr tire distarrce supported by Fibre Channei.The SAN can be 
viewed as an extension to the storage bus concept that enables storage devices 
and servers to be interconnected using elements similar to Local Area Networks 
(LANs) and Wide Area Networks (WANs): routers, hubs, switches, directors, and 
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gateways. A SAN can be shared between servers ar dedicated to one server. lt 
can be local or extended over geographical distances . 

In today's SAN environment the storage devices in the bottom tier are centralized 
and interconnected, which represents, in effect, a move back to the central 
storage model of the host ar mainframe . 

Figure 3-15 shows a tiered overview of a SAN connecting multiple servers to 
multiple storage systems . 

Figure 3-15 Overview of a SAN 

A SAN facilitates direct, high-speed data transfers between servers and storage 
devices, potentially in any of the following three ways: 

... Server to storage: This is the traditional model of interaction with storage 
devices. The advantage is that the same storage device may be accessed 
serially or concurrently by multiple servers . 

.,.. Server to serve r: A SAN may be used for high-speed, high-volume 
communications between servers . 

... Storage to storage: This outboard data movement capability enables data to 
be r 11oved witlrout ser ver intervention, thereby freeing up serve r processar 
cycles for other activities such as application processing. Examples include a 
disk device backing up its data to a tape device without server intervention, ar 
a remote device mirroring across the SAN . 
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3.2.1 SAN definition 
The Storage Network lndustry Association (SNIA) defines SAN as a network 
whose primary purpose is the transfer of data between computer systems and 
storage elements and among storage elements. A SAN consists of a 
communication infrastructure, which provides physical connections, anda 
management layer, which organizes the connections, storage elements, and 
computer systems so that data transfer is secure and robust The term SAN is 
usually (but not necessarily) identified with block 1/0 services rather than file 
access services. 

lt can also be a storage system consisting of storage elements, storage devices, 
computer systems, and/or appliances, plus ali control software, communicating 
over a network. 

3.2.2 Fibre Channel architecture 

70 

Today, Fibre Channel is the architecture on which most SAN implementations are 
built Fibre Channel is a technology standard that enables data to be transferred 
from one network nade to another at very high speeds. Current implementations 
transfer data at 100 MB/s or 200 MB/s. Data rates of 1000 MB/s have been 
tested and many companies have products in development that will support this. 
The Fibre Channel standard is accredited by many standards bodies, technical 
associations, vendors, and industry-wide consortia. There are many products on 
the market that take advantage of its high-speed, high-availability characteristics. 

Fibre Channel was completely developed through industry cooperation, unlike 
SCSI, which was developed by a vendar and submitted for standardization after 
the fact. 
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3.2.3 Topologies 

Fibre Channel interconnects nades using three physical topologies that can 
themselves have variants. These topologies are: 

... Point-to-point: The point-to-point topology consists of a single connection 
between two nades. Ali of the bandwidth is dedicated for these two nades . 

... Loop: In the loop topology, the bandwidth is shared between ali the nades 
connected to the loop. The loop can be wired node-to-node; however, if a 
node fails or is not powered on, the loop is out of operation. This is overcome 
by using a hub. A hub opens the loop when a new nade is connected and 
closes it when a nade disconnects. A major drawback in this technology is the 
Loop lnitialization Process (LIP), which needs to occur every time a node is 
removed from the loop ora new nadeis added to the loop. The LIP process 
disrupts the loop and can cause data disruptions. 

... Switched: A switch enables multiple concurrent connections between nades. 
This is generally referred to as a switched fabric. Switched fabric is more 
reliable than a loop because there is no need for the LIP process. New nades 
can be added and removed without any disruption to the Fibre Channel 
processes . 

3.2.4 Tape solutions in a SAN environment 

Connectivity to tape is essential for most backup processes. However, manual 
tape operations and tape handling are expensive. Studies show that automation 
of tape processing saves money and increases reliability. Enterprises have long 
had to utilize staff to remove these tapes, transport them to a storage site, and 
then return them to the tape drive for mounting when needed. Customer tape 
planning initiatives are directed at more efficient utilization of drives and libraries, 
as well as minimization of manual labor associated with tape processing . 

The biggest issues with SCSI tape implementations are the limited cable length 
and the limited possibilities to share drives between several systems. For LVD 
SCSI the total cable length is limited to 25 m using point-to-point interconnection 
(such as one host connected to only one tape drive). With multi-drop 
interconnection (one host connected to more than one tape drive on the same 
SCSI bus) the total cable length is 12m for LVD SCSI and 25m for HVD SCSI. 
Most SCSI tape drives currently have only one SCSI port and hence can only be 
attached on one SCSI bus. This severely limits the number of hosts that can 
physically allocate the drive without recabling . 

SANs enable greater connectivity of the tape libraries and tape drives, as well as 
tape sharing, which will be discussed later in this chapter. With Fibre Channel the 
distance between the server (ar data point) and the connected tape nade can be 
up to 1 O km. Fibre Channel enables multi pie host scenarios without recabling . 
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-,.., lf software to manage tape-drive sharing is not available, we would have to 
isolate (or zone) the drives to unique hosts using functions commonly available 
on SAN gateways o r switches. With the proper management software, each drive 
can talk to each host, and connections can be dynamic without recabling. 

Backup solutions can utilize SAN technology in a number of ways to reduce the 
costs of their implementation and at the same time increase their performance. 

Sharing tape devices on a SAN environment 
The tape world has three distinct means of sharing: 

.,. Library sharing 

.,. Drive sharing 

.,. Media sharing 

Library sharing 
Library sharing occurs when multiple servers attached to a tape library share 
both the library and the robotics. The tape drives within the library may or may 
not be shared (pooled) among the attached servers. Tape library sharing is a 
prerequisite for tape-drive sharing. 

Drive sharing 
The sharing of one or more tape drives between multiple servers is called drive 
sharing. To share drives between heterogeneous applications within a tape 
library, the tape library must provide multiple paths to the robotics and also must 
have the capability to define the library's drives and slots as multiple logical 
libraries. The server attached to each partition has no knowledge of any drives or 
slots outside the partition. 

Media sharing 
Media sharing today is only possible in a homogeneous environment between 
servers that use the same backup server and the same library to back up their 
data. For systems that are not backed up by the same backup server it is only 
possible to share a tape scratch pool. 

Figure 3-16 on page 73 shows the multi-path architecture of the 3584 LTO tape 
library. Every drive can have a path defined to the SCSI Medium Changer (SMC). 

The library on the left has been partitioned into three logical libraries. In the AIX 
and NT partitions, only the first drive has a library contrai path defined. 

The iSeries is unique in that every IOP/IAP has to have a library contrai path 
defined. The iSeries attached to the left-hand library has two SCSI buses and 
therefore, two library contrai paths defined. These three servers are sharing the 
3584 LTO tape library but not the drives. 
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The library on the right has not been partitioned, and has only one logicallibrary . 
Every iSeries SCSI bus has a library control path defined to allow contrai of the · 
3584 robotics. The iSeries supports the attachment of one Ultrium 1 LTO tape 
drive and of up to 15 Ultrium 2 LTO tape drives per SCSI bus . 

The iSeries Servers attached to the right-hand library are also sharing the library 
even thoughit has not been partitioned. Through BRMS the iSeries Servers are 
sharing the library and media, but no tape-drive pooling is being dane . 
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Figure 3-16 IBM 3584 multi-path architecture 

IBM LTO in SAN environment 
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The new IBM LTO Ultrium 2 Tape Drives are available with a Fibre Channel 
interface for either point-to-point or Fibre Channei-Arbitrated Loop attachment. 
These options remove the need to use a SAN data gateway. The device can be 
attached directly to SAN switches or FC-AL hubs . 

For IBM LTO Ultrium 1 Tape Drives, SAN attachment must occur via a SAN data 
gateway. For drives with LVD interfaces, attachment must be through the SAN 
Data Gateway Router, 2108-R03. For drives with HVD interfaces, attachment 
must be through either the SAN Data Gateway Router, 21 08-R03, or the SAN 
Data Gateway for Tape, 21 08-GO? . 

In each case, the server will require a supported Fibre Channel HBA . 
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Backup software for SAN environments 
lmplementing backup solutions in a SAN topology requires software developed to 
enable the sharing of tape drives at a logicalleve l. The major benefits of this 
software are: 

~ Direct connection of the tape drive to the server for high speed 
~ Sharing the drive with another server to save money 

Ali you need is the proper traffic contrai feature at a software levei. 

The development of backup software solutions supporting tape-sharing on SAN 
is an ongoing process, and many of the back-up software vendors have already 
delivered products or planto deliver such a product. IBM has made tape-sharing 
available for IBM Tivoli Storage Manager since Version 3.7 (October 1999). 

Using electronic vaulting for disaster recovery 
Another important aspect of using tape in a SAN is the opportunity to exploit tape 
connectivity for disaster recovery enhancements. Today most enterprises take 
their tape backups oftsite for disaster recovery. The tape is actually created in a 
locally attached tape library, then ejected from the library, and finally removed to 
an otfsite location. Ali of this requires manual intervention and is error-prone. A 
major reason for failed recoveries is caused by a tape being mis-placed. 

Fibre Channel SANs enable the backup server to create tapes easily and safely 
in a remotely attached tape library. This is called electronic vaulting. lt removes 
ali of the manual eftort, as the tape is already oftsite, and prevents a major cause 
of disaster-recovery failure. Currently, most enterprises staft tape operations to 
handle the tapes as they come and go from offsite storage. Fibre Channel allows 
for greater distances, so it becomes much easier to put a remate tape library at 
another location to create the backup tape copy. With this method, outlined in 
Figure 3-17 on page 75, no manual handling is necessary. 
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SAN technology provides an alternative path for data movement between the 
backup client and the server. Shared storage resources (disk, tape) are 
accessible to both the client and the serve r through the SAN. Data movement is 
off-loaded from the LAN and from the server processar and allows for greater 
scalability. LAN-free backups decrease the load on the LAN . 

Managed System for SAN is a feature of IBM Tivoli Storage Manager that enables 
LAN-free data movement. The Tivoli Storage Manager client data moves directly 
to and from a storage device attached to a SAN. A Tivoli Storage Manager 
storage agent is installed on the client machine and shares storage resources 
with the Tivoli Storage Manager server. The storage agent can write directly to 
storage media in a format that is consistent with that used by the server. The 
Tivoli Storage Manager server or servers contrais the storage devices and keeps 
track of the data that the client has stored. Tivoli Storage Manager continues to 
use a LAN connection to exchange contrai information, such as policy 
information and data about the objects that are backed up. Using the SAN for 
client data movement decreases the load on the Tivoli Storage Manager server 
and allows the server to support a greater number of simultaneous client 
connections. See Figure 3-18 on page 76 . 

Chapter 3. Tape storage market direction 75 

~~;;c;;/;005~ -·-~"~' l 
CPMI ·~()?~~r.- • r(', 

... I 

.Z: 's · '1-2 -9-8---
1 
• 

I . 
3 6 9 8 ; .: 
----_-__ ,_ .l 

'·· . 



TSM Clients 

LAN 

ITSM Library Manager Server 

Figure 3-18 Tivoli Storage Manager LAN-free backup 

The storage agent communicates with the server via the LAN to obtain and store 
database information and to coordinate device and volume access. The server 
determines if the client is requesting access to storage for which the client has a 
SAN path defined. lf a SAN path is defined, the client (by means of the storage 
agent) transfers data on that path. lf a failure occurs on the SAN path, failover 
occurs and the client uses its LAN connection to the Tivoli Storage Manager 
server and moves the client data over the LAN. 

Server-free backup 
Server-free data movement provides a way to back up and restore large volumes 
of data between client-owned disks and storage devices in a method that 
reduces overhead on the backup server and the backup client, and that 
minimizes data transfer on the LAN. This is dane by making use of the SCSI-3 
extended copy command. The command is issued and initiated by the server and 
carried out by a data mover device (e.g. SAN Data Gateway) that exists on the 
SAN. The data mover device is responsible for moving the data either from a 
SAN-attached client-owned disk to a SAN-attached tape drive, or from a 
SAN-attached tape drive to a SAN-attached client-owned disk, which frees the 
server and the client from the operation. The process is shown in Figure 3-19 on 
page 77. 

76 The IBM lTO Ultrium Tape Libraries Guide 

• • t 

• • • • • I 

• I 



• • • • • • • • • • • • • • • • 
~ 
• • • • • • • • • • • 
~ • • • 
• • • • • • • • • • 

Server-free backup/restore capability was introduced into IBM Tivoli Storage 
Manager in Version 5 for certain platforms. For more information on server-free 
capabilities of Tivoli Storage Manager, see the support page at 
ht tp://www-3. ibm.com/software/ t i vo li/products/storage-mgr-san/platforms.html 
and the redbook IBM Tivo/i Storage Manager Version 5. 1 Technica/ Guide, 
SG24-6554 . 

TSM Clients 
- Storage Agent 

LAN 

TSM Library Manager Server 

Figure 3-19 Tivoli Storage Manager server-free backup 
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IBM TotaiStorage Ultrium 
Tape Drive 3580 

The IBM TotaiStorage Ultrium Tape Drive 3580 is the smallest in the family of 
IBM Ultrium tape solutions. lt is an externai, stand-alone, SCSI-attached tape 
drive that attaches to iSeries, pSeries, xSeries, RS/6000® SP, and other UNIX 
and PC servers supporting OS/400®, IBM A IX, Sun Solaris™, HP-UX, Microsoft 
Windows NT, Microsoft Windows 2000, Microsoft Windows 2003, and Red Hat 
and SuSE Linux using a suitable SCSI adapter . 

The IBM 3580 Ultrium tape drive is a very cost-effective solution for 
save-and-restore and archiving functions, and it provides an excellent migration 
path from SDLT, 1/4-inch, 4 mm, or 8 mm tape drives. 

© Copyright IBM Corp. 2000, 2003. Ali rights reserved . 
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4.1 Model description 

80 

The IBM 3580 is a large-capacity, high-performance Ultrium tape drive available 
as six separate model types, depending on the capacity and SCSI1 interface 
required. 

Figure 4-1 IBM 3580 model L 11/L 13/L23 or H11/H13/H23 Ultrium tape drive 

There are six model types: 

.... IBM 3580-Lll and IBM 3580-LJ3 have 1OOGB native capacity with a 
Low-Voltage Differential (LVD) Ultra2 SCSI attachment that connects to LVD 
fast/wide adapters . 

.... IBM 3580-HJJ and IBM 3580-HJ3 have 100GB native capacity with a 
High-Voltage Differential (HVD) Ultra SCSI attachment that connects to HVD 
fast/wide adapters. 

.... IBM 3580-L23 has 200GB native capacity with a Low-Voltage Differential 
(LVD) Ultra2 SCSI attachment that connects to LVD fast/wide adapters. 

.... IBM 3580-H23 has 200GB native capacity with a High-Voltage Differential 
(HVD) Ultra SCSI attachment that connects to HVD fast/wide adapters. 

The IBM 3500 models L11, L13, 1111, and H13 ali use the Ultrium 1 LTO 
cartridge, which h as a capacity of 1OOGB (200GB with 2:1 compression) , andare 
capable of sustaining a data rate of up to 15 MB/s (uncompressed). 

1 Reter to 2.4.3, "Interfaces" on page 31 for an explanation of HVD and LVD. 
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The IBM 3580-L 11 and IBM 3580-L 13 are functionally identical. The only 
difference is that the IBM 3580-L 13 has a three-year Customer Element 
Exchange warranty. The IBM 3580-H11 and IBM 3580-H13 are functionally 
identical ; the only difference is that the IBM 3580-H 13 h as a three-year Customer 
Element Exchange warranty . 

The IBM 3580-L23 and H23 use the Ultrium 2 LTO cartridge, which has a 
capacity of 200GB (400GB with 2:1 compression), andare capable of sustaining 
a data rate of up to 35 MB/s (uncompressed) . 

Note: Although the U3M 3Sá0 lJitrium tEipe drive provídles the eapability for 
high tape peFformaAee,; .otftet: oomponents wf the system mq,y limít t he actual 
performance athieved. Also. the actual degree of conip ression achieved is 
highly sensltlve to the characteristies of th$ data being compressed. 

4.2 Feature codes 
The IBM 3580 Ultrium tape drive can be ordered with the following feature codes 
(Table 4-1 ). We have not included the various cabling options; reter to the product 
publications for detailed information about configuring and ordering it. 

Tab/e 4-1 IBM 3580 feature codes 

Feature code Description Comments 

1748 Custom QuickShip 

8001 One 1OOGB data cartridge Plant only; see Media 
section for details . 

8101 One 200GB data cartridge Plant only; see Media 
section for details . 

8002 One cleaning cartridge Plant only; see Media 
section for details. 

8723 Rack mount kit 

9210 Attached to HP-UX 

9211 Attached to Sun 

.9212 Attached to Windows 

9213 Attached to other non-IBM 

9215 Attached to Linux 
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Feature code Description Comments 

9400 Attached to AS/400® 

9600 Attached to AIX 

4.3 SCSI attachment 
The SCSI interface (HVD or LVD) on each IBM 3580 Ultrium tape drive is chosen 
by selecting the appropriate model number (model H11 /13/23 o r L 11 /L 13/23). 

The IBM 3580 Ultrium tape drive can be attached to IBM pSeries, IBM xSeries, 
IBM RS/6000 SP systems, IBM iSeries, AS/400, and non-IBM servers, 
workstations, and personal computers that support Ultra/Wide SCSI HVD and 
Ultra2/Wide SCSI LVD interface specífications. The interface you choose will 
depend on the available adapter in the host, which must be of the same type as 
the drive interface. 

The IBM 3580 Ultrium tape drive also may be compatible with other servers, 
operating systems, and SCSI adapters. Contact your local IBM representative for 
a current list of supported open system configuration and software vendors or 
visit http: I /www. i bm. com/storage/lto. 

4.4 SCSI cabling 
A SCSI cable is required for each IBM 3580 connection to a SCSI bus. A single 
2.5 m SCSI cable is available as a no-charge feature; if an alternate length is 
required it should be included in the initial order. A SCSI terminator is included 
with each drive. 

An interposer (a connector that matches the pin pattern of the host adapte r to the 
pin pattern of the cable) also may be required for attachment to particular server 
adapters. 

4.4.1 Cables 

A single SCSI cable is available as a no-charge feature (either #9702 or #9703) 
specified only with the initial IBM 3580 order. lt is not orderable as a 
miscellaneous equipment specification (MES) for installation later. Feature #9702 
supplies a 2.5 m universal SCSI cable with HD68 connectors at each end; 
feature #9703 supplies a VHDCI connector at one end and HD68 at the other. 
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Additional SCSI cables are available as optional features on the IBM 3580 for 
LVD and HVD attachment to host adapters . 

The following cables have an HD68 connector at each end: 

.,. Feature #5301, 0.4 m (1 .4 feet) SCSI cable 

.,. Feature #5302, 2.5 m (6.6 feet) SCSI cable 

.,. Feature #5305, 5 m (16.5 feet) SCSI cable 

.,. Feature #531 O, 1 O m (33 feet) SCSI cable 

.,. Feature #5318, 18m (60 feet) SCSI cable 

.,. Feature #5325, 25 m (82 feet) SCSI cable 

The following cables have a VHDCI connector at one end and an HD68 
connector at the other end: 

.... Feature #5602, 2.5 m (6.6 feet) SCSI cable 

.,. Feature #5604, 4.5 m (14.5 feet) SCSI cable 

.,. Feature #561 O, 1 O m (33 feet) SCSI cable 

.,. Feature #5620, 20 m (66 feet) SCSI cable 

.,. Feature #5625, 25 m (82 feet) SCSI cable 

4.4.2 lnterposers 
An interposer may be required to connect host adapters that do not have HD68 
connectors to the SCSI cables. The following chargeable interposers are 
available: 

.,. Feature #2895 interposer to connect iSeries adapter #6501 . 

~06 6 -:f 
v4" 

.,. Feature #5099 interposer to connect a mini-68-pin VHDCI connector to the 
68-pin HD68 connector on the SCSI cable. The interposer (a 0.3 m cable) has 
a male mini-68-pin VHDCI connector on one end anda female 68-pin HD68 
connector on the other . 

4.4.3 SCSI length limitations 
The overall LVD SCSI cable length is limited to 25m (81 feet) using point-to-point 
interconnection. lf using multi-drop interconnection, then the overall LVD SCSI 
cable length is limited to 12m (39 feet). The stub length at each device must not 
exceed 0.1 m (0.33 feet) . 

The overall HVD SCSI cable lengths are limited to 25 m (81 feet) using 
poi11t-to-poirrt o r n rulti-drop intereonneetion. The stub length at each device must 
not exceed 0.2 m (0.66 feet) . 
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4.5 Upgrades 
The IBM 3580-L 11/L 13 and IBM 3580-H11/H13 eannot be upgraded to IBM 
3580-L23 and IBM 3580-H23, respeetively. 

IBM 3580 drives eannot be installed into IBM 3581, 3582, 3583, or 3584 units. 

4.6 Environmental specifications 
The IBM 3580 is designed to be plaeed on or beside the attaehed host server or 
installed in a standard 19-ineh raek. 

4.6.1 Physical dimensions 
The IBM 3580 is a relatively small single tape drive enclosure: 

.,.. Width: 17.1 em (6.75 in) 

.,.. Depth: 33.3 em (13.1 in) 

.,.. Height: 14.6 em (5.75 in) 

.,.. Maximum weight: 6.6 kg (14.3 lbs) 

4.6.2 Operating environment 
The IBM 3580 ean be installed in a normal offiee environment and does not need 
to be in a speeialized maehine room. Reter to the produet publieations for speeific 
information. 

4. 7 Host platforms and device drivers 
The following no-charge specify codes indicate the server platform to whieh the 
IBM 3580 Ultrium tape drive is attaehed: 

.,.. #9210, attaehed to HP-UX 

.,.. #9211, attaehed to Sun System 

.,.. #9212, attaehed to Windows NT or Windows 2000 System 

.,.. #9213, attaehed to other non-IBM system 

.,.. #9215, attaehed to Linux system 

.,.. #9400, attaehed to AS/400 System 

.,.. #9600, attaehed to RS/6000 

A deviee driver is additional eode on the host server platform that enables it to 
recognize and talk to a peripheral device (in this case, the IBM 3580). Sometimes 
the driver code is supplied as part of the operating system eode (for example, in 
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OS/400) , sometimes a software patch is required, and sometimes the driver is 
installed separately from a CD or diskette (either an OS CD or provided with a 
vendo r application) . 

Ultrium 1 
The IBM 3580 is shipped with device drivers to support Ultrium 1 drives in the 
following operating environments at the minimal leveis shown: 

... AIX Versions 4.3.2 or later 

... Sun Solaris 2.6, 7, and 8 

... Windows NT 4.0 with Service Pack 6 

... Windows 2000 build 2195 or greater 

.,. HP-UX 11.0 

.,. OS/400 V4R4 

Ultrium 2 
The IBM 3580 is shipped with device drivers to support Ultrium 2 drives in the 
following operating environments at the minimal leveis shown: 

... AIX Versions 4.3.3, 5.1 

... Sun Solaris 7, 8, and 9 
... Windows NT 4.0 with Service Pack 6 
... Windows 2000 (build 2195) 
.,. Windows 2003 
.,. HP-UX 11.0, 11 i 
.,. OS/400 V5R1, V5R2 
... Linux Red Hat 7.2 (32 and 64 bit kernels), Red Hat 7.3, Red Hat Advanced 

Server 2.1, SuSE Linux Enterprise Server Update 

'fip: Tf:te devicé drive'r ~rn e r disketté ~tmat is sl:fippad witn ;the lBM ,$580 :may 
not; contain the devi,ce drivers with: tne tnost recent levei .~r tl:le device dr:ivers 
for ali supported systems. Always êheck thé lollowtrng fT\P Site for the lâtest 
dévloe,drivér;s: · · '"""' 7· .• ,, · 

4.7.1 Device driver installation 
lnstall the IBM device drivers for the IBM 3580 as follows: 

.. lf you intend to use the IBM 3580 'Nith a commercial software application 
(such as IBM Tivoli Storage Manager, VERITAS Backup Exec, or Legato 
NetWorker), reter to that application's installation instructions to install the 
device driver and configure the IBM 3580 . 

I 
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~ lf you do not intend to use the IBM 3580 with a commercial software 
application, instai! the tape and medium device driver from the CD that is 
shipped with the drive. Reter to the installation instructions in the IBM SCSI 
Tape Drive, Medium Changer, and Library Device Drivers lnstallation and 
User's Guide GC35-0154, which is supplied on the CD with the driver code. 

N.ote: lf you use the IBM 3580 with a commercial software application, IBM 
recommends that you instai! any IBM supplied device driver only if ínstructed 
to do so in the installation instructions supplied by the vendar of the 
application. Otherwise, if the application supplies its own driver code; then 

• conflicts could occur over wrnlch drivêr êontre1s the drive. Many examptes of 
· using the Ultrium drives are given in the Redbooks tmptementing {f3MiLTO in 

Linux and Windows, SG24-6268, and UsiQg IBM LTO Ultriu.m with Open 
• Systems, SG24-6502. 

4.8 Storage applications 
The software to manage the IBM 3580 Ultrium tape drive is not provided with the 
libraries. Additional software support is available through library management 
software products that must be obtained separately from IBM, IBM Business 
Partners, or independent software providers. A list of compatible software is 
available at the Web site: 

http://www.storage.ibm.com/hardsoft/tape/conntrix/pdf/lto_isv_matrix.pdf 

You will find details for each application including Ultrium support and specific 
Ultrium models and attachment methods. You should also contact your storage 
application vendor for more detailed information of specific versions and 
platforms supported. 

4.9 Performance considerations 
For best performance, it is recommended to attach only one tape drive per SCSI 
bus. This may not be a realistic objective, but minimizing the number of devices 
per bus will improve performance. Attaching other SCSI devices on the same 
SCSI bus as the IBM 3580 Ultrium tape drive may affect performance of those 
devices. 

iSeries configurators allow only one drive per inputloutput port for maximum 
performance. lnstalling more than one Ultrium tape drive on an inputloutput port 
may affect system performance. 
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Although the compression technology can increase the amount of data stored on 
the media, the actual degree of compression achieved is highly sensitive to the 
characteristics of the data being compressed . 

4.10 Media 
One Ultrium cleaning cartridge and one Ultrium data cartridge are included with 
each IBM 3580 drive order2. With the initial order, additional data and cleaning 
cartridges may be ordered as chargeable features for the IBM 3580: 

.,.. Feature #8001 provides a single 100MB Ultrium 1 Data Cartridge . 
lt is a chargeable feature, and a maximum of tive can be ordered . 

.,.. Feature #81 01 provides a single 200 MB Ultrium 2 Data Cartridge. 
Additional cartridges can be ordered using part number #08L9870. 

... Feature #8002 provides a single Ultrium Cleaning Cartridge. 
lt is a chargeable feature, and a maximum of three can be ordered . 

Subsequent to the initial order, additional supplies can be ordered from the IBM 
media business ora third-party media vendar. Reter to Appendix A, "LTO Ultrium 
tape media" on page 223 for details about how to order supplies and cartridges, 
with or without labels . 

4.11 IBM 3580 Ultrium tape drive initial set-up 
This section covers some of the major items required to implement, manage, and 
operate the IBM 3580 tape drives. lt does not cover ali of the tasks, nor do we 
intend to cover ali the specific commands. For more details, reter to IBM 3580 
Ultrium Tape Drive Setup, Operator and Service Guide, GA32-0415, IBM 
TotaiStorage LTO Ultrium 2 Tape Drive 3580 Setup and Operator Guide, 
GA32-0460, and the Redbooks lmplementing IBM LTO in Linux and Windows, 
SG24-6268 and Using IBM LTO Ultrium with Open Systems, SG24-6502. 

4.11 .1 SCSIID 

lf you attach multiple IBM 3580 SCSI devices in the same chain, they should 
each use different SCSIIDs starting with the lowest number on the first device as 
depicted in Figure 4-2 on page 88. The last device of that SCSI chain must have 
a valid terminator. The SCSI 10 set-up button is located at the rear of the 
IBM 3580 . 

2 Ali media and cleaning cartridges are warranted separately from lhe IBM 3580 Ultrium tape drive . 
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Figure 4-2 SCSI/O set-up example 

4.12 Operator displays and buttons 
The IBM 3580 Ultrium tape drive has a simple aperating interface cansisting af: 

... A status light 

... A message display 

... A single character display 

... A push buttan 

4.12.1 Status light 

88 

~ · 
~) ·· 

The status light (labeled 2 in Figure 4-3 an page 90) provides infarmatian abaut 
the state of the IBM 3580 tape drive. The light can be green ar amber, and, when 
lit, solid ar flashing. These are the passible canditians of the status light and an 
explanation of what each conditian means: 

... Off: The IBM 3580 tape drive has no pawer, ar is powered off, ar if C displays 
simultaneously in the single-character display (see label 3 in Figure 4-3 an 
page 90), it needs cleaning. 

... Green/solid: The IBM 3580 tape drive is idle. 

... Green/flashing: The IBM 3580 tape drive is reading or writing data, re•Ninding 
the tape, locating data on the tape, or unlaading the tape. 

... Yellow/solid: The IBM 3580 tape drive is in maintenance mode, ar is running 
power-on self-test diagnostic routines. 
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.,.. Yellow/flashing: One of the following applies: 

- lf the light flashes once per second, an error occurred and the tape·i:irive 
or media may require service. Note the code on the single-character 
display. Reter to the Setup and Operator Guides (GA32-0415 for Ultrium1 
or GA32-0460 for Ultrium 2) . 

- lf the light flashes twice per second, the tape drive is updating firmware . 

lf the light flashes four times per second, the tape drive detected an error 
and is performing a firmware recovery. lt resets automatically . 

4.12.2 Message display 

The message display (labeled 4 in Figure 4-3 on page 90) is a liquid crystal 
display (LCD) that provides information about the status of the tape drive and 
error conditions. 

The message display consists of two rows, with 20 characters available in each 
row. During operation, the IBM 3580 tape drive continuously queries the drive 
and updates the display with status messages. When in an idle (non-operating) 
state, the tape drive displays the following messages: 

Ultrium Tape Drive 
Drive Empty 

4.12.3 The single-character display 
The IBM 3580 tape drive features a light-emitting diode (LED) display (labeled 3 
in Figure 4-3 on page 90 below). The LED presents a single-character code for: 

.,.. Errar conditions and informational messages 
.,.. Diagnostic or maintenance functions (while in maintenance mode only) 

For the list of messages, reter to the Setup and Operator Guides (GA32-0415 for 
Ultrium1 or GA32-0460 for Ultrium 2). 

lf multiple errors occur, the code with the highest priority (represented by the 
lowest number) displays first. When the errar is corrected, the code with the next 
highest priority displays, and so on, until no errors remain . 

The single-character display is blank during normal operation of the IBM 3580 
tape drive . 
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Figure 4-3 Front view of the IBM 3580 tape drive 

4.12.4 Unload push button 

The unload push button (labeled 1 in Figure 4-3) enables you to perform several 
functions. You can: 

~ Rewind the tape trem the cartridge and eject the cartridge trem the tape drive. 
~ Place the tape drive in maintenance mede 
~ Scroll through the maintenance menus 
~ Exit trom the maintenance mede. 

4.13 Drive cleaning 
Ali IBM Ultrium tape drives have an integrated cleaning mechanism that brushes 
the head at cartridge load time and again when unloading a cartridge. Along with 
this, the drives have a cleaning procedure that uses a special cleaning cartridge. 

To clean the head, insert the cleaning cartridge into the tape load compartment. 
The tape drive performs the cleaning operation automatically. When the cleaning 
operation is tinished, the drive ejects the cartridge. 
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' Attentioh: Wnen creanin,gpthe drive h ead, use only the IBM LTO t,Jitr1um 
: Cleaning Cartridge :er arl) liM•approved cleaning cartridge . 

The IBM 3580 needs cleaning when the IBM 3580 tape drive status light (label 2 
in Figure 4-3 on page 90) is OFF and C displays simultaneously in the 
single-character display (label 3 in Figure 4-3 on page 90). This is the only 
occasion when a cleaning cartridge should be used. For normal operation , the 
integrated cleaning mechanism ensures that the head remains clean . 

4.14 Firmware upgrade 
Each IBM Ultrium Tape drive contains IBM Licensed Internai Code, often referred 
to as firmware. At installation time, you should make sure the latest firmware 
levei is installed on your IBM LTO tape drive. As the IBM 3580 is designated as a 
Customer Setup Machine, it is the customer's responsibility to have current 
firmware installed . 

Determine the latest levei of firmware available from the Web site: 

http://www-l.ibm. com/support/docview .wss?rs=543&org=ssg&doc=S4000055&loc=en-us 

Follow the instructions for updating your firmware in the Setup and Operator 
Guides (GA32-0415 for Ultrium1 or GA32-0460 for Ultrium 2) or from: 

http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/ltofaqs_updatefw_dri 
vefw 
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IBM TotaiStorage Ultrium 
Tape Autoloader 3581 

The IBM TotaiStorage Ultrium Tape Autoloader 3581 (see Figure 5-1 on page 95) 
is the second product in the IBM LTO Ultrium family. lt is an externai, single-drive, 
SCSI-attached, stand-alone or rack-mounted autoloaderthat attaches to iSeries, 
AS/400, pSeries, RS/6000, RS/6000 SP, xSeries, Netfinity®,Microsoft Windows 
NT, Microsoft Windows 2000, Windows 2003, Sun Solaris, HP-UX, and Linux 
systems using a SCSI adapter . 

The IBM TotaiStorage Ultrium Tape Autoloader 3581 uses a single IBM LTO 
Ultrium tape drive. The autoloader contains seven tape slots 1 providing a media 
capacity of up to 700GB (1.4 TB with 2:1 compression) per autoloader, and is 
capable of sustaining a data rate of up to 15 MBps (uncompressed). 

The IBM TotaiStorage Ultrium Tape Autoloader 3581 is an excellent solution for 
customers who use tape and require a larger capacity or higher performance 
tape backup, with or without random access, than is provided by their current 
tape system. With its higher capacity and performance, the 3581 is an excellent 
replacement for other externally attached DLT, SDLT, 1/4-inch, 4 mm, or 8 mm 
tape devices for tl1e iSeries, AS/400, pSeries, RS/6000, RS/6000 SP, xSeries, 
and Netfinity families of workstations and servers . 

1 When the optional barcode reader is installed the cartridge capacity is reduced to six . 
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For capacity and periormance requirements beyond a single IBM Ultrium drive 
and seven IBM Ultrium tape cartridges, consider other solutions in the IBM 
Ultrium familysuch as the IBM TotaiStorage Tape Library 3582 , IBM TotaiStorage 
Ultrium Scalable Tape Library 3583, or IBM TotaiStorage UltraScalable Tape 
Library 3584. 
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5.1 Model description 
The IBM TotaiStorage Ultrium Tape Autoloader 3581 is a high-performance 
Ultrium tape autoloader. lt is available as four separate model types, depending 
on the capacity and required SCSI2 interface . 

Figure 5-1 IBM Tota/Storage Ultríum Tape Autoloader 3581 

The four models are: 

~ IBM 3581-L/7 and IBM 3581-LJJ have seven cartridge slots, a .7 TB native 
data capacity with a Low-Voltage Differential (LVD) Ultra2 SCSI attachment 
that connects to LVD fast/wide adapters. 

~ IBM 3581-H/7 and IBM 3581-LJJ have seven cartridge slots, a .7 TB native 
data capacity with a High-Voltage Differential (HVD) Ultra SCSI attachment 
that connects to HVD fast/wide adapters . 

The IBM 3581 -L 17, -L 13, -H17, and -H13 ali use the same Ultrium 1 LTO 
cartridge, which has a capacity of 100GB (200GB with 2:1 compression), andare 
capable of sustaining a data rate of up to 15 MB/s (uncompressed) . 

2 Reter to2.4.3 , "Interfaces" on page 31 for an explanation of HVD and LVD . 
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The IBM 3581-L 17 and IBM 3581-L 13 are functionally identical, as are the IBM 
3581-H17 and IBM 3581-H13. The only difference is that the IBM 3581-L 13 and 
the IBM 3581-H13 have a three-year Customer Element Exchange warranty. 

Note: Although the IBM T~taiStorage Ultrium Tap.e Autoloader 3581 providas 
the capability for high tape ~érforrn~nce, ather components of the system may 
limit the actual performance achJeved. Also, the actual degree of campressiOn 
achieved is highly sensifive to the character istlcs of the data being 

. compressed. 

5.1.1 Feature codes 

The IBM 3581 can be ordered and/or upgraded with the following feature codes 
(Table 5-1). We h ave not included the various cabling options; reter to the product 
publications for detailed information about configuring and ordering the IBM 
TotaiStorage Ultrium Tape Autoloader 3581. 

Table 5-1 IBM 3581 feature codes 

Feature Code Description Comments 

1748 Custom QuickShip 

7003 5U rack mount option Plant or field install 

7004 Barcode reader 

8001 One 1OOGB data cartridge Plant only, see Media 
section for details. 

8002 One cleaning cartridge Plant only, see Media 
section for details. 

9210 Attached to HP-UX 

9211 Attached to Sun 

9212 Attached to Windows 

9213 Attached to other non-IBM 

9400 Attached to AS/400 

9600 Attached to AIX 

5.1.2 Access mode 

96 

~ .( 
~t . 

The IBM 3581 can be operated in sequential or random-access modes. In 
sequential mode, the IBM 3581 loads cartridges one after another, controlled by 
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the hardware when it receives the unload command from the host server. In 
random-access mode, the IBM 3581 relies on application software for cartridge 
management 

5.1.3 SCSI devices 

Although it has only a single tape drive, the 3581 appears as two SCSI devices 
on the SCSI bus. In other words, the autoloader and the drive have separate 
SCSI addresses . 

The IBM 3581 only operates on a single path, and control of the autoloader is 
handled by a single server. Connection to multiple servers can be achieved when 
using SAN technology and appropriate application software for cartridge 
management, such as IBM Tivoli Storage Manager V3. 7 or higher. 

5.1.4 Adding and removing cartridges 
The IBM 3581 does not have a cartridge 1/0 station. In order to insert and 
remove cartridges from the slots you have to open the autoloader door. The IBM 
TotaiStorage Ultrium Tape Autoloader 3581 can contain up to seven tape 
cartridges: 

~ Five cartridges in the front, slots 1 through 5 
(referred to as front slots; see label 1 in Figure 5-2) 

~ Two cartridges in the rear, slots 6 and 7 
(referred to as rear slots; see label 2 in Figure 5-2) 

Figure 5-2 IBM 3581 cartridge slots 
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5.1.5 Operation 
The IBM 3581 autoloader is designed for easy, unattended operation. An optional 
barcode reader makes tape inventory tasks more efficient. lndicators on the 
operator's panel provide information about: 

.,.. Power 

.,.. Autoloader and drive activity 

.,.. Error status 

.,.. Message information 

Push buttons provide display, mode, and power controls. 

5.2 SCSI attachments 
The SCSI interface (HVD or LVD) on each IBM TotaiStorage Ultrium Tape 
Autoloader 3581 is chosen by selecting the appropriate model number (H17/13 
orl17/13). 

The IBM TotaiStorage Ultrium Tape Autoloader 3581 can be attached to iSeries, 
AS/400, pSeries, RS/6000, xSeries, Netfinity, HP, Sun, UNIX, and PC servers 
that support Ultra/Wide SCSI HVD and Ultra2/Wide SCSI LVD interface 
specifications. The interface you choose will depend on the avai lable adapter in 
the host, which must be of the same type as the drive interface. 

SCSI cables and appropriate interposers, as required, should be ordered for 
attachment to a server. A power cord feature code should also be specified. 

The IBM TotaiStorage Ultrium Tape Autoloader 3581 also may be compatible 
with other servers, operating systems, and SCSI adapters. Contact your local 
IBM representative for a current list of supported open system configuration and 
software vendors. Vou also may refer to the lnteroperability Matrix (List of 
Supported Servers) on this Web site: 

http://www.storage.ibm.com/tape/lto/3581/358lopn.pdf 

5.3 SCSI cabli ng 
A SCSI cable is required for each 3581 connection to a SCSI bus. A single 2.5 m 
SCSI cable is available as a no charge feature; if an alternate length is required it 
should be included in the initial order. A SCSI terminator is included with each 
autoloader. An interposer (a connector that matches the pin pattern of the host 
adapter to the pin pattern of the cable) also may be required for attachment to 
particular server adapters. 
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5.3.1 Cables 

A single SCSI cable is available as no-charge feature #9702 or #9703 only with 
the initiaiiBM 3581 arder. These no-charge features cannot be ordered later as a 
miscellaneous equipment specification (MES); however, the same cables can be 
ordered later as chargeable MES upgrades using feature cedes #5302 and 
#5602. Feature #9702 supplies a 2.5 m SCSI cable with HD68 connectors at 
each end; feature #9703 differs in that one end has a VHDCI connector . 

Additional SCSI cables are available as optional features on the IBM 3581 for 
LVD and HVD attachment to host adapters: 

~ Feature #5301, 0.4 m (1.4 feet) SCSI cable 
~ Feature #5302, 2.5 m (8.2 feet) SCSI cable 
~ Feature #5305, 5 m (16.5 feet) SCSI cable 
~ Feature #531 O, 1Om (33 feet) SCSI cable 
~ Feature #5318, 18m (60 feet) SCSI cable 
~ Feature #5325, 25 m (82 feet) SCSI cable 

The cables can be used with an HVD Ultra SCSI bus or LVD Ultra2 SCSI bus and 
have an HD68 connector on each end. A SCSI terminator is included with each 
Ultrium autoloader . 

The following cables differ in that they have a VHDCI connector at one end: 

~ Feature #5602, 2.5 m (8.2 feet) SCSI cable 
~ Feature #5604, 4.5 m (14.5 feet) SCSI cable 
~ Feature #5610, 10m (33feet) SCSI cable 
~ Feature #5620, 20 m (66 feet) SCSI cable 
~ Feature #5625, 25m (82 feet) SCSI cable 

5.3.2 lnterposers 
An interposer is required to connect host adapters that do not have HD68 
connectors to the SCSI cables. The following chargeable interposers are 
available: 

~ Feature #2895 interposer to connect iSeries adapter #6501 . 

~ Feature #5099 interposer to connect a mini-68-pin VHDCI connector to the 
68-pin HD68 connector on the SCSI cable . 

This interposer (a 0.3 m cable) has a male mini-68-pin VHDCI connector on 
one end anda female 66-pin HD66 connector 011 t11e otiJer. 



5.3.3 SCSI length limitations 
The IBM 3581 h as one SCSI lO for the drive and one for the loader, so the SCSI 
interconnection is multi-drop. This means that the overall LVD SCSI cable length 
is limited to 12m (39 feet). The stub length at each device must not exceed 0.1 m 
(0.33 feet). 

The overall HVD SCSI cable lengths are limited to 25m (81 feet) using multi-drop 
interconnection. The stub length at each device must not exceed 0.2 m (0.66 
feet). 

5.4 Upgrades and optional features 
The IBM 3581 H17/13 and L17/13 are single tape drive autoloaders and cannot 
be upgraded to any other models. 

Two additional optional features are available: 

~ Feature #7003, 5U Rack Mount Option 
The IBM 3581 can be installed as a stand-alone single unit, or two units can 
be mounted side-by-side in a standard 19-inch rack, requiring 5 ElA units of 
rack space. This chargeable feature provides the necessary hardware to 
mount the autoloader in the rack. 

~ Feature #7004, Barcode Reader 
This optional chargeable feature enables the IBM 3581 autoloader to read 
cartridge information contained in a barcode label on the IBM Ultrium 
cartridges. User-installed application software provides the inventory 
management functions enabled by the barcode reader feature. 

Note~ lnstalling feature #7004 reândês 'lhe auh'i>loaâer cap.acity to six 
data cartrfdge:s,, Tne t>:arcode realler elf>nnects to lhe interface 
connectoron the inside top panel oUhe 16M 3581. this looatiôll 
prevents you from using cartridge star:a,-ge slot 1 {see. Figure 5·2 on 
page 97)~ When you install the bareaoe. reaâer, you reduce the capaóity 
Ofthe autoloadertosix cartri'dgé stoll:a@le slots. 'thé front stotage slots 
are. still numbered 1 through 5, but cflie ar.rtoloader's rnenu functions and 
the server's application software eannot select acuse slot 1. 

This is illustrated by observing that, :with the barcode reader installed, 
lhe opéraforLGADSLOI tunctlonl.l$es ;storageslots 2 and Hasthe 
cartridge source locatiOns to load ,sfot's 6 and 7; without the barcode 
reader installed, the LOAD SLOT function uses storage slots 1 and 2 as 
the source locations. See Figure 5 ... 2 on page 97 for slot locations. 
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5.5 Environmental specifications 
The IBM 3581 is a medium-sized desktop or stand-alone unit that optionally ean 
be integrated into a standard 19" rack for space optimization. Two IBM 3581 s ean 
be installed side-by-side in a raek using 5 ElA spaee units . 

5.5.1 Physical dimensions 

The IBM 3581 models H17/13 and L 17/13 are medium-sized single tape drive 
autoloaders: 

~ Width : 21.9 em (8.62 in) 
~ Oepth: 58.1 em (22.87 in) 
~ Height: 19.0 em (7.48 in) 
~ Maximum weight: 13.0 kg (28.7 lbs) 

5.5.2 Operating environment 
The IBM 3581 ean be installed in a normal offiee environment and does not need 
to be in a speeialized machine room . 

5.6 Host platforms and device drivers 
The following no-charge specify codes indicate the server platform to which the 
IBM 3581 is attached . 

~ #9210, attached to HP-UX 
~ #9211 , attached to Sun system 
~ #9212, attached to Windows NT system 
~ #9213, attached to other non-IBM system 
~ #9400, attached to iSeries system 
~ #9600, attached to RS/6000 system 

A device driver is additional code on the host server platform that enables it to 
recognize and talk to a peripheral device (in this case, the IBM 3581 ). Sometimes 
the driver code is supplied as part of the operating system code (such as, in 
OS/400), sometimes a software patch is required, and sometimes the driver is 
installed separately from a CO or diskette (either anOS CO or provided with a 
vendor application) . 
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Ultrium 1 
The IBM TotaiStorage Ultrium Tape Autoloader is shipped with device drivers to 
support Ultrium 1 drives in the following operating environments at the minimal 
leveis shown: 

.,. AIX Versions 4.3.2 or later 

.,. Sun Solaris 2.6, 7, and 8 

.,. Windows NT 4.0 with Service Pack 6 

... Windows 2000 build 2195 or greater 

.,. Windows 2003 

.,. HP-UX 11.0 

.,. OS/400 V4R4 

• Tip: The device dr.iverGD or diskette that is sh ipped with the IBM 35,81 may 
• not conta in the device drivers with th:e m:ost recent lev.el or the device drivers 
• for ali supported systems. Therefore you should always check the following 
· FTP site .for the latest device drivers: 

· ftp ://ftp. software. ibm.corn/storage/ devd,rvr'l 

5.6.1 Device driver installation 

Instai! the IBM device drivers for the IBM 3581 as follows: 

.,. lf you intend to use the IBM 3581 with a storage management application 
(such as Tivoli Storage Manager, VERITAS Backup Exec, or Legato 
NetWorker), reter to that application's installation instructions to instai! the 
device driver and configure the IBM 3581 . 

.,. lf you do not intend to use the IBM 3581 with a commercial software 
application, instai! the tape and medium device driver from the CD that is 
shipped with the autoloader. Reter to the installation instructions in the IBM 
SCSI Tape Drive, Medium Changer, and Library Device Drivers lnstallation 
and User's Guide, GC35-0154, which is supplied on the CD with the driver 
code . 

. Note: lf you use the ltaM 3581 with a cornmercial software appli<:;ation;, IBM 
• reCerm1mends that you instâll an IBM-supplied device driveronly if instracted to 

do so in the installatiom inst.rucfions suppHed by th~ :vendar of the app'lication. 
Otherwise, if the appUcation supplies its own drivercede, conflíc.ts catiid occur 

, over Which driver contrais :the :tape subsystem. Many·examples of using the 
Ultt itJJO dr i ves a1e given in the Reâbooks .lmp/ementíng JBM LTO in Linux and 
Windows, SG'24-'6,26e, and Using IBM LTO UJttium with apen Systéms, 
SG24-6502. 
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5. 7 Storage applications 
The software to manage the IBM 3581 is not provided with the libraries . 
Additional software support is available through library management software 
products that must be obtained separately from IBM, IBM Business Partners, or 
independent software vendors. A list of compatible software is available at: 

http: //www.storage.ibm.com/hardsoft/tape/conntri x/pdf/lto_isv_matri x. pdf 

You will find details for each application including Ultrium 1 and Ultrium 2 support 
and specific Ultrium models and attachment methods. You should also contact 
your storage application vendo r for more-detailed information of specific versions 
and platforms supported . 

5.8 Performance considerations 
For best performance, it is recommended to attach only one tape drive per SCSI 
bus. This may not be a realistic objective, but minimizing the number of devices 
per bus will improve performance. Attaching other SCSI devices on the same 
SCSI bus as the IBM 3581 drive may affect performance of those devices . 

iSeries configurators allow only one drive per input/output port for maximum 
performance. lnstalling more than one Ultrium tape drive on an input/output port 
may affect system performance . 

Although the compression technology can increase the amount of data stored on 
the media, the actual degree of compression achieved is highly sensitive to the 
characteristics of the data being compressed . 

5.9 Media 
One Ultrium cleaning cartridge and one Ultrium data cartridge are included with 
each autoloader order3. With the initial order, additional data and cleaning 
cartridges may be ordered as chargeable features for the IBM 3581: 

._ Feature #8001 provides a single 100MB Ultrium Data Cartridge. 
lt is a chargeable feature, anda maximum of seven can be ordered . 

._ Feature #8002, provides a single Ultrium Cleaning Cartridge. 
lt is a chargeable feature, anda maximYm of three can be ordered 

3 Ali media and cleaning cartridges are warranted separately from lhe IBM TotaiStorage Ultrium Tape 
Autoloader 3581. 
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Subsequent to the initial order, additional supplies can be ordered from the IBM 
media business ora third-party media vendo r. Reter to Appendix A, "LTO Ultrium 
tape media" on page 223 for details about ordering supplies and cartridges , with 
or without labels. 

5.1 O IBM 3581 initial setup 
The following section covers some of the major items required to implement, 
manage, and operate the IBM 3581 tape library. lt does not cover ali tasks and 
we do not intend to cover ali of the specific commands. For more details, reter to 
the Setup and Operator Guide and to the Redbooks lmplementing IBM LTO in 
Linux and Windows, SG24-6268, and Using IBM LTO Ultrium with Open 
Systems, SG24-6502. 

5.10.1 SCSIID 

104 

The IBM 3581 consists of two SCSI devices: the autoloader and the drive. The 
default settings for the SCSI IDs as displayed on the message display panel are 
LdR ld 14 (for the autoloader) and dRV ld 3 (for the drive). Depending on your 
requirements, you may need to change the SCSIID default settings for your 
installation. When setting a SCSI ID: 

~ Do not select an ID that is already in use. 

~ Do not select the SCSI ID of the server SCSI adapter card. The SCSIID of 
the server SCSI adapter card is usually higher than any device on the SCSI 
bus. Generally, the SCSI ID for the server adapter is set to 7. 

~ Do not use F, as it is reserved for internai use by the SCSIIibrary. 

~ Unless you choose another operation, the IBM 3581 times out 30 seconds 
after each operation and LdR REAdY appears in the message display (label 1 
in Figure 5-3 on page 1 06). 

~ Functions and messages in the message display can only be scrolled 
forward. To select a previously viewed function, continue to scroll through the 
choices until the function that you want appears on the message display. 

~ As with the IBM 3580, the IBM 3581 can be part of a SCSI chain . The same 
rules apply for SCSI addresses as for the IBM 3580. 

Reter to the Setup and Operator Guide for details about determining and 
changing the SCSI IDs. 

4 The message display pane i displays a D as a lower case Iene r so we have shown lhe message as 
it would appear. 
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5.1 0.2 Element numbers 

Element numbers (also called element addresses) identify the physicallocation 
within the autoloader. This information is required by storage management 
applications such as the Tivoli Storage Manager . 

The three types of elements in the IBM 3581 are shown in Table 5-2 : 

Tab/e 5-2 IBM 3581 e/ement numbers 

Element Element number 

Picker (media transport element) 57 hexadecimal 

Tape drive (data transfer element) 52 hexadecimal 

Storage element 01 - 07 hexadecimal 

The IBM 3581 has one storage element for each of the cartridge storage slots . 

A host application contrais movement within the autoloader by issuing one of 
these SCSI commands: 

~ MOVE MEDIUM 

This SCSI command tells the autoloader to move a cartridge from the source 
element to the destination element. The elements are identified using the 
element numbers shown in Table 5-2. So, for example, a MOVE MEDIUM 
command could be issued to tell the library to move a cartridge fram the 
picker to the drive . 

.,.. POSITION TO ELEMENT 

This SCSI command positions the picker to a specified element number . 

5.1 0.3 Operator displays and buttons 

Management of the IBM 3581 is performed by using the status lights, message 
display pane!, and push buttons on the contrai pane! behind the front doar . 

Status lights 
The IBM TotaiStorage Ultrium Tape Autoloader 3581 features three status lights 
on the operator pane! (label 2 in Figure 5-3 on page 1 06): 

.. POWER: The green POWER light comes on whenever you turn on the power 

... ACTIVITY: The amber ACTIVITY light indicates robotic or drive activity. A 
slowly blinking light indicates robotic activity; a rapidly blinking light indicates 
drive activity . 

' I 
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.,.. ALARM: The red ALARM light comes on whenever an error occurs. To 
resolve the error reter to the Setup and Operator Guide. 

Figure 5-3 IBM 3581 front view 

5.1 0.4 Message display 
The IBM TotaiStorage Ultrium Tape Autoloader 3581 offers a one-line, 
1 0-character front pane I with a liquid crystal display (LCD) that provides 
operational information as well as diagnostics and messages. 

The LCD message display (label 1 in Figure 5-3) provides information about the 
status of the IBM TotaiStorage Ultrium Tape Autoloader 3581 and any error 
conditions. When in an idle (non-operating) state, the autoloader message panel 
displays LdR REAdY. In addition, the following characters (shown in Figure 5-4 
on page 1 07) may appear on the left si de of the display: 

.,.. DC: lndicates that data compression is selected on the drive . 

.,.. WP: lndicates that a write-protected data cartridge is loaded in the drive . 

.,.. CT. lndlcates that tt1e drive tmad needs to be clea11ed. 

The large field in the center of the display indicates the number of the storage 
slot from which the picker removed a cartridge for loading into the drive. 
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Whenever an error occurs, E displays in this field and the errar message is 
displayed on line 1 . 

The activity bars on the right (in conjunction with the activity light) indicate robotic 
and drive activity: 

.,.. The bottom bar blinks when no activity is taking place . 

.,.. A slow interval between the bars appearing and disappearing indicates 
robotic activity . 

.,.. A fast interval between the bars appearing and disappearing indicates drive 
activity . 

The seven numeric fields at the bottom of the display indicate the current 
cartridge inventory. Each will appear only if a cartridge is present in that storage 
slot, as shown in Figure 5-4. 

Figure 5-4 IBM 3581 message display 

5.1 0.5 Drive status messages 

During operation, the IBM 3581 places messages about the drive's status in the 
message display. These messages can appear: 

.,.. CLEANING: The drive is cleaning the head with the cleaning cartridge . 

.,.. EJECTING: The drive is unloading the tape . 

.,.. ERASING: The drive is erasing the tape. 
.,.. LOADING: The drive is loading the tape . 
.,.. LOCATING: The drive is locating the position on the tape . 
.,.. READING: The drive is reading from the tape . 
.,.. REWINDING: The drive is rewinding the tape . 
.,.. WRITING: The drive is writing to the tape . 

lf an errar occurs during operation, the IBM 3581 halts the current operation and 
displays ar r errar code ir r tire rnessage display. The follovving list provides the 
most common errors codes and gives a description of each: 

.,.. CT FAILED: Cleaning tape failed to clean drive . 

.,.. DEST FULL: The destination location was full. 

.,.. DRIVE BUSY: The drive is busy and cannot unload the tape . 
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.,.. DRIVE FULL: The drive was full . 

.,.. DRIVE PGRM: The attempt to set drive parameters failed . 

.,.. DRIVE POST: The drive failed its Power-On Self Test (POST) . 

.,.. FRONT SLOT: A front slot sensor was not tripped. 

.... FRONT TAPE: A front tape sensor was not tripped . 

.,.. LDR INIT: The autoloader could not complete its initialization . 

.,.. PCKR EMPTY: The picker was empty . 

.,.. PCKR FULL: The picker was full. 

.... REAR SLOT: A rear slot sensor was not tripped. 

.... REAR TAPE: A rear tape sensor was not tri pped . 

.,.. ROBOT POST: The robotics failed its Power-On Self Test (POST). 

.... SRC EMPTY: The source location was empty. 

.... SLOT EM PTY: No slot beam was detected. 

.... PWR SWITCH: The front power switch was pressed . 

.,.. SLOT FULL: A cartridge was already in the slot. 

This list is not complete. See the Setup and Operator Guide for the full errar list. 

5.1 0.6 Control buttons 
The contrai buttons are push buttons on the operator pane! that let you interact 
with the menus on the message display (Figure 5-5 on page 1 09): 

MODE: 

NEXT: 

SELECT: 

PREVIOUS: 

Scrolls through the commands that you can use to 
operate the IBM 3581 (label 1 in Figure 5-5 on page 1 09) . 
Highlights the next item or value in the cu rrently displayed 
menu (label 2 in Figure 5-5 on page 1 09) 
Selects the currently displayed operation (label 3 in 
Figure 5-5 on page 1 09). 
Highlights the previous item or value in the currently 
displayed menu (label 4 in Figure 5-5 on page 1 09). 

To operate a button, press and release it. Vou can use the contrai buttons to: 

.... Load a tape cartridge into a drive (LOAd dRV) 

.,.. Eject a tape cartridge from the drive and put it into the storage slot that it was ( 
loaded from (EJECT dRV) \.......-

.... Load slot 6 from slot 1 , or load slot 7 from slot 2 (LOAD SLOT) 

.,.. Move a cartridge from slot 6 to slot 1 or from slot 7 to slot 2 (EJECT SLOT) 

.... Eject a tape cartridge that was left in the media picker into an empty 
destination slot (EJECT PCKR) 

.... Set the SCSI lO of the autoloader or the drive (SET SCSI) 
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Note: Thê procet.lure for toading slots 1 throu gh 5 differs from loading slots ô 
and 7. lt you ace 'l'oading seven car::\rid;ges, lqàd slots 6 and 7 first. Se.e 
"Jnserting a Ca;rtridge into S IGts 6 aAd 7"· oUh'e chapter "Operating the naM 
3581 Tape Autoloader" :in fne Setup and Operator Guide, which also contains 

a complete Jist of commands . 
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Figure 5-5 IBM 3581 operator pane/ 
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5.1 0.7 Operating medes 

110 

The IBM 3581 operates in both random access mode (in which the server's 
application software manages the cartridges) and sequential access mode (in 
which the autoloader's firmware manages the cartridges). 

Change between random and sequential mode through the Diagnostic Menus. 

Select CHG MODE to toggle between the random access and sequential access 
modes. The IBM 3581 can operate in either mode: 

~ In random access mode, the autoloader allows the server's application 
software to select any data cartridge in any order. Vou can logically divide 
cartridge usage to satisfy particular data storage needs. For example, you 
can assign one or more cartridges to specific data functions (such as certain 
directories or network servers), or you can assign specific cartridges to 
individual users or groups (such as Sales or Engineering). 

~ In sequential access mode, ali cartridges present are considered to be a 
single volume. The autoloader's firmware predefines the selection of the 
cartridges. After initialization, the firmware causes the autoloader to always 
load the first cartridge found (counting from 1 through 7) into the drive. After 
the server's application software has filled this cartridge and unloaded the 
drive, the autoloader automatically returns the cartridge to its storage slot and 
loads the next cartridge in order. Empty storage slots are ignored. The 
autoloader continues this process until the volume is full. 

• Note:! While in séquentlal access mode, ffue autoloadârls tóboti:cs are not 
logical~ connected to the SCSI bus and do not respornd to S@S I commands. 

To change the mode of operation: 

1. Ensure that LdR REAdY appears on the message display. 
2. Press and hold the NEXT button and then the MODE button until diAG MENU 

displays (approximately 5 seconds). 
3. Press and hold MODE until CH MOdE appears on the message display. 
4. Press SELECT to display the current mode of operation. 
5. Press NEXT or PREVIOUS to toggle the mode between SEQUENTIAL and 

RANdOM. 
6. Choose the mode that you want and press SELECT. CYCLE PWR blinks on 

the message display. lf you changed to random mode, LdR REAdY then 
displays; if you changed to sequential mode, SEQ REAdY then displays. 

7. To activate the new mode of operation, cycle power (turn off, then on) to the 
IBM 3581. 

The complete list of mode set-up commands is in the Operator and Setup Guide. 
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Drive cleaning 
Ali IBM Ultrium tape drives have an integrated cleaning mechanism that brushes 
the head at load time and again when unloading a cartridge. There is also a 
cleaning procedure using a special cleaning cartridge . 

The IBM 3581 internai tape drive determines when the head needs to be cleaned 
and alerts you by displaying CT on the message display (label1 in Figure 5-3 on 
page 1 06). This is the only occasion when a cleaning cartridge should be used . 
The IBM 3581 supports three methods of cleaning the drive: 

~ Host cleaning 
Host cleaning enables the server software to detect the need to clean an 
Ultrium Tape Drive and to contrai the cleaning process. The cleaning 
cartridge must be stored in one of the available storage slots within the 3581 . 

~ Automatic cleaning (AUTOCLEAN) 
Automatic cleaning enables the 3581 to automatically respond to any tape 
drive's request for cleaning and to begin the cleaning process. Automatic 
cleaning makes the cleaning process transparent to any host application 
using the autoloader. lf the server application does not support the host 
cleaning function, use the autoclean function . 

~ Manual cleaning 
Manual cleaning requires you to select a menu option from the autoloader's 
display. Manual cleaning is always supported, regardless of whether host 
cleaning or automatic cleaning is enabled or disabled . 

In ali methods, the autoloader performs the cleaning after you unload the data 
cartridge from the drive and before the next load . 

Proper irrstr uctiorrs foi cleaJIÍIIQ tl1e IBM 3581 tape drive can be found in 
"Performing Diagnostic and Maintenance Functions" in the Setup and Operator 
Guide . 
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5.12 Firmware upgrade 
Each IBM Ultrium Tape drive and library contains IBM Licensed Internai Code, 
often referred to as firmware. At installation time, you should make sure the latest 
firmware is installed on your IBM LTO Autoloader. As the IBM 3581 is designated 
as a Customer Setup Machine, it is the customer's responsibility to have the 
current firmware installed. 

Determine the latest levei of firmware available from the Web site: 

http://www-l.ibm.com/support/docview.wss?rs=54l&context=STCVQ6N&q=ssgl*& uid=ssg 
1S4000042&loc=en_US&cs=utf-8&lang=en+en 

Follow the instructions for updating your firmware in the IBM 3581 Ultrium Tape 
Autoloader Setup, Operator, and Service Guide, GA32-0412, or from: 

http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/ltofaqs_updatefw_dri 
vefw 
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IBM TotaiStorage Ultrium 
Tape Library 3582 

The newest member of the IBM Ultrium family is the IBM TotaiStorage Ultrium 
Tape Library 3582, shown in Figure 6-1 on page 114. lt is a high-performance, 
reliable, scalable tape subsystem. Designed for tape automation, the IBM 
TotaiStorage Ultrium Tape Library 3582 (IBM 3582) can be attached to iSeries, 
pSeries, xseries, Intel (running Windows or Linux), Sun SPARC, 
Hewlett-Packard, and other open systems using SCSI or Fibre Channel 
attachment. lt uses IBM Ultrium 2 tape drives for faster data transfer and 
reliability in automated library service. Each aspect of the library subsystem has 
been optimized for repeated, reliable unattended tape handling . 
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6.1 Model description 
The IBM 3582 tape library houses one or two IBM Ultrium 2 tape drives, which 
each have a native data transfer rate of 35 MBps anda cartridge capacity of 200 
GB. The drives feature data compression hardware using an adaptation of the 
IBM LZ1 compression algorithm that provides an effective data rate of up to 70 
MBps anda cartridge capacity of up to 400GB (with 2:1 compression) on IBM 
Ultrium 2 media. Multiple drive models provida additional enhanced functions 
such as faster transfer of data, simultaneous backup, concurrent read-write 
operations, and fault tolerance through Contrai Path Failover. 

The IBM 3582 has one 1/0 slot plus additional cartridge capacity of 23 slots (24 
slots in ali), allowing a native capacity of 4.8 TB of uncompressed data. With 
compression (assuming 2:1), the IBM 3582 can store 9.6 TB of data. These 
capacities assume that the 1/0 slot has been configured as an additional storage 
slot, increasing the overall library capacity. 

The IBM 3582 is an excellent high-performance, entry-level choice for entry-level 
and midrange systems. 

Figure 6-1 IBM Tota/Storage Ultrium Tape Library 3582 

The IBM TotaiStorage Ultrium Tape Library 3582 supports three Ultrium 2 drive 
types: Ultrium 2 LVD, Ultrium 2 HVD, and Oltnum 2 FC. lhe dnves can be 
intermixed. The IBM 3582 comes standard with multi-path architecture and the 
ability to partition the library into two logical libraries. The library can be 
configured as a stand-alone unit or mounted in an industry-standard 19-inch 
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rack. Additional optional features include Control Path Failover for AIX anda 
Remote Management Unit/Specialist for remote library management. 

Table 6-1 IBM 3582 model summary 

Model Cartridge Data Data IBM Ultrium 
slots capacity capacity tape drives 

(native) (compressed) 

3582-L23 23a 4.4 TB 8.8TB 1-2 

a. Plus one 1/0 Stat1on slot that can be ass1gned as a storage slot. lf th1s 1s done, 
the library capacity is 4.8 TB (9.6 TB compressed) . 

6.1.1 Tape drives 
The IBM 3582 libraries use IBM LTO Ultrium 2 tape drives. lt is mandatory to 
have at least one IBM Ultrium drive installed in the library. An additional drive 
may be added at the initial order or as a field upgrade performed by the 
customer . 

The installed drives may be any mixture of LVD, HVD, or FC. The drives are 
ordered for plant or field installation using chargeable feature codes: 

.,. Feature #81 03 provides one IBM Ultrium 2 tape drive with a Low Voltage 
Differential (LVD) Ultra2/Wide SCSI Connection . 

.,. Feature #81 04 provides one IBM Ultrium 2 tape drive with a High Voltage 
Differential (HVD) Ultra/Wide SCSI Connection . 

.,. Feature #8105 provides one IBM Ultrium 2 tape drive with a Native 2Gb Fibre 
Channel Connection . 

Each IBM Ultrium tape drive contains the electronics and logic for reading and 
writing data, control of the tape drive, management of the data buffer, and error­
recovery procedures. Ali tape drives are packaged as a common assembly that 
is a Field Replaceable Unit (FRU), designed for quick remova! and replacement. 

6.1.2 Cartridge storage 

As well as the installed tape drives, the library enclosure contains cartridge 
storage slots, arranged in two rows. The row toward the front of the library is 
made of two removable magazines of seven slots each . The row toward the rear 
of the librar contains nine slots Fi ure 6-3 on a e 116 . The ma azines are 
designed so that tape cartridges can only be inserted in the proper orientation . 
Once inserted, the tape cartridges will be retained in the magazine so that they 
remain in place even when the magazine is inverted and shaken lightly. The 
magazines can only be inserted one way into the mounting columns in the library. 
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In Figure 6-2, one magazine is loaded and the other is removed. 

Figure 6-2 IBM 3582 seven-slot magazines 

Figure 6-3 IBM 3582 rear-mounted storage slots 
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6.1.3 Barcode scanner 

A barcode scanner is provided as standard with the IBM 3582-L23, and it does 
not affect the slot capacity of the libraries. The barcode scanner is used during 
the inventory process to locate ali cartridges inserted into the library. This action 
is repeated every time the front door is opened to ensure that the inventory is 
updated if a cartridge has been manually added, moved, or removed while the 
door was open . 

6.1.4 1/0 station 

This facility enables the insertion and ejection of cartridges without interrupting 
the normal operation of the library. There is a single-slot 1/0 station where a 
cartridge can be inserted or ejected by opening the 1/0 station door. 

6.1.5 Robotic system 

In conjunction with the library control microcode, the robotic system identifies 
and moves cartridges between the storage slots, tape drives, and the 1/0 station. 
lt has a number of components: 

.,.. A cartridge picker for placing cartridges in storage slots, tape drives, o r the 1/0 
station 

.,.. A bar code scanner used to set up the library initially when it identifies the 
types of storage arrays and tape drives installed in the library, and in normal 
operation for reading the externallabels on the cartridges, when it locates and 
categorizes ali cartridges installed in the library 

.,.. X-axis and Z-axis drive motors for moving the picker assembly inside the 
library enclosure 

6.1.6 Library control and operation 

The library contrai unit contains the electronics and logic for autochanger 
operations. lt controls ali operations in the IBM 3582 library, including the 
interaction between the library and operators. The contrai unit Licensed Internai 
Code creates and maintains the library configuration , the physicallocation of the 
robotic system, and the inventory of cartridges. The database is kept in the flash 
memory of .the library contrai hardware . 

Requests issued from the sorver result in eartridge movement in the library. The 
primary requests issued are for mounting and dismounting cartridges to and from 
the tape drives and for inserting and ejecting cartridges. The host has records of 
the physicallocation of a cartridge in the library, and the physical location is also 
managed by the library. 
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In addition to requesting movement of cartridges in the library, the host can 
obtain status, performance, configuration information, and information about the 
cartridges stored in the IBM 3582 tape library. 

Each cartridge must have a machine- and operator-readable externai barcode 
label to identify a media cartridge in the library during initial inventory and any 
time a cartridge is added to the library. The library stores the physical location of 
the cartridge in an inventory database based on the cartridge label. Ali host 
application requests for operations involving movement or use of a cartridge 
need only reference the physical location of the cartridge (using an element 
number as described in 6.1 0.2, "ldentifying library location element numbers" on 
page 125) for the library to perform the request. 

6.1. 7 Operator pane I 
An LCD operator control pane! on the front of the machine provides status 
information and menu options. From this pane! the operator can initiate actions 
such as moving and loading tape cartridges or invoking diagnostics. 

6.1.8 Maintenance 
The cartridge storage slots, cartridge picker, and tape drives are accessed for 
maintenance purposes by opening the front doar of the library. The tape drives, 
power supplies, and host interface board are reached from the back of the library. 

6.2 Feature codes 
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The IBM 3582 can be ordered and/or upgraded with the feature codes shown in 
Table 6-2. We have not included the various cabling options; refer to the product 
publications for detailed information about configuring and ordering. 

Tab/e 6-2 IBM 3582 feature codes 

Feature Description Comment 

1660 RMU/Specialist 

1680 Control Path Failover 

2200 Standalone Kit 

7003 Rack Mount Kit 

8101 1 data cartridge Plant only, see Media 
section for details. 
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Feature Description Comment 

8002 1 cleaning cartridge Plant only, see section 
Media for details . 

8103 Ultrium 2 LVD drive 

8104 Ultrium 2 HVD drive 

8105 Ultrium 2 Native FC drive 

8203 CSU Ultrium 2 LVD drive Customer Setup 

8204 CSU Ultrium 2 HVD drive Customer Setup 

8205 CSU Ultrium 2 Native FC Customer Setup 
drive 

8110 20 data cartridges 

9210 Attached to HP-UX 

9211 Attached to Sun 

9212 Attached to Windows 

9213 Attached to other non-IBM 

9215 Attached to Linux 

9400 Attached to AS/400 

9600 Attached to AIX 

6.3 Physical attachments 
The IBM 3582 tape library can be attached to IBM iSeries, IBM pSeries, IBM 
RS/6000 and SP systems, IBM xSeries and non-IBM servers, workstations, and 
personal computers that support the Ultra/Wide SCSI HVD, Ultra2/Wide SCSI 
LVD, and Fibre Channel interface . 

SCSI cables and appropriate interposers, as required, should be ordered for 
attachment to a server. A power cord feature code also should be specified . 

The IBM 3582 may be compatible with other servers, operating systems, and 
SCSI adapters. Contact your local IBM representativa for a current list of 
supported open system configuration and software vendors, or go to: 

http://www. storage.ibm.com/tape/lto/3582/3582opn.pdf 

Chapter 6. IBM TotaiStorage Ultrium Tape Library 3582 119 
-....,~_. ............ . . _ 

···- . ·.~ 



··_ .- · 

6.4 SCSI cabling 
A SCSI cable is required for each library connection to a SCSI bus. lf no cable is 
available, one should be specified on the initial arder for each library or drive. A 
SCSI terminator is included with each cable. An interposer (a connector that 
matches the pin pattern of the host adapter to the pin pattern of the cable) also 
may be required for attachment to particular server adapters. 

6.4.1 Cables 
A host-to-library SCSI cable is available as no-charge feature #9704 or #9705 
specified only with the initiaiiBM 3582 arder. One of these cables is supplied with 
each library ordered. Features #9704 and #9705 cannot be ordered as a 
miscellaneous equipment specification (MES) for later installation; however, the 
same cables may be ordered as chargeable MES upgrades after installation by 
using feature codes #5305 and #5604. Feature #9704 supplies a 4.5 m SCSI 
cable with an HD68 connector at one end and a VHDCI connector at the other 
end; feature #9705 supplies a 5 m SCSI cable with HD68 connectors at each 
end. 

Additional SCSI cables are available as optional features on the IBM 3583 for 
LVD and HVD attachment to host adapters: 

.,.. Feature #5302, 2.5 m (8.2 feet) SCSI cable 

.,.. Feature #5303, 0.7 m (2.3 feet) SCSI cable 

.,.. Feature #5305, 5 m (16.5 feet) SCSI cable 

.,.. Feature #5310, 10m (33 feet) SCSI cable 

.,.. Feature #5318, 18 m (60 feet) SCSI cable 

.,.. Feature #5325, 25 m (82 feet) SCSI cable 

The cables can be used with an HVD Ultra SCSI bus or LVD Ultra2 SCSI bus and 
have an HD68 connector on each end. A SCSI terminator is included with each 
Ultrium library. 

The following cables differ in that they have a VHDCI connector at one end: 

.,.. Feature #5602, 2.5 m (8.2 feet) SCSI cable 

.,.. Feature #5604, 4.5 m (14.5 feet) SCSI cable 

.,.. Feature #561 O, 1 O m (33 feet) SCSI cable 

.,.. Feature #5620, 20 m (66 feet) SCSI cable 

.,.. Feature #5625, 25 m (82 feet) SCSI cable 
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6.4.2 lnterposers 
An interposer is required to connect host adapters that do not have HD68 
connectors to the SCSI eables. The following ehargeable interposers are 
available: 

... Feature #2895 interposer to eonneet iSeries to adapter #6501 

... Feature #5099 interposer to eonneet a mini-68-pin VHDCI eonnector to the 
68-pin HD68 connector on the SCSI cable . 

This interposer (a 0.3m eable) has a male mini-68-pin VHDCI eonnector on 
one end and a female 68-pin HD68 eonnector on the other . 

6.4.3 SCSI length limitations 

The overall LVD SCSI cable length is limited to 25 m (81 feet) using point-to-point 
intereonneetion. lf using multi-drop interconneetion, then the overall LVD SCSI 
cable length is limited to 12 m (39 feet). The stub length at eaeh device must not 
exeeed 0.1 m (0.33 feet) . 

The overall HVD SCSI cable lengths are limited to 25m (81 feet) using point­
to-point or multi-drop interconneetion. The stub length at eaeh deviee must not 
exeeed 0.2 m (0.66 feet) . 

6.5 Environmental specifications 
The IBM TotaiStorage Ultrium Tape Library 3582 is a stand-alone, medium-sized 
library unit that ean be plaeed on a desk or in a raek . 

The IBM 3582 has one or two drives and 23 eartridge slots, plus a single-slot 1/0 
station. The physieal dimensions are: 

... Width: 45.5 em (17.9 in) 

... Depth: 65.4 em (25.8 in) 

... Height: 19.3 em (7. 7 in) for a stand-alone library on easters 

... Maximum weight: 30.3 kg (66. 7 lb) with two drives 

... Four ElA units high (if raek-mounted) 

6.6 Host platforms and device drivers 
The following no-charge eodes indieate the server platform to whieh the IBM 
3582 is attached : 

... Feature #921 O attached to HP-UX 
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,.. Feature #9211, attached to Sun system 
,.. Feature #9212, attached to Windows NT or Windows 2000 system 
,.. Feature #9213, attached to other non-IBM system 
,.. Feature #9215, attached to Linux system 
,.. Feature #9400, attached to iSeries system 
,.. Feature #9600, attached to xSeries 

A device driver is additional code on the host server platform that enables it to 
recognize and talk to a peripheral device (in this case, the IBM 3582). Sometimes 
the driver code is supplied as part of the operating system code (such as in 
OS/400), sometimes a software patch is required, and sometimes the driver is 
installed separately from a CO or diskette (either an OS CO or provided with a 
vendar application). 

The library is shipped with the device drivers to support the following operating 
environments at the minimallevels shown: 

,.. AIX Versions 4.3.3 or !ater 
,.. Sun Solaris 2.6, Solaris 7, or 8 
,.. Windows NT 4.0 with Service Pack 6 
,.. Windows 2000 (9215) 
,.. Windows 2003 
,.. HP-UX 11.0, 11.i (64 bit) 
,.. OS/400 V5R1 or !ater 
,.. Linux Red Hat 7.2 (32 and 64 bit kernels), Red Hat 7.3, Red Hat Advanced 

Server 2.1, SuSE Linux Enterprise Server Update 

Ti:p: The device driver OD or diskette tbat is sflipped with the taM l3S82 may 
' not contain the device drivers ~ith the most receot levei orthé deV:ice drivers 

for au s.upported systems. Alwa'/'S cheok ttile· faliovving FtP site for J.l\te latest 
oev:iée drivers: 

ftp: / /rtp.software.ibm ... com/stota9.eldevdir•!tr$' 

6.6.1 Device driver installation 
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Instai! the IBM device drivers for the IBM 3582 as follows: 

,.. lf you intend to use the IBM 3582 with a commercial software application 
(such as IBM Tivoli Storage Manager, VERITAS Backup Exec, or Legato 
NetWorker), reter to that application's installation instructions to instai! the 
device driver and configure the 18M 8582. 

,.. lf you do not intend to use the IBM 3582 with a commercial software 
application, instai! the tape and medium device driver from the CO that is 
shipped with the drive. Reter to the installation instructions in the IBM SCSI 
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Tape Drive, Medium Changer, and Library Device Drivers lnsta!lation and 
User's Guide GC35-0154, which is supplied on the CO with the driver code . 

N:ote: lf you use the IBM 3'582 with a commerciat ;,sottware application, IBM 
recor:nrnen.ds that you install any IBM~supplief:J aevic-e driver on ly jf insttucted 
to doso in t he installàtion instructions supplied by the vendar of the 
app:ficatlon. Otherwise, if the application S!lpplies ,_ifs cwn driver code, then 
confHcts could occur over which driver controls tt:re ~rive. Many examples of 
using the Ultrior:n drives are given in the Redbooi<S lmplementing IBM LTO in 

_ Linux arrd Windows, SG24-6268, and Using lBM .t1'0 ,Uftl!ium with Open 
$ystems, SG.24-6502 . 

6. 7 Storage applications 
The software for managing the IBM 3582 is not provided with the library. lt is not 
really feasible to use the IBM 3582 without some additional application software 
to manage the slots and cartridge inventory. Additional software support is 
available through library management software products, which can be obtained 
separately from IBM, IBM Business Partners, or independent software providers . 
A list of compatible software is available at the Web site: 

http : //www.storage.ibm .com/ha rdsoft/tape/conntri x/pdf/lto_isv_matri x. pdf 

Vou will find details for each application including Ultrium 1/2 support and specific 
Ultrium models and attachment methods. Contact your storage application 
vendar for more-detailed information about specific versions and platforms 
supported . 

6.8 Media 
One Ultrium cleaning cartridge and one Ultrium data cartridge are included with 
each 3582 drive arder 1. With the initial arder, additional data and cleaning 
cartridges may be ordered as chargeable features for the IBM 3582: 

... Feature #8101 provides a single 200GB Ultrium 2 Data Cartridge . 
Up to 19 #81 O 1 te atures can be ordered. The cartridges come with a barcode 
label but it is not affixed . 

.,.. Feature #8002 provides a single Ultrium Cleaning Cartridge . 
lt is a chargeable feature, and a maximum of three can be ordered . 

... Feature #8110 provides a pack of twenty 200GB Ultrium Data Cartridges 
with un-attached barcode labels . 

1 Ali media and cleaning cartridges are warranted separately from the IBM 3582 . 
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Subsequent to the initial arder, additional suppl ies may be ordered from the IBM 
media business ora third-party media vendar. Reter to Appendix A, "LTO Ultrium 
tape media" on page 223 for details about ordering supplies and cartridges, with 
or without labels. 

6.9 lnstallation and performance considerations 
iSeries configurations allow only one drive per input/output port for maximum 
performance. lnstalling more than one Ultrium tape library on an input/output port 
may affect drive performance. 

lnstaliing more than one Ultrium drive on a SCSI bus may affect tape drive 
performance. For optimal performance, it is recommended that no more than one 
IBM Ultrium drive be attached to an individual SCSI bus. 

lntermixing of other SCSI devices on the same SCSI bus as the IBM 3582 
Ultrium tape library may affect performance of those devices. 

While IBM Ultrium tape drives provide the capability for high tape performance, 
other components of the system may limit the actual performance achieved. The 
compression technology used in the tape drive can typically double the amount 
of data that can be stored on the media; however, the actual degree of 
compression achieved is highly sensitive to the characteristics of the data being 
compressed. 

The IBM 3582 Ultrium tape library has multi-path architecture; see 2.6, 
"Multi-path architecture" on page 46 for more information. This means the library 
can be logicaliy divided into two separate physical libraries with a drive each, a 
seven-slot magazine each, and a pre-determined number of slots in the rear 
storage area of the IBM 3582. lf the 110 slot is defined it can be shared. 

6.1 O IBM 3582 initial set-up 

124 
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The foliowing section covers some of the major items required to implement, 
manage, and operate the IBM 3582 tape library. lt does not cover ali tasks and 
we do not intend to cover ali of the specific commands. For more details, refer to 
the IBM 3582 Ultrium Tape Library Setup, Operator, and Service Guide, 
GA32-0548. 
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6.10.1 SCSIID 
The IBM 3582 has one or two SCSI devices/addresses: the two drives. The 
default settings for the SCSI lOs are O and 1. Depending on your requirements, 
you may have to change the SCSI ID default settings for your installation . 

The IBM 3582 uses a path through one or more of the tape devices to access the 
tape library robot. The tape device is LUN O, and the library robot will be LUN 1 . 
A SCSI ID does not have to be set for the library robot. 

The IBM 3582 is a SCSI target device and it can be connected to a single-ended, 
Low Voltage Differential or High Voltage Differential SCSI bus. The SCSI bus 
must be terminated, and a terminator is shipped with each library . 

6.1 0.2 ldentifying library location element numbers 
To manipulate the media within the library, the host must reference each 
movement with source and target designations. This is dane via element 
addressing, which specifies precisely which slots within the library are to be 
used. Table 6-3 shows the element addressing scheme used for the IBM 3582 
tape library . 

Table 6-3 IBM 3582 element numbering 

Column Element numbers 

Picker 1 

110 station 16 

Drives 256-257 

Storage 4096-4116 

Drives are addressed from bottom to top. 

The 1/0 station is addressed from top to bottom. Storage slots are addressed 
from top to bottom, column by column . 

6.11 Operator displays and buttons 
Normally, the host 1ssues commands to the IBM 3513.2 tape library. Operator 
contrai is provided via the Operator Panel. The operator is responsible for: 

~ Starting the IBM 3582 tape library 
~ Shutting down the IBM 3582 tape library 
~ Handling media 
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Reter to the IBM TotaiStorage Ultrium Tape Library 3582 Setup, Operator and 
Service Guide, GA32-0458, for general procedures. 

6.11.1 Operator Panel 
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The Operator Panel providas communication between the operator and the IBM 
3582 tape library. Visual indications and push buttons enable the operator to 
control the IBM 3582 tape library. 

As shown in Figure 6-4, the IBM 3582 tape library operator panel is divided into 
two areas: 

1. Operator Panel Keyboard: 
The Operator Panel Keyboard is a five-button keypad that lets you control the 
library operations interactively. Using the Operator Panel , you can set library 
options, check library status, and diagnose errors. 

2. Operator Panel Display: 
The Operator Panel Display is an LCD on the library front pane I that is used to 
display icons and text. 

Figure 6-4 IBM 3582 operator pane/ 

Menu options 
Figure 6-5 on page 127 shows the layout of the menu options on the operator 
pane i. 
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Figure 6-5 IBM 3582 top-/evel menu options 

Each menu is accessible through the Operator Pane! push buttons. Reter to the 
Operation chapter in the IBM TotaiStorage Ultrium Tape Library 3582 Setup, 
Operator and Service Guide, GA32-0458, for ali menu items . 

Using commands that require an offline state 
Some commands require that the library be in an offline state. lf any such 
commands are attempted while the library is in an online state, the operator will 
be requested to take the library offline . 

Operator intervention message 
lf a problem causes an operator intervention message to appear, reter to the 
Troubleshooting and Diagnostics section in the IBM TotaiStorage Ultrium Tape 
Library 3582 Setup, Operator and Service Guide, GA32-0458 . 
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6.12 Li brary mo de 
The library operates in one of two modes: random mode or sequential mode. 

Sequential mode is used with applications that recognize the tape drives but not 
the medium changer. Tape cartridge locations and loading are managed by the 
library, and datais written to tapes in the arder in which they are stored in the 
library. 

Random mode is used with applic~ticíls that recognize the medium changer and 
drives. The application manages the tape loading, slot positioning, and the order 
in which cartridges are used . 

Libraries usually are set up using random mode. 

6.13 Drive cleaning 
Ali of the IBM Ultrium Tape Drives have an integrated cleaning mechanism that 
brushes the head at load time and again when unloading a cartridge. Drives also 
have a cleaning procedure that uses a special cleaning cartridge, should this 
become necessary. 

•••••••• •• • ••• •• •• • • w••••o•• • ••• •• •••••••• • • • ,. • • , .,. ,,.,. .__.. •• • ••• • •• >: ••• • ,. ,, ,, ,,, ,,,,, ,,, .,,,,., 

Attention.: Whea cleanimg the drive head, use onty ·trné IBM t.:TO Ultnium, 
Oleam'iAg Cartriàge or arr lSM-approved cleanin.g cartridge .. 

A specially labeled IBM LTO Ultrium Cleaning Cartridge is supplied with each 
IBM 3582 tape library. The drive determines when the drive head needs to be 
cleaned, and alerts you by displaying CT on the message display. 

6.14 Firmware upgrades 
Each IBM Ultrium tape drive and tape library contains IBM Licensed Internai 
Code, often referred to as firmware. At installation time, you should make sure 
the current firmware is installed on your IBM LTO tape drives and library. As the 
IBM 3582 is designated as a Customer Setup Machine, it is the customer's 
responsibility to have the current firmware installed. Determine the latest levei of 
firmware available from the IBM Technical Support Web site: 

http : //ssddom02.storage.ibm . com/techsup/webnav.nsf/support/3582 

Follow the instructions for updating your firmware in the/BM 3582 Ultrium Tape 
Library Setup, Operator, and Service Guide, GA32-0548. 
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IBM TotaiStorage Ultrium 
Scalable Tape Library 3583 

The fourth member of the IBM Ultrium family is the IBM TotaiStorage Ultrium 
Scalable Tape Library 3583, shown in Figure 7-1 on page 130. lt is a 
high-performance, reliable, scalable tape subsystem. Designed for tape 
automation, the IBM TotaiStorage Ultrium Scalable Tape Library 3583 (IBM 
3583) can be attached to iSeries, pSeries, xSeries, AS/400, RS/6000, Netfinity, 
and non-IBM servers, workstations, and personal computers that support SCSI 
HVD, SCSI LVD, and Fibre Channel interfaces. lt uses IBM Ultrium tape drives for 
fast data transfer and reliability in automated library service. Each aspect of the 
library subsystem has been optimized for repeated, reliable unattended tape 
handling. 
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Figure 7-1 IBM Tota/Storage Ultrium Sca/able Tape Library 3583 

The IBM 3583 tape library houses from one to six IBM Ultrium tape drives, which 
can have a native data transfer rate of up to 35 MBps anda cartridge capacity of 
up to 200GB, depending on whether it is an Ultrium 1 or Ultrium 2 drive. Any 
combination of Ultrium 1 or Ultrium 2 drives may be installed. The drives feature 
data compression hardware using an adaptation of the IBM LZ1 compression 
algorithm, which provides an effective data rate of up to 70 MBps anda cartridge 
capacity of up to 400GB (with 2:1 compression) on IBM Ultrium 2 200GB media. 
Multiple-drive models provide additional enhanced functions such as fast transfer 
of data, simultaneous backup, concurrent read-write operations, Contrai Path 
Failover, and fault tolerance. The Multi-Path Architecture enables a single library 
to be shared by multiple homogeneous or heterogeneous applications. 

The IBM 3583 models feature cartridge capacities of 18, 36, and 72 cartridges; 
that is, capacities of 3.2 TB, 7.2 TB, and 14.4 TB of uncompressed Ultrium 2 
data. With compression (assuming 2:1 ), the largest model of the 3583, the Model 
L72, can store 28.8 TB of Ultrium 2 data. 

The IBM TotaiStorage Ultrium Scalable Tape Library 3583 is an excellent choice 
if your application is experiencing growth in online storage requirements and you 
are considering a tape automation solution for your data storage needs. 
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7.1 Model description 
The IBM 3583 supports up to six IBM LTO Ultrium tape drives. lt comes standard 
with remate library management, multi-path architecture, and the ability to 
partition the library into three logicallibraries. The library can be configured as a 
stand-alone unit or can be mounted in an industry-standard 19-inch rack . 
Additional optional features include Contrai Path Failover for AIX. The Library 
3583 comes in three different models. The major difference between the models 
is the number of storage cells shipped with the initial arder: 

~ IBM 3583 Model LI 8 is supplied with space for 18 cartridges . 
~ IBM 3583 Model L36 is supplied with space for 36 cartridges . 
~ IBM 3583 Model L72 is supplied with space for 72 cartridges . 

The models are summarized in Table 7-1: 

Tab/e 7-1 IBM 3583 model summary 

Model Cartridge Native Data Native Data 
Slots Capacity with Capacity with 

Ultrium 1 Ultrium 2 

L18 18a 1.8TB 3.6TB 

L36 36b 3.6TB 7.2TB 

L72 72c 7.2TB 14.4 TB 

a. Plus one 1/0 Stat1on slot 
b. Plus one 1/0 Station slot 
c. lncluding twelve 1/0 Station slots 

IBM Ultrium 
Tape Drives 

1-6 

1-6 

1-6 

The model numbering is an indication of how many cartridge slots the model was 
originally shipped with. However, ali ot the IBM 3583 models are the same 
physical size, and the two smaller models, L 18 and L36, can be tield-upgraded to 
hold up to 72 cartridges by the addition ot upgrade teatures. The effect ot these 
upgrades is shown in Table 7-3 on page 142. 

7.1.1 Tape drives 
The IBM 3583 libraries support the IBM LTO Ultrium 2 tape drives as well as the 
Ultrium 1 tape drives. Both types ot tape drives and cartridges can be resident in 
the same 3583 trame. lt is mandatory to have at least one IBM Ultrium drive 
installed in any ot the libraries. Up to tive more drives may be added either on the 
initial arder oras tield upgrades . 

The installed drives may be any mixture ot LVD, HVD, or 2 Gbps switched tabric 
Fibre Channel attached up to a total ot six. However, LVD, and HVD interfaces 
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cannot be connected on the same SCSI bus. The drives are ordered for plant or 
field installation using chargeable feature codes: 

.,.. Feature #8003 provides one IBM Ultrium 1 tape drive with a Low Voltage 
Differential (LVD) Ultra2/Wide SCSI adapter. 

.,.. Feature #8004 provides one IBM Ultrium 1 tape drive with a High Voltage 
Differential (HVD) Ultra/Wide SCSI adapter. 

.,.. Feature #81 03 provides one IBM Ultrium 2 tape drive with a Low Voltage 
Differential (LVD) Ultra 160 SCSI interface. 

.,.. Feature #81 04 provides one IBM Ultrium 2 tape drive with a High Voltage 
Differential (HVD) Ultra/Wide SCSI interface. 

.,.. Feature #81 05 provides one IBM Ultrium 2 tape drive with a Fibre Channel 
Interface. 

Each IBM Ultrium tape drive contains the electronics and logic fo r reading and 
writing of data, control of the tape drive, management of the data buffer, and errar 
recovery procedures. Ali tape drives are packaged as a common assembly that 
is a Field Replaceable Unit (FRU), designed for quick remova! and replacement. 
The cartridge capacities are unaffected by the number of drives installed. 

7 .1.2 Cartridge storage 
As well as the installed tape drives, the library enclosure contains cartridge 
storage slots that are arranged in columns (from one to three depending on the 
library model). Each of the three storage columns has provision for an additional 
fixed slot located at the top of each column. This slot is reserved for future use. 

The tape cartridges are stored in removable magazines, which are installed into 
the columns in the library (three magazines to each column). The magazines are 
designed so that tape cartridges can only be inserted in the proper orientation. 
Once inserted, the tape cartridges will be retained in the magazine so that they 
remain in place even when the magazine is inverted and shaken lightly. The 
magazines can only be inserted one way into the mounting columns in the library. 

7.1.3 Barcode reader 
A barcode reader is provided as standard with ali IBM 3583 models, and it does 
not affect the slot capacity of the libraries. The barcode reader is used during the 
inventory process to locate ali cartridges inserted in the library. This action is 
repeated every time the front door is opened to ensure that the inventory is 
updated, should a cartridge have been manually added, moved, or removed 
while the door was open. 
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7.1.4 1/0 station 

10ól J 
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This facility allows the insertion and ejection of cartridges without interrupting the 
normal operation of the library. There are two types of 1/0 station: 

.,... The single-cartridge station, where the cartridge can be inserted or ejected by 
opening the 110 station doar 

.,... The 12-cartridge station, where 12 cartridges are contained in two removable 
magazines that can be inserted or ejected by opening the 1/0 station doar 

Models L 18 and L36 have the single-cartridge 1/0 station for tape cartridges and 
can be upgraded to a 12-cartridge station by the feature #8012. The model L72 
has the 12-cartridge station installed as standard equipment. 

7.1 .5 Robotic system 
In conjunction with the library contrai microcode, the robotic system identifies 
and moves cartridges between the storage slots, tape drives, and the 1/0 station . 
lt has a number of components: 

.,... A cartridge picker for placing cartridges in storage slots, tape drives, or the l/O 
station 

.,... A barcode reader used to set up the library initially when it identifies the types 
of storage arrays and tape drives installed in the library, and in normal 
operation for reading the externallabels on the cartridges, when it locates and 
categorizes ali cartridges installed in the library 

.,... A picker assembly for mounting the cartridge picker and the bar code scanner 

.,... Y-axis and Z-axis drive motors for rotating the picker assembly, and moving it 
vertically, inside the library enclosure 

7.1.6 Library control and operation 

The library contrai unit contains the electronics and logic for autochanger 
operations. lt contrais ali operations in the IBM 3583 libraries, including the 
interaction between the library and operators. The contrai unit Licensed Internai 
Code creates and maintains the library configuration, the physicallocation of the 
robotic system, and the inventory of cartridges. The database is kept in the flash 
memory of the library contrai hardware . 

Requests issued fi ui i i t11e sei vei result in cartridge movement in the library. The 
primary requests issued are for mounting and dismounting cartridges to and from 
the tape drives and for inserting and ejecting cartridges. The host has records of 
the physical location of a cartridge in the library, and the physical location is also 
managed by the library . 
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In addition to requesting movement of cartridges in the library, the host can 
obtain status, performance, configuration information, and information about the 
cartridges stored in the IBM 3583 tape library. 

Each cartridge must have a machine- and operator-readable externai barcode 
label to identify a media cartridge in the library during initial inventory and any 
time a cartridge is added to the library. The library stores the physical location of 
the cartridge in an inventory database based on the cartridge label. Ali host 
application requests for operations involving movement or use of a cartridge 
need only reference the physicallocation of the cartridge (using an element 
number as described in 7.11.3, "Eiement numbers" on page 150) for the library to 
perform the request. 

7 .1. 7 Operator pane I 

An LCD operator contrai pane I on the front of the machine provides status 
information and menu options. From this pane! the operator can initiate actions 
such as moving and loading tape cartridges or invoking diagnostics. 

7.1.8 Remote Management Unit 
The Remate Management Unit (RMU) feature provides connectivity to Ethernet 
10/100 LAN systems including Simple Network Management Protocol (SNMP). lt 
allows library contrai , and configuration from authorized network attached 
consoles via a Web browser. 

7.1.9 Library partitioning 

The IBM 3583 library multi-path architecture (see 2.6, "Multi-path architecture" on 
page 46 for more information) allows homogeneous or heterogeneous open 
systems hosts to share the library's robotics without storage management 
middleware or a dedicated server acting as a library manager. 

The library can be partitioned into as many as three logicallibraries in arder to 
share the library between different software platforms and applications (such as 
Windows 2000 and UNIX). Partitioning in this way means that they are able to 
share the library robotics independently of each other. Each logical library has its 
own distinct drives, cartridge storage slots, and contrai paths. lf the application 
supports it, both Ultrium 1 and Ultrium 2 drives and media are allowed in the 
same logical library. Cartridges under library contrai are not shared between 
logicallibraries, nor allowed to be moved between logical libraries. lnput/output 
(1/0) slots are shared on a first-come-first-served basis. 
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For more information about the multi-path and partitioning capabilities of the IBM 
3583 tape library reter to the library partitioning sections in these Redbooks: 

.,. Using IBM LTO Ultrium with Open Systems, SG24-6502 

.,. lmplementing IBM LTO in Linux and Windows, SG24-6268 

7.1.1 O Multi pie control paths 

In addition to creating multiple logicallibraries, you can also configure any logical 
library to have more than one contrai path. When you configure additional contrai 
paths, additionallibrary sharing configurations and availability options are made 
possible. Access to the logicallibrary is on a first-come, first-served basis, and 
each contrai path for a logicallibrary can accept commands while the library is in 
use by another contrai path. By default, each logicallibrary contrai path is 
available to servers through logical unit number 1 (LUN 1) of the first drive that is 
defined within that logical library. 

Note: .A logícal unít n.\ilmber ~L.UN) ís a number used by a senter to ídentlfy a 
. t!Jrive. 'Ihe LUN 1or the' Sequentla'l Acc.ess (ifevice 'is always. t tJJ J!\1, Gl of ~he drive, 
~ and the bUN for the Medíum Gtí.anger d.evice is afways ILUN 1. Ali other LUNs 
, ~e invaliti à;dâresses . 

The IBM 3583 offers an optional contrai path failover feature that enables the 
host device driver to resend the command to an alternate contrai path; for 
example, to LUN 1 of the second drive in the same logical library. With contrai 
path failover installed, the alternate contrai path can include another HBA, SAN, 
or library contrai path drive. The device driver initiates errar recovery and 
continues the operation on the alternate contrai path without interrupting the 
application. Only AIX hosts are currently supported for this feature . 

7 .1 .1 1 SAN Data Gateway Module 

The SAN Data Gateway Module (feature #8005) functions as an interface 
between LVD SCSI Ultrium 1 tape drives {#8003) in the library and Fibre Channel 
devices on the SAN. lt providas attachment support for Fibre Channel interfaces 
using a Shortwave Gigabit Interface Converter (GBIC) with se connectors. The 
SAN Data Gateway Module is manageable over the IP network. lt has an 
Ethernet 1 0/1 00 interface with an RJ-45 connector . 

7 .1.12 Maintenance 

The cartridge storage slots, cartridge picker, and tape drives are accessed for 
maintenance purposes by opening the front doar of the library. The tape drives, 
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power supplies, and host interface board are accessed from the back of the 
library for maintenance. 

7.2 Feature cedes 
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The IBM 3583 can be ordered and/or upgraded with the feature codes in 
Table 7-2. We have not included cabling options; reter to the product publications 
for detailed information about configuring and ordering the IBM 3583. 

Table 7-2 IBM 3583 feature codes 

Feature Description Comment 

1450 Multi-Path - Field Specify Field only 

1660 RMU/StorWatchTM Specialist Field only 

1680 Control Path Failover for AIX Automatic control path failover to a 
pre-configured redundant control 
path in the event of the loss of a 
host adapte r o r control path drive, 
without aborting the current job in 
progress 

8001 IBM LTO Ultrium 1 00 GB Data Plant only, see Media section for 
Cartridge details. 

8002 IBM Ultrium Cleaning Cartridge Plant only, see Media section for 
details. 

8003 LTO Ultrium 1 LVD Drive Sled 

8004 LTO Ultrium 1 HVD Drive Sled 

8005 SAN Data Gateway Module Attachment support for Fibre 
Channel interfaces using a 
Shortwave 2 GBps Gigabit 
Interface Converter (GBIC) with 
se connectors. LVD SCSI 
attachment is via a VHDCI 
connector. 

8006 Rack mount option 

OIV\7 10 T, ,...., ("', A 10 
~~~ ~ -r- ~ ~:::~· ·~ 

Maximum: 
- Model L 18: two 
- Model L36: one 

8008 Redundant power module Redundant DC power module 
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Feature Description Comment 

8010 20-pack of IBM LTO Ultrium 
1 00 GB Data Cartridges 

8012 12-cartridge 1/0 station Adds 18 slots in the do o r ( 12 o f 
them can be used for 
non-disruptive exchange of 
cartridges) 
Maximum: 
- for L 18 and L32: one 
- standard on L72 

8013 6-cartridge magazine Plant only 

8101 IBM LTO Ultrium 200GB Data Plant only, see Media section for 
Cartridge details. 

8103 LTO Ultrium 2 LVD Drive Sled 

8104 LTO Ultrium 2 HVD Drive Sled 

8105 LTO Ultrium 2 Fibre Drive Sled 

8110 20-pack of IBM LTO Ultrium Plant only, see Media section for 
200 GB Data Cartridges details . 

9210 Attached to HP-UX 

9211 Attached to Sun 

9212 Attached to Windows 

9213 Attached to other non-IBM 

9215 Attached to Linux System 

9400 Attached to AS/400 

9450 Multi-Path - Plant Specify Plant only 

9600 Attached to AIX 

7.3 Physical attachments 
In each of the different IBM 3583 tape library models , the interface (LVD, rPID, or 
Fibre Channel) on each of the drives is chosen by selecting the appropriate drive 
type (indicated by feature code numbers: #8003 for an LVD Ultrium 1 drive, 
#8004 for an HVD Ultrium 1 drive, #81 03 for an LVD Ultrium 2 drive, #81 04 for an 
HVD Ultrium 2 drive, and #81 05 for a FC Ultrium 2 drive) . 
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The IBM 3583 tape library can be attached to the iSeries, pSeries, xSeries, 
AS/400, RS/6000, RS/6000 SP systems, Netfinity and non-IBM servers, 
workstations, and personal computers that support the Ultra/Wide SCSI HVD, 
Ultra2/Wide SCSI LVD, and Fibre Channel interface. 

SCSI or FC cables and appropriate interposers, as required, should be ordered 
for attachment to a server. A power cord feature code should also be specified. 

The IBM 3583 may be compatible with other servers, operating systems, and 
adapters. Contact your local IBM representativa for a current list of supported 
configurations. You may also reter to the lnteroperability Matrix (List of Supported 
Servers) on this Web site: 

http://www.storage.ibm.com/tape/lto/3583/3583opn.pdf 

Another resource is the IBM SSG HBA & SAN lnteroperability Matrix on: 

http://ss9dom02.storage . ibm . com/hba/hba_support . pdf 

7.4 Cabling 
Cables are required to attach tape drives in the IBM 3583 to each server 
connection (up to the number of tape drives installed). 

An interposer also may be required for attachment to various server adapters. 
One or more of the following Fibre Channel ar SCSI cables should be specified 
on the IBM 3583. 

7.4.1 Fibre Channel cables 
A Fibre Channel cable is required to attach an IBM 3583 with the San Data 
Gateway Module feature (#8005) ar the Fibre Drive feature (#81 05) to host Fibre 
Channel adapters, switches, ar other Fibre Channel components. The 
short-wave, multimode GBICs that are installed in the San Data Gateway Module 
are se Duplex connectors. 

· an ME!S featurg~· one of the cables listed t>e]:ow should be ordered if needed. 
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The IBM LTO Ultrium 2 Fibre Tape Drive (#81 05) comes with an LC Duplex 
connector. One 2 m LC-LC Fibre Channel drive-to-patch panel cable is included 
with each Fibre Drive feature (#81 05) . 

Additional FC cables are available as optional features on the IBM 3583 for Fibre 
Channel attachment to host Fibre Channel adapters, Fibre Channel switches, o r 
other Fibre Channel components: 

.,. Feature #5907 - 7 m SC-LC Fibre Channel Cable 

.,. Feature #5913 - 13 m SC-LC Fibre Channel Cable 

.,. Feature #5922 - 22 m SC-LC Fibre Channel Cable 

.,. Feature #5961 - 61 m SC-LC Fibre Channel Cable 

.,. Feature #6005- 5 m LC-LC Fibre Channel Cable 

.,. Feature #6013 - 13 m LC-LC Fibre Channel Cable 

.,. Feature #6025 - 25 m LC-LC Fibre Channel Cable 

.,. Feature #6061 - 61 m LC-LC Fibre Channel Cable 

7 .4.2 SCSI cables 
A host-to-library SCSI cable is available as no-charge feature #9704 or #9705 
only with the initiaiiBM 3583 arder. One of these cables is supplied with each 
library ordered. Features #9704 and #9705 cannot be ordered later as an MES; 
however, the same cables can be ordered after installation as chargeable MES 
upgrades by using feature codes #5305 and #5604. Feature #9704 supplies a 
4.5 m SCSI cable with an HD68 connector at one end anda VHDCI connector at 
the other end; feature #9705 supplies a 5 m SCSI cable with HD68 connectors at 
each end . 

Additional SCSI cables are available as optional features for LVD and HVD 
attachment to host adapters. These cables have HD68 connectors on both ends: 

.,. Feature #5302, 2.5 m (8.2 feet) SCSI cable 

.,. Feature #5303, 0.7 m (2.3 feet) SCSI cable 

.,. Feature #5305, 5 m (16.5 feet) SCSI cable 

.,. Feature #531 O, 1 O m (33 feet) SCSI cable 

.,. Feature #5318, 18 m (60 feet) SCSI cable 

.,. Feature #5325, 25m (82 feet) SCSI cable 

The following cables differ in that they have a VHDCI connector at one end: 

.,. Feature #5602, 2.5 m (8.2 feet) SCSI cable 

.,. Feature #5604, 4.5 m (14.5 feet) SCSI cable 

.,. Feature #5610, 10m (33feet) SCSI cable 

.,. Feature #5620, 20m (66 feet) SCSI cable 

.,. Feature #5625, 25m (82 feet) SCSI cable 
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One SCSI differential terminator and 0.5 meter drive-to-drive cable is included 
with each SCSI drive feature (#8003, #8004, #8103 and #8104). 

7.4.3 lnterposers 

An interposer is required to connect host adapters that do not have HD68 
connectors to the SCSI cables. The following chargeable interposers are 
available: 

.,.. Feature #2895 interposer to connect iSeries and AS/400 to adapter #6501 . 

.,.. Feature #5099 interposer to connect a mini-68-pin VHDCI connector to the 
68-pin HD68 connector on the SCSI cable. This interposer (a 0.3 m cable) 
has a male mini-68-pin VHDCI connector on one end anda female 68-pin 
HD68 connector on the other. 

7.4.4 Terminator 
An inline terminator is required when attaching the 3583 library to 
Hewlett-Packard V-Ciass systems with adapter A4800A. 

The following inline terminator is available: 

.,.. Feature #5098, lnline HVD SCSI Terminator 

7.4.5 Cable length limitations 

The native Fibre Channel drive and the San Data Gateway Module are capable 
of 2 Gbps speed. They automatically switch to a 1 Gbps speed if they are 
attached to a 1 Gbps host Fibre Channel adapter, switch, or other Fibre Channel 
components. With 1 Gbps speed the maximum cable length is limited to 300 m 
(984 feet), and with 1 Gbps speed to 500 m (1640 feet) . 

The overall LVD SCSI cable length is limited to 25 m (81 feet) using point-to-point 
interconnection (for example, one host connected to only one tape drive). lf using 
multi-drop interconnection (such as one host connected to more than one tape 
drive on the same SCSI bus), then the overall LVD SCSI cable length is limited to 
12 m (39 feet). The stub length at each device must not exceed 0.1 m (0.33 feet) . 

The overall HVD SCSI cable lengths are limited to 25m (81 feet) using point­
to-point or multi-drop interconnection. The stub length at each device must not 
exceed 0.2 111 (0.66 feet) . 
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7.5 Upgrades and optional features 
You can add MES features to each model type in the IBM 3583 family in order to 
add capacity in terms of drives and cartridge cells, and to add the 12-cartridge 
1/0 station . This effectively takes the place of model upgrades as there are no 
upgrades available for the IBM 3583 series . 

In other words, you cannot upgrade an IBM 3583-L 18 to an IBM 3583-L36 or 
L72. Similarly, an IBM 3583-L36 cannot be upgraded to an IBM 3583-L72 . 

7.5.1 Upgrade features 
You can expand any IBM 3583 model to the maximum capacity of the largest 
model (L72) with the addition of MES features. 

Adding drives: 
You can add IBM LTO Ultrium drives to any library model to a maximum of six 
drives in total. The drives may be LVD, HVD, or Fibre in any combination. To 
install an LVD drive, add feature #8003 (Uitrium 1) or #81 03 (Uitrium 2), to add an 
HVD drive, add #8004 (Uitrium 1) or #8104 (Uitrium 2), and to add a Fibre drive, 
add #8105 (Uitrium 2) . 

Adding cartridge capacity: 
You can add an additional 18 tape cartridge slots to either of the smaller IBM 
3583 models using feature #8007. You can add one or two of these features to 
model L 18 (for a total of 36 or 54 cartridge slots), and you can add one feature to 
model L36 (for a total of 54 cartridge slots) . 

You can install a 12-cartridge 1/0 station to models L 18 and L36 by adding 
feature #8012. This feature accommodates the 12 cartridges in two six-slot 
cartridge magazines that are accessed by opening the 1/0 station door. In 
addition to the two magazines, this feature supplies six additional fixed slots in 
the library door for a total of 18 additional slots. This feature in combination with 
feature #8007 provides the maximum slot capacity and function for the two 
smaller IBM 3583 models . 

Table 7-3 on page 142 shows how to upgrade the capacity of 3583-L 18 and 
3583-L36 libraries by adding extra 18-slot tape storage columns (feature #8007) 
and by adding the 12-cartridge l/O station (feature #8012) . You may choose to 
set up the 12-cartridge l/O station as storage slots o r l/O slots . 
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Table 7-3 IBM 3583 capacity upgrades 

3583 Extra tape Single 12 cartridge 1/0 12 cartridge 1/0 
model storage cartridge 110 station defined as station defined as 

columns station storage l/O 

L18 o 18 storage 36 storage 24 storage 
1 1/0 o 1/0 12 1/0 

L18 1 36 storage 54 storage 42 storage 
1 1/0 o 1/0 121/0 

L18 2 54 storage 72 storage 60 storage 
1 1/0 o 1/0 121/0 

L36 o 36 storage 54 storage 42 storage 
1 1/0 o 1/0 121/0 

L36 1 54 storage 72 storage 60 storage 
1 1/0 o 1/0 12 1/0 

L72 Not available not available 72 storage 60 storage 
o 1/0 121/0 

7 .5.2 Optional features 

Two optional features are available: 

... Feature #8006, rack mount option 
The IBM 3583 libraries can be installed either stand-alone or in a standard 
ElA 19-ineh raek. They oeeupy the full width of the rack and require 14 units of 
raek spaee (24.5 in or 62.2 em). This is the ehargeable feature that provides 
the neeessary hardware to mount the library in the raek. 

... Feature #8008, redundant power module 
This chargeable feature supplies a redundant DC power module for 
customers requiring an extra levei of back-up protection. You ean arder one of 
these features per library. 

7.6 Environmental specifications 
The IBM 3583 Sealable is a stand-alone, medium-sized library unit that ean be 
plaeed on a desk or the floor. 

IBM 3583 models have from one to six drives and up to 72 cartridge slots. The 
physical dimensions are: 

... Width: 48.1 em (18.9 in) 

.,.. Depth: 73.5 em (28.9 in) 
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~ Height: 68.5 em (27.0 in) for a stand-alone library on casters 
~ Maximum weight: 116.6 kg (257 lb) with six drives and 72 cartridges 

7.7 Host platforms and device drivers 
The following no-charge specify codes indicate the server platform to which the 
IBM 3583 is attached: 

~ Feature #9210, attached to HP-UX 
~ Feature #9211, attached to Sun system 
~ Feature #9212, attached to Windows NT system 
.... Feature #9213, attached to other non-IBM system 
.... Feature #9215, attached to Linux system (Model L23 and H23) 
.... Feature #9400, attached to iSeries system 
.... Feature #9600, attached to RS/6000 system 

A device driver is additional code on the host server platform that enables it to 
recognize and talk to a peripheral device (in this case, the IBM 3583). Sometimes 
the driver code is supplied as part of the operating system code (for example, in 
OS/400) , sometimes a software patch is required, and sometimes the driver is 
installed separately from a CO or diskette (either an OS CO or provided with a 
vendar application) . 

Ultrium 1 
The IBM 3583 is shipped with the device drivers to support Ultrium 1 drives in the 
following operating environments at the minimal leveis shown: 

.... AIX Versions 4.3.2 or !ater 

.... Sun Solaris 2.6, 7, and 8 
~ Windows NT 4.0 with Service Pack 6 
.,.. Windows 2000 build 2195 or greater 
.,.. HP-UX 11.0 
.,.. OS/400 V4R4 

Ultrium 2 
The IBM 3583 is shipped with the device drivers to support Ultrium 2 drives in the 
following operating environments at the minimal leveis shown: 

.... AIX Versions 4.3.3 or !ater 

.... Sun Solaris 7, 8, 9 

.... Windows NT 4.0 with Service Pack 6 

.... Windows 2000 build 2195 or greater 

.... Windows 2003 

.,.. HP-UX 11.0, 11 .i 
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.... OS/400 V5R1 or !ater 

.... Linux distributions: Linux Red Hat 7.2 32-bit and 64 bit Kernels, Linux Red Hat 
7.3, Red Hat Advanced Server 2.1 , SuSE Linux Enterprise Server Update 

Ti.p: The device dr'iver CD or diskette that is shipped w ith the IBM 3583 may 
not contain the device drivers with the most recent :levei or the device drivers 
for aiJ supporte.d systéms. Always check the following fTP site for the latest 
device drivers: 

ft.p: 1/ftp .• softwa;re ... ibm.com/storage/devdrvr/ 

7.7.1 Device driver installation 
Instai! the IBM device drivers for the IBM 3583 as follows: 

.... lf you intend to use the IBM 3583 with a commercial software application 
(such as IBM Tivoli Storage Manager, VERITAS Backup Exec, or Legato 
NetWorker), reter to that application's installation instructions to instai! the 
device driver and configure the IBM 3583. 

.... lf you do not intend to use the IBM 3583 with a commercial software 
application, instai! the tape and medium device driver from the CD that is 
shipped with the drive. Reter to the installation instructions in the IBM SCSI 
Tape Drive, Medium Changer, and Library Device Drivers lnstallation and 
User's Guide, GC35-0154, which is supplied on the CD with the driver code. 

• N.ot~: lf yo.u use the IBM $583 with a commercial softWare apf!itíca,ti.on, U3M 
: recolffilnt~ends tmat :you in$tctlf a,ny UâM-suppUed device tlriver only if instructed 
to :do s.cHn the ftrtstallation insttuctlons supplied by the \\lend(i)r (l)l tbe 

. applícatJon. O.tne:rwise, if the a;pplfcation sqpplies · its awn drfver code, then 
· conflicts could ·o-ecur over whJch ôr:iver controis the dríi\fe,. Ma111l~'< :examples of 
usin.g tf.le Ultr.i\ilrn: ~rives art\r givem fA the redbooks lmpil{!Jn:Je!11tlrrg 18M t;;7(0 in 
LíntiX and Wiad(;)ws, SG2JJ:~()268, aAd Usi'ng IIJJM LTO t:Jltrium ,'J.4th Open 

· Systems, SG24~65'02. 

7.8 Storage applications 
The software to manage the IBM 3583 is not provided with the libraries. 
Additional software support is available through library management software 
prodi!Cts that must he obtained separately from IBM, IBM BIJSiness Partners, ar 

independent software vendors. A list of compatible software is available at: 

http://www .storage. ibm.com/hardsoft/tape/conntrix/pdf/lto_isv_mat r i x.pdf 
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You will find details for each application including Ultrium 1 and Ultrium 2 
support, and specific Ultrium models and attachment methods. You should also 
contact your storage application vendar for more detailed information of specific 
versions and platforms supported . 

7.9 Media 
One Ultrium cleaning cartridge and one Ultrium data cartridge are included with 
each library arder 1. With the initial arder, additional data and cleaning cartridges 
may be ordered as chargeable features for the IBM 3583: 

.,.. Feature #8001 provides a single 1 00 GB Ultrium data cartridge. 
lt is a chargeable feature, anda maximum of 19 can be ordered . 

.,.. Feature #8002 provides a single Ultrium cleaning cartridge. 
lt is a chargeable feature and a maximum of three can be ordered . 

.... Feature #8010 provides a pack of twenty 100GB Ultrium data cartridges . 
lt is a chargeable feature, and the maximum of one can be ordered . 

.,.. Feature #81 01 provides a single 200GB Ultrium 2 Data Cartridge . 
Up to 19 can be ordered. The cartridges come with a barcode label but it is 
not affixed . 

.... Feature #811 O provides a pack of twenty 200 G B U ltrium Data Cartridges 
with unattached barcodes labels. lt is a chargeable feature, and a maximum 
of four can be ordered . 

Note; Ali of the media features are .available only· wit.h the in1tial arder:. They 
. ~noot be orGlered as a tl MfE.$ featore. Atter t:he ifl'itial orÇJe ~;, a(:fditional 
; supplies can be ordered from the IBM media business <1r ·a thirtlf.pacty media 
t vea:d~r~ 1Referto Appendix .A~ "LTQ U.ffriuro lap.e :media" ~a p~ge 22$ f0tt:tetail$ 
f about orderi.ng suppltes and cartriôges, with o~wlfhout ·tabeJs . 

7.1 O lnstallation and performance considerations 
iSeries configurators allow only one drive per input/output port for maximum 
performance. lnstalling more than one Ultrium tape library on an input/output port 
may affect drive performance . 

lnstalllng more tfían one Ultnum dnve on a SCSI bus rnay affect tape drive 
performance. For optimal performance, it is recommended that no more than one 
IBM Ultrium drive be attached to an individual SCSI bus . 
1 Ali media and cleaning cartridges are warranted separately from the IBM TotaiStorage Ultrium 
Scalable Tape Library 3583 . 
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lntermixing of other SCSI devices on the same SCSI bus as the IBM 3583 may 
affect performance of those devices. 

While the IBM Ultrium tape drives provida the capability for high tape 
performance, other components of the system may limit the actual performance 
achieved. The compression technology used in the tape drive can typically 
double the amount of data that can be stored on the media; however, the actual 
degree of compression achieved is highly sensitive to the characteristics of the 
data being compressed . 

The weight of the IBM 3583, depending on the number of drives and cartridges, 
may be up to 257 lbs (116.6 kg) . lf more than one library is mounted in a rack, a 
tipping hazard could be created. Customers are advised to take necessary safety 
precautions when mounting the libraries in the racks. 

7.11 IBM 3583 initial set-up 
The following section covers some of the major items required to implement, 
manage, and operate the IBM 3583. lt does not cover ali tasks and we do not 
intend to cover ali of the specific commands. For more details, reter to the IBM 
3583 Ultrium Scalab/e Tape Library Setup and Operator Guide, GA32-0411. 

7.11.1 SCSIID and LUN assignment 
The SCSIID and LUN assignment in the IBM 3583 tape library depends on 
whether the multi-path feature is installed. 

lf the multi-path feature is installed, the Logical Unit Number (LUN) for the tape 
drive is always LUN O, and the LUN for the Medi um Changer device is always 
LUN 1. Ali other LUNs are invalid addresses. 

.'.-.-.' . .;:,: . . : ... .'. -.::: .•. -.. -:.' .•. ,..-,,,,,,,w •···• ····••·•••· ··" ·"··· ··· .< 

lf the multi-path feature is not installed, the IBM 3583 tape library uses a 
separate SCSI device address for the robot so you will have to define a SCSI ID 
for the tape llbrary un1t. In th1s case the LUNs for both the llbrary and the tapes 
are always LUN O. 
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Npte: Do RO:t use SCSI m F as it is reserved for internai us.e by the SCSI 
library. SêS'f lt> 7 is atso of:ten used by the host SCSI adapter, 

The IBM 3583 consists of up to seven SCSI devices: the library and up to six 
drives. The default settings for the SCSI lOs are 6 for the library and O through 5 
for the drives. Depending on your requirements, you may need to change the 
SCSI ID default settings for your installation . 

The IBM 3583 is a SCSI target device and can be connected to a single-ended 
LVD or HVD SCSI bus. Both ends of the bus must be terminated and a terminator 
is shipped with each library. The design of an IBM 3583 enables the SCSI type 
(single-ended, LVD, or HVD) to be configured at the customer site via a switch 
located on the SCSI Interface PCBA. Although the IBM 3583 can be attached to 
a wide SCSI bus, it is nota wide SCSI device and its SCSIID must be in the 
range of O to 7 . 

7.11.2 ldentifying library locations 

The convention shown in Table 7-4 is used to identify the coordinates of each 
library element (storage, slots, or drives) . 

Tab/e 7-4 IBM 3583 storage slot coordinates 

First digit Second digit Third digit 

Column Magazine Row 

The columns are numbered from 1 to 5 starting from the 1/0 station column and 
continuing clockwise (see Figure 7-2 on page 148) . 
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Front 

Figure 7-2 IBM 3583 storage columns: top view 

The magazines within each column are designated A to C from top to bottom 
(label1 in Figure 7-3 on page 149). 

The rows within each magazine are numbered from 1 to 6 from top to bottom 
(label2 in Figure 7-3 on page 149). 

The drives within the drive column are designated from A to F from bottom to top 
(label3 in Figure 7-3 on page 149). 

The fixed slots in the storage columns (label 4 in Figure 7-3 on page 149) are 
reserved for future functions. 

So, to illustrate this convention , consider the coordinates: 

1-A-6 

These coordinates would reter to the slot found in column 1, the top-most of the 
three magazines, and the bottom slot within that magazine. 
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Single Slot 
VO Station 
Column 1 

'Magazine ·. 
A 

Storage 
Column 2 

Multiple Slots 
1/0 Station 
Column 1 

11 

• Accessible through lhe 1/0 Station Doar 

Figure 7-3 IBM 3583-L72 location logica/ view 

Storage 
ColumnS 

Storage 
Column 4 

Removable 
magazine 

Figure 7-4 on page 150 shows the actual picture of an IBM 3583 with a view of 
the front door opened showing 1/0 station column 1. This diagram also shows a 
good view of the 12-slot 1/0 station option. 

Note: The only compol'lents acc.essil:fle in a non .. ttJsruptive mode are 'tll1e 
magazines loe;ated in t he 1/0 statíoo door ~label 1 1ín Figur:e 7-4 on page 150} . 
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Figure 7-4 IBM 3583 front view, open doar 

7.11.3 Element numbers 

150 

To manipulate the media within the library, the host must reference each 
movement with source and target designations. This is dane via element 
addressing, which specifies precisely which slots within the library are to be 
used. Table 7-5 shows the element addressing scheme used for the IBM 3583. 

Table 7-5 IBM 3583 element numbering 

Column Element numbers 

Picker 1 h (1) 

Single-Siot 1/0 Station 1 Oh (16) 

Multi-Siot 1/0 Station 10h-1Bh(16-27) 

Drives 100h- 105h (256- 261) 

Storage 1 OOOh - 1 047h (4096- 4167) 

Drives are addressed from bottom to top. 

The 1/0 station is addressed from top to bottom. Storage slots are addressed 
from top to bottom, cohJmn hy columo 
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7.1 2 Operator panel and RMU 
Normally, the host issues commands to the IBM 3583 tape library. Operator 
centro! is provided via the Operator Pane! o r via the TotaiStorage Specialist Web 
interface on the Remete Management Unit (RMU) . The operator is responsible 
for: 

... Starting the IBM 3583 

... Shutting down the IBM 3583 

... Handling media 

... Updating firmware 

.,.. Cleaning drives 

For detailed information about operator tasks reter to the Operatíng Procedures 
chapter in the IBM 3583 Ultríum Scalable Tape Líbrary Setup and Operator 
Guíde, GA32-0411 . 

7.12.1 Operator panel 

The operator pane! provides communication between the operator and the IBM 
3583. Visual indications and push buttons enable the operator to contrai the IBM 
3583 . 

As shown in Figure 7-5 on page 152, the IBM 3583 operator pane! is divided into 
six discrete areas: 

... 110 Station status: 
The 1/0 Station status area provides constant information about the 1/0 
Station (label1 in Figure 7-5 on page 152). The information provided will state 
whether the 1/0 station is locked. The status of the 1/0 doer and a physical 
representation of an occupied 1/0 station slot is indicated by a blacked-out 
are a . 

... Library status: 
The library status area displays informational status such as the library's 
online or offline status and the library reports status or messages to solicit 
operator intervention (label2 in Figure 7-5 on page 152) . 

... Messages: 
The message area displays six !ines of text, graphic representations, ora 
combination of both (label 3 in Figure 7-5 on page 152). Each text line can be 
up to 20 characters long. The display communicates interactive dialogs, 
specral messages, alerts, and library configuratiorrs. More details are covered 
in Using the Operator Pane! Menu in the IBM 3583 Ultríum Scalable Tape 
Líbrary Setup and Operator Guíde, GA32-0411 . 
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.,.. Drive status: 
The drive status area (label 4 in Figure 7-5) provides constant information 
about the drives, such as: 

- Presence of tape drive (illustrated by a black outlined box for each drive) 
- Power to the tape drive 
- Cleaning requirements 

Compression 
- Write protection 
- Tape activity 

.,.. Soft keys: 
The soft keys reference the push buttons located beneath which are used to 
perform commands displayed in the soft keys area and to move through the 
various displays of the operator panel (label 5 in Figure 7-5) . 

.,.. Push buttons: 
The actual physical buttons that perform the commands referred to by the soft 
keys located above each one of them (label 6 in Figure 7-5). 

Onllnel 
Ollllne ... 

Figure 7-5 IBM 3583 tape library operator pane/ 
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Menu options 
Each menu is accessible through the Operator Pane! push buttons. Figure 7-6 
shows the flowchart of the IBM 3583 library menu options. For more information 
about these functions refer to the Operating Procedures chapter in the IBM 3583 
Ultrium Scalab/e Tape Library Setup and Operator Guide, GA32-0411 . 

li status I 
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Errorlog 
Drtve L.og 
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t Po&ltlon Plcker 1- Ubrary .._ start 

Scan Bar Cocle t MEDIA f- Library 
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CreeteiErase FMR Tape 
Remove ar Replace Drtve 

Figure 7-6 IBM 3583 f/owchart of library functions 

Menu guidelines 
Ali of the the menus and their options are grouped according to function . As 
shown in Figure 7-7 on page 154, some options are followed by special 
characters, based on the following system: 

.... A keyword leading to another menu is suffixed by a small black arrow. 

.... A keyword leading to a dialog box is suffixed with three closely spaced dots . 

.,.. A keyword leading to an immediate action has no suffix . 



111 Command~] IFJ 1 ... Systetn ... IJI 8ack. 

Figure 7-7 IBM 3583 soft key symbo/s 

,._ Most fields on the menus, submenus, dialogs, and screens are read-only. 
Those fields that are writable are shown in reverse vídeo (Fig ure 7-8). 

D UltriumTape Library 
ONLINE 

THU 04/ 03/03 09 : 32 ~~~ Q,l QD Set the new values. 
DRTE TIME I~* Q,l 

fi) 
Year : ~ Hour: 09 

I~* Q,l Month: Min : 32 
Day : 03 Sec : 36 I~* Q,l Sync interface : No r ........ u~ .......... 1 r· .. --~ ~~~---- .. '1 r·····N~~~ - .. ···'1 r·c~~~~·i····'J 

Figure 7-8 IBM 3583 operator pane/: input field 

Note: The infQr.rnation menus are not updated dynarnically. To view êb;;lrnges, 
reselect the menu that was changed. 

Using commands that require an offline state 
Some commands require that the library be in an offline state. lf any such 
commands are attempted while the library is in an online state, the operator will 
be requested to take the library offline. 

Operator intervention message 
lf a problem causes an operator-intervention message to appear, reter to 
Operator lntervention Messages in the Error Messages appendix of the IBM 
3583 Ultrium Sca/ab/e Tape Library Setup and Operator Guide, GA32-0411. 

7.12.2 RMU with TotaiStorage Specialist 
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The Remete Management Unit (RMU) provides remate access to the Ultrium 
Scalable Tape Library over a network. You can attach the library to the network 
through a 10/100 Ethernet port on the RMU. Ali available functions are 
accessible without the need of a dedicated server or separate software. You can 
access the library through any server on the network by entering the IP address 
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or IP name in a Web browser. The operator panel page of the TotaiStorage 
Specialist Web interface is protected by a password and is a direct interface to 
the operator panel of the attached library . 

As shown in Figure 7-9 on page 156, the IBM 3583 TotaiStorage Specialist Web 
interface has three discrete trames: 

.... Left navigation: 
The left navigation frame {label 1 in Figure 7-9 on page 156) contains 
hyperlinks where you can log out the current user, display a brief description 
of the tabs from the center navigation trame, open the library's online 
documentation, download the SNMP MIB file , display contact information for 
technical support, and display the current version of the RMU firmware . 

.... Center navigation : 
The center navigation trame {label2 in Figure 7-9 on page 156) has tab-style 
hyperlinks for Status information, Configuration , Firmware, Diagnostics file, 
Operator panel, and Logs. lf you select a tab other than the Status tab, then 
you have to enter a logon name and password . 

.... Top information: 
The top information trame {label 3 in Figure 7-9 on page 156) contains 
information for you to identify the tape library that you are remotely managing. 
The trame shows the URL identifier and library type. The URL identifier is the 
hostname given to the library during initial configuration. The library type is 
the ID string of the library and is taken from standard inquiry data . 

More details are covered in Operator Panel and RMU section in the IBM 3583 
Ultrium Scalable Tape Library Setup and Operator Guide, GA32-0411 . 
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RMU User No current user 
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IP Address 8.11.202.142 

MACAddress 00:30:8C:01 :50:A C 

Li brary Ser i ai # 7816186 

SNMP Otf 

SNMP Alerts Otf 

library Firm"Ware 

RMU Firmware 1706.00011 

Figure 7-9 IBM 3583 Tota/Storage Specialist Web interface 

7.13 Random access 
The library operates in random access mode, which means that you can access 
any cartridge in any sequence. This mode normally requires software that 
generates commands that are sent to the library. The server's application 
software manages the cartridges (and thus the data) . 

7.14 Drive cleaning 
Ali of the IBM Ultrium Tape Orives have an integrated cleaning mechanism that 
brushes the head at load time and again when unloading a cartridge. Along with 
this, drives have a cleaning procedure using a special cleaning cartridge, should 
this become necessary. 
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Attention: Whe~n c~leaning, the dtive head, use only the lBM LTO Ultrium 
Cleaning Cartridge oran fSM ... approved cleanJng cartridge, 

With each IBM 3583 tape library, a specially labeled IBM LTO Ultrium Cleaning 
Cartridge is supplied to clean the drive head. The drive determines when the 
head needs to be cleaned, and alerts you by displaying CT on the message 
display . 

7.15 Firmware upgrades 
Each IBM Ultrium tape drive and tape library contains IBM Licensed Internai 
Code, often referred to as firmware. At installation time, you should make sure 
the current firmware is installed on your IBM LTO tape drives, library and RMU. 
As the IBM 3583 is designated as a Customer Setup Machine, it is the 
customer's responsibility to have the current firmware installed. Determine the 
latest levei of firmware available from the Web site 

http ://www-l.ibm. com/support/docview.wss?rs=547&context=STCVQ6Y&q=ss gl*&uid=ssg 
1S4000044&loc =en_US&cs=utf-8&lang=en+en 

Follow the instructions for updating your firmware in the Operating Procedures 
chapter in the IBM 3583 Ultrium Sca/ab/e Tape Library Setup and Operator 
Guide, GA32-0411 , ar from 

htt p:// ssddom02. storage.ibm. com/techsup/webnav.nsf/support/ltofaqs_upda t efw_dri 
vefw 
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IBM TotaiStorage 
UltraScalable Tape Library 
3584 

Designed for automated tape handling, the IBM TotaiStorage UltraScalable Tape 
Library 3584 (IBM 3584) shown in Figure 8-1 on page 160 is the largest member 
of the IBM Ultrium family of tape library storage solutions. Each aspect of the 
subsystem is designed to optimize data access and reliability. IBM LTO Ultrium 
tape drives are compact, high-performance storage devices that support the 
operations required by today's network and e-business servers. The IBM 3584 
supports IBM LTO Ultrium 1 and IBM Ultrium 2 drives. 

The IBM TotaiStorage UltraScalable Tape Library 3584 provides tape storage 
solutions for the large, unattended storage requirements from today's mid-range 
up to enterprise open systems environment. Combining reliable, automated tape 
handling and storage with reliable, high-performance IBM LTO Ultrium tape 
drives, the IBM 3584 offers outstanding retrieval performance with typical 
cartridge move times of less than three seconds . 

The IBM 3584 can be partitioned into multiple logical libraries. This makes it an 
excellent choice for consolidating tape workloads from multiple heterogeneous 
open-system servers . 
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Figure 8-1 IBM 3584 U/traScalable tape library L32 

The IBM 3584 is a modular tape library consisting of trames that h ouse tape 
drives and cartridge storage slots. You can install a single-frame base library and 
add up to 15 additional trames, tailoring the library to match your system capacity 
and performance needs from 14 TB to 1376 TB (28 TB to 2752 TB with 2:1 
compression), and using up to 192 IBM LTO Ultrium tape drives. The high 
granularity of the IBM 3584 library configurations, and its features and capacities 
are designed to match a wide variety of customer requirements. 

The IBM 3584 is an excellent choice if you: 

.,.. Are experiencing rapid growth in online storage requirements 

.,.. Are considering tape autoloaders and tape libraries with software for 
aJJtomatic back11p, archive, ar fast-access tape operation to accommodate 
growth and reduce manual operations 

.,.. Have standardized on IBM LTO Ultrium format tape 

.,.. Are looking for an IBM LTO Ultrium tape solution requiring large cartridge 
capacity and fast data streaming transfer capability 

The IBM LTO Ultrium Tape Libraries Guide 

, 

• 
~ 
t 
41 

• • • • I 
I 
I 



-• • • • • • • • • • • • • • • • p 
• • • • • • • • • • • • o 
• • • 
• • • • • • • • • • 

8.1 Model description 
Two IBM 3584 trame models can be installed together to make up the library: 

.... IBM 3584 Library Unit L32, the base trame for the IBM 3584 library, which 
can be installed on its own or in combination with the model 032 . 

.... IBM 3584 Expansion Unit D32, up to 15 of which can be installed with the 
model L32 base trame. Note that the capacity expansion feature on the L32 is 
required (either feature #1603 or #1653) before adding 032 trames . 

An IBM 3584 library can consist of a single trame (which must be the L32 model), 
or multi pie trames, up to 16 in total. Vou must install a model L32 before you can 
add model D32s to the library, and you cannot instai! more than one L32 in a 
single library. 

'' '' ''• : • :' -'·"•'-''WNo;c.:•';>;ol< ''',''''" ';<'" '~W '-'''''·"•' ' ' ,,, .. , >"•' ' ' '' '' ' ' 

Noté: lf you are familiar witfrl .ffue H3M Total$ torage Enterptise Automated Tàpe 
· Llbrat<y 3494; tbao you may see that tha IBM :3584 has ttre same torm tact0r 

and looks oroadly similar. :Howevert U .js M/; tbe Same trame ór infernal 
comp.Grtants as th:a IBM 349~. You eantíQt !Dix IBM 3584 and IBM 3494 trames 

; in the sarna Ubrary assemb'ly, as tha two 'libraries funçtion in cormplete~y 
différêtU Wa}(S· •. 

8.1.1 IBM 3584 Library Unit L32 
The IBM 3584 Library Unit L32, shown in Figure 8-2 on page 162, can be 
installed on its own as a complete library enclosure, or it can have up to 15 
expansion trames attached to it. This trame providas the major library 
components for the whole library, whether it has a single or multiple trames. lt 
also providas cartridge storage capacity and tape drives. The 032 expansion 
trames must be added to the right of the L32 trame . 
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Viewing Windows 

First Box In String provides: 
• Robot 
• Drives 
• Cartridge Storage 
• 1/0 s tation (10 cartridges) 
• Operator Controls 
• Host Attachment 

Auto-Cahbratmg 
SCSI Med1um Changer Interface 

1/0 Station 
(1 O Cartridges ) 

Operator Panel 
with Touch-S creen 

Liquid Crystal Display 

Figure 8-2 IBM 3584-L32 base trame view trom tront /eft 

The number of cartridge storage slots ranges from 87 to 281, with the base trame 
standard of 141 slots, installed in the rear. Additional slots can be added on the 
doar side for a maximum of 281 cartridge slots. The additional slots have to be 
enabled with the Capacity Expansion feature (FC #1603 or #1653), which 
enables use of the slots on the doar. This gives a maximum data capacity for the 
L32 of 56 TB native (up to 112 TB with a 2:1 data compression) if you are using 
LTO 2 Technology. See 8.2.12, "Capacity" on page 181 for precise guidance on 
model L32 cartridge slot storage capacities. 

At least one tape drive must be installed in the model L32 with the option to 
install 11 more drives for a maximum of 12 tape drives in the L32 trame. As you 
add drives, there is an incrementai reduction in storage slots once you exceed 
four installed drives. 

Each L32 has a standard 1 0-slot cartridge input/output station for importing or 
exporting cartridges from the library without requiring re-inventory or interruption 
of library operations. Optional features can provide 20 additional input/output 
slots. The lockable library doar can be opened for bulk-loading IBM LTO Ultrium 
tape cartridges. Re-inventory of the cartridges is done in less than 60 seconds 
per trame each time the library doar is closed. A barcode reader mounted on the 
autochanger scans the cartridge labels at less than one minute per trame. A door 
lock is included to restrict physical access to cartridges in the library. 
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8.1.2 IBM 3584 Expansion Unit 032 

The IBM 3584 Expansion Unit 032, shown in Figure 8-3, cannot be installed 
without the L32 base trame, which must be the first trame in the library. The L32 
trame also must have the capacity expansion teature (FC #1603 or #1653) 
installed as a prerequisite to install additional 032 trames. The 032 provides 
cartridge storage space and houses additional drives. Up to 15 expansion trames 
can be added to the L32 base trame . 

When no drives are installed, the 032 has 440 installed cartridge storage slots . 
An L32 base trame and 15 032 expansion trames with a minimal drive 
configuration provides a maximum capacity ot 6881 storage slots with a total 
capacity of 1376 TB without compression using IBM Ultrium 2 . 

Figure 8-3 IBM 3584-032 library expansion trame viewed from the right 

Each IBM 032 houses up to 12 drives; the minimum number ot installed drives is 
zero. In other words, you do not have to instai! tape drives in the model 032, but 
can use it solely to expand the number of storage slots in the library . 

lf one or more tape drives are installed in the 032 then the Frame Contrai 
Assembly Feature is also required (#1452) . This feature provides the hardware 
and firmware required to support IBM LTO Ultrium drives within the 032, and 
also provides a redundant AC line feed for the L32 accessor . 

Chapter 8. IBM TotaiStorage UltraScalable Tape Library 3584 163 

·---~-"""'----·- -- --



·,··-.. 

164 

. ' ;'• ' .·• 
t 'f {' I ) i 

The base L32 is always on the left and as many as 15 additional 032 expansion 
trames can be added to the right side. During the installation ot additional 032 
trames, the x-rail of the L32 trame where the accessor resides will be extended, 
so that the accessor can move through the new installed trame. 

A tully contigured IBM 3584 with one L32 trame and 15 032 trames (see 
Figure 8-4) supports up to 192 drives. As you add drives to each 032, there is an 
incrementai reduction of storage slots for each set of four tape drives you instai I. 

Figure 8-4 IBM 3584 with 16 trames 
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8.2 Library components 
The major IBM 3584 library components are shown in Figure 8-5 . 

Figure 8-5 IBM 3584 library showing the major library components 

1. Library trame 
2. x-Rail system 
3. Cartridge accessor 
4. Dual-gripper transport mechanism 
5. Accessor contra/ler 
6. Cartridge storage slots 

8.2.1 Tape drives 

7. IBM LTO Ultrium drive 
B. Front doar 
9. Doar safety switch 
10. 110 station 
11. Operator pane/ and con trailer 

The IBM 3584 library houses IBM LTO Ultrium drives. 8oth Ultrium 1 and 
Ultrium 2 drives may be installed in the same trame . 
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IBM LTO Ultrium drives may be attached to a SCSI host system using HVD, LVD, 
or FC connectors. The particular drive interface is specified by the ordering 
feature code on the IBM 3584 model type: 

... Feature #1454, LTO Ultrium 1 LVD Drive Canister 

... Feature #1455, LTO Ultrium 1 HVD Drive Canister 

... Feature #1456, LTO Ultrium 1 FC-AL Drive Canister 

... Feature #1474, LTO Ultrium 2 LVD Drive Canister 

... Feature #1475, LTO Ultrium 2 HVD Drive Canister 

... Feature #1476, LTO Ultrium 2 Fibre Drive Canister 

At least one of these drive features must be ordered on the initial L32 for a new 
library, and a maximum of 12 of these features may be added to each library 
trame model type. The features may be intermixed. 

Although the IBM LTO Ultrium drive modules are the same for ali IBM LTO 
libraries, the tape drive assembly used in the IBM 3584 libraries (Figure 8-6) is 
packaged uniquely. Therefore, the drives cannot be interchanged between library 
models. The tape drive assembly contains the drive power supply and the LTO 
drive (HVD, LVD or FC) itself. Each drive power supply is strong enough to 
support two tape drives. 

LTOdrive 

Figure 8-6 IBM 3584 LTO Ultrium tape drive assembly 

For redundancy reasons, two drive power supplies deliver power for each two 
drives, as shown in Figure 8-7 on page 167. lf one drive power supply fails, then 
the second power supply provides power for both drives, and both drives 
continue running. 
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8.2.2 

Drive 

Drive 

Drive 

Drive 
Figure 8-7 Redundant drive power supply 

+5V, +12V _ 
DC 

+5V, +12V
1 
__ _ 

DC 
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1 
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Library control systems: frame control assembly 

A library contrai system is required for a library to operate. Conventional libraries, 
such as the IBM 3494, use a single library controller that handles ali of the 
different inputs and controller output commands. The IBM 3584 uses a system of 
distributed embedded controllers. There are controllers, each with its own 
processar, for the operator pane!, the accessor controller that handles the 
accessor and gripper, XV controller for the X and V movements and medi um 
changer controller for handling the commands coming from the host (Figure 8-8) . 

Distributed Control System 

Accessor 
controUer 

Ooerator 
pane I 

controller 

Figure 8-8 IBM 3584 distributed contra/ system 

XV 
controller 

Medi um 
changer 

controller 

Chapter 8. IBM TotaiStorage UltraScalable Tape Library 3584 167 

·-..... 



168 

The tour controllers are in different locations. The operator panel controller is 
located directly on the Operator Panel. The accessor and XY controllers are 
attached to the accessor. The medium changer controller, which is hosted within 
the trame controller assembly, is mounted in the rear ot the trame (Figure 8-9). 

Accessor 
controller 

Figure 8-9 IBM 3584 distributed contra/ system 

------- Medium changer 
controller 

For redundancy, the medium changer controller, which is part ot the trame 
controller assembly (FCA), is required in each D32 trame where at least one tape 
drive is installed (Figure 8-10 on page 169). lt is optional in a D32 with no tape 
drives. 
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Additional expansion 
components are simply 

plugged into existing power 
and communications \ 

1;;;---E.~~l ,-----~~l~-------i;~~~-1 
: :: : 

.l Operator ! ! .l 

L:~~=~--::~~J l _________________ ~ "------------··-·-·-··-···J 
Frame 1 Frame 2 Frame 3 

Figure 8-10 Redundant medium changer controller 

The trame controller assembly (FCA) (see Figure 8-11 on page 170) is a canister 
containing: 

.... Medium changer controller 

.... AC outlets for tape drive power supplies 

.... DC power supplies for the whole library controlller 

.... Circuit breakers 

.... lncoming main AC power 

The FCA for the L-Frame contains two DC power supplies; actually, only one DC 
power supply is needed to operate the whole IBM 3584 library. Before support 
was provided for 16 trames, ali additional FCAs in D-Frames included one extra 
DC power supply for redundancy. With support for 16 trames, the additional 
FCAs in the D-Frames no longer have a default-installed DC power supply. 

With support for 16 trames, however, you can order additional DC power supplies 
(FC #1902) for the 032 trames. This makes sense if not using the Dual AC power 
options (FC #1901 ); see 8.5.4, "Power and cooling specifications" on page 191. lf 
you wish, an IBM Customer Engineer can put one of the two DC power supplies 
from the L-Frame into another FCA in a D-Frame to provide redundancy for both 
AC and DC power . 

Chapter 8. IBM TotaiStorage UltraScalable Tape Library 3584 169 

·· .. 



/ 

Medium changer 
controller 

AC outlets for ---­
drive power 

Circuit breakers 

Figure 8-11 Frame contra/ler assembly 

The advantages of a distributed control system are: 

.... lmproved reliability 
- Reduces single points of failure 
- Smaller FRU components 

.... Simplified library repair 
- Functionality is isolated to a single area of the library. 

.... Easier upgrades 
- Distributed components only require power and communication wires. 
- Modular design for "building block" approach. 

.... More performance than a single library controller 
- Each major library component has its own processar. 

8.2.3 Operator intedace 

The operator interface is located on the front of the L32 trame (see Figure 8-2 on 
page 162) and provides a set of indicators and controls that allows an operator to 
perform operations and determine library status. The panel consists of the library 
power switch, a power-on indicator, a touch-screen LCD and controller, and the 
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controller for the 1/0 station. The operator panel controller is located inside the 
library behind the operator panel (number 11 in Figure 8-5 on page 165). lt is a 
logic card that facilitates communication between the operator panel and the 
accessor controller. The operator panel controller posts status and information 
about the sensing and locking of the 1/0 station to the operator panel LCD . 

The operator panel touch screen (Figure 8-12) consists of the touch keys area 
and the activity and status screen. The activity screen displays LmultCD on the 
touch screen when the library is ready (that is, when host applications may 
interact with the library). The first line on the screen shows the current levei of 
library firmware and the panel screen number. The left field on the second line 
indicates that the library is either ready, not ready (not interacting with host 
applications) , or initializing. The right field indicates the status of one or more 1/0 
stations. The activity screen also shows the current activity in a large font, and 
provides a history of preceding operations in a smaller font. Operations are listed 
from top to bottom with the most recent at the top. The activity screen 
automatically displays an errar message when an error condition is detected. 
See 8.9, "Operator displays and buttons" on page 196 for more information . 

Status & VO port 

Current activity 

History 

Figure 8-12 Operatorpanel 
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8.2.4 Robotic cartridge accessor 
The cartridge accessor is the assembly that moves tape cartridges between 
storage slots, tape drives, and the 1/0 station (number 3 in Figure 8-5 on 
page 165). The accessor assembly moves horizontally through the library trames 
using a rail system (number 2 in Figure 8-5 on page 165); it uses both top and 
bottom rails. 

The accessor assembly consists ot a dual gripper (number 4 in Figure 8-5 on 
page 165 and in more detail in Figure 8-13) mounted on a vertical pole. The 
gripper can move up and down vertically, and also rotates to access cartridge 
slots on both the back walls and tront doors of the library trames. A barcode 
reader is mounted on the accessor and can scan the cartridges in one trame in 
less than a minute. 

Figure 8-13 IBM 3584 accessor assembly 

X- and Y -axis motion assemblies 
These assemblies include a controller (circuit board) for the Controller Area 
Network interface, servo motor, pinion drive gear, and lead screw. These 
assemblies provide the motive force to move the accessor side to side (on the 
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X-axis) and up and down (on the Y-axis). The controller part of this assembly is 
referred to as the XY controller . 

Pivot assembly 
This group of parts provides a mounting platform for the gripper mechanism and 
the barcode reader. This assembly is capable of 180-degree rotation around the 
vertical axis . 

Cartridge gripper 
This electromechanical device (mounted on the pivot assembly) gets or puts 
cartridges from or to a storage slot, tape drive, or 1/0 station. The gripper is 
independently controlled and can grip a single cartridge. There are two grippers 
on the pivot assembly (Gripper 1 and Gripper 2) . 

Many libraries offer support for different drives and media, such as LTO, DLT, or 
AIT. Typically, they use a universal gripper for cartridge handling; clam shell 
grippers are a common design approach. The main problem with this approach is 
performance and reliability. A "catch-all" gripper cannot be optimized for each 
different media type. The LTO cartridge was designed with automation in mind, 
and IBM was a key player in this effort. The cartridge contains automation 
handling features, such as the notches seen in Figure 8-14. The IBM 3584 
gripper takes advantage of the handling features and uses hooks tor handling the 
cartridge. This approach offers significant performance improvements as 
described in 8.3, "Performance" on page 186, and is more reliable than a 
catch-all gripper . 

• Two grippers 
formixed 
mediaor 
added 
redundancy 

/ 

~· Hooksfor 
cartridge 
handling 

Figure 8-14 IBM 3584 Gripper 

• Notch for 
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• Notch for 
automation 
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J 
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The use of a dual-gripper accessor reduces the time taken to move cartridges in 
the library and can improve overall periormance on large libraries. lt increases 
redundancy and reliability. Note that library functions are controlled by host 
application software, and to make use of the dual gripper function, the software 
itself must be able to use two grippers simultaneously. lf it does not, then the 
library will function as if it had only a single gripper. lf only one gripper is used at 
a time, the library periodically switches between both grippers to balance use. 

Barcode reader 
The barcode reader reads the barcode on a label that is attached to a cartridge 
or at the rear of every storage slot (which indicates an empty storage slot). The 
barcode reader is mounted on the pivot assembly, and is used during inventaries, 
audits, insertions, and inventory updates. The inventory is updated whenever the 
door is opened, and determines whether cartridges have been added to, 
removed from, or moved within the library). 

Because ali storage slots have empty storage cell labels, the library can easily 
and quickly recognize if there is a labelled cartridge or an empty storage slot in 
every location. This eliminates the need to reread or manually intervene in 
storage cells if no label is readable. Without this approach the library cannot 
differentiate between a slot that is unlabeled, badly labelled, or empty. 

Calibration sensor 
This provides a means to locate certain positions within the library very precisely 
during the calibration operation. The calibration sensor is mounted on the 
underside of Gripper 1. Ali positions are calculated from these locating positions. 

8.2.5 Rail assembly 

The cartridge accessor moves through the library on a rail assembly (number 2 
in Figure 8-5 on page 165). The system consists primarily of a main rail 
assembly and support rail, anda trough for the power and control cable. The 
main rail assembly includes a main bearing way with a rack gear. lts support rail 
is an L-shaped rail that runs along the top of the trames and provides smooth 
transport for the cartridge accessor. The power and contrai cable is kept clear of 
the accessor in a covered trough at the bottom rear of the library. 

8.2.6 Library centric WWN convention 

Every device in a SAN environment uses a unique WWN for identification in the 
SAN. In a conventionallibrary, if the drives are swapped then the WWN will also 
be changed and hence you have to reconfigure both the SAN and the server. lf 
you are using persistent binding on your server, a server reboot is also 
necessary. 
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The IBM 3584 assigns the WWNs to the drives. This technique is referred to as 
"library centric world wide names." Every potential drive slot is assigned with a 
unique WWN. lf a drive is replaced , then the new drives gets the same WWN as 
the old one. This is contralled by the FCA. Because of this library behavior, you 
can easily identify the position of the drive in the library by the WWN. The last 
two digits represent the drive's location in the library. The last digit indicates the 
drive row, starting from 1, and the second last indicates the trame, counting 
from O. The remaining digits are encoded with the vendar 10 and the library serial 
number, ensuring that every drive has a unique WWN. Figure 8-15 shows the 
drive WWNs in an IBM 3584 . 

r 
Wor l d Wide ~ode N~s 

Key: [F=Frame , R=RUN] 

5.005 D763 0041 IJQD1 
5005 0763 Qf)41 (]Qf)2 
5005 D763 OD41 GOD3 
5Ge5 D763 OD41 GOD4 
5005 0763 0041 GOD5 
5005 El763 0041 0006 
5005 D163 0041 0007 
5005 D763 0041 OODB 

[ UP ] [DC&.IN] 

Figure 8-15 Drive WWNs of an IBM 3584 

8.2. 7 Control path failover 

Panel Ql2 6 

Alternate path support, currently available only for AIX hosts, configures multiple 
physical control paths to the same logicallibrary within the device driver and 
provides automatic failover to an alternate contrai path when a permanent errar 
occurs on one path. This is transparent to the running application . 

For example, considera simple m11lti-path architect11re connection consisting of 
two HBAs in an AIX host that are connected to a library with two or more drives 
(Figure 8-16 on page 176). Two drives have the control ports enabled. The two 
HBAs are connected to the first and second contrai port drives, respectively. This 
simple configuration pravides two physical contrai paths to the library for 
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redundancy if one path from an HBA to the library fails. When the AIX server is 
booted or cfgmgr is run, each HBA detects a contrai port to the library and two 
medium changer devices, smcO and smc1, will be configured. Each logical 
device is a physical path to the same library; however, an application can open 
and use only one logical device at a time, either smcO or smc1. 

Figure 8-16 Redundant contra/ paths to the library contra/ler 

Without the Atape (device driver) alternate pathing support, if an application 
opens smcO and a permanent path errar occurs (because of an HBA, cable, or 
drive contrai port failure), the current command to the library fails. lt is possible to 
initiate manual failover by changing the device path to the alternate path (smc1 ), 
but this is a manual operation and the last failing command has to be re-sent. 

When the alternate pathing support is enabled on both smcO and smc1, the 
device driver configures them internally as a single device with multiple paths. 
The application can still open and use only one logical device at a time (either 
smcO o r smc1 ). lf an application opens smcO and a permanent path errar occurs, 
the current operation continues on the alternate path without interrupting the 
application. 

8.2.8 StorWatch 

176 

The library's Web interface, known as the IBM TotaiStorage UltraScalable Tape 
Library Specialist, enables operators and administrators to manage storage 
devices from any location in an enterprise. The IBM 3584 StorWatch Specialist 
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allows direct communication with an IBM 3584 and provides a full range of end 
user, operator, and administrator tasks, which can be executed remotely . 

The StorWatch Specialist requires a Category 5 Ethernet cable (not supplied 
with the tape library) . 

Multiple simultaneous Web clients 
Each Ethernet capable medium changer controller (MCC) on the IBM 3584 
allows tive simultaneous StorWatch users . 

Individual Web login IDs and passwords 
For the IBM 3584, the Web user interface supports a list of users that can access 
various areas of the Web user interface. Each user has a 30-character name, a 
15-character login ID, a 15-character password, and an access levei. The access 
levei defines the levei of Web access that the user is allowed. The two leveis of 
access are "user" for non-destructive Web access and "super user'' for more 
advanced functionality such as moving cartridges and configuring the library . 
User and super user login IDs cannot create, modify, or change any login lOs . 
Any login ID can change their own password. The speciallogin ID "admin" can 
create, modify, and destroy ali login IDs except the admin ID . 

Multiple simultaneous Web clients and individual Web ID functions can be made 
available to existing IBM 3584 libraries by upgrading to the latest firmware . 

8.2.9 1/0 station 

Each L32 trame has a standard 1 0-slot cartridge input/output station for 
importing or exporting cartridges from the library without requiring a re-inventory 
or interruption of library operations. An optional feature (FC # 1657) provides 20 
additional input/output slots . 

8.2.1 O Reliability 

The IBM 3584 is designed for high availability and reliability. Most essential 
components are redundant, so there is no single point of failure. Most of these 
components have been described previously. Here is a summary of the 
high-availability features and components of the IBM 3584: 

~ Redundant grippers 

A fa1lure of one gripper will cause tlle librar y to switcl1 to a secofld gr ipper. 

~ Redundant library power 

- Each drive trame provides one additional power supply . 
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A single trame library contains one redundant power supp ly. 

• Optional redundant trame power available 

The library can operate on a single power supply. 

The library automatically monitors and contrais redundant power 
distribution. 

~ Redundant drive power 

- Each drive bay power module supplies redundant power to another drive 
bay. 

~ Redundant contrai paths 

Any LTO drive can be used as a library contrai path. 

Automatic contrai path failover available for AIX. 

~ Redundant copies of Vital Library Data 

lncludes configuration data, calibration data, setup data, etc. 

One processar card contains the primary copy and another processar card 
contains a backup copy. 

Backup/restore process is completely automated 

~ Redundant copies of library firmware 

Each processar card contains the firmware for every other processar card. 

Component replacement is simplified. 

Each processar card contains two copies of operational firmware. 

Protects the library from potentially harmful firmware update disruptions. 

Helps reduce the risk of memory failures. 

~ Closed loop servo systems 

lncludes horizontal motion, vertical motion, pivot motion, gripper extend, 
and retract motion. 

Each servo system uses feedback. 

Velocity and position are monitored. 

Allows higher performance (as shown in Table 8-5 on page 187). 

• Knowing velocity and position allows greater contrai. 

Closed loop is more reliable 

- Collisions and gripper damage can be avoided by monitoring position and 
velocity. 
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8.2.11 Service 

This section describes support and service for the IBM 3584 . 

Call-home 
The library calls an IBM Support Center when an error occurs. The library 
reports codes indicating the replacement parts that may be required and the 
urgency o f the problem. No-charge feature #271 O (Remote Support Facility) 
provides a modem and cable (15.2 m or 50 feet). The customer must provide an 
analog phone line to use the call-home feature. This phone line should be close 
to the library (within 15.2 m; 50 feet) . 

lf a second 3584 (L32) library is installed close (within 15.2 m or 50 feet) to the 
first one, you can order feature #2711 (Remate Support Switch) for the second 
library. This feature provides a modem switch in arder to share the modem from 
the first library. The benefit is that a single phone line can service both libraries. 

For the third and every subsequent 3584, installed close to the first one (within 
15.2 m or 50 feet), you can arder feature #2712 (Remate Support Attachment) . 
This provides cabling for connecting to the Remate Support Switch. A maximum 
of 14 libraries can be connected to the switch . 

lf the additionallibraries are not close together, then feature #271 O and a phone 
line is required for each one . 

Firmware 
As described in 8.2.2, "Library contrai systems: trame contrai assembly" on 
page 167, the IBM 3584 has four control assemblies. Each of them has the 
complete firmware image stored on flash ROMs. The same firmware image is 
stored on each card, avoiding the need to keep multiple code images in sync. A 
node card may only use a small portion of the firmware image, but it has the 
whole image in its flash. The node card firmware provides the ability to 
communicate with other node cards. The node cards can determine the levei of 
firmware on other node cards and can request a copy of the firmware from 
another node card. This ability enables the cards to operate automatically at a 
consistent firmware levei throughout the library subsystem . 

When a node card completes its Power-On Self Test (POST), it asks ali of the 
other node cards to report their firmware leveis. lf it determines that another node 
card has a higher version of firmware, it will obtain the firmware from that node 
card and update its flash ROM before coming onl1ne. Th1s ensures that when a 
node card FRU containing down-level firmware is installed in the library, it will be 
updated automatically . 
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Each nade card contains two complete copies of the firmware in flash ROM for 
redundancy. lf a problem such as a power failure interrupts a firmware update, 
the nade card can automatically switch to the backup copy. Another attempt can 
then be made to update the firmware. The update process always overwrites the 
damaged or oldest firmware image first, so the nade cards should always have a 
usable levei of firmware. 

During replacement of tape drives, the library automatically detects the firmware 
version of the newly installed drive and, if needed, updates the drive firmware. 

This behavior of the IBM 3584 avoids any potential for replacement parts 
containing a wrong firmware version. 

SNMP 
Occasionally, the IBM 3584 may encounter a situation that should be reported, 
such as an open doar that causes the library to stop. Because many servers can 
attach to the IBM 3584 by differing attachment methods, the library provides a 
standard TCP/IP protocol called Simple Network Management Protocol (SNMP) 
to send alerts about conditions (such as an opened door) over a TCP/IP LAN 
network to an SNMP monitoring sorver. These alerts are called SNMP traps. 
Using the information supplied in each SNMP trap, the monitoring sorver 
(together with customer-supplied software) can alert operations staff of possible 
problems or operator interventions that occur. Many monitoring servers (such as 
Tivoli NetView®) can be used to send e-mail or pager notifications when they 
receive an SNMP alert. 

The monitoring server must be loaded with systems management software that 
can receive and process the trap, or the trap will be discarded. SNMP trap 
support does not provido a mechanism for the operator to gather more 
information about a problem or to query the library about its current status. 

lf your systems management software includes an SNMP compiler, you may not 
need to manually interpret SNMP traps but you will need the library's 
Management lnformation Base (MIB). The MIB contains units of information that 
specifically describe an aspect of a system, such as the system name, hardware 
number, or communications configuration. Obtain the MIB for the IBM 3584 from: 

ftp://ftp.software.ibm.com/storage/358x/3584 

Configuration 
The IBM 8584 automatically configures and calibrates itself as initiated from the 
operator pane! or StorWatch. New hardware is automatically discovered. This 
eliminates the user or IBM engineer from entering invalid data. 
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8.2.12 Capacity 

The overall size of an IBM 3584 library trame (either L32 or 032), allows for up to 
1 O storage columns: tive columns located on the back wall of the trame and tive 
on the interior of the door (see Figure 8-17 on page 182 and Figure 8-18 on 
page 184). Each column is made up of 44 slots, so the maximum available 
cartridge storage capacity of the 032 trame is 440 (44 times 10) . 

In practice, some installed library components take up space inside the library 
trames, which reduces the space available for cartridge slots. Some of these 
library components are installed as standard (for example, in the model L32 
where the maximum capacity is 281), and some are variable, for example the 
installation of drives in either trame model type) . 

This section explains the layout of the cartridge slots in the interior of each of the 
model types and provides tables to calculate the library capacity for various 
configurations . 

Model L32 
In the Model L32, the robotic home position utilizes the area to the left of the 
trame and prevents access to any cartridge slots in that area. This means that 
there are eight cartridge slot columns in the model L32, four on the back wall of 
the trame and four on the inside of the door. In addition, the 1/0 station takes up 
space on the inside of the door, and the drive positions take up space on the 
back wall, turther reducing the cartridge slots available . 

The layout of the cartridge slots and columns is shown in Figure 8-17 on 
page 182. The columns are numbered with those on the back wall designated as 
numbers 1, 3, 5, and 7, while those inside the door are numbers 2, 4, 6, and 8 . 
Therefore column number 1 faces column number 2, 3 faces 4, and so on . 

In order to provide a less expensive entry levei tape solution, only columns 1, 3, 
5, and 7 (those on the back wall) are accessible in the standard L32 trame. lf 
greater capacity is needed, order a chargeable feature (the capacity expansion 
feature, feature codes #1603 or #1653) to make columns 2, 4, 6, and 8 available 
to store cartridges (noting that some of the slot positions in columns 2 and 4 are 
occupied by the cartridge 1/0 station, as shown in Figure 8-17 on page 182). The 
capacity expansion feature must be added before expanding the library with any 
032 expansion trames . 
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Figure 8-17 IBM 3584-L32 base trame showing cartridge s/ot components 

The tape drives inside the L32 trame take up space in columns 5 and 7 on the 
right side of the back wall of the library as shown in Figure 8-17. As the drives are 
added, there is an incrementai reduction in cartridge storage space. At least one 
drive must be installed in the L32 trame, and since drive positions are reserved in 
sets of four, this removes one-third of the cartridge slots from columns 5 and 7. 
When you instai! the fifth drive, this removes another third of the slots from 
columns 5 and 7, until finally, when the ninth drive is installed, the drive positions 
take up ali of the space where columns 5 and 7 would have been located. 

The very first slot in the L32 trame (column1 row 1) at the top left side of the back 
wall is always reserved for a diagnostic cartridge. 
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The next two tables summarize the available slots in the Model L32, both without 
the capacity expansion feature (Table 8-1) and with it (Table 8-2) . 

Table 8-1 IBM 3584-L32 slot capacity without capacity expansion feature 

Column # 1 to 4 drives 5 to 8 drives 9 to 12 drives 

1 (back wall) 43 43 43 

3 (back wall) 44 44 44 

5 (backwall) 27 13 o 

7 (back wall) 27 13 o 

2,4,6,8 (door) Not accessible Not accessible Not accessible 

Total 141 113 87 

Table 8-2 IBM 3584-L32 slot capacity with capacity expansion feature 

Column # 1 to 4 drives 5 to 8 drives 9 to 12 drives 

1 (back wall) 43 43 43 

3 (back wall) 44 44 44 

5 (back wall) 27 13 o 

7 (back wall) 27 13 o 

2 (door) 26 26 26 

4 (door) 26 26 26 

6 (door) 44 44 44 

8 (door) 44 44 44 

Total 281 253 227 

Model 032 
In the Model 032, ali 1 O columns are available for use with cartridge slots. A 032 
may be added to the library without any installed drives, so 1 O columns of 44 
slots each are available giving a total storage capability of 440 cartridges . 

The columns are arranged and numbered similarly to the L32, but with two 
additional columns available. The layout of the cartridge slots and columns is 
shown in Figure 8-18 on page 184. The columns are numbered: the back wall 
columns are numbers 1, 3, 5, 7, and 9, while those inside the doar are numbers 
2, 4, 6, 8, and 10. As in the L32, column number 1 faces column number 2, 3 
faces 4, and so on . 
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Ali 1 O columns are accessible as soon as the 032 is installed; there is no need 
for any capacity-expansion feature for this trame. However, note that the L32 
must be fully configured for capacity before adding any model 032 trames to it. In 
other words, the L32 must have the capacity expansion feature installed. 

The robotic home position is in the L32 and there is only one 1/0 station per 
library, which is also located in the door of the L32, so the installation of tape 
drives is the only factor reducing the available cartridge storage slots in the 032. 

The capacity expansion feature may be ordered either for installation at the 
manufacturing plantas feature #1653 oras a field upgrade, feature #1603. 
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Figure 8- 18 IBM 3584-032 expansion trame showing slot components 
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The tape drives in the D32 are located (as in the L32) on the right side of the 
back wall ot the library, as shown in Figure 8-18 on page 184. However, the 
standard layout ot hardware components in the L32 ditters trom the D32, so 
space utilization is also slightly ditterent. The tape drives in the D32 use space 
only in column 9 so that even with the maximum 12 drives installed, only the 44 
slots in column 9 are unavailable . 

As drives are installed in the D32, there is an incrementai reduction in cartridge 
storage space in column 9. Again the drive positions are reserved in sets ot tour, 
so that installing the tirst drive in the trame removes one-third ot the cartridge 
slots trom columns 9. lnstalling the tifth drive in the trame removes another third 
ot the slots in column 9, until tinally when the ninth drive is installed, the drive 
positions take up ali ot the space where column 9 would have been located . 
Table 8-3 summarizes the available slots in the D32 trame. 

Tab/e 8-3 IBM 3584-032 cartridge slot capacity 

Column # O drives 1 to 4 drives 5 to 8 drives 9 to 12 drives 

1 (back wall) 44 44 44 44 

3 (back wall) 44 44 44 44 

5 (back wall) 44 44 44 44 

7 (back wall) 44 44 44 44 

9 (back wall) 44 27 13 o 

2 (door) 44 44 44 44 

4 (door) 44 44 44 44 

6 (door) 44 44 44 44 

8 (door) 44 44 44 44 

1 O (door) 44 44 44 44 

Total 440 423 409 396 

8.2.13 Adding and removing cartridges 
A 1 0-cartridge 1/0 station 1 on the tront door ot the IBM 3584 Model L32 enables 
insertion and remova! ot cartridges from the library enclosure without interrupting 
library operation. Figure 8-2 on page 162 shows the position ot the 1/0 station 
trom outside the library, and the internai side ot the trame door is shown as 
number 1 O ot Figure 8-5 on page 165 . 

1 An optional additional 20-cartridge 1/0 station is available . 
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The 1/0 station is controlled by the host application software that uses the library 
or from the operator pane I. lnsertion of cartridges into the 1/0 station alerts the 
application software, which registers the additional cartridges and their status in 
its database and then instructs the accessor to move the new cartridges into 
library slots. The slot location of each cartridge is held in the host application 
software database. 

For bulk-loading of cartridges (more than 1 0), you can open any library trame 
doar and insert cartridges in any available slots in the trame. When the door is 
closed, the library will perform a cartridge inventory operation, which checks to 
determine whether each cartridge storage slot in the trame is empty or full and 
scans the cartridge barcode labels. When the library performs an automatic 
inventory in this way, the inventory will occur only for those trames whose doors 
had been opened. 

A cartridge inventory operation occurs whenever you: 

,... Power on the library 
,... lssue the SCSI command lnitialize Element Status with Range2 

,... Select lnventory from the Manual Operations menu 
,... Select the appropriate menus from the UltraScalable Specialist Web interface 
,... Glose the front door after manually accessing the library 

When the library performs an automatic inventory because the front door was 
closed, the inventory occurs only for those trames whose doors have been 
opened. A door lock is provided to restrict physical access to cartridges in the 
library. This can be used to secure the cartridges and prevent unauthorized 
library access. Although the time required for the library to inventory cartridges is 
less than 60 seconds per trame, the door lock reduces the possibility of trames 
being opened in error and causing unnecessary inventory activity. 

There is also a safety switch in the trame door (number 9 in Figure 8-5 on 
page 165) that shuts down the power to the cartridge accessor whenever the 
front door is opened. 

8.3 Performance 
The performance capability of a tape library solution depends on both the 
individual bandwidth capability of the drives and data bus and the speed of the 
robotic handling. The degree of importance for each of these elements depends 
on the quantity of data transferred during one operation . For example, when 
reading or writing large files (larger than 800 MB) to tape, then the data rate of 

2 The 3584 library tracks the logicallocation of ali elements in the library by performing an automatic 
inventory as required (thus, the SCSI lnitialize Element Status command is allowed but ignored) . 
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the tape drive will be the overriding contributor to the speed of the operation . 
However, for reading or writing many small files (25 MS or less) to different tapes 
then the cartridge move and load times become the overriding contributor . 

The following elements contribute to the high-performance capabilities of IBM 
3584 libraries: 

.,.. Library bandwidth 
You see the bandwidth of the IBM 3584 in Table 8-4 relating to the drive 
performance given in 2.4.4, "Performance" on page 35 . Values in the 
compressed column assume a compression of 2:1 . 

Table 8-4 IBM 3584 bandwidth 

Tape drives LTO Ultrium 1 LTO Ultrium 1 LTO Ultrium 2 LTO Ultrium 2 
native compressed native compressed 

72 3.8 TB/h 7.7TB/h 9.0 TB/h 18.1 TB/h 

192 10.3 TB/h 20.7 TB/h 24.1 TB/h 47.4 TB/h 

.,.. Cartridge move time 
In a single-frame IBM 3584, the typical time to move a cartridge from a 
cartridge storage slot to a tape drive, for example, is less than 2.5 seconds, 
For a six-frame configuration it only increases to 4.5 seconds, and for the 
maximum 16 trames, the average move time is still only 9 seconds, as shown 
in Table 8-5 . 

Table 8-5 Library performance 

Library configuration Average move times Mounts per hour 

1 Frame 2.4 seconds 600 

2 Frames 2.5 seconds 515 

4 Frames 3.0 seconds 405 

6 Frames 3.8 seconds 340 

8 Frames 4.9 seconds 265 

12 Frames 6.5 seconds 205 

16 Frames 8.0 seconds 165 

and 
mounts per hour: 

- lf you do mainly full backups that fill entire cartridges ata time, an 
Ultrium 1 drive needs about 111 minutes and an Ultrium 2 about 95 
minutes to fill a cartridge. This means that you have to mount an Ultrium 1 
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drive 0.54 times per hour and an Ultrium 2 drive 0.63 times per hour. Even 
in a 16-frame library with 192 drives, you should not encounter any 
performance problems stemming from the mount capability of the library. 

- lf you mount a cartridge, read or write a small piece of data, unmount the 
cartridge, and repeat, then a drive is busy for approximately three minutes 
to execute this cycle (load, search, read/write, rewind , unload). This 
means you might mount a cartridge not more than 20 times per hour. In 
this worst-case scenario, you may see mount performance affecting library 
performance. 

Both of these theoretical cases should help you determine how many tape 
drives you should install in the library to avoid mount performance problems. 

~ Library inventory time 
During normal use of the IBM 3584, for bulk loading of cartridges the library 
will perform an inventory operation to check the (possibly new) content of the 
cartridge storage slots. During this time, the accessor is occupied scanning 
the bar code labels and empty slots. 

The inventory process for the IBM 3584 is performed very efficiently, usually 
taking less than 60 seconds per trame. 

8.4 Upgrades and optional features 
The IBM 3584 has a number of optional additional features. These enhance the 
library by providing extra functions, additional capacity, higher reliability, and 
greater serviceability. 

8.4.1 Upgrade features 

Vou can install an entry-level system with moderate capacity then upgrade it as 
capacity requirements increase by ordering extra features. A single-frame, 
single-drive system can be expanded over time to become a fully configured 
16-frame 192-drive library. 

Adding cartridge capacity 
Vou can add capacity to an installed library in severa! ways: 

.... The #1603 capacity expansion feature can be applied to a standard model 
L32 (one without #1603 or #1653 already installed). This feature enables the 
use ot 140 cartridge storage cells on the inside of the doar. 

~ Model 032 expansion trame can be added to the base L32 trame to provide a 
maximum of 440 extra storage slots. To provide the tu li capacity ~ou must add 
#9001 to indicate that the trame is to be supplied without drives . Up to 15 
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032 trames can be added to the base trame for up to 6,600 additional storage 
slots in increments of 440 . 

Adding drives to the library 
The minimum requirement for an IBM 3584 (either single or multiple trame) is 
that it contain at least one tape drive in the L32 base trame . 

To add a drive to the library, you can order any ot these teatures, which can be 
intermixed within the library: 

~ Feature #1454, LTO Ultrium 1 LVO Orive Canister 
~ Feature #1455, LTO Ultrium 1 HVO Orive Canister 
~ Feature #1456, LTO Ultrium 1 FC-AL Orive Canister 
~ Feature #147 4, LTO Ultrium 2 LVO Orive Ganiste r 
~ Feature #1475, LTO Ultrium 2 HVO Orive Canister 
~ Feature #1476, LTO Ultrium 2 Fibre Orive Canister 

The maximum number ot drives per trame (L32 or 032) is 12, creating a total of 
192 drives in a 16-frame library. Be aware that as you add drives to a trame, you 
incrementally lose cartridge storage slots (see 8.2.12, "Capacity" on page 181 ) . 

8.4.2 Optional features 
For more intormation about available teatures, see the sales manual for the IBM 
3584. You can access the sales manual at: 

http://www.ibmlink . ibm . com/ussman 

8.5 Environmental specifications 
The IBM 3584 is designed to be a stand-alone tape subsystem consisting of one 
or more trames and capable of modular expansion to provide large capacities. 
The trames join end to end, with the base trame on the left (viewed from the 
tront) and the expansion trames extending to the right. 

8.5.1 Physical dimensions 
The IBM 3584 trames have the same physical dimensions but their weights vary 
according to the number of installed drives, robotics, and tape cartridges: 

~ Width: 72.5 em (28.5 in) 
~ Oepth: 152 em (59.8 in) 
~ Height: 180 em (70.9 in) 

3 Adding drives to lhe trames incrementally reduces lhe capacity 
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Each frame has a set of casters and four leveling jackscrews. The nominal height 
from the bottom of the jackscrews to the top of the frame is 1840 mm (72.4 in), 
and can be varied by ±40 mm (±1.6 in). The shipping height of the IBM 3584 (on 
its casters and with jackscrews raised) is 1800 mm (70.9 in) 

When planning for the installation, consider the space implications in your 
computer roam for the possibility of adding more trames in the future. 

~ Weights4 : 

- IBM 3584-L32 with 1 drive, no cartridges: 423 kg (932 lb.) 
- IBM 3584-L32 with 12 drives, 227 cartridges: 570 kg (1256 lb.) 
- IBM 3584-032 with no drives, no cartridges: 355 kg (784 lb.) 
- IBM 3584-032 with 12 drives, 396 cartridges: 558 kg (1229 lb.) 

8.5.2 Floor requirements 
Instai! the library on a raised or solid floor. The floor must have a smooth surface 
and, if raised, must not have ventilation panels beneath the leveling jackscrews. lf 
carpeted, ensure that the carpet is approved for computer-room applications. To 
accommodate unevenness in the floor, you can raise or lower the leveling 
jackscrews to the following specifications: 

~ Maximum allowable variance must not exceed 7 mm (0.27 in) per 76 mm 
(3 in) . 

~ Maximum out-of-level condition must not exceed 40 mm (1.6 in) over the 
entire length and width of the library. 

The floor on which the library is installed must be able to support: 

~ Up to 4.8 kilograms per square em (68.6 lb per square inch} of point loads 
exerted by the leveling jackscrews 

~ Up to 211 kilograms per square meter (43.4 lbs per square foot) of overall 
floor loading 

The number of point loads exerted depends on the number of trames that make 
up the library. There are four point loads per frame (located at the corners of 
each frame). 

4 The weight with cartridges assumes a cartridge weight of 0.209 kg (0.460 lb) for a standard 
cartridge. The actual weight of the library varies, depending on the configuration and cartridge 
capacity. 
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8.5.3 Operating environment 

The IBM 3584 is designed to operate in the following environment: 

.,. Temperatura: 16° to 32° C (61 ° to 89° F) 

.,. Relative Humidity: 20% to 80% 

.,. Wet Bulb: 23° C (73.4° F) maximum 

8.5.4 Power and cooling specifications 

Power and cooling for the IBM 3584 components are provided by the housing 
trame. Each base and expansion trame that contains drives has its own trame 
contrai assembly (FCA), which receives power from a customer-supplied outlet 
and, in turn, provides AC power to ali tape drives within the trame. The FCA for 
the L32 contains two DC power supplies; actually, only one DC power supply is 
needed to operate the entire library. Before support was provided for 16-frames, 
ali additional FCAs in D32s included one additional DC power supply for 
redundancy. With support for 16-frames, the additional FCAs in the D-Frames no 
longer have a default-installed DC power supply . 

Additional DC power supplies can nevertheless be ordered or made available for 
extra trames, as explained in 8.2.2, "Library contrai systems: trame contrai 
assembly" on page 167 . 

The FCA is not required in expansion trames that contain no tape drives . 

Each trame receives single-phase (200-240 V ac) power on its own power cord 
from a customer-supplied outlet. Certain countries or regions require two-phase 
power to achieve the 200-240 V ac required by the trame. Countries in North 
America have the option of operating at 100-127 V ac power (FC 9951) . 

A new Dual AC Power feature (FC 1901 ), supporting either 11 O V ac or 220 V ac, 
is available for the IBM 3584, providing two independent line cords that may be 
connected to two independent customer branch circuits. A power switch 
connects to one of two customer power feeds and passes ali AC power to the 
trame from that feed. The switch monitors the AC line voltage from the feed it is 
using and automatically switches to the alternate AC power feed if the incoming 
voltage drops below a preset levei. 

Table 8-6 on page 192 lists the power requirements for the L32 and 032 frames . 
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Table 8-6 Power requirements for the IBM 3584 

Power requirement Model L32 or 032 

220 V ac line cord 110 V ac line cord 

AC line voltage 200 to 240 V ac 100 to 127 V ac 
(nominal) (nominal) 

AC line frequency 50 to 60Hz 50 to 60 Hz 

Nominal power 1.4kW 1.2 kW 

Line current 8.0 A 12.0 A 

kVA 1.6 kVA 1.2 kVA 

Heat output 4.8 kBtu/hr 4.1 kBtu/hr 

lnrush current 200 A (peak for 1/2 1 00 A (peak for 1/2 
cycle) cycle) 

8.6 Host platforms and device drivers 
The IBM 3584 is supported on many operating systems. For a current list of host 
software versions and release leveis that support the 3584, reter to: 

http : //www.storage.ibm.com/tape/lto/3584/3584opn.pdf 

The following no-charge specify codes indicate the server platform to which the 
IBM 3584 is attached. These features are used by IBM for device driver 
distribution: 

.... Feature #921 O, attached to HP-UX 

.... Feature #9211 , attached to Sun System 

.... Feature #9212, attached to Windows System 

.... Feature #9213, attached to other non-IBM system 

.... Feature #9215, attached to Linux System 

.... Feature #9400, attached to iSeries System 

.... Feature #9600, attached to pSeries 

You are not limited to one platform attach fsature as the libra.ry may bs attached 
to more than one of these platforms. Vou cannot add more than one of each 
feature; in other words, if you have two or more Windows servers, only one 
feature #9212 is required. The device driver will be delivered on a CD that 
contains ali available device drivers for each OS and the documentation. 
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ft p ~ I / ft p. SJ)ftware. ibm."com/s t oragef devd,rvr/ 

8.6.1 Device driver installation 

lnstall the IBM device drivers for the IBM 3584 as follows: 

.,.. lf you intend to use the IBM 3584 with a commercial software application 
(such as IBM Tivoli Storage Manager, VERITAS Backup Exec, or Legato 
NetWorker), reter to that application's installation instructions to instai! the 
device driver and configure the IBM 3584. 

.,.. lf you do not intend to use the IBM 3584 with a commercial software 
application, instai! the tape and medium device driver from the CO that is 
shipped with the drive. Reter to the installation instructions in the IBM SCSI 
Tape Drive, Medium Changer, and Library Device Drivers lnstalfation and 
User's Guide, GC35-0154, which is supplied on the CO with the driver code . 

8.7 Storage applications 
Software to exploit the IBM 3584 is not provided with the library. Additional 
software support is available through products that must be obtained separately 
from IBM, IBM Business Partners, or independent software vendors. A list of 
compatible software is available at: 

http://www . storage.ibm.com/hardsoft/tape/conntri x/pdf/lto_isv_matri x.pdf 

Vou will find details for each application including Ultrium 1 and Ultrium 2 support 
and specific Ultrium models and attachment methods YO'I sh011ld also contact 
your storage application vendar for more information about specific versions and 
platforms supported. Many examples of third-party software applications with 
IBM LTO drives and libraries are given in the Redbooks lmplementing IBM LTO in 
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Linux and Windows, SG24-6268, and Using IBM LTO Ultrium with Open 
Systems, SG24-6502. 

8.8 IBM 3584 initial setup 
The following sections cover some of the major items required to implement, 
manage, and operate the IBM Ultrium tapes and libraries. We do not cover ali 
tasks, and we do not intend to cover ali of the specific commands. For more 
details, reter to the IBM 3584 UltraScalable Tape Library Planning and Operator 
Guide, GA32-0408. 

8.8.1 SCSI ID 
The IBM 3584 uses multi-path architecture, so it has no direct SCSI connection 
to a host system. When the host communicates with the library, it must send the 
communication via a contrai path to a drive designated as LUN 1. A contrai path 
is the drive SCSI port through which a host system sends its commands to a 
logicallibrary within the IBM 3584. (Reter to 2.6, "Multi-path arch itecture" on 
page 46 for an explanation of the concept of logical libraries.) When you add 
multiple contrai paths to the IBM 3584 library, any single, configu red logical 
library can be accessed by multiple host systems. 

Additional contrai paths also reduce the possibility that failure in one contrai path 
will cause unavailability of the entire library. 

8.8.2 Element number 
Element numbers identify the physicallocation within the library. This information 
is required mostly for storage applications, such as IBM Tivoli Storage Manager, 
which translate the device to a name that the robotic understands. 

In the IBM 3584, each SCSI storage element is assigned a SCSI element 
address. A SCSI storage element is a physical location capable of holding a tape 
cartridge (such as an 1/0 slot, drive, or storage slot) . The element numbering is 
split into three sections· 

.... The tape drive sequence 

.... The 1/0 station sequence 

.... The cartridge slot sequence 
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Note: The numbering is contiguous for the cartridge slot sequence. However, the 
addition, remova!, or movement of one or more tape drives affects the element 
numbering of the cartridge slots . 

Table 8-7 shows the element numbers for tape drives in each IBM 3584 trame up 
to six trames. For element numbers up to the maximum 16 trames, see the IBM 
Tota/Storage UltraScalab/e Tape Library Planning and Operator Guide, 
GA32-0408 . 

Table 8-7 IBM 3584 tape drive element numbers 

Orive Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6 
number (l32) (032) (032) (032) (032) (032) 

1 257 269 281 293 305 317 

2 258 270 282 294 306 318 

3 259 271 283 295 307 319 

4 260 272 284 296 308 320 

5 261 273 285 297 309 321 

6 262 274 286 298 310 322 

7 263 275 287 299 311 323 

8 264 276 288 300 312 324 

9 265 277 289 301 313 325 

10 266 278 290 302 314 326 

11 267 279 291 303 315 327 

12 268 280 292 304 316 328 

Each element in the IBM 3584 (the cartridge storage slots, 1/0 storage slots, and 
tape drives) has two addresses: 

.,.. Physical address 

.,.. SCSI element address 

When initiating an operation such as moving a tape cartridge or performing 
manual cleaning, you can use the physical or logical address to specify a location 
in the library . 
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The physical address consists of trame, column, and row identifiers that define a 
unique physical location in the library. The address is represented as: 

~ Fx,Cyy,Rzz for a storage slot (where F equals the trame and x equals its 
number, C equals the column and yy equals its number, and R equals the row 
and zz equals its number). 

~ Fx,Rzz for a tape drive and 1/0 storage slot (where F equals the frame and x 
equals its number, and R equals the row and zz equals its number) . 

The SCSI element address consists of a bit and hex value that defines to the 
SCSI interface a logicallocation in the library. This logical address is represented 
as xxxx (X'yyy'), where xxxx is a bit value and yyy is a hex value. lt is assigned 
and used by the host when the host processes SCSI commands. The SCSI 
element address is not unique to a storage slot, drive, or 1/0 slot; it varies, 
depending on the quantity of drives in the library. 

For example, the storage slot address F2,C03,R22 means: 

~ F2: trame 2 (first expansion trame) 
~ C03: column 3 (second column from left on drive side) 
~ R22: row 22 (22nd position down from the top of the column). 

Each drive has a unique address to indicate its physical location. The drive 
address consists of two values, a trame number anda row number: 

~ Frame number: Represented as Fx, where F equals the trame and x equals 
its number. Regardless of whether any drives are installed, the trame number 
for the base trame is 1 and increments by one for each adjacent expansion 
trame. 

~ Row number: Represented as Rzz, where R equals the row and zz equals its 
number. The row number is 1 for the top drive position in the trame, and 
increments by one for each row beneath the top drive. Regardless of whether 
drives are installed, the row numbering is the same for every trame. 

A drive address of F2,R10 means trame 2 (that is, the first expansion trame), row 
1 O (1Oth drive position from the top of the column) . 

8.9 Operator displays and buttons 
The IBM 3584-L32 operator display is a touch screen with integrated touch 
buttons. The d1splay default sening will retorn to ttm basic main menu after tive 
minutes of inactivity. The screen has three sections (Figure 8-19 on page 197): 

~ The menu title and panel number 
~ The informational section 
~ The selectable buttons 
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Navigate through the operator panels by pressing the touch screen buttons: 

.,.. BACK: 
Will take you back to the previous screen. You may need to press the BACK 
button severa! times to return to the main status screen . 

.,.. UP and DOWN: 
lf you are on a menu panel, these keys will navigate up and down within the 
current panel, scrolling one line when pressed once. lf you keep the UP or 
DOWN keys pressed, scrolling will speed up. The longer you hold the keys, 
the faster will the scrolling be . 

lf you are selecting a value, the keys will increment or decrement the value . 

.,.. ENTER: 
The selected item is shown using reverse vídeo. No action is processed until 
the ENTER key is pressed. 

The default display is the Activity Status Display. The information in the Activity 
screen is replaced automatically by an error message whenever the Ultrium tape 
library detects that: 

.,.. A permanent error has occurred . 

.,.. A drive requires cleaning, and automatic cleaning has been enabled . 

.,.. A drive requires cleaning, and no cleaning cartridge is present in the library . 

Activity 
V.l'lllon 1.01 

ONUNE a 
Panel 0001 
~:10 

Load 613FRBL 1 
l..olld 813FRBL 1 - drtve [F3,R07] 
Eject RB123SL 1 to 110 [F1 ,R07] 
Unload ABCX14L 1 - drive [F4,R12] 
Error3401 
l..olld a..N001 L 1 - dr1ve [F4,R12) 
NaveABCX14L 1(F4,C02,R03) 

lneart GHY78CL 1 -1/0 [F1 ,R01] 
Unload 78GFD4l1 - drlve [F2,R09) 

I..Aigend: (F=F111ma, C=Coi~Rn, ~) 

[MENU] [PAUSE] 

Figure 8-19 IBM 3584-L32 operator display 

Other commands or options will appear on various screens. From the main 
activity screen, you can access the Library Main Menu by pressing the MENU 
key, or pause the library for maintenance operation with the PAUSE key . 
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The PAUSE key causes the library to park the cartridge accessor in an area that 
gives clear access to the library's interior (if you need to open the front door). lf 
you accidentally press the PAUSE key, wait for the 30-second time-out. The 
library will automatically resume operation. 

Attentlort: lfyou press. the PAUSE ke."S(;.itficen :Ppen the front door, thce library 
rejects requests for new operatious, 

When selecting a criticai command, such as pressing the PAUSE key, a 
confirmation screen will be displayed. You will see a text message with two keys, 
CONTINUE and CANCEL. The CONTINUE key will proceed and execute your 
command, and the CANCEL key will return to your previous screen. 

The screens on the operator panel fali into six categories: 

~ Library status: 
Provides information about the accessor, the cartridge locations, the drives, 
and the slots. 

~ Manual operations: 
Enables manual intervention such as cartridge movements, cleaning, and 
inventory. 

~ Settings: 
Displays and changes configuration set-up variables such as cleaning mode, 
date, enabling/disabling of drives, and virtuall ibrary configuration. 

~ Statistics: 
Reports usage information about the accessor, drives, and cleaning 
cartridges. 

... Vital Product Data (VPD): 
Describes the library, drives, and accessor. 

This includes such information as the machine types, model numbers, serial 
numbers, and the levei of firmware. 

... Service: 
Places the library into service mode for repairs or upgrades to be carried out. 

8.1 O Sequential versus random access 

198 

Tfie IBM 3584 1s designed to operate only in random mode under the contrai of a 
storage application. Sequential mode is not supported. 
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IBM xSeries LTO tape 
products 

The xSeries Family of servers also features IBM Ultrium Libraries. Designed for 
tape automation, the IBM 3607-26X Autoloader and IBM 4560SLX Tape Library 
can be attached to xSeries servers and other Intel/Windows servers. They use 
the LTO Ultrium tape drives for faster data transfer and reliability in automated 
library service . 
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9.1 IBM 3607-26X and 4560-SLX 

200 

• I 

Figure 9-1 IBM 3607-26X Autoloader 

The IBM 3607-26X Autoloader h ouses one Ultrium 1 tape drive with a native data 
transfer rate of 15 MBps and a cartridge capacity of 100GB. The drives feature 
data compression hardware using an adaptation of the IBM LZ1 compression 
algorithm, which provides an effective data rate of up to 30MBps and a cartridge 
capacity of up to 200GB (with 2:1 compression) on Ultrium 1 media. 

The IBM 3607-26X has one 1/0 slot anda cartridge capacity of 16 slots, allowing 
a native capacity of 1.6 TB of uncompressed data. With compression (assuming 
2:1 ), the 3607 -26X can store 3.2 TB o f data. 

The IBM 3607-26X Autoloader is an excellent high-performance, entry-level 
choice for small to midrange systems. 

Table 9-1 3607 -26X Autoloader model summary 

Model Cartridge Data Data Ultrium 1 
slots capacity capacity tape drives 

(native) (compressed) 

3607-26X 16a 1.6 TB 3.2TB 1 

a. Plus one (1) 1/0 Stat1on slot 
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Figure 9-2 IBM 4560-SLX Modular Tape Library 

The IBM 4560-SLX Modular Tape Library houses up to two Ultrium 1 tape drives 
in a module . 

Ultrium 1 drives have a native data transfer rate of 15 MBps and a cartridge 
capacity of 1 00 GB. The Ultrium 1 drives feature data compression hardware 
using an adaptation of the IBM LZ1 compression algorithm that provides an 
effective data rate of up to 30 MBps anda cartridge capacity of up to 200GB 
(with 2:1 compression) on Ultrium 1 media . 

The IBM 4560-SLX has one 1/0 slot anda cartridge capacity of 30 slots allowing 
a native capacity 3 TB of uncompressed data. With compression (assuming 2:1 ), 
the 4560-SLX can store 6 TB of data . 

The IBM 4560-SLX provides excellent tape storage scalability for mid range to 
high-end xSeries systems. lt is expanded by configuring additional modules with 
the Elevator Link Option and the Elevator Link Extension Option. These features 
allow the library to grow to eight modules in total. This provides a maximum slot 
capacity of up to 240 slots when ali eight modular units are installed. The 
Elevator options allow the library to pass cartridges between the modules, 
increasing the number of slots . 

Table 9-2 4560-SLX Modular Tape Library with Ultrium 1 drives 

Model Cartridge Data Data Ultrium 2 
slots capacity capacity tape drives 

(natlveJ {compressea) 

4560-SLX 30a 3TB 6TB 2 
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Model Cartridge Data Data Ultrium 2 
slots capacity capacity tape drives 

(native) (compressed) 

4560-SLX with 60 6TB 12TB 4 
one expansion 
module 

4560-SLX with 240b 24TB 48TB 16 
seven 
expansion 
modules 

a. Plus one 110 Station slot 
b. Plus eight 1/0 station slots 

9.1.1 Tape drives 
The 3607-26X uses one LTO Ultrium 1 tape LVD drive. The 4560-SLX can use up 
to two Ultrium 1 tape LVD drives per module. The drive part number is: 

.,... Ultrium 1 Drive - P/N 59P6658 

lf Fibre Channel connectivity is required for the 4560-SLX, a Fibre Channel Card 
Adaptar (P/N 59P6657) can be installed into the library. 

Each Ultrium tape drive contains the electronics and logic for reading and writing 
data, control of the tape drive, management of the data buffer, and error recovery 
procedures. Ali tape drives are packaged as a common assembly that is a Field 
Replaceable Unit (FRU), designed for quick removal and replacement. 

9.1.2 Barcode reader 
A barcode reader is provided as standard with the 3607-26X and 4560-SLX, and 
it does not affect the slot capacity of the libraries. The barcode reader is used 
during the inventory process to locate ali cartridges inserted in the library. This 
action is repeated every time the front door is opened to ensure that the 
inventory is updated if a cartridge has been manually added, moved, or removed 
while the door was open. 

9 1.3 1/0 station 

This facility allows the insertion and ejection of cartridges without interrupting the 
normal operation of the library. There is a single-slot 1/0 station where a cartridge 
can be inserted or ejected by opening the 1/0 station door. 
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9.1.4 Robotic system 

In conjunction with the library contrai microcode, the robotic system identifies 
and moves cartridges between the storage slots, tape drives, and the 1/0 station . 
lt has severa! components: 

.,.. A cartridge picker for placing cartridges in storage slots, tape drives, o r the l/O 
station 

.,.. A barcode reader used to set up the library initially when it identifies the types 
of media and tape drives installed in the library, and in normal operation for 
reading the externai labels on the cartridges when it locates and categorizes 
ali cartridges installed in the library 

.,.. X-axis and Z-axis drive motors for rotating the picker assembly, and moving it 
horizontally, inside the library enclosure 

9.1.5 Library control and operation 

The Library Control Unit contains the electronics and logic for autochanger and 
library operations. The Library Contrai Unit contrais ali operations in the library, 
including the interaction between the library and the operators. The contrai unit 
Licensed Internai Code creates and maintains the library configuration, the 
physical location of the robotic system, and the inventory of cartridges. The 
database is kept in the flash memory of the library contrai hardware . 

Requests issued from the server result in cartridge movement in the library. The 
primary requests issued are for mounting and dismounting cartridges to and from 
the tape drives and for inserting and ejecting cartridges. The host has records of 
the physical location of a cartridge in the library, and the physicallocation is also 
managed by the library . 

In addition to requesting movement of cartridges in the library, the host can 
obtain status, performance, and configuration information, as well as information 
about the cartridges stored in the tape library. 

Each cartridge must have a machine- and operator-readable externai barcode 
label to identify a media cartridge in the library during initial inventory and any 
time a cartridge is added to the library. The library stores the physicallocation of 
the cartridge in an inventory database based on the cartridge label. Ali host 
application requests for operations involving movement or use of a cartridge 
need only reference the physicallocation of the cartridge (using an element 
number as aescnbed m 9.9. I, "ldentltying library locations elernent nornbers" orr 
page 207) for the library to perform the request. 
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9.1.6 Operator panel 
An LCD operator contrai pane I on the front of the machine provides status 
information and menu options. From this pane! the operator can initiate actions 
such as moving and loading tape cartridges or invoking diagnostics. 

9.1. 7 Maintenance 
The cartridge storage slots, cartridge picker, and tape drives are accessed for 
maintenance purposes by opening the front door of the library. The tape drives, 
power supplies, and host interface board are accessed from the back of the 
library for maintenance. 

9.2 Library options 

204 

The following part numbers can be used to arder features for the libraries 
(Table 9-3) . We have not included the various cabling options. Reter to the 
product publications for detailed information about configuring and ordering the 
IBM Libraries, or visit: 

http://www.pc.ibm .com/ww/eserver/xseries/tape.ht m 

Table 9-3 IBM 4560-SLX options 

Option Description Comment 

59P6657 IBM Fibre Channel Card Require either 59P1271 or 
59P1272 

59P6658 Ultrium 1 Drive LVD Connection 

59P6659 LTO Cartridge Magazine Left and Right base 
magazines 

59P6662 Elevator Link Required when adding a 
second module 

59P6663 Elevator Link Extension Required when adding two 
or more modules 

59P1271 Longwave GBIC To be used in conjunction 
with 59P6657 

O::lt 1&:.1~ ;:)IJUI!Wé:IV8 I.:!Oiv 10 ue usea in conjUIII.Aiurr 
with 59P6657 

49P3200 1OOGB Ultrium 1 Tape 
cartridge 
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Option Description Comment 

35L2086 Universal LTO Cleaning 
cartridge 

There are no additional part numbers required for the 3607-26X except the data 
cartridge 49P3200 and the Universal LTO Cleaning Tape 35L2086 . 

9.3 Physical attachments 
The 4560-SLX Modular Tape Library and 3607-26X Autoloader can be attached 
to IBM xSeries servers and other Intel/Windows servers that support the SCSI 
LVD and Fibre Channel interface. Reter to the latest compatibility matrix to 
determine which xSeries servers support the libraries: 

http://www.pc.ibm.com/us/compat/storage/tmatrix.html 

SCSI cables and appropriate interposers, as required, should be ordered for 
attachment to a server. A power cord feature code should also be specified . 

9.4 Cabling 
A SCSI cable is required for each library connection to a SCSI bus. lf no cable is 
available, one should be specified on the initial arder for each library or drive. A 
SCSI terminator is included with each cable. An interposer (a connector that 
matches the pin pattern of the host adapter to the pin pattern of the cable) may 
also be required for attachment to particular server adapters . 

Be sure to determine the exact SCSI connection type at the host to ensure that 
the correct cable connections are ordered, then determine the length from the 
host to the tape library. 

The overall LVD SCSI cable length is limited to 25m (81 feet) using point-to-point 
interconnection. lf using multi-drop interconnection, then the overall LVD SCSI 
cable length is limited to 12m (39 feet). The stub length at each device must not 
exceed 0.1 m (0.33 feet) . 

For FC cables, there are only two connection types, LC and se. Once the 
cormeetiofl type is determined then only a correct length has to be determined . 
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9.5 Environmental specifications 
The physieal dimensions for the 4560-SLX are: 

,... Width: 42.4 em (16.7 in) 
,... Depth: 78.7 em (31 in) 
,... Height: 22 .2 em (8.75 in) for a stand-alone library on easters 
,... 5 ElA units high (if raek-mounted) 

The physieal dimensions for the 3607-26Xare: 

,... Width: 44.7 em (17.7 in) 
,... Depth: 70.3 em (29.7 in) 
,... Height: 8.9 em (3.5 in) for a stand-alone library on easters 
,... 2 ElA units high (if raek-mounted) 

9.6 Storage applications 
The software to manage the tape libraries is not provided with the libraries. 
Additional software support is available through library management software 
produets that must be obtained separately from IBM, IBM Business Partners, or 
independent software providers. Contaet your vender for information about 
support of xSeries tape produets, or see the IBM ServerProven® Web site at: 

http://www.pc . ibm.com/us/compat/ 

9.7 Media 

206 

One Ultrium eleaning eartridge and one Ultrium data eartridge are ineluded with 
eaeh library drive order 1. With the initial order, additional data and eleaning 
eartridges may be ordered as a part number. 

,... Part number 49P3200 provides a single Ultrium 1 Cartridge. 
,... Part number 35L2086 provides a single Ultrium Cleaning Cartridge. 

After the initial order, additional supplies ean be ordered from the IBM media 
business ora third-party media vender. 

http : //www . storage . ibm.com/media/index.html 

Refer to Appendix A, "LTO Ultrium tape media" on page 223, for details about 
ordering supplies and eartridges, with or without labels. 

1 Ali media and eleaning cartridges are warranted separately from the IBM 3580 Ultrium 
tape drive. 
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9.8 lnstallation and performance considerations 
lnstalling more than one Ultrium drive on a SCSI bus may affect tape drive 
performance. For optimal performance, it is recommended that no more than one 
IBM Ultrium drive be attached to an individual SCSI bus . 

While the IBM Ultrium tape drives provide the capability for high tape 
performance, other components of the system may limit the actual performance 
achieved. The compression technology used in the tape drive can typically 
double the amount of data that can be stored on the media; however, the actual 
degree of compression achieved is highly sensitiva to the characteristics of the 
data being compressed . 

9.9 Library features 
The following section covers some of the major items required to implement, 
manage, and operate the IBM tape libraries. lt does not cover ali tasks and we do 
not intend to cover ali of the specific commands. For more details, reter to the 
manual for your library listed in Table 9-6, "Library manuais" on page 211 . 

9.9.1 ldentifying library locations element numbers 
To manipulate the media within the library, the host must reference each 
movement with source and target designations. This is done via element 
addressing, which specifies precisely which slots within the library are to be 
used. Table 9-4 shows the element addressing scheme used for the 4560-SLX 
tape library . 

Table 9-4 IBM 4560-SLX e/ement numbering 

Column Element numbers 

Picker o 

1/0 station 448 

Drives 480-481 

Storage 32-58 

Table 9 5 on page 208 shows the element addressing scheme used for the 
3607 -26X tape library . 
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Table 9-5 IBM 3607-26X element numbering 

Column Element numbers 

Picker o 

1/0 station N/ A 

Drives 32 

Storage 256-271 

9.1 O Operator displays and buttons 
Normally, the host issues commands to the tape library. Operator contrai is 
provided via the Operator Pane!. The operator is responsible for: 

~ Starting the tape library 
~ Shutting down the tape library 
~ Handling media 

Reter to the manual for your library, listed in Table 9-6, "Library manuais" on 
page 211, for your library for media handling procedures. In the case of 
equipment failures, the operator can perform media processing. 

9.1 0.1 Operator panels 

208 

Figure 9-3 and Figure 9-4 on page 209 show the operator panels for the 
3607-26X and 4560-SLX respectively. 

R<;11dy lED Rw~ LED Scroll 'IOP 

Figure 9-3 3607-26X front pane! 
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Figure 9-4 4560-SLX touch screen front pane/ 

The operator panel provides communication between the operator and the IBM 
tape library. Visual indications and push buttons enable the operator to contrai 
the tape library . 

1. 1/0 Station status: 
The 1/0 Station status area provides constant information about the 1/0 
Station . 

2. Library status: 
The library status area displays information such as online or offline status, 
library reports status, and messages to solicit operator intervention . 

3. Messages: 
The display communicates interactive dialogs, special messages, alerts, and 
library configurations. More details are covered in the operator manual. 

4. Drive status: 
The drive status area provides constant information about the drives, such as: 

- Presence of tape drive (illustrated by a black outline box for each drive) 
- Power to the tape drive 
- Cleaning requirements 
- Compression 

Wr i te pr otectio11 
- Tape activity 
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9.1 0.2 Menu options 

Each menu is accessible through the Operator Panel push buttons. For the 
actual menus for your library, refer to the manual for your library listed in Table 
9-6, "Library manuais" on page 211. 

Using commands that require an offline state 
Some commands require that the library be in an offline state. lf any such 
commands are attempted while the library is in an online state, the operator will 
be requested to take the library offline. 

Operator intervention message 
lf a problem causes an operator intervention message to appear, reter to the 
messages section of your operator manual. 

9.11 Library modes 
The libraries operates in either base or random access mode. The Library Mode 
will be determined by the application software managing your library. 

9.12 Drive cleaning 
Ali IBM Ultrium Tape Drives have an integrated cleaning mechanism which 
brushes the head at load time and again when unloading a cartridge. The drives 
also have a cleaning procedure that uses a special cleaning cartridge, should 
this become necessary. 

. Atténtion; Wheo oleanin9 the d livé 
Ciearl ing; GartrldSêo or an lBM-appro 

With each library, a specially labeled IBM LTO Ultrium Cleaning Cartridge is 
supplied to clean the drive head. The drive determines and alerts you when the 
head needs to be cleaned. Reter to the operations manual for details for 
Automatic Cleaning or Manual Cleaning. 

9.13 Firmware upgrades 
Each IBM Ultrium tape drive and tape library contains IBM Licensed Internai 
Code, often referred to as firmware. At installation time, make sure the current 
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firmware is installed on your IBM LTO tape drives and library. As the libraries are 
designated as a Customer Setup Machine, it is the customer's responsibility to 
have the current firmware installed . Determine the latest levei of firmware 
available by visiting http: I /www . pc . i bm . com/ o r by contacting the IBM Call 
Center . 

Follow the instructions for updating your firmware in the operator manual for your 
library. Table 9-6 shows the various manuais available for the xSeries LTO 
products . 

Table 9-6 Library manuais 

Manuais Part numbers 

1x16 Autoloader Quick Start Guide 71P9131 

1x16 Autoloader User's Guide 46P3206 

4560SLX Tape Library Quick lnstallation Guide 59P6702 

4560SLX User's Guide 59P6690 

Fibre Channel Option Card Users Guide 59P6748 
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LTO and iSeries 
considerations 

This is a short overview and update about installation and implementation of LTO 
Tape Drives and LTO Tape Libraries for iSeries . 

A redbook and Redpaper address this topic: 

~ iSeries in Storage Area Networks, SG24-6220 
~ The LTO Ultrium Primer for IBM @serveriSeries Customers, REDP3580 

However, these publications cover only LTO Ulrium 1, so we will provide updates 
and additional information . 
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10.1 iSeries support for IBM LTO Ultrium 2 
IBM LTO Ultrium 2 tape drives are supported on RISC machines with OS/400 
V5R1 and later. 

The following PTFs are needed: 

,.. V5R1 SI07884 
,.. V5R2 SI07885 

These PTFs fixa problem with the INZTAPcommand when using LTO 1 and 2 
media in the same library. 

You will need these V5R1 and V5R2 PTFs if you change the TAPF from its 
default density of *DEVTYPE. This is normally only dane when using *NL tape 
label processing. 

LTO 2 products can be attached to iSeries systems with any of these adapters: 

,.. 6534 Magnetic Media Controller (SPD), HVD, HD68 

Up to 17 MBps (60 GBph) 

,.. 2729 PCI Magnetic Media Controller, HVD, HD68 

Up to 13 MBps (47 GBph) 

,.. 2749 PCI Ultra Magnetic Media Controller IOA, HVD, HD68 

Up to 38 MBps (1 08 GBph) 

,.. 5702 Ultra160 SCSI IOA PCI-X Ultra Tape Controller, LVD, VHDCI 

Up to 70 MBps (250 GBph) 

,.. 2765 FC IOAPCI Fibre Channel Tape Control ler 

Up to 95MBps (340 GBph) 
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LTO 2 SCSI drives are supported with multiple drives connected to a single 
adapter (daisy-chained) for either the LVD or HVD adapters. The LTO 1 drives 
are stilllimited to a single-drive configuration . 

The following restrictions apply: 

.,.. No support for LVD SCSI LTO 1 products on the 5702 adapter 

.,.. No 6501 support for LTO 2 

There is no performance increase with the HVD SCSI attached LTO 2 devices . 
Performance is limited by the HVD SCSI interface . 

10.2 BRMS and LTO tape libraries 
Both LTO 1 and LTO 2 drives can be in the same logicallibrary and share a 
common inventory but you must not attach both drive types to the same 1/0 
adapter. They must be separated at the adapter levei for OS/400 to pool the 
drives together properly . 

At the time of writing, OS/400 will show both the LTO 1 (L 1 media type) and LTO 
2 (L2 media type) as L so the user will not be able to determine from the 
WRKTAPCTG screen which cartridges are of which type . 

OS/400 will NOT filter out the LTO 2 cartridges from the LTO 1 MLB so it is up to 
the user to manage the cartridges using BRMS media classes. The LTO 1 
cartridges will have to be added to media class ULTRIUM1, and LTO 2 tapes will 
have to be added to media class ULTRIUM2. Attempting to use an LTO 2 
cartridge in aLTO 1 drive will result in a failure . 

For LTO 1 drives the density *CTGTYPE will result in *ULTRIUM1 for LTO 1 
cartridges, and the density *DEVTYPE will result in *ULTRIUM1. LTO 2 
cartridges are not supported in LTO 1 drives . 

For LTO 2 drives the density *CTGTYPE will result in *ULTRIUM1 for LT0-1 
cartridges and *ULTRIUM2 for LTO 2 cartridges. The density *DEVTYPE will only 
work for the LTO 2 drive with LTO 2 media, the device's highest capability . 
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10.3 iSeries resources 
The iSeries can contrai drives and libraries through CL commands and APis or 
through software such as BRMS/400. For V4R4 and !ater, LTO devices reportas: 

IBM 3580 
.,.. 3580 tape drive: 

- Resource -> 3580, Device Description -> TAPxx (xx=01, 02, 03, etc.) 
- 3580 002 

IBM 3581 
... 3581 tape drive: 

- Resource -> 3581, Device Oescription -> TAPxx (xx=01, 02, 03, etc.) 
- 3580 002 

.,.. 3581 Autoloader unit: 
- Resource -> 3581, Device Oescription -> TAPMLBxx (xx=01, 02, 03, etc.) 

When the IBM 3581 is in random mode and an IPL is run for the system or IOP, a 
TAPMLBxx and TAPxx resource will be created. lf the drive is in sequential mode 
and an IPL is run for the system or IOP, then only a TAPxx resource will be 
created (that is, the TAPMLBxx will be removed). lf the drive normally is used in 
random mode, it can be changed to sequential mode. In this case, de-allocate 
the tape resource from the WRKMLBSTS command screen and vary on the tape 
drive to use as a standalone drive. Make sure the system has not run an IPL 
before changing the drive back to random mode. lf the autoclean function is 
enabled or disabled, the IOP or IOA must run an IPL before using the 3581 
device. 

lf the barcode feature is installed, the device is in random mode, and the drive is 
powered up with a cartridge loaded, the loaded cartridge will be missing when a 
WRKTAPCTG command is run on the iSeries. The cartridge has to be unloaded 
and the library re-inventoried to show the cartridge. lf the 3581 isto be used as 
an alternate IPL device (as in a D Mode IPL), set the SCSI address on the tape 
device to O. 

Unloading volumes on IBM 3581 
When using the 3581 device in sequential mode, if a user selects the option Load 
Slot and SRC Slot to mount a volume in the drive (when using tape commands 
CHKTAP, DSPTAP, INZTAP, SAVxxx, with the ENDOPT(*UNLOAD)), the 
cartndge wlll eject from the dnve but wlll not be returned to a slot. For th1s to 
happen, the user must specify SEQ START. Loading a slot is a manual operation 
and the autoloader will not return the cartridge, so it must be unloaded as it was 
loaded from the pane I. The autoloader operation must be s tarted to get the 
cartridges loaded and unloaded. 
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IBM 3582 
~ IBM 3582 tape drives: 

- Resource -> 3582, Device Description -> TAPxx (xx=01 , 02, 03, etc.) 
- 3580 002 

~ IBM 3582 Robotic: 
- Resource -> 3582, Device Description -> TAPMLBxx (xx=01 , 02, 03, etc.) 
- 3582 023 with 3580 002 drives 

IBM 3583 
~ IBM 3583 tape drives: 

- Resource -> 3583, Device Description -> TAPxx (xx=01, 02, 03, etc.) 
- 3580 001 and 3580 002 

~ IBM 3583 Robotic: 
- Resource -> 3583, Device Description -> TAPMLBxx (xx=01, 02, 03, etc.) 
- 3583 Oxx with 3580 001 and 3580 002 

3583 with SDG Fibre Channellímitations 
The 3583 device with FC 8005 (Fibre Channel attach) uses only LVD SCSI 
drives. V5R1 and later have Fibre Channel support. Ali FC attachments must be 
direct attached or homogeneous zones with iSeries only. The 3583 FC attached 
library has two Fibre Channel ports. The device can be shared with other 
platforms but it is strongly recommended that each platform be connected to 
separate ports. lf zoning is used in the SAN device, be sure that the ali iSeries 
hosts have a connection to the media changer. Ali six tape devices can be used 
but performance must be considered with the larger configuration. Alternate IPL 
is not supported for Fibre Channel attached tape devices. The Alternate lnstall 
Device (Boot Manager) must be used instead . 

3583 non-multi-path architecture Fibre Channel recommendations 
When sharing the 3583 FC with two or more hosts concurrently it may fail if the 
default time out for the initial mount wait time and the EOV mount wait time is 
used. These values have to be increased to a suggested 5-10 minutes. In 
general, larger library configurations and shared configurations tend to get a 
time-out error, so increasing this value is required . 

IBM 3584 
~ IBM 3584 Tape drives: 

- Resource -> 3584, Device Description -> TAPxx (xx=01, 02, 03 etc.) 
.,. IBM 3584 Robotic: 

- Resource -> 3584, Device Description -> TAPMLBxx (xx=01, 02, 03 etc.) 
- 3584 032 with 3580 001 and 3580 002 drives 

Note; Tfile Problem Analysis Log (P_AL} wm show 63.AO and 9429 .. 
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Fibre Channellimitations 
For V5R1, the iSeries Fibre Channel 3584 support is limited to a single-drive 
configuration per adapter. Multiple systems may share a drive with the use of a 
3534 Hub or 2109 switch. lf the 2109 switch is used it must be set to Quick Loop 
mode for the ports used on the iSeries. Each system or LPAR may have multiple 
drives but each drive requires an adapter. Each drive connection must have a 
library contrai path enabled. 

Alternate IPL is not supported for Fibre Channel attached tape devices.The 
Alternate lnstall Device (Boot Manager) must be used instead. 

1 0.3.1 Configuration changes 

lf making any configuration changes on LTO drives and libraries you must run an 
IPL on the IOA/IOP on the iSeries. 

10.4 OS/400 VSR1 restriction for multi-path architecture 
libraries 

The IBM 3582, 3583, and 3584 feature multi-path architecture. Unlike other 
platforms, the iSeries requires a dedicated contrai path for each iSeries drive. 
This is true for both SCSI and fibre drives for OS/400 V5R1. This is not the way 
the library is shipped, so you have to enable the contrai paths on ali drives that 
are connected to an iSeries. Vou can do this either on the operator pane! or with 
StorWatch. lf you forget to do this, the drives will not autoconfig properly. 

lf you have configured your library properly, then you will see as many tape 
libraries in OS/400 as there are tape drives are assigned to your server. For 
example, if you have a 3584 with three drives assigned to the iSeries, then you 
see three TAPMLBxx (TAPMLB01, TAPMLB02, TAPMLB03), each with three 
TAPxx (TAP01, TAP02, TAP03). 

10.5 OS/400 VSR2 
Version 5 Release 2 includes support for multiple targets from a single Fibre 
Channel tape or disk adapter. Before this release, only a single target was 
supported from an initiator (FC adapter). Up to 16 LUNs are supported. A target 
is a physical tape drive. In the case of tape this means a single-tape FC adapter 
can support multiple tape devices. For example, with V5R1, if you had four 
iSeries with four FC tape devices, sixteen FC tape adapters would have been 
required to enable ali iSeries to address ali tape devices, as each FC adapter is 
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allowed to see only one target. At V5R2 this number is reduced to four, one FC 
tape adapter per iSeries because each FC adapter may see multiple targets . 
This is illustrated in Figure 10-1. In summary, LTO 2 and V5R2 FC allow multiple 
device configurations per adapter and therefore one contrai path per adapter is 
required . 

VSR1 V5R2 

To soe ali drivas trom ali iSeries 
• V5R1 will require 16 Fibre Channel Adapters 
• V5R2 will only require 4 Adapters 
• But..Considar performance 

Figure 10-1 Multip/e-target support 

A maximum of 16 tape LUNs may be addressed from a single iSeries tape FC 
adapter. A LUN is a tape device or media changer. So in the case of a 3583 LTO 
tape library, which may have six drives and a media changer, seven LUNs will be 
reported. This example dramatically decreases the cost of hardware required to 
support multi pie devices from multiple iSeries, but there are other considerations, 
such as management of tape devices . 

Sharing the devices requires only a standard vary on and vary off command . 
When the iSeries varies on a tape it will use a reserve lock on the tape device to 
prevent other systems from using the drive. However, in a heterogeneous setup 
other operating systems may also share the drive. A benefit of the iSeries is its 
ability to reserve/release a tape drive. This prevents other systems writing to the 
middle of a tape in use by an iSeries and ensures tape data integrity for iSeries 
users. The same may not be true for other operating systems, and therefore it is 
entirely possible for an iSeries to start using a tape drive in use by another 
system. You will have to check with each vendar to establish whether they 
support reserve/release of a tape drive . 

Tape management software such as BRMS and IBM Tivoli Storage Manager use 
the reserve lock. For other packages, check with the software vendar . 

Chapter 10. LTO and iSeries considerations 219 

-~-~~·---~ ... "" 
I ROS i'

0 0~/?.005 . Ci'-J i 
.'".:PM" ~i)!J~r:. :.-~S i 

I FL. . ~o 13 1

: · Ü I 
Doe 3- 6 9~ 



10.6 Tape drive sharing and management 

220 

OS/400 is an integrated operating system, so ali device management function is 
included, with no extra software required for drive allocation and automation. This 
function simplifies drive sharing, especially when fibre drives are used, and ali 
hosts can see ali drives. This section shows how it works; it is the same for both 
SCSI and fibre drives, but using fibre drives is more flexible, as more drives are 
available. 

On each system, OS/400 will autoconfigure a tape library, and will find ali of the 
drives that are inside it that are visible to the system. To see this, use the 
WRKMLBSTS command, as shown in Example 10-1. 

Example 10-1 Output of WRKMLBSTS command 

TAPMLBOl <<<<< the library 
TAPOl <<<<< the drives 
TAP02 
TAP03 
TAP04 

TAPxx 

For each drive you have to set the options that are at the top of the WRKMLBSTS 
command screen. You have three options: 

.... ALLOCATED: means that ONLY the system where it is allocated can use it. 

.... DEALLOCATED: means the system you are looking on CANNOT use it. 

.... UNPROTECTED: means that the drive will sit in limbo waiting for a system to 
use it. That system will use it, then put it back into limbo ready for the next 
system to use it. 

For drive sharing, you would set ali drives to UNPROTECTED status. This is the 
most common setup, especially on fibre. 

When backing up with BRMS, just tell BRMS to save to TAPMLB01. BRMS will 
find a tape, find a drive, and run the save. lf doing parallel saves, BRMS will get 
multiple drives running at once. You can also submit multiple jobs to get multiple 
drives running at once. And if ali of the drives are busy and you submit another 
job, OS/400 will hold the new job on the library manager resource queue until a 
drive becomes available. Note that in order for th is to work well, you will need to 
use CHGDEVMLB to increase the timeout parameters on the lnitial Volume 
Mount Wait and End of Volume Mount Wait times. The defaults are 10 minutes, 
whereas 8 hours or similar is recommended for lnitial Volume Mount Wait. lf you 
have some saves that are higher priority than others, you may want to adjust the 
arder you start them up, to make sure the criticai ones get the drives first. lf you 
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make a mistake, then within each system, OS/400 will prioritize the jobs on the 
library manager resource queue, and at the next tape mount, it will swap out the 
job that was running, and move in the job with the higher tape resource priority . 
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LTO Ultrium tape media 

When an IBM 35XX Ultrium tape device is ordered, it will be supplied with one 
Ultrium data cartridge and one cleaning cartridge at no charge. Each member of 
the IBM 35XX Ultrium LTO family has different media features and rules that 
apply when placing the arder. The following informationwill assist you in ordering 
additional media . 

You can obtain tape cartridge supplies for use with the IBM LTO Ultrium 1 
product family in three ways: 

.,.. Order features from IBM that are available only with the initial hardware arder 
as described in "Features available with IBM LTO hardware initial arder" on 
page 225 . 

.,.. Order the IBM LTO Ultrium 1 media product offering (using a dummy IBM 
model type, 3589) as described in "IBM 3589 Ultrium 1 tape cartridge model 
number'' on page 228 . 

.,.. Contact the IBM MEDIA business supplies ora third-party supplier as 
described in "IBM media business distributors and other suppliers" on 
page 231 . 

Vou can obtain tape cartridge supplies for use with the IBM LTO Ultrium 2 
product family in two ways: 

.,.. Order features from IBM that are available only with the initial hardware arder 
as described in "Features available with IBM LTO hardware initial arder'' on 
page 225 . 

© Copyright IBM Corp. 2000, 2003. Ali rights reserved. -. . 223 

- 9 
oc; ____ _ ·' 



224 

~ Contact the IBM MEDIA business suppliers or third-party suppliers as 
described in "IBM media business distributors and other suppliers" on 
page 231 . 

Each of the following additional media features for Ultrium 2 will supply data 
cartridges with barcode labels that are not fixed to the data cartridges. The 
barcode labels will have be physically attached and the actual value of barcode 
labels cannot be pre-determined. For cartridges with fixed barcode labels and 
pre-determined barcode values, it is recommended that the media always be 
ordered through 1-800-IBM-MEDIA (refer to "IBM media business distributors 
and other suppliers" on page 231 ). 

The media suppliers may supply tape cartridges from different manufacturers or 
offer a choice of brands. The tape cartridges you use must be manufactured by a 
qualified LTO media company to meet the LTO standards. 
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Features available with IBM LTO hardware initial order 
The following media features are available for inclusion with the initial hardware 
order . 

IBM TotaiStorage Ultrium 1 Tape Drive 3580 

These chargeable features provide media with the IBM 3580 Ultrium 1 tape drive 
and are available only with the initial order: 

~ Feature #8001 provides a single 100MB Ultrium data cartridge with an 
unattached barcode label. 

A maximum of tive is allowed . 

~ Feature #8002 pravides a single Ultrium cleaning cartridge. 

A maximum of three is allowed . 

In addition to these features, ane Ultrium cleaning cartridge and ane Ultrium data 
cartridge with a barcade are included as standard with each initial arder 1 . 

IBM TotaiStorage Ultrium 2 Tape Drive 3580 

These chargeable features provide media with the IBM 3580 Ultrium 2 tape drive 
and are available only with the initial arder: 

~ Feature #8101 provides a single 200MB Ultrium data cartridge withaut an 
attached barcode label. 

A maximum of 20 is allowed. · 

~ Feature #8002 provides a single Ultrium cleaning cartridge . 

A maximum of tive is allowed . 

In addition to these features, one Ultrium cleaning cartridge and one Ultrium data 
cartridge with a barcade are included as standard with each initial arder. 

IBM TotaiStorage Ultrium Tape Library 3582 

These chargeable features provide media with the IBM 3582 tape library and are 
available only with the initial arder: 

~ Featl![e #8001 provides a single 100MB Ultrium data cartridge, 

A maximum of 19 is allowed . 

1 Note that ali media and cleaning cartridges are warranted separately from the IBM 3580 tape drive 
hardware . 
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.... Feature #8002 provides a singre Ultrium cleaning cartridge. 

A maximum of three is allowed. 

.... Feature #8110 provides a pack of twenty 100MB Ultrium data cartridges with 
unattached barcode labels. 

IBM TotaiStorage Ultrium 1 Scalable Tape Library 3583 
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These chargeable features provide media with the IBM 3583 Ultrium 1 tape 
library andare available only with the initial order: 

.... Feature #8001 provides a single 100MB Ultrium data cartridge. 

A maximum of 19 is allowed. 

.... Feature #8002 provides a singre Ultrium cleaning cartridge. 

A maximum of three is allowed. 

.... Feature #801 O provides a pack of twenty 100 MB Ultrium data cartridges with 
unattached barcode labels. 

The maximum allowed for different model types is shown in Table A-1. 

Table A-1 Maximum number o f media features for IBM 3583 Ultrium 1 

IBM 3583 model #8007 #8010 
(cartridge cells) (maximum allowed) 

L18 o 1 

L18 1 2 

L18 2 3 

L36 o 2 

L36 1 3 

L72 not applicable 4 

In addition to these features, one Ultrium cleaning cartridge and one Ultrium data 
cartridge with barcode are included as standard with each initial orde~ 

2 Note that ali media and cleaning cartridges are warranted separately from the IBM Ultrium 
hardware. 
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IBM TotaiStorage Ultrium 2 Scalable Tape Library 3583 

These chargeable features provide media with the IBM 3583 Ultrium 2 tape 
library and are available only with the initial arder: 

... Feature #81 01 provides a single 200 MB Ultrium data cartridge without 
barcodes . 

A maximum of 19 is allowed . 

... Feature #811 O provides a pack of twenty 200 MB Ultrium data cartridges 
without barcodes . 

The maximum allowed for different model types is shown in Table A-2 . 

Tab/e A-2 Maximum number of media features for IBM 3583 Ultrium 2 

IBM 3583 model #8007 #8110 
(cartridge cells) (maximum allowed) 

L18 o 4 

L18 1 4 

L18 2 4 

L36 o 4 

L36 1 4 

L72 not applicable 4 

In addition to these features, one Ultrium cleaning cartridge and one Ultrium data 
cartridge without barcodes are included as standard with each initial arder . 

IBM TotaiStorage Ultrium 1 UltraScalable Tape Library 3584 

These chargeable features provide media with the IBM 3584 Ultrium 1 tape 
library trame models and are available only with the initial arder: 

... Feature #8750 provides a single Ultrium cleaning cartridge . 

A maximum of 1 O is allowed . 

... Feature #8757 provides a pack of twenty 200 MB Ultrium data cartridges 
without barcodes . 

The maximum allowed for different model types is shown in Table A-3 on 
page 228 . 
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Table A-3 Maximum number of media features for IBM 3584 Ultrium 1 

IBM 3584 #1603 #8757 
model type (capacity expansion) (maximum allowed) 

L32 (base) o 1 

L32 (base) 1 1 

032 (expansion) not applicable 1 

In addition to these features, one Ultrium cleaning cartridge and one Ultrium data 
cartridge with barcode are included as standard with each initial Model L32 
library order2 . 

IBM TotaiStorage Ultrium 2 UltraScalable Tape Library 3584 
These chargeable features provide media with the IBM 3584 Ultrium 2 tape 
library frame models and are available only with the initial order: 

.,.. Feature #8767 provides a pack of twenty 200 MB Ultrium data cartridges 
without barcodes. 

The maximum allowed for different model types is shown in Table A-4. 

Table A-4 Maximum number of media features for IBM 3584 Ultrium 2 

IBM 3584 #1603 #8757 
model type (capacity expansion) (maximum allowed) 

L32 (base) o 1 

L32 (base) 1 1 

032 (expansion) not applicable 1 

IBM 3589 Ultrium 1 tape cartridge model number 

228 

You can use the IBM 3589 model number to order quantities of IBM LTO Ultrium 
1 data and cleaning cartridges. Since this is not a true hardware machine type, 
engineering installation and maintenance are not relevant to it, no real serial 
number is applied to it (although cartridges have their own serial number types), 
and no MES features can be added to it once delivered. 

Note there is no 3589 equivalent for Ultrium 2 tape cartridges. 

•· 
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Model description 

You may choose from three model types for the IBM 3589, where each model 
delivers a different cartridge specification: 

.,.. IBM 3589-004 provides Ultrium cleaning cartridges . 

Model 004 has a single chargeable feature, #4005, which indicates the 
required quantity of cleaning cartridges. Each feature delivers a pack of tive 
cleaning cartridges. You must arder at least one of these features for this 
model. 

The maximum allowed is six features per model arder for a total of 30 
cartridges; if you require more than 30 cartridges, arder a second 3589 
model 004 with additional features . 

.,.. IBM 3589-003 provides Ultrium 1 data cartridges with no labels. 

Model 003 has a single chargeable feature, #3020, which indicates the 
required quantity of unlabeled data cartridges. Each feature delivers a pack of 
20 data cartridges. You must arder at least one of these features for this 
model. 

The maximum allowed is 20 features per model arder (400 cartridges); if you 
require more than 400, arder a second model 003 with additional features . 

.,.. IBM 3589-002 provides Ultrium 1 data cartridges with a labeling service . 

Model 002 has a single chargeable feature, #2020, which indicates the 
required quantity of labeled data cartridges. As with the model 003, each 
feature delivers a pack of 20 data cartridges, and you must arder at least one 
of these features for this model with a maximum of 20 features per model. 

However, in addition, you must arder various no-charge features to indicate 
what volume serial range you want printed on the cartridge labels. The 
supplied barcode label is made up of 8 characters, a six-character VOLSER, 
and a two-character cartridge media-type identifier (L 1 ), which identifies the 
cartridge as an LTO cartridge (L) and indicates that the cartridge is the first 
generation of its type (1 ). The format of the VOLSER is explained in 2.3.4, 
"Volume label formaf' on page 23. 

Labelling service 

This service applies only to the IBM 3589 model 002 . 

Tl rere are six clraracters irr the \/OLSER, and IBM provides speeific codes to 
allow you the flexibility to choose where to begin the volume range you requ ire . 
The sixth character is always zero as your volume serial range must always 
begin ata O boundary for labeling, and the labels supplied are sequential. So, for 
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example, if you arder 20 cartridges the first cartridge will be labeled with a sixth 
digit of O, and the twentieth cartridge will be labelled with a sixth digit of 9. 

The character identifier features are four-digit feature numbers of the form 9nnn, 
composed as follows: 

~ The first digit 9 means the feature carries no charge. 

~ A second digit of 1, 2, 3, 4, or 5 indicates which character in the VOLSER this 
feature is specifying (1st, 2nd, 3rd, 4th, or 5th) . 

~ The third and fourth digits range from 00 through 35, where 00 through 09 
represent the characters 1 through 9, and 1 O through 35 represent the 
characters A through Z. 

Choose the first 1, 2, 3, 4, or 5 digits by using the feature numbers as follows: 

~ First alphanumeric digit (O to 9 orA to Z) : use #91 00 (O) to #9135 (Z). 
~ Second alphanumeric digit (O to 9 orA to Z) : use #9200 (O) to #9235 (Z). 
~ Third alphanumeric digit (O to 9 orA to Z): #9300 (O) to #9335 (Z). 
~ Fourth numeric digit (O to 9): use #9400 (O) to #9409 (9). 
~ Fifth numeric digit (O to 9): use #9500 (O) to #9509 (9). 
~ Sixth numeric digit is set to O as standard. 
~ Seventh character of Volser is set to L. 
~ Eighth character of Volser is set to 1. 

lf you do not specify a feature number then the supplied starting character will be 
zero. Thus if you specify features for the first thee characters as ABC but no 
more, then the sequence of labels will begin ABCOOO. 

Two specific features indicate requirements for colored labels: 

~ Feature #9077 specifies a white background. 
~ Feature #9022 specifies a colored background for the alpha characters. 

lf you specify #9022, then you can choose from 1 O available colors shown in 
Table A-5 on page 231. 

230 The IBM LTO Ultrium Tape Libraries Guide 

• 
• • • • • • f 

• • • • • • • • • • • • • • • • • • • • • • • • • • 
• • • • • • • • • • 



• • • • • • • • • • • • • • • • 
. () ., 
• • • • • • • • • • • • :0 
• • • • • • • • • • • • • 

Table A-5 Calor specify feature codes for the IBM 3589 model 002 

Alpha prefix Feature code Alpha prefix Feature code 
background background 

red 9003 o range 9008 

yellow 9004 pink 9009 

light green 9005 dark green 9010 

light blue 9006 light orange 9011 

gray 9007 purple 9012 

IBM media business distributors and other suppliers 
lf you want to buy additional supplies for the IBM LTO Ultrium product families 
you can obtain them from the IBM media business suppliers or third-party 
suppliers. To purchase in this way you must quote the Ultrium part numbers (not 
feature numbers or model types) for the different items required. The part 
numbers are listed in Table A-6 . 

Table A-6 LTO U/trium 1 and 2 available supplies and part numbers 

Part number Description 

08L9120 IBM LTO Ultrium 1 data cartridge 

08L9870 IBM LTO Ultrium 2 data cartridge (no 
barcode label) 

19P5887 IBM LTO Ultrium 2 data cartridge (with 
barcode label) 

35L2086 IBM LTO Ultrium cleaning cartridge 

08L9129 Leader pin attachment kit 

08L9130 Cartridge rewind tool 

13F5647 IBM tape unit cleaner 

2108930 Lint-free cloth 

TO obtain these supplies or for warranty replacements, use the appropriate 
distributor for your country location: 

... United States and Canada: 
For information about Priority Fulfillment Services distribution channels call 
1-888-IBM-MEDIA in the U.S. and Canada . 
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,.. Latin America: 
For information about Priority Fulfillment Services distribution channels call 
+ 1-972-881-0733. 

,.. Asia Pacific: 
For information about Priority Fulfillment Services distribution channels call 
+81-3-3808-8486 in Japan or + 1-972-881-0733 outside of Japan. 

,.. Europe, Middle-East, and Africa: 
For information about Priority Fulfillment Services Europe distribution 
channels call +31-433-502-756. 

,.. Other country-specific numbers can be found at: 

http://www.storage . ibm.com/media/lto/index.html 
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Abbreviations and acronyms 

AC Alternating Current 

AIM Automatic 
ldentification 
Manufactu rers 

AIT Advanced lntelligent 
Tape 

AIX Advanced lnteractive 
Executive 

ALDC Adaptive Lossless 
Data Compression 

AME Advanced Metal 
Evapora tive 

AMP Advanced Metal 
Evapora tive 

ANSI American National 
Standards lnstitute 

API Application 
Programming 
Interface 

ATF Auto Tracking 
Following 

BRMS Business Recovery 
and Management 
Services 

CM Cartridge Memory 

CRC Cyclic Redundancy 
Check 

CVE Compliance 
Verification Entity 

DAT Digital Audio Tape 

DC Direct Current 

DOS Digital Data Standard 

DLT Digital Linear Tape 

ECC Error checking and 
correction 

© Copyright IBM Corp. 2000, 2003. Ali rights reserved . 

ECMA 

EEPROM 

EOT 

EOV 

ESCON 

FC 

F C-AL 

FCP 

FJCON 

FRU 

HBA 

HSM 

HVD 

IBM 

JDRC 

IOP 

ISV 

ITSO 

LAN 

European Computer 
Manufacturer's 
Association 

Electrically Erasable 
Programmable 
Read-Only Memory 

End of tape 

End of volume 

Enterprise Systems 
Connection 

Fibre channel/feature 
c ode 

Fibre channel 
arbitrated loop 

Fibre channel 
protocol 

Fiber Connectivity 

Field replacable uni! 

Host bus adapter 

Hierarchical storage 
management 

High voltage 
differential 

lnternational 
Business Machines 

lmproved Data 
Recording Capability 

lnput/output 
processo r 

lndustry solution 
provi der 

lnternational 
Technical Support 
Organization 

Local area network 

' 
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LGMR Laser Guided QIC Quarter inch ~ 
Magnetic Recording cartridge 4 

LIP Loop initialization RF Radio frequency 
4 protocol RLL Run Length Limited 

LPAR Logical partition RMU Remote Management 4 
LPOS Longitudinal Unit 4 

Positioning SAN Storage Area ~ 
LTO Linear Tape Open Network 

~ 
LTO-CM Linear Tape SARS Statistical Analysis 

Open-cartridge and Reporting ~ 
memory System ~ 

LTO-DC Linear Tape Open SCSI Small computer • Data Cartridge systems interface 

LUN Logical unit number SDG SAN Data Gateway • 
LVD Low voltage SDLT SuperDLT • differential SLDC Streaming lossless • MCC Medium changer data compression 

controller SMIT Systems • 
MES Machine equipment Management t 

specification Interface Tool • MFM Modified Frequency SNIA Storage Networking • Modulation lndustry Association 

MIB Management SNMP Simple Network • information block Management fi 
MRC Magneto-Resistive Protocol 

Cluster TCPIIP Transmission Contrai fi 
MTBF Mean time between Protocol/1 nternet • failures Protocol 

fi 
OEM Original equipment VHDCI Very High Density 

manufacture 
Cable lnterconnect • 

PIN Part number VPD Vital Product Data • 
PCBA Printed circuit board WWN World Wide Name • assembly I 
PCI PC Connect interface I 
POS Pivoting Optical 

Servo • 
PRML Partia! Response I 

Maximum Likelihood I 
PTF Program temporary 

fix 

• • 
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Related publications 

The publications listed in this section are considered particularly suitable for a 
more detailed discussion of the topics covered in this redbook . 

IBM Redbooks 
For information about ordering these publications, see "How to get IBM 
Redbooks" on page 237. Note that some of the documents referenced here may 
be available in softcopy only. 

.... Storage Area Networks: Tape Future in Fabrics, SG24-5474 

.... Designing an IBM Storage Area Network, SG24-5758 

.... Using IBM LTO Ultrium with Open Systems, SG24-6502 

.... lmplementing IBM LTO in Linux and Windows, SG24-6268 

.... IBM Tivoli Storage Manager Version 5. 1 Technical Guide, SG24-6554 

Other publications 
These publications are also relevant as further information sources: 

.... IBM TotaiStorage Tape Device Drivers lnstallation and User's Guide, 
GC35-0154 

.... IBM TotaiStorage Tape Device Drivers Programming Reference, GC35-0346 

.... IBM Ultrium Device Drivers lnstallation and User's Guide, GA32-0430 

.... IBM 3580 Ultrium Tape Drive Setup, Operator, and Service Guide, 
GA32-0415 

.... IBM 3581 Ultrium Tape Autoloader Setup, Operator, and Service Guide, 
GA32-0412 

.... IBM 3582 Ultrium Tape Library Setup, Operator, and Service Guide, 
GA32-0548 

.... IBM 3583 Ultrium Scalable Tape Library Setup and Operator Guide, 
GA32-0411 

.... IBM 3584 UltraScalable Tape Library Planning and Operator Guide, 
GA32-0408 
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Online resources 
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These Web sites and URLs are also relevant as further information sources: 

~ This is the main Web site for information about IBM LTO products: 

http://www.ibm.com/storage/lto 

~ The Linear Tape Open Technology Organization Web site provides 
information about the technology, formats and licensing: 

http://www.lto-technology.com/ 

~ The SCSI Trade Association Web site provides information about SCSI 
standards and terms: 

http://www.scsita.org 

~ This Web site describes the media available from IBM: 

http://www.ibm.com/storage/media 

~ This Web site describes IBM Microelectronics products including 
compression devices: 

http://www.chips.ibm . com 

~ This Web site describes the Streaming Lossless Compression Algorithm: 

http://www.ecma-international . org/publications/standards/ECMA-32l.HTM 

~ IBM Tivoli Storage Manager SAN device support: 

http://www-3.ibm.com/software/tivoli/products/storage-mgr-san/platforms .html 

~ Ultrium device driver downloads: 

ftp://ftp.software.ibm.com/storage/devdrvr 

~ LTO devices update drive firmware: 

http://ssddom02.storage.ibm. com/techsup/webnav . nsf/support/ltofaqs_updatefw 
drivefw 

~ ISV Support Matrix for LTO: 

http://www.storage.ibm.com/hardsoft/tape/connt r ix/pdf/lto_isv_matri x.pdf 

~ Ultrium 3580 Drive firmware information: 

http://www-l.ibm . com/support/docview.wss?rs=543&org=ssg&doc=S4000055&loc=en 
-us 

~ IBM 3582 lnteroperability Matrix: 

http://www.storage.ibm.com/tape/lto/3582/3582opn .pdf 

~ IBM 3583 lnteroperability Matrix: 

http://www.storage.ibm.com/tape/lto/3583/3583opn.pdf 
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~ IBM 3584 lnteroperability Matrix: 

http : //www .s t orage. ibm.com/tape/lto/3584/3584o pn .pdf 

~ IBM 3584 drive and library firmware: 

ftp: / / ft p. softwa re .ibm.com/storage/358x/3584 

~ IBM HBA and SAN lnteroperability Matrix: 

http:// ssddom02. storage . ibm.com/hba/hba_support.pdf 

~ IBM Sales Manual: 

http://www.ibmlin k.ibm.com/ussman 

~ IBM ServerProven compatibility for hardware, applications, and middleware: 

http : //www. pc . i bm .com/us /c ompat 

~ IBM xSeries tape storage: 

http://www . pc.ibm.com/ww/eserver/xseries/tape .html 

~ IBM iSeries technical support: 

https://techsupport . services . ibm.com/server/support?view=iSeri es 

How to get IBM Redbooks 
Vou can search for, view, or download Redbooks, Redpapers, Hints and Tips, 
draft publications and Additional materiais, as well as arder hardcopy Redbooks 
or CD-ROMs, at this Web site : 

i bm . com/redbooks 
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Numerics 
3580 see IBM 3580 
3581 see IBM 3581 
3582 see IBM 3582 
3583 see IBM 3583 
3584 see IBM 3584 
8 mm tape 56 
9210 121 
9211 122 
9212 122 
9400 122 
9600 122 

A 
activity status display 197 
Advanced Metal Evaporative media 51 
AIT 57 
AIX commands 

cfgmgr 176 
ALDC 16-17 
arbitrated loop 33 
archive life 25 
Atape driver 176 
autoloader 67 
automated tape libraries 68 
availability features 41 

8 
backup 17 
bands 6, 10 
bands See also servo tracks 
barcode 

format 22 
barcode label 19 
barcode label format 22 
barcode reader 117, 132, 202 
brick 28 

c 
call-home 179 
capacity 18 
capacity, calculation for IBM 3584 185 

© Copyright IBM Corp. 2000, 2003. Ali rights reserved . 

cartridge door 19 
cartridge handling 25 
cartridge inspection 27 
cartridge life 24 
cartridge memory 7, 20, 42 
cartridge shipping 26 
cartridge slot columns 181 
cfgmgr 176 
channel calibration 38 
cleaning 43, 90, 111, 21 O 

IBM 3580 91 
IBM 3582 128 
IBM 3583 156 

cleaning cartridge 25, 43 
codewords 17 
coercivity 20 
common subassembly 28 
compression 16 
compression scheme swapping 30 
control path 46 
control path failover 47, 175 

D 
DAT 54 
data bands 6, 13 
data compression 16, 30 
data rate 28, 50 

burst 35-36 
data tracks 

number of 16 
DOS 54 
diagnostic cartridge 182 
differential SCSI 32 
Digital Audio Tape 54 
Digital Data Standard 54 
Digital Linear Tape 58 
direction buffer 16 
disaster recovery 74 
DLT 58 
DLT 2000 60 
DLT 4000 60 
DLT 7000 61 
DLT 8000 61 

239 



dual-gripper 174 
dynamic speed matching 37 

E 
EEPROM 20 
element addresses 194, 196 
element numbers 105, 194 
enterprise tape libraries 68 
errar correction 7, 41 

F 
fast locate function 21 
FCA 169, 175, 191 
FC-AL 33 
Feature 

1603 188 
7003 100 
7004 100 
8001 225 
8002 225 
8003 132, 137 
8004 132, 137 
8006 142 
8008 142 
8012 141 
8105 132 
9022 230 
9077 230 
9210 143, 192 
9211 143, 192 
9212 143, 192 
9213 143, 192 
9215 143 
9400 143, 192 
9600 143, 192 

Fibre channel 33 
native 33 

firmware 112, 179 
IBM 3580 91 

flat lap head 42 
trame controller assembly see FCA 

G 
grips 19 

H 
HD68 34 
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helical-scan recording 50 
HVD 80, 95, 115, 132 

1/0 station 185 
IBM 113 
IBM 3480 63 
IBM 3490E 63 
IBM 3494 161 
IBM 3580 45,79 

application software support 
cartridges 87, 123, 206 
device driver 84-85 
display 89 
feature codes summary 81 
firmware 91 
implementation 87 
interposer 83 
L11 80 
media 87 
Model H11 80 
Model H23 80 
Model L11 80 
operating modes 11 o 
SCSI adapters 82 
SCSI cables 82 
SCSIID 87 
SCSI length limitations 83 
server attachments 84 
status light 88 
Storage Applications 86 
unload 90 
upgrade 84 
warranty 81 

IBM 3581 45, 93 
access mode 96 
activity bar 1 07 
barcode reader 98 
cartridge 1/0 97 
cleaning 111 
contrai buttons 1 08 
device driver 102 
drive status 1 07 
erro r code 1 07 
feature codes summary 96 
general information 95 
lnitial setup 104 
interposer 99 
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library modes 96, 11 O 
media 87, 103 
media cartridges 1 03 
message display panel 1 06 
Model H17 95 
Model L 17 95 
operator display 1 05 
optional bar code reader 1 00 
performance considerations 86, 103 
SCSI adapter 98 
SCSI cables 98 
SCSI devices 97 
setting SCSI addresses 1 04 
status light 105 
storage applications 1 03 
warranty 96 

IBM 3582 45, 113 
application software support 123 
barcode reader 117 
capacity 114 
cleaning 128 
device driver 122 
element addresses 125 
feature codes summary 118 
firmware 128 
general information 114 
1/0 station 117 
implementation 124 
interposer 121, 140 
inventory 117 
inventory update 117 
library control unit 117 
library modes 128 
magazines 115 
maintenance 118 
media 87, 123 
model description 114 
multi-path architecture 114, 124 
operator panel 118, 125-126 
performance considerations 124 
robotic system 117 
SCSI cabling 120 
SCSI defaults 125 
stor:age slots 115 

IBM 3583 45, 129 
cabling options 138 
capacity 1 30 
cartridge magazines 133 
cleaning 156 

control path 135 
device driver 144 
drive status 152, 209 
element addresses 150 
feature codes summary 136 
firmware 157 
general information 130 
1/0 station 133, 141 
implementation 146 
inventory 132-133 
inventory update 132 
library control unit 133 
library mode 156 
library status 151 
magazines 132 
maintenance 135 
media 87, 145 
menu options 127, 153 
message display 151 
Model L18 131 
Model L36 131 
Model L72 131 
operator panel 134, 151 
performance considerations 145 
physical library layout 14 7 
redundant power 142 
Remote Management Unit 151, 154 
RMU 151, 154 
robotic system 133 
SAN Data Gateway 135 
SCSI adapters 137 
SCSI defaults 147 
SCSIID and LUN assignment 146 
SDG 135 
storage columns 132 
upgrade 131,141 

IBM 3584 45, 159 
accessor 172 
bandwidth 187 
barcode reader 162, 174 
bulk-loading 162 
calibration senso r 17 4 
call-home 179 
capacity 160, 181 
capacity calculation 185 
Capacity Expansion feature 162 
cartridge gripper 173 
cartridge slots 163, 181 
components 165 
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contiguration 180 
control path 1 94 
control path tailover 175 
032 trame 183 
device drivers 192 
diagnostic cartridge 182 
distributed control system 167, 170 
drive features 166 
Dual AC Power 1 91 
dual-gripper 174 
element addresses 194, 196 
element numbers 194 
expansion trame 161 , 188, 196 
teatures 188 
tirmware 179 
floor requirements 190 
Frame Control Assembly Feature 163 
general intormation 160 
1/0 station 162, 177, 185 
implementation 1 94 
inventory 186 
inventory time 188 
library control system 167 
logical address 1 96 
L TO Ultrium drives 166 
major components 165 
media 87 
mode of operation 198 
Model D32 161, 163, 188 
Model L32 161, 181 
multi-path architecture 134, 194 
operating environment 191 
operator display 1 96 
operator panel 171 
performance 186 
physical address 196 
physical dimensions 189 
pivot assembly 173 
power and cooling 191 
rail assembly 17 4 
reliability 177 
remote support 179 
Remote Support Attachment 179 
Remoto Support Switch 179 
SNMP see SNMP 
StorWatch Specialist 176 
tape drive element numbers 195 
tape drives 162 
upgrade options 188 
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upgrades 188 
Vital Library Data 178 
Vital Product Data 198 
WWN 174 

IBM 3607-26X 199 
barcode reader 202 
capacity 200 
element addresses 207 
teature codes 205 
tirmware 21 O 
general intormation 200 
1/0 station 202 
inventory 202 
library manuais 211 
library mode 21 O 
media 206 
menu options 21 O 
operator panel 208 
physical dimensions 206 

IBM 4560-SLX 199, 208 
barcode reader 202 
capacity 201 
element addresses 207 
Elevator Link Extension Option 201 
Elevator Link Option 201 
teature codes summary 204 
tirmware 21 O 
general intormation 201 
1/0 station 202 
inventory 202 
library manuais 211 
library mode 21 O 
media 206 
menu options 21 O 
operator panel 208 
physical dimensions 206 

IBM Magstar 3590 64 
IBM TotaiStorage Enterprise Automated Library 
3494 161 
IBM TotaiStorage UltraScalable Tape Library 3584 
see IBM 3584 
IBM TotaiStorage Ultrium Tape Autoloader 3581 
see IBM 3581 
IBM TotaiStorage Ultrium Tape Orhre 3560 seo IBM 
3580 
IBM TotaiStorage Ultrium Tape Library 3582 see 
IBM 3582 
IBM TotaiStorage Ultrium Tape Library 3582 see 
IBM 3582 
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implementation 1 04, 124, 207 
IBM 3580 87 

input/output station 162, 177 
integrated cleaning mechanism 90 
interchangeability of drives 45 
interfaces 31 
interleaved recording 1 O 
inventory 117, 132, 202 

L 
label area 19 
labelling 229 
leader pin 19 
library centric WWN 175 
Library Contrai Unit 203 
library partitioning 47 
library sharing 46, 134 
library upgrade 45 
linear recording 6, 50 
Linear Tape Open 

see LTO 
load-to-ready time 35-36 
locking mechanism 19 
logicallibrary 134 
longitudinal positioning 12 
LPOS 13 
LTO 1 

barcode 22 
cartridge life 24 
cartridge memory 20 
cleaning cartridge 25 
data compression 30 
formats 2 
interfaces 31 
inter-generation compatibility 39 
license packages 4 
licensing 3 
media identifier 23 
power supply 28 
reliability and availability 41 
shelf fite 21 
specifications 3 

LT02 
performance 36 

LTO-CM 20, 24 
data fields 21 

LTO-DC 16 
LVD 80, 95, 115, 132 

M 
magazine numbering 148 
magazines 132- 133 
Magstar 64 
maintenance 204 
Mammoth 57 
Management lnformation Base see MIB 
MCP 
media 223, 225 

suppliers 231 
media compatibility 20 
media labelling 229 
Media sharing 72 
medium changer pack see MCP 
metal particle media 20, 51 
MIB 180 
multi-path architecture 46, 114, 124, 134, 194 
multiple filemarks 38 

N 
NetView 180 
notches 19 

o 
offsite vaulting 7 4 
operating modes 11 O 
operator interface 170 
operator pane! 118, 134, 204, 208 

p 
Partia! Response Maximum Likelihood 36 
PAUSE 197 
performance 

load-to-ready 35-36 
search time 35-36 
unload time 35-36 

physical address 195 
Pivoting Optical Servo 62 
POST 179 
power management 38 
Power On Self Test see POST 
power supply 28 

Q 
QIC 52 
QIC standards 54 
quarter-inch cartridge 52 

lndex 243 



R 
random access mode 11 O 
RAS 41, 177 

IBM 3584 177 
read/verify elements 16, 29 
recording formal 6 
Redbooks Web site 237 

Contact us xxii 
Remate Management Unit 134 
remate support 179 
Remate Support Attachment 179 
Remate Support Switch 179 
RMU 134 
robotic contrai 203 

s 
SAN 68 

Loop 71 
Point-to-point 71 
Server to serve r 69 
Serve r to storage 69 
Storage to storage 69 
Switched 71 

SAN topologies 71 
SARS 21,42 
scheme swap 17 
SCSI 31 

adapter 82 
address for autoloader 97 
autoloader address 125 
cabling 205 
element address 196 
element numbers 105 
HVD differential 32 
LVD differential 32 
single ended 32 

SCSIID 87 
SDLT 62 
search time 35-36 
sequential access mode 11 O 
serpentine linear recording 51 
serpentina recording formal 28 
Server-free backup 76 
servo 

timing based 7 
servo bands 11 
servo bursts 11 
servo elements 30 
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servo tracks 1 O, 20, 51 
shelf life 25 
SNMP 180 

MIB 180 
Sony AIT 57 
speed matching 37 
Statistical 42 
Statistical Analysis and Reporting System 

see SARS 
status LED 39 
STK 9840 65 
StorWatch 176 
SuperDLT 62 
Surface Contrai Guiding 41 
switch 

electronic head switch 29 
switch fabric connection 33 

T 
tape drive assembly 166 
tape format specifications 5 
tape head cleaner 41 
tape length 18 
tape media 

coating 20 
material 20 

threading mechanism 29 
Track Following 11 
tracks 

number of 6 
positioning 7 

TSM 
Managed System for SAN 75 

u 
Ultrium 

capacity 6 
cleaning cartridge 43 
media 87 
media features 225 
recording format 6 

Ultrium 1 
capacity 18 
interfaces 35 
number of tracks 6 
performance 35 
tape length 18 

Ultrium 2 
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capacity 18 
channel calibration 38 
interfaces 35 
media features 225 
multiple filemarks 38 
number of tracks 6 
performance 36 
power management 38 
speed matching 37 
tape length 18 

Ultrium Cartridge 18 
Ultrium drive 28 

display 39 
Ultrium tape 9 
universal cleaning cartridge 25 
unload time 35-36 

v 
VHDCI 34 
volume label format 23 
volume serial number 22 

w 
wrap 14, 30 
write process 14 
write protect switch 24 
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The IBM L TO Ultrium Tape 
libraries Guide 

Understand Linear 
Tape-Open 
technology and its 
unique architecture 

Learn about the IBM 
Ultrium drives and 
libraries 

Updated for Ultrium 
LTO 2 products 

-

This IBM Redbook presents a general introduction to Linear 
Tape-Open (LTO) technology and the implementation of 
corresponding IBM products. As such it describes both 
general LTO technology specifications and specific details of 
the unique design of IBM Ultrium tape drives and libraries. 

In addition to the description of LTO, the reader will find 
technical information about each of the IBM Ultrium products, 
including generalized sections about SCSI and Fibre Channel 
connections, multi-path architecture configurations, and tape 
technology comparisons with market positioning. 

This book is intended for anyone who would like to 
understand more about the general L TO technology 
specification and how it came about, as well as the IBM 
implementation of that specification. 

The second edition of this book covers the second generation 
· '· ~TO products as well as the original L TO products. 

SG24-5946-01 ISBN 0738453226 
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Redbooks 
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BUILDING TECHNICAL 
INFORMATION BASED ON 
PRACTIGAL EXPERIENCE 

IBM Redbooks are developed by 
the IBM lnternational Technical 
Support Organization. Experts 
from IBM, Customers and 
Partners from around the world 
create timely technical 
information based on realistic 
scenarios. Specific 
recommendations are provided 
to help you implement IT 
solutions more effectivelya 
your environment. W 

For more information: 
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Note: -----------------------------------------------------------------------------------, 
Before using this information and the product it supports, read the general information in "Safety and environmental notices" 
on page xi and "Notices" on page 51. 

Third Edition (May 2003) 

This edition replaces GC26-7493-01. 
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Safety and environmental notices 

Safety notices are printed throughout this document. 

A danger notice indicates the presence of a hazard that h as the potential of causing 
death or serious personal injury . 

A caution notice indicates the presence of a hazard that has the potential of causing 
moderate or minor personal injury . 

An attention notice indicates the possibility of damage to a program, device, 
system, or data . 

For translations of danger notices and caution notices, see Appendix C, "Danger 
and caution notice translations", on page 27. The notices are listed in numeric order 
based on their lOs, which are displayed in parentheses at the end of each notice . 
See the following examples of danger notices and caution notices for the location of 
the ID numbers . 

DANGER 

To prevent possible electrical shock during an electrical storm, do not 
connect or disconnect cables or station protectors for communications 
lines, display stations, printers, or telephones. (1) 

CAUTION: 
A lithium battery can cause fire, explosion, or a severe burn. Do not recharge, 
disassemble, heat above 1 oooc (212°F), solder directly to the cell, incinerate, 
or expose cell contents to water. Keep away from children. Replace only with 
the part number specified for your system. Use of another battery may 
present a risk of fire or explosion. The battery connector is polarized; do not 
attempt to reverse the polarity. Dispose of the battery according to local 
regulations. (1) 

Safety label checks 
Perform the following safety label checks: 

1. Verify that the safety label shown in Figure 1 on page xii is installed on the 2109 
Model M12 . 

"---··-·· ·-"··- ... 
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SJ000623 

Figure 1. Safety /abel on the 2109 Model M12 

2. Verify that the linecord safety label shown in Figure 2 is installed on the power 
supply o f the 21 09 Model M 12. 

CAUTION: 
This unit may have two linecords. To remove ali power, disconnect both 
linecords. (1) • 

~&A f 
~ >240V- ~ 

SJ000620 

Figure 2. Linecord caution /abel 

3. Verify that the SFP label shown in Figure 3 and Figure 4 on page xiii is installed 
on the 2109 Model M12. 

SJ000317 

Figure 3. SFP /abe/ (front view) 
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Figure 4. SFP labe/ (back view) 

Environmental notices and statements 

Laser safety 

This section describes the environmental notices and statements . 

CAUTION: 
In the United States use only GBIC units or Fibre-Optic products that 
comply with FDA radiation performance standards, 21 CFR Subchapter J . 
lnternationally use only GBIC units or Fibre-Optic products that comply 
with IEC standard 825-1. Optical products that do not comply with these 
standards may produce light that is hazardous to the eyes.lll] 

SJ000327 

This unit might contain a single-mode ar a multimode transceiver Class 1 laser 
product. The transceiver complies with I EC 825-1 and FDA 21 CFR 1 040.1 O and 
I 040.11. Tlle transceiver r r rust be operated under the recommended operating 
conditions . 

This equipment contains Class 1 laser products, and complies with FDA radiation 
Performance Standards, 21 CFR Subchapter J and the international laser safety 
standard IEC 825-2 . 

Usage restrictions 
The optical ports of the modules must be terminated with an optical connector or 
with a dust plug. , -·~·- ... __ .... 
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Battery notice 

CAUTION: 
A lithium battery can cause fire, explosion, or a severe burn. Do not recharge, 
disassemble, heat above 1 oooc (212°F), solder directly to the cell, incinerate, 
or expose cell contents to water. Keep away from children. Replace only with 
the part number specified for your system. Use of another battery may 
present a risk of tire or explosion. The battery connector is polarized; do not 
attempt to reverse the polarity. Dispose of the battery according to local 
regulations. (3) 

Fire suppression systems 
A fire suppression system is the responsibility of the customer. The customer's own 
insurance underwriter, local tire marshal, or a local building inspector, or both, 
should be consulted in selecting a tire suppression system that provides the correct 
levei of coverage and protection. IBM designs and manufactures equipment to 
internai and externai standards that require certain environments for reliable 
operation. Because IBM does not test any equipment for compatibility with tire 
suppression systems, IBM does not make compatibility claims of any kind nor does A 
IBM provide recommendations on tire suppression systems. _A W 

Product recycling 
This unit contains recyclable materiais. These materiais should be recycled where 
processing sites are available and according to local regulations. In some areas, 
IBM provides a product take-back program that ensures proper handling of the 
product. Contact your IBM representative for more information. 

Product disposal 
This unit might contain batteries. Remove and discard these batteries, or recycle 
them, according to local regulations. 

1 
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About this document 

This document introduces the IBM® TotaiStorage T M SAN Switch 2109 Model M 12 
(hereafter referred to as the 2109 Model M12) . 

Who should read this document 
This document is intended for network and system administrators whose 
responsibilities include administering and managing a storage area network (SAN) . 

Additional information 
This section contains the following information: 

• A list of the documents in the 2109 Model C36 with Model M12 library 

• A list of the related documents 

• The available Web sites 

• lnstructions on how to get help 

• lnstructions on how to get software updates 

• lnformation about how to send your comments 

21 09 Model C36 with Model M12 library 
The following documents contain information related to this product: 

• IBM TotaiStorage SAN Cabínet 2109 Model C36 wíth Model M12 lnstallatíon and 
Servíce Guíde, GC26-7 467 

• IBM TotaiStorage SAN Swítch 2109 Model M12 User's Guíde, GC26-7468 (this 
book) 

Related documents 
lnformation related to the 2109 Model M12 software can be found in the following 
documents: 

• Brocade Advanced Performance Monítoríng User's Guíde 

• Brocade Advanced Web Tools User's Guíde 

• Brocade Advanced Zoníng User's Guíde 

• Brocade Díagnostíc and System Errar Message Reference 

• Brocade Dístríbuted Fabríc User's Guíde 

• Brocade Fabríc Manager User's Guíde 

• Brocade Fabríc OS Procedures Guíde 

• Brocade Fabríc OS Reference 

Brocade Fabfi.c IM:ltch Llser's Guide 

• Brocade ISL Trunkíng User's Guíde 

• Brocade MIB Reference 

• Brocade Secure Fabríc OS User's Guíde 

• Brocade Sí/kworm 12000 Core Mígratíon User's Guíde 

• Buíldíng and Scalíng Brocade SAN Fabrícs: Desígn and Best Practíces Guíde 

When you use any of the Brocade documents, you will notice that the model 
numbers reflect the original Brocade switches. Table 1 on ' age XVI prõ\íitlê"s à . r 
product matrix for you to use to correlate the Brocade mo ~!LHbm'bl:l~ró!~h-e CtSM 

CPMI ::;OPRr.: ·r)S : 
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Web sites 

Getting help 

product and model numbers. 

Tab/e 1. Brocade and IBM product and model number matrix 

Brocade model number IBM product and model number 

Silkworm 201 O 3534 Model 1 RU 

Silkworm 2400 2109 Model SOB 

Silkworm 2800 2109 Model 816 

Silkworm 3200 3534 Model FOB 

Silkworm 3800 21 09 Model F16 

Silkworm 3900 2109 Model F32 

Silkworm 12000 2109 Model M12 

For detailed information about models and firmware that the switch supports, see 
the following Web site: 

www. ibm. com/storage/fcswitch/ 

For detailed information about Fibre Channel standards, see the Fibre Channel 
Association Web site at: 

www.fibrechannel.com/ 

For a directory of worldwide contact information, including technical support, see the 
following Web site: 

www.ibm.com/contact/ 

Contact your switch supplier for technical support. This includes support of 
hardware, ali product repairs, and ordering of spare components. 

Be prepared to provide the following information to the support personnel: 

• The switch serial number 

• The switch worldwide name 

• The topology configuration 

• Any output from the supportShow Telnet command 

• A detailed description of the problem 

• Any troubleshooting steps that were already performed 

Getting software updates 

xvi 

Contact your software vendor for software updates and maintenance releases. 

For utility programs to facilitate loading firmware, sample Fabric Watch 
configurations, and management information base (MIB) files for switch 
management by simple network management protocol (SNMP), see the following 
Web site: 

www.storage.ibm.com/ibmsan/products/sanfabric.htm 

IBM TotaiStorage SAN Switch: 2109 Model M12 User's Guide 
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How to send your comments 
Your feedback is important to help us provide the highest quality of information . lf 
you have any comments about this document, you can submit them in one of the 
following ways: 

• E-mail 

Submit your comments electronically to: 

starpubs@ us.ibm.com 

Be sure to include the name and order number of the document and, if 
applicable, the specific location of the text that you are commenting on, such as 
a page number or table number . 

• Mail or fax 

Fill out the Readers' Comments form (RCF) at the back of this document and 
return it by mail or fax (1-800-426-6209) or give it to an IBM representative . lf the 
RCF has been removed, you can address your comments to: 

lnternational Business Machines Corporation 
RCF Processing Department 
Dept. M86/Bidg. 050-3 
5600 Cottle Road 
San Jose, CA 95193-0001 
U.SA 
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lntroduction 

This chapter describes the TotaiStorage SAN Switch 2109 Model M12, hereafter 
referred to as the 2109 Model M12. lt provides the following information: 

• "Product overview" 

• "System design overview" on page 3 

• "Power distribution system" on page 7 

• "CP blade assembly'' on page 9 

• "Switch blade assembly" on page 11 

• "Fault monitoring and diagnostics" on page 12 

• "Software features" on page 13 

• "Field replaceable units (FRUs)" on page 16 

Product overview 
The 2109 Model M12 represents the next generation of advanced Fibre Channel 
switches that are used to intelligently interconnect storage devices, hosts, and 
servers in a storage area network (SAN). lt is a revolutionary product, a dual 
64-port Fibre Channel switch that delivers unprecedented performance, scalability, 
flexibility, functionality, reliability, and availability . 

• The 2109 Model M12 delivers a very high-density port, rack-ready solution to 
drive cost-effective SAN . 

• The dual switch capability allows either one or two 64-port switches per chassis. 
You can interconnect the switches to create a high port count solution, or you 
can use them in a dual fabric, high availability topology . 

• The 2109 Model M12 supports 1 Gbps and 2 Gbps auto-sensing Fibre Channel 
ports. Trunking technology groups up to four ports together to create high 
performance 8 Gbps inter-switch links (ISL) trunks between switches . 

• Universal ports self-configure as expansion ports (E_ports), fabric ports (F _ports) , 
or fabric loop ports (FL_ports). 

• Small form-factor pluggable (SFP) optical transceivers support any combination 
of short wavelength (SWL) and long wavelength (LWL) optical media on a single 
switch module. 

• The 2109 Model M12 offers a high availability platform for mission-critical 
SAN-designed applications. 

• Dual redundant control processors (CPs) provide high availability and enable 
nondisruptive software upgrades . 

• The 2109 Model M12 offers forward and backward compatibility with ali 3534 and 
2109 series switches . 

The Fabric operating system (OS) delivers distrib11ted intelligence throtJghout the 
network and enables a wide range of value-added applications including 
Extended Fabrics, Fabric Access, Fabric Watch, Remote Switch, Web Tools, 
Secure Fabric OS, Advanced Zoning, and Advanced Security feature . 

• High availability redundant design, extensiva diagnostics, and system monitoring 
capabilities integrated with Fabric OS management tools deliver unprecedented 
reliability, availability, and serviceability . 

__....___ ·----· . --
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Throughput 

Link distance 

The 2109 Model M12 is a nonblocking core fabric switch. lt never prevents a server 
from being able to connect to storage, even under congestion. The backplane 
bandwidth between ports on a 2109 Model M12 is sufficient to allow traffic to flow at 
full bandwidth. 

The 2109 Model M12 providas continuous and sustained bandwidth to ali ports in a 
single or dual 32-port or 64-port switch scenario at their rated line speed. 
Throughput is 2.125 Gbps inbound and outbound per port. Ali ports can be 
simultaneously loaded for up to 100% utilization at fui I bandwidth . The backplane 
can handle future support for a 128-port switch, 1 O bps Fibre Channel, IP 
connectivity, application processing and lnfiniband. 

Each port on the 2109 Model M12 is auto-sensing and supports 1 Gbps o r 2 Gbps 
speeds. You can manually set the ports to support either 1 Gbps or 2 Gbps links. 
The ports perform speed-matching, which allows 1 Gbps and 2 Gbps links to mix 
on any route within the fabric. When there is 1 Gbps in and 2 Gbps out, the ASIC 
delays transmitting the outbound trame until half the trame is received at 1 Gbps. 
With 2 Gbps in and 1 Gbps out, the ASIC delays releasing the buffer to ensure that A 
the 1 Gbps transmit port has adequate time to empty it. 0 W 

The 2109 Model M12 operates at up to 1 O km (6.21 mi) at both 1 Gbps and 
2 Gbps speed settings and supports LWL SFPs and single-mode fiber. 

By using the Extended Fabrics optional software feature, the switch operates at 
distances greater than 1 O km (6.21 mi) by using various methods. The switch 
leverages the current dense wavelength division multiplexing (DWDM) certification 
and is certified to interoperate with equipment from Optical Networks, Cisco 
Systems, Inc., Nortel Networks, and other leading vendors. 

The switch operates at near full link speed at distances up to 1 00 km (62.13 mi) for 
1 Gbps or 50 km (31.06 mi) for 2 Gbps speeds using the Extended Fabrics feature. 

For information about Extended Fabrics, see the Brocade Distributed Fabric User's 
Guide. 

SFP fiber optic transceivers 
Each blade assembly supports up to 16 SFP fiber optic transceivers that convert 
electrical signals to optical signals (and optical signals to electrical signals) and are 
capable of transmitting at both 1 Gbps and 2 Gbps speeds. 

Each SFP fiber optic transceiver supports 850 nm SWL, on multimode fiber optic 
cable or 1310 nm LWL on single mode fiber optic cable. These miniatura optical 
transceivers meet the high port density that is available in the 2109 Model M12, 
deliver twice the port density of standard removable gigabit interface converter 
(GBIC) transceivers, and are encased in metal or shielded plastic to ensure low 
emissions and high thermal management. SFP devices are hot-swappable and 
connections are through industry-standard LC connectors. 

2 IBM TotaiStorage SAN Switch: 2109 Model M12 User's Guide 
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System design overview 
The 2109 Model M12 is highly available, modular, and scalable. High availability 
features include: 

• Redundant CPs and CP hot-swappable replacements 

• Dual redundant ac input and hot-swappable power supplies in the redundant 
power subsystem 

• Hot-swappable blowers in the redundant cooling system 

• Hot-swappable switch modules 

The modular multi-blade assembly chassis of the 2109 Model M12 consists of: 

• Up to eight hot-swappable 16-port switch blade assemblies that deliver up to two 
separate 64-port Fibre Channel switches in a single chassis. Each 64-port switch 
uses four blade assemblies . 

• Two slots for CP blade assemblies 

A single active CP can control both logical switches in the chassis . 

• Modular hot-swappable field replaceable units (FRUs): 

- Switch blade assembly 

- CP blade assembly 

- SFP optical transceivers 

- Blower assembly 

- Power supply 

• Cables, blade assemblies, and power supplies that are serviced from the cable 
side of the switch, and blowers that are serviced from the noncable side. See 
Figure 5 on page 4, which illustrates the cable side and noncable side of the 
switch . 

• A cable management tray and cable pillars 

• Three blowers that provide cooling for the switch. The switch continues to 
operate indefinitely even if one blower fails . 

• A worldwide name (WWN) light-emitting diode (LED) card on the noncable side 
that maintains chassis-specific information, such as WWNs, Internet Protocol (IP) 
addresses and summary status information of each blade assembly and power 
supply 
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Figure 5. 2109 Model M12 (cab/e side and noncable side) 

High availability 

Reliability 

lf a system is available, it is accessible 7 days a week and 24 hours per day. 
Availability is designated in terms of 9s. For example, the architecture of the 2109 
Model M12 is designed for availability in excess of 99.999%. 

The high availability software architecture of the 2109 Model M12 providas a 
common framework for ali applications that reside on the system. High availability 
allows global and local states to be maintained so that any component failure is 
fully manageable. 

In addition to being available, the system must be reliable. This means that some, if 
not ali, of its state must be maintained. In a reliable system, you are not aware of 
the internai state of a switch, and you experience continued system service with 
zero degradation. 

The 2109 Model M12 providas the following features to ensure reliability: 

• An errar detection and correction mechanism to protect ali data in the switch 

• Power-on self test (POST) 
• Errar detection and fault isolation, such as cyclic redundancy checking (CRC), 

parity checking, checksum, and illegal address checking 

4 IBM TotaJStorage SAN Switch : 2109 Model M1 2 User's Guide 
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Serviceability 

Ports 

1 QL{ f< 
A-

• Dual CPs that enable hot, nondisruptive fast firmware upgrades. Each CP 
contains two serial ports and one Ethernet port. Offline CP diagnostics and 
remete diagnostics make troubleshooting easy. The Standby CP continuously 
runs diagnostics to ensure that it is operational should a failover be necessary . 

• lnter-IC (IZC) monitoring and control 

For information about diagnostics, see the Brocade Diagnostíc and System Errar 
Message Reference . 

The 2109 Model M12 providas the following features to enhance and ensure 
serviceability: 

• Modular design with hot-swappable components 

• Redundant flash memory that stores two firmware images per CP 

• Extensiva diagnostics and status reporting, along with a serial port to support an 
externai, country-specific modem for remete diagnostics and status monitoring 

• Nonvolatile random-access memory (NVRAM) that contains the OEM serial 
number, IBM serial number, revision information, and part number information 

• Background health check daemon 

• Memory scrubber, self test, and bus ping to determine if a bus is not functioning 

• Watchdog timers 

• Status LEDs 

• Predictive diagnostics analysis through Fabric Watch 

• SNMP integration with higher layer managers 

For information about diagnostics, see the Brocade Díagnostíc and System Errar 
Message Reference. For information about Fabric Watch, see the Bracade Fabríc 
Watch User's Guíde . 

Each switch blade assembly houses 16 auto-sensing 1 Gbps or 2 Gbps Fibre 
Channel ports and uses SFP optical transceivers . 

The 2109 Model M12 supports the following port types: 

• Optical ports 

• Ethernet port 

• Serial port 

Optical ports 
Fibre Channel interfaces of the 2109 Model M12 are equipped with an optical port 
interface that uses an SWL, 780 to 850 nm, or an LWL, 1270 to 1350 nm, laser 
transmlfter. I he laser compiles w1th FDA21 CFR (J) Class 1 laser safety 
requirements. lt uses non-Open Fibre Control (OFC) optical SFPs in the 2109 
Model M 12 series circuit. Safe Class 1 operation is guaranteed by limiting the 
optical power that is emitted by the port, which eliminates the need for physical 
shutters . 

The optical SFP uses the LC-duplex connector scheme . 

Ethernet ports 
The 2109 Model M12 provides a fully IEEE compliant 10BASE-T or 100BASE-T 
Ethernet port for switch management. The port has two LEDs that indicates: . . 
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Numbering 

• Speed (1 O Mbps or 100 Mbps) 

• Status of lhe connection 

Additionally, each CP has its own Ethernet port. You can choose to connect the 
Ethernet ports to each other through an Ethernet switch or to connect them to 
separata networks for greater availability. Each CP has its own unique IP address 
and is accessible independent of the other CP. 

Serial ports 
Each CP comes with two serial ports. The top serial port on lhe inslalled CP is an 
RS-232 por! that is used for remate dial-in. The bottom port is used for accessing 
the console. 

The 2109 Model M12 employs a numbering scheme that progresses from left to 
right and bottom to top in numerical order. The reference location is from the cable 
side of the chassis. 

• Blade assemblies are numbered from 1 - 1 O, from left to right. 

• Ports are numbered from O - 15, from bottom to top. 

• Power supplies are numbered from 1 - 4, from bottom to top . 

• Blowers are numbered from 1 - 3, from left to right. 

Rack mounting 
The mechanical design of the 2109 Model M12 allows rack mounting with either the 
cable side or the noncable side facing the front of the equipment rack. The chassis 
fits into a standard 19-inch ElA rack. Each chassis measures: 

• 43.74 em (17.22 in.) wide 

• 70.87 em (27.9 in.) deep (without the door) 

• 61.24 em (24.11 in.) high (less than 14U) 

Cooling system 
The 2109 Model M12 uses a redundant system of three hot-swappable blowers. 
Cool air intake is from the noncable side of the chassis, is pressurized, and is 
forced through the system. Heated air exits at the top of the cable side of the 
chassis. Three blowers that are used in conjunction with a pressurized plenum cool 
the unit. Each blower assembly includes a blower contrai assembly, which providas 
the following features: 

• Blower status LEDs 

• Blower speed sensing 

• Blower speed contrai 

• Serial electronically erasable programmable read only memory (EEPROM) that 
conta1ns thé part number, revlslon levei, and error logs for the blade assembly 

• lnlet air temperatura monitoring 

The 2109 Model M12 operates indefinitely if a single blower fails . When a blower 
assembly is removed, a mechanical flap seals the air chamber to maintain positive 
cooling air pressure in the chassis while the failed blower assembly is being 
replaced. 

IBM Tot.áJStorage SAN Switch: 2109 Model M12 User's Guide 
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Cable management 
The cable management tray and cable pillars provide easy access to the 21 09 
Model M12 cables and allow you to organize and maintain the cables easily. Up to 
128 pairs of fibre optic cables can be maintained on a single chassis. The cable 
management system is designed to allow any switch module to be replaced without 
disrupting service on any adjacent blade assemblies . 

Worldwide name LED card 
The WWN LED card is the neutra! location to accommodate the worldwide unique 
serial ID for each logical switch on the 2109 Model M12. lt is an integral part of the 
chassis. The serial EEPROM device contains multiple serial numbers for identifying 
the chassis, back plane, and the WWN card itself . 

As an alternativa system status indicator, this card consolidates the status of ali 
modular components in the system on the cable side and presents the status to you 
in the form of LEDs on the noncable side. The arrangement of the LEDs on this 
card resembles the look of status LEDs on the other side of the switch . 

The LEDs provide the summary of cable-side system status on the switch as 
follows: 

• Two LEDs per blade assembly on the cable side of the cabinet 

- Green indicates that the power is OK . 

- Amber indicates that the blade needs attention . 

• Two LEDs per power supply. Both LEDs are in the same location . 

- Green indicates that the power is OK . 

- Amber indicates that the power supply needs attention . 

Power distribution system 
The power subsystem is a redundant +48 V de power distribution system with a 
provision for up to four 1 000-watt, 48 V de bulk power supplies. Bulk power 
supplies produce the intermediate distribution voltage in the distributed power 
system. See Table 2 for the power distribution system specifications . 

Tab/e 2. Power distribution system specifications 

Specification V alue 

lnput voltage A fully loaded switch requires a maximum of 2200 Volt-Amps. 
This results in a mains current of 9 amps at 240 V ac line 
voltage o r 1 O amps at 208 V ac line voltage . 

The rated ac input range is 180 - 264 V ac. 

Supported power range Nominal: 200 - 240 V ac, single phase 
"',., 

llf..IUI 11 o:::yut::llv) , "'' ·~-- VV OL 

Power supplies (each) Output voltages: 48 V at 20 amps; 12 V at 4 amps 

Maximum output power: 1000 watts 

ac inrush current 40 amps maximum, peak 

Ride through The power supply outputs remain within specified regulation 
for a minimum of 20 msec after the ac mains are 
disconnected . 
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Table 2. Power dístríbutíon system specífícatíons (contínued} 

Specification Value 

Under voltage protection The 2109 Model M12 power supply self-protects from any 
input voltage, static or dynamic, from zero volts to its 
operating ranges. lt recovers to normal operation when it 
returns to its operating range. 

Power distribution strategy 

ac input 

de outputs 

Ali power for the blades comes from a single 48 V intermediate power bus. Great 
care is taken at each load to assure the integrity of the power bus. 

The power supplies also provide a separate 12 V AUX voltage. This is used 
throughout the system to power the 12 C logic and to monitor and control different 
system states. 

Each ac input has an on-off circuit breaker switch. The power supply modules 
include input power filtering and power indicator LEDs. The power supply output 
remains within specific regulation for a minimum of 20 msec after the ac mains 
have been disconnected. 

Two detachable line cords provide ac input power to the chassis. 

The 2109 Model M12 uses up to four power supplies. Ali power supplies are 
hot-swappable. Two power supplies receive input power from one of the ac inputs. 
The remaining two power supplies receive power from the other ac input. Only two 
power supplies are required to run a completely loaded chassis. Therefore, if one 
ac input fails, and ali power supply modules are populated, the chassis continues to 
run uninterrupted. lf a power supply module fails, the remaining power supply 
modules continue to provide uninterrupted power to the chassis. The power 
supplies are plugged directly into their power bays to an internai blind connector. 

Each blade assembly has separata de-de converter bricks for each voltage that is 
required. This allows local regulation at the blade assembly, and provides for future 
flexibility to match voltage needs with blade assembly type. 

To maximize system availability when the switch blade assembly is plugged, it is 
initially powered off by the hardware. This ensures that adding a blade assembly 
does not bring the whole switch down if inadequate power is available. The system 
confirms sufficient power for the new module and then applies power. lf sufficient 
power is not available (for example, if only one of the possible four power supplies 
are ir rstalled) , tire systerrr does not allow more than four switch blade assemblies 
plus two CP blades to be powered up. 

2N power architecture 
The 2N power architecture is designed to protect against the loss of ac power. The 
2109 Model M12 offers four power supply modules to assure maximum availability. 
Under normal operating conditions, only two power supplies are needed for full 
system operation. However, to ensure redundancy, two additional power supplies 
are available andare added in pairs, one per ac source. 

8 IBM T~tal~torage SAN Switch: 2109 Model M12 User's Guide 
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Table 3 shows various supported power supply configurations and their respective 
leveis of redundancy . 

Table 3. Power supply configurations 

Number of Number of Number of Number of CP Number of Redundanc~ 

power power cords switch blades blowers 
supplies blades 

1 1 4 2 3 No 

2 1 4 or 8 2 3 Partial (See 
note) 

3 2 4 2 3 Yes 

4 2 8 2 3 Yes 

Note: A single power cord results in the lack of ac source redundancy. 

CP blade assembly 
The CP blade assembly controls the following 21 09 Model M12 functions or 
features: 

• System initialization 

• Switch drivers 

• High availability drivers 

• Name server 

• System management 

• Fabric OS 

• Fabric Manager 

• Extended Fabrics 

• Fabric Watch 

• Remote Switch 

• Web Tools 

• Zoning 

The CP blade assembly is compliant with the PCI Local Bus Specification 2.1. lt 
provides ali control and management functions in a 2109 Model M12 platform . 

For more information about these features, see the following documents: 

• Brocade Fabríc Watch User's Guide 

• Brocade Fabric Manager User's Guide 

• Brocade Advanced Web Tools User's Guide 

• Brocade Fabric OS Procedures Guíde 

• Brocade Fabríc OS Reference 

• Brocade Dístríbuted Fabríc User's Guide 

• Brocade Advanced Zoníng User's Guíde 

CPU subsystem 
The PowerPC 405GP 200-MHz microprocessor (PPC405) resides on the CP blade 
assembly. lt contains a high-performance reduced instruction set computer (RISC) 
core, synchronous dynamic random access memory (SDRAM) controller, PCI bus 
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Configuration 

Management 

interface, direct memory access (DMA) engine, serial ports, 12 C interface, read-only 
memory, and general purpose 1/0. In addition, the CP blade assembly has the 
following functions: 

• SDRAM controller that is built into the PPC405 with error correction support at 
100 MHz 

• SDRAM that supports 128 Mb configuration 

• Socket PLCC32 boot flash that supports 512 Kb 

• On-board compact flash that supports 256 Mb of software storage 

• Two 32-bit, 33 MHz PCI-PCI bridges nontransparent 

• Hot-plugged interface circuitry to support reliability, availability, serviceability and 
failover. lf one device stops functioning, the other device automatically takes its 
place. 

• One 1 O Mbps o r 100 Mbps management connection (RJ-45 connector type) 

• Two universal asynchronous receiver-transmitter (UART) serial ports: one modem 
port for remate diagnostic testing and one terminal port for Telnet and command 
line interface (CU) communication 

• One amber LED to indicate the status for CP errors 

• One green LED to indicate the proper operation for the CP power 

• One green LED to indicate the system Ethernet 1 O Mbps o r 1 00 Mbps speed 

• One amber LED to indicate the system Ethernet link status 

• One digital thermometer for temperature sensing 

• One real-time clock (RTC) with battery 

• Two I2 C 1/0 expander devices 

The CP blade assemblies can be configured to support a single 2-blade assembly 
topology, dual 2-blade assembly topology, a 4-blade assembly topology, a dual 
4-blade assembly topology, or an 8-blade assembly switch topology. Other 
topologies can be supported on an as needed basis. Each CP interfaces to switch 
blade assemblies using a standard Peripheral Component lnterconnect (PCI) bus. 
This bus runs at 33 MHz and can be 32 or 64 bits wide (bus 1 and 2). The CP 
blade assembly supports the following switch configurations: 

• Single 32-port switch with dual CPs 

• Dual 32-port switches with dual CPs 

• Single 64-port switch with dual CPs 

• Dual 64-port switches with dual CPs 

The CPs manage as many as eight switch blade assemblies within a single switch 
and monitor up to four power supplies, three blowers, three inlets (in the blower), up 
to 12 outlet temperatura monitors (one per blade assembly), and other blade 
assembly-specific environmental features, such as voltages. The CP can individually 
reset each blade assembly, detect the status of each blade assembly (installed/not 
installed), manage the interrupt and service demand from each blade assembly, 
contrai the ability of a blade assembly to drive or not drive the PCI bus, and 
determine the error status of each blade assembly. 
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--------------------------------------------v4· Switch blade assembly 

The switch blade assembly is a blade in the chassis of the 2109 Model M12. Each 
switch blade assembly provides 16 externai Fibre Channel ports that run at 1 Gbps 
and 2 Gbps. A full switch consists of up to four switch blade assemblies and 
provides up to 64 ports in multiples of 16 ports . 

The switch blade assembly is responsible for Fibre Channel switch circuitry and 
houses the switch application-specific integrated circuit (ASIC), backplane 
serial-deserializer (SERDES), externai SERDES, and status LEDs for externai 
SERDES such as port speed and port state, as well as the SFP fiber optic media . 
The SERDES performs two key functions. lt receives the serial data stream of the 
system and converts it to a parallel stream. lt also transmits parallel data streams to 
serial data streams . 

Each switch blade assembly is hot-swappable and can be installed while the switch 
is running. Long pins, short pins, or both are used on the backplane to assure 
proper ground-voltage-signal sequencing. Field effect transistor (FET) switches, 
such as QuickSwitches, are used to isolate the PCI interfaces. 

When a switch blade assembly is inserted, the power regulation circuitry inhibits the 
on-board de converter (DCC) and maintains the switch blade assembly as turned 
off. The CP, under software control , enables the DCC and thus turns on the switch 
blade assembly. When the switch blade assembly is ready it interrupts the CP for 
initialization . 

Each switch blade assembly has an on-board serial EEPROM that is only 
accessible through the I2 C bus interface. This serial EEPROM can be accessed by 
a CP to determine information, including: 

• OEM serial number 

• IBM serial number 

• Manufacturing date 

• Manufacturing location 

• Part number 

• Revision 

• Error logs 

Switch blade assembly design 
The switch blade assembly has the following dimensions: 

• 42.06 em (16.56 in.) high 

• 29.74 em (11.71 in.) wide 

• 3.58 em (1.41 in.) deep 

Each switch blade assembly is connected to the backplane through high 
performance connectors . 

The switch blade assembly provides 16 externai Fibre Channel ports. Each of the 
16 ports per blade assembly are auto-sensing, speed matching at 1 Gbps and 2 
Gbps, support trunking, and are universal (E_port, F _port, and FL_port). Port speed 
can be managed through the management interface . 
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~~ ·------------------------------------------------------~ J Fault monitoring and diagnostics 

Fault monitoring, diagnostic tests, and system status indicators simplify switch 
management and ensure the availability of the 2109 Model M12. 

Diagnostic tests 
Diagnostic testing occurs in three areas: power-on self test (POST), switch levei 
testing, and manufacturing tests. 

• The POST tests are blade oriented and ensure that the switch is ready for use. 
Testing is performed on physical ports. 

• Switch levei tests are done at the user port levei. The tests rely on the standard 
Fabric OS support to provide routing and port setup. 

• Manufacturing support includes long duration testing. 

System status indicators 
LEDs on the noncable side of the switch summarize the system status of each 
switch blade assembly, each CP blade assembly, and each power supply module. 
The blowers, which are accessible on the noncable side, also have LEDs that 
indicate their status. 

Cable-side LEDs 
Table 4 describes the appearance of the LEDs on the cable side of the system: 

Tab/e 4. Cab/e side LEDs 

LED location lndication 

System status panel . Green indicates that the blade assembly 
has power. . Amber indicates that the blade assembly 
needs attention. 

CP blade assembly Contains two additional LEDs for its Ethernet 
ports . Green indicates link speed . 

- On indicates 1 00 Mbps operation. 

- Off indicates 1 o Mbps operation. . Amber indicates link status 

- Solid on indicates a link is not good. 

- Flashing indicates a link is OK. 

- Off indicates that no link is detected. 

Each port on a switch card Contains two LEDs . Top LED: 

- Green indicates 2.1 25 Gbps. 

Off indicates 1.0625 Gbps. . Bottom LED: 

- Green indicates the port is operational. 

- Amber indicates the port is off or 
disabled. 

12 IBM TotaiStorage SAN Switch: 2109 Model M12 User's Guide 
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Table 4. Cable side LEDs (continued) 

LED location lndication 

Each power supply Contains three LEDs . Green 

- Solid indicates that ac is applied and 
power outputs are OK . 

- Flashing indicates that only the 
auxiliary output is valid. . Amber center light is a predictive failure 

light. 

lt indicates that a power supply might fail 
due to a poorly performing fan. A 
replacement should be scheduled soon . . Amber lower light is a fault light. 

lt indicates that a power supply has failed 
and a replacement is necessary . 

Noncable side LEDs 
Table 5 describes the appearance of the LEDs on the noncable side of the system: 

Tab/e 5. Noncable side LEDs 

LED location lndication 

Blower . Green indicates that the blade assembly 
has power . 

. Amber indicates that the blade assembly 
needs attention . 

Blower system status panel . Green indicates that the blower assembly 
has power . . Amber indicates that the blower assembly 
needs attention . 

Additional status reporting functions are provided by the Fabric Watch feature. For 
information about Fabric Watch, see the Brocade Fabric Watch User's Guide . 

Software features 
Fabric OS version 4.1 supports the 2109 Model M12. Fabric OS includes ali the 
basic switch and fabric support software as well as optionally licensed software that 
is enabled by using license keys. Fabric OS is made up of two major software 
components: firmware that initializes and manages the switch hardware, and 
diagnostics. 

Optionally licensed and separately priced features include: 

• Extended Fabrics (Feature code 7603) 

Provides up to 100 km (62.14 mi.) of switched fabric connectivity at full 
bandwidth over long distances 

• Remate Switch (Feature code 7602) 

Enables switches to interconnect over wide area network (WAN) using third-party 
gateway solutions that support FC over IP, FC over ATM, and FC over SONET 

• Advanced Security (Feature code 7623) 
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Fabric OS 

Enables policy-based security mechanisms that are integrated within Fabric OS 

The following licensed software providas a graphical user interface from a standard 
workstation : 

• Fabric Manager 4.0 (Feature code 7203) 

Administers, configures, and maintains fabric switches and SANs with host-based 
software 

The following licensed features are included with the 2109 Model M12: 

• Performance Monitoring 

Comprehensive tool for monitoring the performance of network storage resources 

• ISL Trunking 

Connects up to four ISLs between two switches through an expansion port 
(E_port) to merge logically into one link 

• Fabric Watch 

Monitors mission-critical fabric parameters 

• Advanced Zoning 

Segments a fabric into virtual private SANs 

• Web Tools 

Administers, configures, and maintains fabric switches and SANs 

Note: To activate these features, go to the following Web site: 

www.ibm.com/storage/key/ 

See the following documents for more information about Fabric Watch, Fabric 
Manager, Web Tools, Secure Fabric OS, and high availability: 

• Brocade Fabric Watch User's Guide 

• Brocade Fabric Manager User's Guide 

• Brocade Advanced Web Tools User's Guide 

• Brocade Distributed Fabric User's Guide 

• Brocade Advanced Zoning User's Guide 

• Brocade Secure Fabric OS User's Guide 

• Brocade Fabric OS Reference 

• Brocade Silkworm 12000 Hardware Reference Manual 

Fabric OS is a robust operating system for high-performance, scalable SANs. 
Fabric OS allows you to: 

• Rapidly h11ild highly resilient, fa11lt-tolerant m111tiswitch SAN fabri cs 

• Ensure high-speed access to business-critical data 

• Allow hosts to dynamically share storage resou rces 

• Rapidly scale the SAN by simply plugging in new devices with no configuration 
required. Software upgrades are nondisruptive 

• lntegrate private loops, private hosts, load balancing and sophisticated SAN 
management 

• Easily manage the switches, hosts and devices that comprise the SAN 

~14 
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The Fabric OS for the 2109 Model M12 allows any Fibre Channel-compliant device 
to attach to the switches as longas it conforms to the device login, name service, 
and related Fibre Channel feature standards. Each operating environment requires 
that a Fibre Channel host bus adapter (HBA) be available with a 
standards-compliant driver for proper interface to the fabric . 

Fabric OS consists of a set of embedded applications that run on top of an 
embedded real-time Linux operating system kernel. These applications include the 
following: 

• Name server 

• Alias server 

• Simple Network Management Protocol (SNMP) agent 

• Severa! tasks to manage the following: 

- Address assignment 

- Routing 

- Link initialization 

- Fabric initialization 

- Link shutdown 

- Switch shutdown 

- User interface 

lnteroperabi I ity 

Security 

Fabric OS Version 4.1 interoperates with 3534 Model 1 RU (minimum version 2.6) . 
McData ED-5000 (from operating system version 4.0) interoperability is also 
provided . 

Secure Telnet access is available using Secure Shell (SSH), a network security 
protocol for secure remete login and other secure network services over an 
insecure network . 

Web Tools management is available through a secure browser by using Secure 
Sockets Layer (SSL). The SSL security protocol providas data encryption, server 
authentication, message integrity, and optional client authentication for a TCP/IP 
connection. Because SSL is built into ali major browsers and Web servers, installing 
a digital certificate turns on the SSL capabilities. For more information about Web 
Tools, see the Brocade Advanced Web Tools User's Guide . 

Network manageability 
The entire switch is managed as a single element and appears as a single element 
to a Network Management System (NMS). Each 64-port switch responds to its own 
IP address and appears as a separate entity to the Telnet protocol and the SNMP. 

The management interfaces include blade assemblies as an intermediate 
component between switches and ports. In addition, ali management interfaces 
such as, Telnet, Web Tools, the Fabric Access Layer API , and Management Server, 
support a "port N within blade M" naming scheme . 

When SNMP devices send SNMP messages to a management console running 
SAN management software, the information is stored in a Management lnformation 
Base (MIB) . The Fabric OS Version of the 2109 Model M12 supports the latest 
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Fibre Alliance Fibre Channel management (FCMGMT) MIBs, which allow common 
information necessary for management software to provide intormation to a SAN 
administrator. 

Field replaceable units (FRUs) 

16 

~ : 
~-

Each FRU in the 21 09 Model M12 is hot-swappable. Fault isolation to the FRU levei 
provides failure containment. Each FRU can be identified remotely with the FRU 
part number, serial number, and revision levei. 

The FRUs of the the 2109 Model M12 include: 

• Chassis, including backplane, blower and power supply backplane, ac harness, 
and blower harness (does not include blower assemblies or power supplies) 

• 16-port Fibre Channel switch module 

• CP 
• Power supply (180 - 264 V ac, 1000 W) 

• Blower assembly, including blower, contrai board, and housing 

• Rear LED status panel cosmetic trim panel 

• Chassis doar 

• Card slot filler panel 

• Power supply filler panel 

• Cable management tray 

• Optical cable management guides (package of 16) 

• Rack mount kit, including rear brackets and bottom support rack rails 

• Optional mid-mount rack kit 

• ac input cable: North America, UK, continental Europe, Australia and New 
Zealand, and international IEC 60309 

• Serial cable 
I 

• SFP SWL transceiver 

• SFP LWL transceiver 

For more information about the FRUs, see the IBM Tota/Storage SAN Cabinet 2109 
Model C36 with Model M12 lnstallation and Service Guide. 

The CP dynamically isolates any FRU that is nonfunctional for ease of repair and 
replacement as well as to prevent a nonfunctional blade assembly from affecting 
system availability. Each switch blade assembly has 128K bits of nonvolatile 
memory and takes inventory of the system and determines the contents of the 
system electronically. For example, you can perform the following tasks: 

• Determine how long components have been running when they fail 

• View operating hours 

• View log histories to determine MTBF 

For more information about how to perform these tasks, see the Brocade Fabric OS 
Reference. 
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Appendix A. Product specifications 

This appendix contains the 2109 Model C36 with Model M12 specifications . 

21 09 Model M12 components 
The 2109 Model M12 contains the following components: 

• A 14U chassis, designed to be mounted in a 48.26 em (19 in.) rack. Two 2109 
Model M12 switches can be mounted in a 2109 Model C36 cabinet. 

• 16-port cards in configurations up to eight cards per chassis, with 16 optical ports 
per card, compatible with SFPs . 

• Two CP cards, each with : 

- One modem serial port with a DB-9 connector (full RS-232) 

- One terminal serial port with a DB-9 connector (RS-232 signal subset) 

- One IEEE compliant RJ-45 connector for use with a 1 O Mbps o r 100 Mbps 
Ethernet connection 

- A real-time clock (RTC) with a 1 0-year battery and 56 bytes of NVRAM 

• Four power supplies with built-in fans. The power supplies plug into internai 
blind-mate connectors when installed in the chassis. 

• Two ac power inlet connectors with ac power switches (power pane!) . 

• A WWN card and bezel. 

• Three blower assemblies for forced-air cooling of the 16-port cards and the CP 
cards . 

Air enters inlet vents on the blower assembly side of the chassis and exits through 
vents on the port side of the chassis. The blower speed is governed by inlet air 
temperatura. The blowers go into high speed when the inlet air temperatura 
exceeds 33°C (91 °F) . 

Physical dimensions 
The dimensions of the 2109 Model M12 are listed in Table 6 . 

Table 6. Physical dimensions of the 2109 Model M12 

Dimension Value 

Height 14U (24.11 in.) 

Depth 70.9 em (27.9 in.) 

Depth with door 72.9 em (28.7 in.) 

Width 43.7 em (17.2 in.) 

21 09 Model M12 and component weights 
The weight of a fully-loaded 2109 Model M12, as well as the weights of individual 
components, are listed in Table 7 . 

Table 7. Component weights 

Component Weight 

Fully loaded chassis Approximately 114 kg (250.0 lbs) 

Empty chassis 47.1 kg (1 04.0 lbs) 

© Copyright IBM Corp. 2002, 2003 



Table 7. Component weights (continued} 

Component Weight 

Do o r 3.4 kg (7.6 lbs) 

Blower assembly 4 kg (8.8 lbs) 

Power supply 3.2 kg (7.0 lbs) 

WWN bezel 0.27 kg (0.6 lbs) 

CP card 2.5 kg (5.6 lbs) 

16-port card 3.9 kg (8.6 lbs) 

Card filler pane! 1.6 kg (3.2 lbs) 

Cable management tray 0.27 kg (0.6 lbs) 

21 09 Model C36 with Model M12 specifications 
The specifications for the 2109 Model C36 with Model M12 are listed in Table 8. 

Table 8. 2109 Model C36 with Model M12 specifications 

Dimension Value 

Height 1785 mm (70.3 in.) 

Depth . With rear door installed: 1042 mm (41 in.) . With rear and front door installed: 1098 mm (43.3 in.) 

Width . With side panels installed: 650 mm (25.6 in.) . Without side pane! installed: 623 mm (24.5 in.) 

ElA units 36 ElA units 

Weight Cabinet with two 2109 Model M12 switches: 816 kg (1795 lbs) 

16-port card specifications 
The ports in the 21 09 Model C36 with Model M 12 support full-duplex link-speeds at 
2.125 Gbps or 1.0625 Gbps, inbound and outbound, automatically negotiating to the 
highest common speed of ali the devices that are connected to the port. Each port 
has a SERDES that accepts 1 O-bit wide parallel data and serializes it into a 
high-speed serial stream. The parallel data is expected to be 88/1 OB encoded data 
or equivalent. 

The ports are compatible with optical SWL (780 - 850 nm), and optical LWL (1270 -
1350 nm), SFPs, and SFP-compatible cables. The strength of the signal is 
determined by the type of SFP being used. 

I he ports are universal and self-conf1gunng, and are capable of becommg F _ports, 
FL_ports, or E_ports. 

The ports meet ali required safety standards. For more information about these 
standards, see Table 16 on page 23. 

CP card specifications 
This section describes the specifications for the CP card. 
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Memory specifications 
The centralized memory maximizes switch throughput by guaranteeing full transmit 
and receive bandwidth to ali Fibre Channel ports at ali times . 

Each CP card contains the type and specification of memory listed in Table 9 . 

Table 9. Memory specifications 

Memory type Amount 

Main memory 128MB of SDRAM (32 bits wide) 

Flash memory . User flash: 16 MB of 16-bit wide memory, 
stored in two 8 MB banks . Compact flash: 256 MB, partitioned in two 
128MB sections 

Boot flash memory 512 KB of 8-bit wide memory for system 
startup 

Battery specifications 
The CP card has a lithium carbon-monoflouride coin cell battery. 

Table 1 O lists the battery specifications . 

Table 1 O. Battery specifications 

Type I Specification 

Rayovac BR1225 13.0 volt, 50 mAh 

CAUTION: 
There is a danger of explosion if the battery is incorrectly replaced. Ali used 
batteries must be discarded according to the manufacturer's instructions . 
Contact IBM if the real time clock begins to lose time (4) 

Terminal serial port specifications 
Each CP card provides a terminal serial port with a DB-9 connector with an RS-232 
signal subset. 

Note: For dust and electrostatic discharge (ESD) protection, a cover is provided for 
the serial port and should be kept on the port whenever the serial port is not 
being used. 

You can use the terminal serial port to connect to a computer workstation or 
terminal without connecting to the fabric. Configure the terminal device to 9600 
baud, 8 data bits, no parity, 1 stop bit, and with no flow contrai. 

The terminal serial port req' 1ires a straight thr01 1gb serial cable with a female pin 
O-SUB connector. Use the pinouts fisted in Table 11 . 

Table 11. Terminal serial port pinouts 

Pin Signal Description 

1 

2 Exudate Transmit data 

3 Rewaxed Receive data 

4 
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Table 11. Terminal serial por1 pinouts (continued) 

Pin Signal Description 

5 AND Logic ground 

6 

7 

8 

9 

Modem serial port specifications 
Each CP card has a modem serial port with a fully RS-232 compliant DB-9 
connector. 

Note: For dust and END protection, a cover is provided for the serial port and 
should be kept on the port whenever the serial port is not being used. 

Use the modem serial port to attach a modem to each CP card. The 2109 Model 
M 12 detects modems only during the power-on o r restart sequences, and 
automatically initializes them for operation. lf modems are connected to an 
operating switch, a power on and off cycle, restart, or fast restart is required in 
order to detect the modems. 

You should connect a "Y." cable on the telephone line to each modem. The active 
CP card answers on the first ring. The standby CP card answers on the seventh 
ring if the active CP card fails to answer. 

The modem serial port pinouts are listed in Table 12. 

Table 12. Modem serial por1 pinouts 

Pin Signal Description 

1 DCD 

2 Rewaxed Receive data 

3 Exudate Transmit data 

4 DTR Data term ready 

5 AND Logic ground 

6 DSR Data set ready 

7 RTS Request to send 

8 CTS Clear to send 

9 RI Ring indicator 

Facility specifications 
To ensure correct operation of the 2109 Model C36 with Model M12 , ensure that 
the facility meets the following specifications: 

• Power requirements for a physical inlet: 

- lnput power requirements: 200- 240 V ac, AA 50- 60 Hz 

- Recommended power connector 

• An adequate supply circuit, line fusing, and wire size, according to the electrical 
rating on the switch nameplate. 
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1046g 
• An air flow of at least 350 cubic feet per minute per switch, available in the . 

11 
immediate vicinity o f the 2109 Model C36 with Model M12. \Jif · 

• The power specifications listed in "Power specifications" . 

• The environmental specifications listed in "Environmental requirements" on 
page 22 . 

• lnterference less than the standard leveis listed in Table 15 on page 22, under 
lmmunity . 

Power specifications 

CAUTJON: 
To remove power to the 2109 Model M12, disconnect both power cables. (5) 

The 2109 Model C36 with Model M12 supports F _port, FL_port, and E_port 
connections and distributed name server (DNS). lt is electro-magnetic compatibility 
(EMC) compliant. 

The power supplies are universal and capable of functioning worldwide without 
using voltage jumpers o r switches. They meet IEC 61000-4-5 surge voltage 
requirements and are autoranging in terms of accommodating input voltages and 
line frequencies. Each power supply has its own built-in fan for cooling, pushing the 
air towards the port side of the chassis . 

The power specifications listed in Table 13 are calculated for fully-loaded systems 
with four power supplies. A fully-loaded system has eight 16-port cards, two CP 
cards, and three blower assemblies . 

Table 13 lists the power specifications for the 2109 Model C36 with Model M12 . 

Table 13. Power specifications 

Specification Value 

Total power available from each power 1KW 
supply 

lnput voltage 200-240 V ac 

lnput line frequency 50-60Hz 

Harmonic distortion Active power factor correetion per 
I EC1 000-3-2 

Heat output (BTU rating) . 64 ports: 1080 watts, 3690 BTU per hour . 128 ports : 1960 watts, 6700 BTU per 
h ou r 

Maximum inrush eurrent per power eord 40 amps Peak 
I T" 

I" '1-'u' "' •~ t-' ~·~~"~ ·~· ·~· 

Power supply dimensions 6.96 em (2.74 in.) wide, 12.34 em (4.86 in .) 
high, 34.29 em (13.50 in.) long 



I 

I 

Environmental requirements 
Table 14 lists the environmental operating ranges for the 2109 Model C36 with 
Model M12. The requirements for non-operating conditions are also provided for 
acceptable storage and transportation environments. 

Table 14. Environmental requirements 

Condition Acceptable range during Acceptable range during 
operation nonoperation 

Temperatura oo- 40°C (40° - 104°F) oo- 40°C (40° - 1 04°F) 
(See Note) 

Humidity 20%- 80% RH noncondensing, at 0% - 90% RH noncondensing, at 
40°C 40°C 

Altitude O- 3 km (O- 10 000 ft) above sea O - 12 km (O - 39 370 ft) above sea 
levei levei 

Shock 4G, 11 MS duration, half-sine OG, 11 MS duration, sq wave 
wave 

Vibration 5G, O - 3 kHz at 1.0 octave per 1 OG, O - 5 kHz at 1.0 octave per 
minute minute 

Heat dissipation . 64 ports: 3690 BTU per hour Not applicable 

. 128 ports: 6700 BTU per hour 

Note: Temperature measured at the ai r inlets on lhe blower assembly side of the chassis. 

General specifications 
Table 15 lists the general specifications for the 2109 Model C36 with Model M12. 

Table 15. General specifications 

Specification Description 

Configurable port types The 2109 Model C36 with Model M12 
supports F _port, FL_port, and E_port 
connections. 

EMI rating An operating 2109 Model C36 with Model 
M12 conforms to the EMI radiation leveis 
specified by the following regulations: . FCC Rules and Regulations, Part 15B, 

Class A levei . CISPR22 Class A . EN55022 Class A 
. VCCI Class A ITE . AS/NZS 3548 Class A . CNS13438 Class A 
. ICES-003 Class A 

System architecture Nonblocking shared-memory switch 

System processar IBM Power PC 405GP, 200 MHz CPU 

ANSI Fibre Channel protocol FC-PH (Fibre Channel Physical and 
Signaling Interface standard) 

Modes of operation Fibre Channel Class 2, Class 3, and Class F 

Fabric initialization Complies with FC-SW 5.0 

22 IBM TotaiStorage SAN Switch: 2109 Model M12 User's Guide 
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Table 15. General specifications (continued) 

Specification Description 

Internet protocol (IP) over Fibre Channel Complies with FC-IP 2.3 of the FCA profile 
(FC-IP) 

Aggregate switch input/output (1/0) Per port: 4 Gbps, running at 2 Gbps, full 
bandwidth duplex 

Per 16-port card: 64 Gbps, ali 16 ports at 2 
Gbps, full duplex 

Port-to-port latency Less than 2 microseconds with no contention 
(destination port is free) 

Data transmission range . Up to 500 m ( 1625 ft) for short wavelength 
optical link . Up to 1 O km (32 820 ft) for long 
wavelength optical link 

lmmunity . IEC 61000-4-2 Severity Levei 3 for 
Electrostatic Discharge . I EC 61000-4-3 Severity Levei 3 for 
Radiated Fields . IEC 61000-4-4 Severity Levei 3 for Fast 
Transients 

. IEC 61000-4-5 Severity Levei 3 for Surge 
Voltage . I EC 61 000-4-6 Conducted Emissions . IEC 61000-4-11 Voltage Variations 

Acoustics When measured in ElA 4 of a 36 ElA 
TotaiStorage rack, with front cover, and rear 
cover with acoustic baffle, declared sound 
power is LwAd = 7.5 8, average bystander 
sound pressure is LpA = 59 dBA. 

Routing capacity A minimum aggregate routing capacity of 
four million trames per second is provided for 
Class 2, Class 3, and Class F trames in a 
64-port switch . 

Regulatory specifications 
The 2109 Model M12 is certified for the regulatory specifications that are listed in 
Table 16 . 

Tab/e 16. Regulatory specifications 

Country or Safety specification EMC specification 
regron 

Canada CSA 22.2 No. 60950 Third Ed. ICES-003 Class A 

United States UL 60950 Third Ed., lnfo. Tech. Equip. FCC Part 15, Subpart B, 
(CFR title 47) Class A 

Japan I EC 60950+A 1 +A2+A3+A4+A 11 VCCI V-3/2000.04, Class 
A 

lnternational IEC 60950+A1+A2+A3+A4+A11 CISPR22 Class A 

· .... 



Table 16. Regulatory specifications (continued) 

Country or Safety specification EMC specificat ion 
region 

Norway Nemko IEC 60950+A 1 +A2+A3+A4+A 11 

(CB Report) 

European Union 73/23/EEC based on compliance to 89/336/EEC 

(Austria, EN 60950:92 +A 1 :93+A2:93+A3:95+ EN 55022:1998 Class A 
Belgium, 
Denmark, A4:96+A 11 :97 (CB repor! inclusive of county EN 55024 (lmmunity 

Finland, France, deviations) ; TUV-GS (Germany) 

Germany, EN 60825-1 :1994/A11, -2 

Greece, lreland, EN 61000-4-2 Severity 
ltaly, Levei 3 for Electra Static 
Luxembourg, Discharge 
Netherlands, 
Portugal, Spain, EN 61000-4-3 Severity 
Sweden, United Levei 3 for Radiated 
Kingdom) Fields 

EN 61000-4-4 Severity 
Levei 3 for Electrical Fast 
Transients 

EN 61000-4-5 Severity 
Levei 3 for Surge Voltage 

EN 61000-4-6 Conducted 
Emissions 

EN 61000-4-8 Magnetic 
Fields 

EN 61 000-4-11 Line 
lnterruption 

Taiwan BSMI Certification CNS 
13438 

Australia and AS/NZS 3548:1995 Class 
New Zealand A (radio interference) 

The 2109 Model C36 is certified for the following regulatory specifications: 

• IEC 60950/EN 60950 Third Ed. 

• CSA 60950-00/ANSI-UL 60950 Third Ed. 

• CE (7/23/EEC based on EN 60950 Third Ed.; 89/336/EEC) 

~ 24 
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Appendix B. Safety certifications and regulatory compliance 

Safety 

EMI/EMC 

The switch complies with ali the safety and regulatory standards listed in this 
chapter . 

The switch is certified to: 

• UL 1950/CSA950 binational 

• IEC950/EN 60950 (Nemko & TUV; CE) 

Additionally, the following Product Safety/Country or Region Testing/Certifications 
has been completed . 

• Federal Communications Commission (FCC) statement (United States) 

• Voluntary Contrai Council for lnterference (VCCI) mark (Japan) 

• BSMI (Taiwan) 

• C-tick mark (Australia) 

• CE Mark (Europe) 

• Canada class number 

• GOST approval (Russia) 

• NOM mark (Mexico) 

Radiated Electromagnetic lnterference (EMI) emissions for the power supply 
operating in a single or redundant power configuration comply with EMI leveis 
specified by the following regulations: 

• Electromagnetic Compatibility (EMC) Directive 89/336/EEC and the 
Complementary Directives 92/31/EEC and 93/68/EEC 

• Low Voltage Directive (LVD) 73/23/EEC and the Complementary Directive 
93/68/EEC 

• FCC Docket No. 20780, Part 15J, Class B levei 

• CISPR22 Class A 

• EN55022 Class B 

• VCCI Class A ITE 

Additionally, the power supply has received a CE Mark for susceptibility and 
complies with the following Electromagnetic Compatibility (EMC) regulations: 

• EN50082-2/EN55024:1998 (European lmmunity Requirements) 

EN 61 ooo-3-2 (Harmonlcs) 

- EN 61000-3-3 (Voltage Fluctuations) 

- EN 55024 (lmmunity) 

© Copyright IBM Corp. 2002, 2003 
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The switch providas immunity 50% greater than the leveis that EN 55024 specifies 
and complies with the following specifications: 

• EN 61000-4-2, Severity Levei 3 for ESD 

• EN 61000-4-3, Severity Levei 3 for RF Fields 

• EN 61000-4-4, Severity Levei 3 for EFT/Burst 

• EN 61000-4-5, Severity Levei 3 for Surge Voltage 

• EN 61000 4-11, Power, Sag, Dip, and Variations 
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Appendix C. Danger and caution notice translations 

Arabic 
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.õ~"--!1......) ~ "-ii......J J(;;\.!J.:.,~,)~..,:;JI ..::..I~IY'-)'1) úJ.)iJI 0-- _;1.i.JI ú~~ • 
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(1).~ c.)o:;.s~tiUU:r..11 JStl!Ji ~~ Õ.loo._,J\ .~ (j~ JÍ 

:~ 
~ ~ ..,:;JIJ ~ út#JI u-- ..:..~) ~yo"ll õ~ ..:..~'i )I .) ..bii GBIC úl.~oo.J ,-1~4 ri 
GBIC ..::.l.~oo.J.l.iS,al~ ~ •4JJ.lL.1.2I CFR Subchapter J. •t~)'l .,l.l4~Wl FDA ~t.... 

.,_,.:.....,; ~ ..:..~ ~ .lS .IEC 825-1 ~1....~ ~ ..;DJ ~~ út#JI 0-- ..:..~ Jl 
(2) -~~P~t;~ 

SJ000338 
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.õ ~ .3J..?- Jl .;4-iil ) .3:!..?- .:., ~.)r .J:4ll ~J~ ~ ül ~I ü-o 

<>'>:!~) ~) ~\.l.,JI .)1 õyZ4-o ,-Wll) (Y \ Y) \ • • LI" _;&-i~) 4Si) ~ õ.ll<:-4 rZ 'i 
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SJARA347 

ÊIDíÜÜN: 
íl~ãá ffre~ ÇãYlÇN ÇDÇ ~ã çó~~IÇá Çá~0ÇNíÉ ~0Nít:>É ÜíN õlíiÉ . 

íl~ Çá~Táõ ãã lãíú Çá~0ÇNíÇ~ Çát:>"iíãÉ 0Et:>Ç á~ÚáíãÇ~ lãÉ Çá~Õãíú . 
ÇÊÓá EÓNBÉ IBM úã"i ~IÁ iireE: Ãí ÊÃiíN Yí ret:>Ê ÓÇÚÉ real time clock 

(4) 

~IE>íüüN: 
t:>ã ~YÕá Çá0ÇPÉ ÇáiÇÕÉ ~ü 2109 Model M12 i Pã ~YÕá Çá~Ç~áífa 

çáTÇOíía ~Çá0ÇJ:>É . 
SJARA699 
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·.~ ~ Brazilian-Portuguese 

Avisos sobre Segurança 

ATENÇÃO: 

Avisos sobre segurança estão impressos em toda esta publicação. 

• Um aviso de Perigo adverte sobre condições ou procedimentos que podem 
resultar em morte ou ferimentos graves. 

• Um aviso de Cuidado adverte sobre condições ou procedimentos que podem 
causar ferimentos não-fatais nem extremamente graves. 

• Um aviso de Atenção adverte sobre condições ou procedimentos que podem 
causar danos a máquinas, equipamentos ou programas. 

Utilize os números de referência entre parênteses, como por exemplo (1 ). no final 
de cada aviso, para estabelecer uma relação com a tradução desejada. 

CUIDADO: 
Esta unidade pode ter dois cabos de alimentação. Para remover toda a energia, 
desconecte os dois cabos de alimentação. (1) 

~ 
I '""'%' I PSU2 I' IA. 

> 240 v-

CUIDADO: 

z 
(L 

Nos EUA utilize apenas unidades GBIC ou produtos de Fibra Otica que 
estejam em conformidade com as normas de desempenho de radiação 
da FDA, CFR 21 Subcapítulo J. Internacionalmente, utilize apenas unidades 
GBIC e produtos de Fibra Ótica que estejam em conformidade com a 
norma IEC 825-1. Produtos óticos que não estejam em · 
conformidade com essas normas podem produzir luz 
prejudicial aos olhos. (2) 

SJBRA338 

CUIDADO: 
Uma bateria de lítio pode causar fogo, explosão ou queimadura grave. Não 
recarregue, desmonte, aqueça acima de 100"C (212"F), utilize solda 
diretamente na bateria, incinere ou exponha o conteúdo da bateria à água. 
Mantenha longe de crianças. Substitua apenas pelo número de peça 
especificado para seu sistema. O uso de outra bateria pode apresentar 
risco de fogo ou explosão. O conectar da bateria é polarizado; não tente 
inverter a polaridade. Descarte a bateria de acordo com as 
regulamentações locais. (3) 

SJBRZ347 

Existe perigo de explosão se a bateria não for substituída corretamente. 
Todas as baterias usadas devem ser descartadas de acordo com as instruções 

Entre em contato com a IBM se o relógio de tempo real começar a atrasar. (4) 

ATENÇÃO: 
Para remover a energia do 2109 Modelo M12, desconecte ambos os cabos de 
alimentação. (5) 

SJBRA699 
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Chinese, simplified 

~1:)HlJl$"~Jr~p.(f.Jlt4$ tf . 
• ~;& fo aJl -f%1~Jl!IJ\Eõf~~-*it!t.-t-A? "t" .A...~f%1< áiJ;J:IUíLAii:fl. • 

,J,,..:_;: 
Jltif..itõf~~;fí~*-'"~l.Ut~ • .:t-~-t.r.!f;fi"~l.f., itltlf-Jb!Al-~*-'"~~~~- (1) 

i.il;: 
.(f.k ~ 1st1~Jfl i! <;f FDA if.M-·11. ~~Aif.ifi 21 CFR -'fi: "f J 119 GBIC ..ift.ié.A 
.71:.~? ~. ~ l';f..t., 1st1~Jfl :i! <;f IEC ~if..ift 825-1 119 GBIC _if.ié.,f<>.il:.~? .l'a • 

~i!<;f~~#.ifté9.71:..?AõfR.?±~-~*·119~··~ 

SJ000338 

i.il;: 

«~~õf··~~-~~A~···· ~~~~~~~.~~A•AM~ 
.!&~ 100~ (.1#'-~212~). ,(f.~~.t..t.#:~4. ~-.!tit~lf!.~fl<l*"~ 
....,(f.,J<.<f. ~~i\!!.:i&~JI.."t. it1stJfl-t}!JA'd:t.-m.:té9-11!#-~-tt-.:!l. ~Jfl 
~~~i\!!.õf~~ii•~~~A~;ttii9Jtrt-. ~~;t#:S.>l*:tl-•11-álJ; it~~~ 
1Jtj4f~:#-·11.. it~!!'-.$.~~..-s...Ji-~~- (3) 
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Chinese, traditional 

·FB~tt~-~~~7~W~-~*~~~L~*mOOÁmW~m~· 
-~~tt~•~~~r~M~-~~~m~~$~~m~~~OOÁ~~~m~· 

·-~tt~•~~~r~M~-~~~~~~-~~~~~m~~m~· 

.~. o::!• 

G:~ll • llii!#Df.f€; 21 CFR Subchapter J (FDA 8t.UI!tl) tltJ GBIC c•n 
:Yfa (Fibre-Optic) &Li! • 11•111 • lld.RI!iff#Df.f€; IEC 825-1 ll!tlflt.l GBIC 
c•i1Z1'fa •~· *r.I€im~ll~flt11'f••~~ft••~~• 

(2) 
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Napomene o sigurnosti 

OPREZ: 

Napomene o sigumosti su ispisane u cijeloj ovoj knjizi. 

• Napomene o opasnosti vas upozoravaju na uvjete ili procedure koji mogu rezultirati 
sa smrtnim slucajem ili ozbiljnim osobnim povredama. 

• Napomene za oprez vas upozoravaju na uvjete ili procedure koji mogu uzrokovati 
osobnu povredu koja nije posebno ili smrtno opasna. 

• Napomene za paznju vas upozoravaju na uvjete ili procedure koji mogu uzrokovati 
stetu na strojevima, opremi ili programima . 

Upotrebite brojeve u zagradama, na primjer (1), na kraju svake napomene da uparite 
zeljeni prijevod . 

OPREZ: 
Ova jedinlca moze imati dva prikljucna kabeia. Da lskljucite sva napajanja, 
odspojite oba naponska kabla. (1) 

OPREZ: 

z 
c. 

U Sjedlnjenlm DI'Zavama korl5tlte 5amo GBIC jedlnlce 111 prolzvode 5 
optickim vlaknima koji 5U u skladu 5 FDA 5tandardlma za zracenje, 
21 CFR Subchapter J. lntemacionalno korlstite samo GBIC jedinice ili 
proizvode s optickim vlaknima koji 5u u 5kladu s IEC standardom 825-1. 
Opticki proizvodi koji ni5u u skladu 5 tim standardlma mogu proizve5ti 
5Vjetlo koje je opasno za oci. !;IJ (2) 

1 ' . ' SJ000338 

OPREZ: 
Litij5ka baterija moie uzrokovati vatru, ek5ploziju 111 ozblljne opekotine. 
Nemojte ju ponovo puniti, rastavljati, zagrijavatl iznad 100 stupnjeva C 
(212 stupnjeva F), spajati izravno na éellje, 5paljlvatllli stavljati sadrfaj 
éellja u vodu. Driite daleko od djece. Zamijenlte samo 5 brojem dljela koji je 
naveden za vai sistem. Upotreba drukclje baterije mole predstavljati rizik 
od vatre 111 eksplozlje. Konektor baterlje je polarlzlran; ne pokulavajte 
promljenltl polarltet. Odbaclte baterlju na nacln kojl je u 5kladu 5 lokalnlm 
propi5ima. (3) 

SJCR0347 

Postoji opasnost od eksplozije ako se baterija pogresno zamjenjuje. 
Sve iskoristene baterije se moraju odbaciti u skladu s uputama proizvodaca . 
Kontaktirajte IBM ako sat za stvarno vrijeme pocne kasniti (4) 

OPREZ: 
da uklonite napajanje za 2109 Model M12, odspojite oba kabla za napajanje. (5) 

SJCR0699 
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Bezpecnostnípokyny 

POZOR: 

Tato kniha obsahuje fadu bezpecnostních pokynü. 

• lnstrukce Nebezpeéíupozoriíuje na podmínky nebo procedury, 
které mohou zpüsobit smrt nebo vázny úraz. 

• lnstrukce Pozor upozoriíuje na podmínky nebo procedury, 
které mohou zpüsobit úraz (ani smrtelny, ani váiny). 

• lnstrukce Upozomení upozoriíuje na podmínky nebo procedury, které mohou 
zpüsobit po§kození strojü, zafízení nebo programü. 

Pro nalezení pfekladu bezpeénostní instrukce pouzijte referencní císlo 
v závorkách na konci této instrukce, napf. (1). 

POZOR: 
Jednotka müze mít dve napájecí srlüry. Pro odstranení napájení odpojte obã 
slíúry. (1J 

POZOR: 

z 
n. 

V USA pouffvejte pouze jednotky GBIC nebo produkty na bázl optlckjch 
vláken odpovídající standardüm FDA radlation performance standards, 
21 CFR Subchapter J. V ostatních zemich pouzívejte pouze jednotky GBIC 
nebo produkty na bázi optickjch vláken odpovidajfci IEC 
standard 825-1. Produkty na bázi optickYch vláken, které 
têmto standardüm neodpovidaji, mohou vydávat ocim 
nebezpecné záfeni. (2) 

POZOR: 

SJ000338 

Llthlová baterle müfe zpüsobit poZár, vybuch nebo váiné popáleni. 
Vyvarujte se nabljenl, rozeblránl, zahfivánl nad 100 stupnü Celsia (212 F), 
pájenf primo do clánku, zapalovánf nebo styku obsahu clánku s vodou. 
Odstrante z dosahu dêtl. Nahrazujte pouze souCástkou s clslem soucástky 
uvedenympro vás systém. Pouzitim jiné baterie riskujete poZár nebo 
vybuch. Konektor baterie je polarizovany; nepokousejte se polaritu obrátit. 
Baterle llkvldujte v souladu s místnimi pfedplsy. (3) 

SJCZE347 ~ 

Pokud je baterie nesprávne vymenena, hrozí nebezpecí \f9buchu. Pouzité 
baterie musí bYf: zlikvidovány dle pokynü vyrobce Pokud se zacíná 
opozcfovat ukazatel reálného casu (hodiny), kontaktujte IBM. (4) 

POZOR: 
Abyste odpojili 2109 Model M12 od napájení, musíte odpojit oba napájecí 
kabely. (5) SJCZE699 

IBM TotaiStorage SAN Switch: 2109 Model M12 User's Guide 

.. 



., 
• • • • • • • • • • • • • • • • •o • • • • • • • • • • • • • •O • • • • • • • • • • • • • • 

----------------------------------------------------H+~~Sb 
Danish (,A . 

Sikkerhedsforskrifter 

Pas pà! 

Denne vejledning indeholder udelukkende sikkerhedsforskrifter . 

• Sikkerhedsforskrifter mrerket F are! advarer om forhold, der kan vrere livsfariige 
eller forârsage alvorlige ulykker. 

• Pas pâ! advarer om forhold, der kan vrere farfige . 

• Bemrerkl advarer om forhold eller procedurer, der kan forãrsage skade pã 
maskiner, udstyr eller programmer . 

Brug nummeret i parentes, f.eks. (1 ), efter hver sikkerhedsforskrift til at finde den 
tilsvarende engelske tekst. 

Pas pãl 
Enheden kan have to netlednlnger. Tag begge lednlnger ud for at afbryde ai 
str111mforsyning. (1) 

Pas pãl 

z 
0.. 

I USA mã der kun bruges GBIC-enheder eller flberoptlske produkter, 
der overholder FDA-strãllngsstandardeme, 21 CFR Subchapter J . 
I andre !ande mã der kun bruges GBIC-enheder eller fiberoptiske produkter, 
der overholder IEC-standard 825-1. Optiske produkter, ~~ 
som ikke overholder disse standarder, kan udsende lys, f .·. · .•.. i 
der er skadellgt for "jnene. (2) ' · · "' SJ000338 

Pas pãl 
Litiumbatteriet kan forãrsage brand eller eksplosion og give alvorlige 
brandsâr. Det mâ lkke genoplades, ãbnes, udsatttes for mera end 
100 grader celslus, brandes eller komme I ber"rlng med vand. Batterlet 
skal opbevares utilgaengeligt for b"m. Det mâ kun udskiftes med et 
litlumbatteri, der har det partnummer, der er angivet til systemet. Der er 
fare for eksploslon eller brand, hvls der benyttes andre batterltyper . 
Batterlet har to poler, der lkke mâ byttes om. Batterlet skal kasseres I 
henhold til de lokale bestemmelser. Sp"rg kommunens tekniske forvaltning 
(mllj"afdellngen). (3) 

SJDAN347 

Batteriet kan eksplodere, hvis det ikke udskiftes korrekt. Alie brugte batterier 
skal bortskaffes i overensstemmelse med gceldende milj"bestemmelser. 
Kontakt IBM, hv1s systemuret begynder at tabe tld. (4) 

Pas pà! 
Afmontér begge netledninger for at fjerne ai stmmforsyning til 
modei2109-M12. (5) 

SJDAN699 
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Turvaohjeet 
Tãhãn kootut turvaohjeet toistuvat tãmãn julkaisun asianmukaisissa kohdissa. 

• VAARA-ilmaisua (DANGER) kãytetããn varoittamaan hengenvaarallisesta tai 
vakavan ruumiinvamman aiheuttavasta tilanteesta. 

• Varoitus (CAUTION) tarkoittaa, ettã kyseinen tilanne saattaa aiheuttaa 
henkilõlle kohtalaisia tai vãhãisiã vammoja. 

• Huomio (Attention) tarkoittaa, ettã kyseinen tilanne saattaa vahingoittaa 
konetta, laitetta tai ohjelmia. 

Kunkin turvaohjeen perãssã on sulkeissa numero, esimerkiksi (1 ), jonka 
avulla englanninkielistã ohjetta vastaava suomenkielinen ohje lõytyy kãtevãsti. 

Varoitus: 
Tiissii yksikõssii voi olla kaksi verkkojohtoa. Katkaise virransyõttõ 
irrottamalla molemmat verkkojohdot. (1) 

Varoitus: 

<D 
M 
o ..,. 
c_ 

"' z 
c_ 

Yhdysvalloissa saa kãyttãii vain GBIC-yksikõitã tai kuituoptisia tuotteita, 
jotka tãyttãvãt elintarvike- ja lããkevalvontaviraston (FDA) sãteilystandardin 
21 CFR Subchapter J vaatimukset. Muissa maissa tulee kãyttãã vain 
standardin IEC 825-1 mukaisia GBIC-yksikõitã tai kuituoptisia tuotteita. 
Optiset tuotteet, jotka eivãt ole nãiden standardien mukaisia, saattavat 
tuottaa silmlã vahlngoittavaa valoa. (2) 

SJ000338 

Varoitus: 

Lltlumparisto vol aiheuttaa tulipalon tal palovammoja tal se vol rãjãhtãã, 
ellel seuraavla ohjelta noudateta: Âlã yritã ladata parlstoa tal purkaa sltã 
osiin. Âlã kuumenna paristoa yli 100 Celsius-asteen lãmpotilaan ãlãkã 
hãvitã sitã polttamalla. Âlã juota paristoon mitããn. Âlã pããstã pariston 
sisãltõã kosketukseen veden kanssa. Pidã paristo poissa lasten ulottuvilta. 
Pariston saa vaihtaa vain paristoon, joka on osanumeron perusteella 
tarkoitettu kyseiseen jãrjestelmããn. Muuntyyppisen pariston kãyttõ voi 

• 

aiheuttaa tulipalon tai rãjãhdyksen. Pariston liitin on muotoiltu niin, ettã • 
sen napaisuus on oikea, kun paristo asetetaan asianmukaisesti. Âlã aseta ·~ 
paristoa vããrin pãin. Hãvitã paristo ongelmajãtteistã sããdettyjen lakien -J 
ja viranomaisten mããrãysten mukaisestl. (3) 

Pokud je baterie nesprávnê vymênêna, hrozí nebezpecí Y9buchu. Pouzité 
baterie musí bYt zlikvidovány dle pokynü Y9robce. Pokud se zacíná 
opozd'ovat ukazatel reálného casu (hodiny), kontaktujte IBM. (4) 

POZOR: 
Abyste odpojili 2109 Model M12 od napájení, musíte odpojit oba napájecí 
kabely. (5) SJFIN699 
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French 

Consignes de sécurité 

ATTENTION: 

Les consignes de sécurité s'appliquent à l'ensemble du présent manuel. 

• Les consignes de sécurité de type DANGER indiquent la présence d'un risque de 
blessure grave ou mortelle. 

• Les consignes de sécurité de type ATTENTION indiquent la présence d'un risque 
de blessure légêre. 

• Les consignes de type AVERTISSEMENT indiquent la présence d'un risque 
d'endommagement de machines, de matériel ou de programmes. 

Aidez-vous des numéros entre parenthêses, par exemple : (1 ), à la fin de chaque note, 
pour retrouver la traduction correspondante. 

ATTENTION 
Cette unité peut être équlpée de deux cordons d'alimentatlon. Pour supprlmer 
toutes les tensions dans l'unlté, débranchez les deux cordons. (1) 

ATTENTION 

z a. 

Aux Etats-Unls, seules les unltés GBIC ou las prodults à flbre optique 
confonnes aux normas FDA sur las radlatlons (21 CFR Sous-chapltre 
J) peuvent être utlllsés. Dans las autres pays, seuls las unltés GBIC ou 
les produits à flbre optique conformes à la norma CEI 825-1 peuvent 
être employés. Les produits à flbre optique non conformes ltiJ. · · i 
à ces normas peuvent émettre de la lumiere dangereuse : · . . ... 4 
pour las yeux. (2) · 

SJ000338 

ATTENTION 

Prenez garde aux risques d'incendie, d'explosion ou de brülures graves liés à 
l'utilisation d'une pile au lithium. Ne rechargez pas la pile et na la démontez pas. 
Na l'exposez pas à une température supérleure à 100 •c, na la soudez pas, na la 
faltes pas brOier et n'en exposez pas la contenu à l'eau. Gardez la pile hors de 
portée das enfants. SI vous la remplacez, commandez une pile de rechange de même 
référence. Toute autre pile rlsqueralt de prendre feu ou d'exploser. Le connecteur de la 
pile est polarlsé. N'essayez pas d'lnverser la polarlté. Na mettez pas la pile à la poubelle. 
Pour la recyclage ou la mise au rebut, reportez-vous à la réglementatlon en vlgueur. (3) 

SJFRE347 

11 existe un risque d'explosion en cas de remplacement incorrect de la pile . 
Tautes les piles usées doivent être mises au rebut selon les instructions du 
fabricant. Contactez IBM lorsque l'horfoge temps réel se met à retarder. (4) 

ATTENTION: 
Pour couper l'alimentation du 21 09 Modele M 12, débranchez les deux cordons 
d'alimentation. (5) 

SJFRA699 
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German 

Sicherheitshinweise 

Achtung: 

Dieses Buch enthãlt Sicherheitshinweise. 

• Die Nichtbeachtung der Vorschriften in den mit VORSICHT gekennzeichneten 
Sicherheitshinweisen kann zu schweren Verletzungen oder sogar zum Tod führen. 

• Die Nichtbeachtung der Vorschriften in den mil ACHTUNG gekennzeichneten 
Sicherheitshinweisen kann zu leichten Verletzungen bzw. zu Schãden an 
Hardware ode r Software führen. 

Verwenden Sie die Referenznummern in Klammern, beispielsweise (1) am Ende der 
einzelnen Sicherheitshinweise, um die gewünschte Übersetzung zu bekommen. 

ACHTUNG 
Diese Einheit kõnnte zwei Stromversorgungskabel haben. Um die Einheit ganz 
von der Netzspannung zu trennen, beide Stromversorgungskabellõsen. (1) 

ACHTUNG: 

z 
a. 

Nur GBIC-Einheiten oder Glasfaserpr odukte verwenden, die dem IEC Stan­
dard 60825-1 entsprec hen. Optisc he Produkte, die diesen nic ht 
entsprec hen, kõnnen Strahlung en erz eug en, di e zu A ug en-
verletzung en führen kõnnen. (2) 

SJGER338 

ACHTUNG: 
Lithiumbatterien sind feuergefãhrlich, explosiv und kõnnen schwere Ver­
brennungen verursachen . Batterie nicht wiederaufladen, õffnen o der über 
100 Grad Celsius erhitzen; die Zelle nicht direkt anlõten, verbrennen oder 
den lnhalt der Zelle mit Wasser in Berührung bringen. Batterie nicht in Reich­
weite von Kindern aufbewahren. Eine verbrauchte Batterie nu r durch eine 
Batterie mit der für dieses System spezifizierten Teilenummer ersetzen. 
Andere Batterien kõnnen sich entzünden oder explodieren. Der Batteriean­
schluss hat zwei verschiedene Pole; beim AnschlieBen die Pole nicht vertau­
schen. Batterie gemãB den õ rtlich en Richtlinien für Sondermüll entsorgen. (3) 

SJGER347 

Die Batterie kann bei unsachgemãBem Austauschen explodieren. 
Batterien nach Gebrauch ais Sondermü/1 entsorgen. Kontakt mit IBM 
aufnehmen, wenn der Taktgeber nicht mehr korrekt funktioniert. (4) 

c ung: 
Beide Netzkabe/ von der Stromversorgung trennen, um das 
2109 Mode/1 M12 von der Stromversorgung zu trennen. (5) 

SJGER699 
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Greek 

tf}~EIWaEIÇ aaQ)áÀEIOÇ 

nPOI:OXH . 

LE OUTÓ TO EY)(EipÍÕIO UTTÕPXOUV O~IJEIWOEIÇ OOcpáÀEIOÇ . 

• Ül 01"\I..IEIWCJEIÇ KIVÕÚVOU TTpoEIOOTTOIOÚV yta cruv9~KEÇ ~ ÕIOÕIKOOÍEÇ TTOU 
ea IJTTOpoúoav va TTpoKaAtoouv Bávaro ~ cro~apó rpau!Jartcr!JÓ . 

• Üt OI"JIJEIWcrEIÇ TTpo<10Xf)Ç TTPOEIÕOTTOIOÚV yta CJUVB(JKEÇ f) ÓIOÕIKOOÍEÇ TTOU Ba 
IJTI"Opoúcrav VO TTpoKOJ\ÉCJOUV TpaUIJOTIOjJÓ, ÓXI SOVOTI"J(j)Ópo OÚTE E~atpETtKá ETTIKÍVÕUVO. 

• Ül OI"JIJEIWCJEIÇ ETTIOf)j.JaYC11"JÇ TTpOEIOOTTOIOÚV yta auv9(JKEÇ f) Õt0ÕIKOC1ÍEÇ TTOU 
Ba IJTTOpOÚOOV VO TTpoKaAtCJOUV ~I"JIJÍEÇ C1E IJI"JXOVtÇ, E~OTTÀIC1j.JÓ f) TTpoypáj.Jj.JaTO . 

){pi"JOIIJOTTOIEÍTE TOUÇ Opt8j.JOÚÇ avacpopáç CJE TTaptvaEC11"J C1TO TtÀOÇ Ká8E 
C11"JIJEÍWOI"JÇ, TT.X. (1), yta va J3pEÍTE T~V avTÍC1TOIXI"J jJETá<ppaOI"J . 

nPOIOXH: 
AUTtí 11 IJOVálla 1nropd va txEt llúo KIIÀWÕta VPOIIIIríc;. fia va lltaKÓijiETI: 
rrAt'Jpwc; TI"JV rrapoxrí pEÚIJaroc;, arroauvõton Kal Ta õúo Ka.\wõ1a ypaiJIJríc;. (1) 

nPOIOXH: 

z 
0.. 

ITIÇ HVWIJtvEÇ noAm:íEÇ, XPIJOIIJOTI"OIEÍTI: IJÓVO IJOVÓISEÇ GBIC r1 rrpo"ióVTa 
OTTTIKWV IVIÍIV (flbre-Qptic) TrOU TrÀI"JpOÚV Ta TrpÓTUTTa EKTrOIJTrrlÇ 
aKTivopoArac; TIJÇ FDA, 21 CFR YrroKtcpáAa•o J . .61t8vwc;, XPIJOIIJOTrOIEÍTE 
IJÓVO IJOváiSEÇ GBIC i) rrpo"ióvro OTrTIKIÍiv IVIÍIV rrou TrÀIJpoúv TO rrpórurro 
IEC 825-1. Ta OTrTIKá rrpoióvro rrou ISlV TrÀIJpoúv aUTá Ta rrpóTurra IJTTopd 
va trapáyOUV tpWTEIVrl OKTIVOj30ÀÍa lTTIKfVISUVIJ y1a Ta (2) 

SJGRE338 

nPOIOXH: 
M1a IJTTOTapfa A18fou IJlrOpd va lrPOKa.\tall rrupKaylá, tKpf1~11 i) aopapá 
lVKOÚIJaTa. MI"JV lTTIXliPrlOlTE va TI"JV lTTaVacpopyfanE, va TI"JV 
arroauvapiJoAoyi)an~:, va Tfl8Ep1Jávnt TTávw arr6100°C, va TI"JV 
QlJOTltpptiJanE, va TTpay1JaTaTrOII'jC1lTE auyKÓAÀI"JOI"J IJE KCIÀÓI aTTEU8Efaç 
aTO aTOIXEÍO i) va cptpnE Ta lrEpiEXÓIJlVO TOU aTOIXEfOU at lTTatp(J IJE VEpÓ . 
KpaTi)aTE Tfl IJOKplá aTTÓ TTaiÓIÓ. AVTIKOTaaTi)aTE TI} IJÓVO IJE TO 
KaBoplaJJtvo part number y1a TO aúaTIJIJÓ aac;. H xpftaqiS•acpopniKi)ç 
JllraTapfac; Jllropd va ISflJIIOUpyi)all Kfv!Suvo rrupKayláÇ l'j tKpiJ~IJÇ. H 
IJTTaTapfa auv!Stna1 JIE auyKEKPIIJtvll lrOÀIKÓTIJTa. M11v lTTIXEIPftanE va 
aVTiaTPtii'ETE Tflv lrOAIKÓTIJTa. H atrópp111111 TflÇ IJtraTapfac; lrprnEI va 
yÍVlTQI aÚIJtpWVQ IJE TOUÇ TOlriKOÚÇ KaYOVIC11JOÚÇ. (3) 

SJGRE329 

YrrápXEI KÍVÓUVOÇ ÉKpllÇ'lÇ <JE TTEpÍmW<Jil Eaq>OÀIJÉVIlÇ OVTIKOTáOTO<JilÇ TllÇ 

IJTTarapíaç. H arróppi4Jil óAwv rwv XPil<JIIJOTTOIIliJÉVwv IJTTarapJwv rrpÉTTEI va 

yíVETOI <JÚj.Jq>WVO IJE TIÇ OÓilVÍEÇ TOU KOTO<JKEUO<JT~. ETTIKOIVWV~OTE IJE TllV IBM 
av ro poM1 rrpay!JOTIKOú xpóvou apxícrEI va IJÉVEI rrícrw. (4) 

nPOrOXH: 
na VO ÓIOKÓljJETE TllV TTOPOX~ pEÚIJOTOÇ OTO 2109 Model M12, OTTO<JUVÓÉOTE 

KOI TO ÓÚO KOÀWÓIO pEÚIJOTOÇ. (5) 
SJGRE699 
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Hebrew 

.i'\T ,9o ~\!J I:>,IK ~l~ mo9"TIJl n•n•o:l. nlli"Tiil 

.il\!Jj7 illl'319 IM nnn~ anl'l 'll~llil :l.31n 'J9n ;n•ilrn ilno nli"Tiil • 

n·J~Oj7 ill'K\!J illl'319 anl'l ~ll'il :l.31n 'l9n il,'ilm nn•ilr nli"Tiil • 

.n•JI31'j7 ilJ:>o l:l. p1<1 

j7TJ anl~ a•'7D'il a•'lill 11< D':l.31n 'J9n il,'ilTn mnv nli"Tiil • 
.nl'llln~ IM "TI 131'J ,nlllln'l 

illi"Tiil '7:> '}IO:l. ,(1) i'lnli"T'l ,D",liO:l. il'l9ilil ,,90n:l. 1\!Jnn\!Jil 
.D'Mnnil a1.nnil nM Kl31n'7 '"Tl 

:nn•ilr 
~~ nM p~o~ ,.,!J -~~YJn '~!!.!J 'lYJ YJ' n 1'1.,n,~YJ ,~,, 

.(1) ~~YJn1'1 '~!J 'lYJ nM 1pnl ~~~YJM O. 

z 
a. 

D'"Tnlllil 'U91M-:l.'O ,,31m IM GBIC n11•n•:l. j7, \!Jnn\!Jil'l \!J' ,n',:l.il ni31,K:l. 
.21 CFR Subchapter J Jj7n ,FDA-il '7\!J ill',j7il 'lj7n:l. 

'091M-:l.'O ,,31m IM GBIC m"T•n•:l. j7, \!Jnn\!Jil~ \!J' ,n ',:l.il ni31,K~ ymn 

il~M D'Jj7n:J. D'"Tnlll Dl'K\!J D"U91M D',311rl .825 - 1 'on IEC Jj7n:J. D''TJllllil 

.(2) .D"l'll~ p1on ,IM j7'9il~ a•'71'7ll 

SJ000338 

, I!I"Tnrl ilniK lll.IU'7 1'1< .il"llrln il'll:> 11< niXXI9nil ,il9'"ll!l'7 Dl"ll'7 il'71'7l.l DJ•n•'7 n'7'710 
,Mil '7K nl"l'\!1' a•n'7i1'7 ,OI'nX n1'7l.lrl 100 '7.1.1 il'lll.lil il"liU"l9rlU'7 ilnJK Drln'l IM ilj7"l9'7 

nK '}''7ni1'7 \!J' .a•7'7•n i1'7'7Joil nM j7'n"li1'7 \!1' .a•n'7 Knil pm n M CJI\!Jn'l IM CJI"l1!1'7 
nno'7 anl'7 i1'71'7l.l n"lnM i1'7'7JO:l l!llrl'\!Jil .a:>'l\!1 n:>"ll.lrl:l I'IX\!1 j7'7nil "l90rl:l j7"l i1'7'7Joi\ 

nM j7'7o'7 \!1' .:l1U'j7il nK 119i1'7 mol'7 I'K ;:J.Ui j7rl i1'7'7JOil "l:lnn .mnJ9nil IM i19'"ll!l 
(3) .nl'91j'l9il nllj'ln'J DHnil::l n'J'JJOil 

SJHEB347 
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MlZ m; 2109 ~N ~ovnn l1P!ltlN l1N pm~ ,,:J 
CS) .7ovnn ,~n ))\!.1 l1N pm~ \!.!, 
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~ J Hungarian 

Biztonsági elõírások 
A biztonsági elõírások a kõnyvben számos halyan megjalannek. 

• A Veszé/y falira! figyelmeztet azokra a helyzetekre vagy eljárásokra, amelyek 
halált vagy súlyos testi sérülést eredményazhatnek . 

• A V/GYAZATfelirat olyan veszélyekre hívja fel a figyelmet,amelyek kõzepes vagy 
kõnnyebb személyi sérülést okozhatnak. 

• A Figye/em falira! figyelmeztet azokra a halyzetekre vagy eljárásokra, amelyek 
károsfthatják a gépeket, berendezéseket vagy programokat. 

Az egyes elõírások végén található, zárójeben lévõ hivatkozási számok, például (1), 
segítségével megtalálhatja a kivánt fordítást. 

FIGYELEM: 
Az egység két tápkábellel rendelkezik. Az ãramtalanitáshoz húzza ki mlndké 
tápkábelt. (1) 

& 
I"'" z' I ~'%1 IA 

>240 v-

z 
n. 

Az Egyesült Államokban csak olyan GBIC egységeket vagy száloptikás 
termékeket használjon, amelyek megfelelnek az FDA sugárzásl 
szabványok 21 CFR J alfejezetének. Nemzetkõzileg csak olyan GBIC 
egységeket vagy száloptikás termékeket használjon, amelyek megfelelnek 
az JEC 825-1-es szabványának. A nem megfelelõ optlkal 
termékek fénye károsfthatja a szemet. (2) 

SJ000338 

VIGYÁZAT 

A lltlum akkumulátor tüzet, robbanást vagy súlyos égést okozhat . Ne tõltse 
újra, ne szerelje szét, ne hevítse 100"C fõlé, ne forrasszon kõzvetlenül a 
telepre, ne égesse el és ne tegye kl viz hatásának a telep tartalmát. Tartsa 
távol a gyermekektõl. Kizárólag a rendszerhez megadott termékszámú t 
egységgel cserélje. Más akkumulátor használata túz vagy robbanásveszélyes. 
Az akkumulátorcsatlakozó polarizált; a polaritást ne cserélje foi. A használt 
akkumulátort a helyl elõírásoknak megfelelõen kell kezelnl. (3) 

FIGYELMEZTETÉS: 
Az. akkumulátor helytelen cseréje robbanásveszélyt okoz. A használt 
akkumulátorokat a gyártó utasításai szerint kell kezelni. Keresse meg az 
IBM-et, ha az óra elkezd késni! (4) 

FIGYELMEZTETÉS: 
Mindkét tápkábelt húzza ki, ha meg akarja szüntetni a 2109 M12 egység 
tápellátását! (5) 

SJHUN699 
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ltalian 

lnformazioni sulla sicurezza 
Le informazioni sulla sicurezza vengono stampate con questo manuale in modo completo . 

AITENZIONE: 

• Una nota di Pericolo segnala condizioni o procedure che possono risultare 
estremamente dannose o pericolose per la persona . 

• Una nota di Attenzione segnala condizioni o procedure che possono causare 
danni o lesioni personali che non sono né letali né estremamente pericolosi. 

• Una nota di Awertenza segnala condizioni o procedure che possono causare danni 
alie macchine, all'apparecchiatura o ai programmi. 

Utilizzare i numeri di riferimento in parentesi, ad esempio (1 ), alia fine di ciascuna nota 
per ottenere la traduzione desiderata corrispondente . 

AVVERTENZA: 
E' posslbile che questa unltà sia dotata di due cavi di linea. Per rlmuovere 
l'allmentazlone, scollegare entrambll cavl dlllnea. (1) 

ATTENZIONE: 

co 

"' o ..,. 
a. 
"' z a. 

Negll Statl Unltl utlllzzare solo unità GBIC o prodotti In fibra ottica, 
compatlblll agll standard dl radiazlone FDA, 21 CFR Subchapter J . 
A llvello lnternazlonale, utlllzzare solo unltà GBIC o prodottl In flbre ottlche 
compatlblll con lo standard IEC 825-1.1 prodottl ottlcl che non sono 
compatibili con guesti standard potrebbero produrre luminosità pericolosa 
agll occhl. f ,. i (2) 

SJ000338 

ATTENZiONE: 
Una batteria a lltio puõ causare incendio, esplosione o gravi ustioni. 
Non rlcarlcare, dlsassemblare, rlscaldare ai dl sopra dei 1 oo•c, saldare 
direttamente sulfa cella, lncenerlre o esporre 11 contenuto delle celle In 
prossimltà di acqua. Tenere iontano dalla portata dei bamblnl. Sostitulre 
solo 11 numero parte specificato per 11 sistema. L'utlllzzo dl un'altra batterla 
potrebbe provocare un rlschlo di incendlo o di esplosione. 11 connettore 
della batteria e polarizzato; non tentare di invertire la polarità. Smaltire la 
batterla In base alie norme locall vigentl. (3) 

SJITA347 

Se la batteria non viene posizionata correttamente vi é pericolo di esplosione . 
Tutte le batterie •1sate devono essere smaltite secando le istwzioni del produttore 
Contattare I' IBM se l'orologio non é preciso. (4) 

ATTENZIONE: 
Per arrestare l'alimentazione del Modello M12 2109, disconnettere entrambi i 
cavi di alimentazione . (5) 

SJITA699 
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A.. 
·~-----------------------------------------------------------------

'\0 Japanese 
~ 

;±~: 

P::~J:.(l)i:Uí:l:l:, ;;t;:'\i~-f*l.:bt:::-:> -ci'IJJiliJ ~h -c~ ';I:T. 
• [:ffl:!W<J (l)jtt±J l-c7)ft~'""C~'-'5lJilª!l:l:, 1ófrtc7)f[;:!W<~&Ii'T, ib.:SH:J:Ji{ll;:r 

:f!. :b-It.:;, õJJm~(l);b.:S:!R!m;l: t:::l:l:=!'-.lllil:::.-:>~'c (l)!fjl';!r-c'T. 

• rtt~J (l)jtt±J l-c7)ft~'""C~'-'5i'±~$ljíl:l:, 1ófrt(l)f[;;!W<~&Ii'T"b(7), ib.:S~'I:l: 
#'itl:::.f[;;!Wit.t "b (7)-c'l:tt.t~'il;, :!lr-l*:r~-:>lt.:;, õJJm~c7)ib .:S :tf\ll!a t:::li=F~IlH.: 
--::>~'-c c7)'JI1!f-c'T. 

• rtt;'@:J (7)Jtt±Jl-c7)ft~'c~'-'5i'±~$lJil:l:, "?c/ / , lQ~, ;l: t:::l:t7'o:7'7AI.: 
fflt:í~-9-;t.:;, õJJm~(l)ib .:S:!RtLU t:::l:l:=F.IIlil:::.-:>~ 'c (l)'Jil!f-c'T . 

'ttL-thc7)i±:;tr:!J~ljíc7)~:b ~ l:::.;b -'5J\551Jl(7)ft~ 'fd&*, t;:: c ü f (I) a-jj!-:> -c' i:-:J!f.t 
ll!i!R:r~Jv-c'< t~t!iP. 

;±t 
~(1)i&iiiYr::r~ 2 -=>(1)1§JtJ:::~- ~-=~t-trt7.>~ttJ<-c'~ifõ"'t. tJJ& ~>'!;~r::i!lmr 
-t7.>r::r~. l§ltJ:::~-t-=~ 2 ;f;tt~vr<t.::~~'. (1) 

SJJPN347 

2109 ~-TJL- M12 ""O)~}J ~~~9 .Qt:::$')1::, ~~-'r-/ JL-~iiliJj; c tt;JJ ~J 
Q L, L (f::~(, \o (5) 

SJJPN699 
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Korean 

OI !!!OIIe 0~9.1 ~t:! ~~Jf RAI®LIQ . 

• ~9.!Af~ê Xl\1l~OIJiLf Of~ !fl~ôfXIe ?.tê é.!XJI~~ ~OH § ~~~ * 'll e 
~Eil EE.e @I XfOII ~OH ?l~~LI Q . 

• ~9.! Af~ê JIJII. &1::11 EE.e E.~.::J~~ é~AI~ * 'lle ~Eil .EE.e @!XfOII CHOH 
?3.:i2~LIQ . 

-'?~: 
tJHE:l2.1~ @i~ QJX~I~ ?3.<? ~'êf~ ~~OI ~;;;;LIQ. A~g§ 2§ t!HE:l2.1~ 
X11~gjÃ11~ XIAIM~()JI EG2J :tt!IJI5HO~ ~LIO . ~Ail! AIJjiJf ~31 Al~uf 
e:!IBMOJI §~o~~AI2 . (4) 

-'?~: 
2109Model M129.1 ~~~ X~l/lo~2.~e1 g;~ ~@ 3il01~9.1 e!~~ 2fF 
ri 0 ~AI2 . (5) 

SJKOR699 
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.) 
·v-V) 

~~ 
~--------------------------------------------------------------------
Macedonian 

3a6elleWKH 3a CHrypHOCT 

3a6enewKIATe 3a c~ArypHoCT ce HaoraaT Ha KpajOT DA oeaa KHIA ra. 

• 3a6enewKJHe 3a onacHOCT ce D,QHecyeaaT Ha ycnoe~ATe 11 npOI..Ie.QYPIITe KOIA MO>KaT 
Aa npE!J:11A3BIAKaaT noBpe,QIA Ha npecoHanOT KOII MO>KaT A8 npe,QII3BIIKaaT CMpT. 

o 3a6eneWKIHe aa BHIIMaHIIe ce OAHecyeaaT Ha ycnOBIITe 11 npol..le.QYPIITe KOIA MO>KaT 
Aa npE!J:11A3BIAKaaT noBpe,QIA Ha npecoHanOT KOII He ce CMpTOHOCHII 11111-1 9KCTpeMHO 
onacHI1. 

• 3a6eneWKHTe 33 npeAynpE!J:1yBatbe ce D,QHecyeaar Ha ycnOBIITe 11 npOI..IE!J:1YPIITe KDII 
MO>KaT Aa npeA113BI1Kaar wrera Ha MaWIIHIITe, onpeMara, 111111 nporpaMHTe. 

Kop11crere rn 6poee1-1re eo 3arpaA11 aa pecj>epeHI..IIIPatbe, Ha np.(1 }, Ha Kpajor Ha ceKoja 
3a6eJlewKa aa Aa ce pecj>epeHI..IIIPaTe Ha caKaHHOT npeeQA. 

BHio1MAHIIIE: 
Oaaa 8AIIHII1..18 MO>KB A8 MMa ABa Ka61111 3a Hanojyaatt.e. 3 a A3 ro MCKilY'IIITB 
HanojyBatb8TO LI8110CHO MCKily'leTe rM ABaTa Ka6nM. (1) 

BHHMAHio1E: 

<O 

'"' o ... 
Q. 
<O 

z 
Q. 

Bo CAA KopiiCTeTe caMo GBIC YPeAM MnM CI»M6ep-0nTM'IKM nPOAYKTM KOM rM 
McnonHyBaar FDA craHA8PAMTe aa PaAMjai.IMja, 21 CFR nQA3aranaBMe J. 
lo1HrepHai.IMOHanHo KOpMcrere caMo GBIC YPeAM MnM CI»M6ep-0nTM'IKM 
npOAyKTM KOM ro McnonHyBaaT IEC CTalfAélp,qOT 825-1. 0 nTM'IKMT8 npOAyKTM 
KOM H8 rM MCnonHyaaaT OBMe CT8HA8PAM M0)1(8 ,qa npe,qM3BMK88T 
CB8TI1MH8 KOja 8 onaCH8 38 O'IMT8. (2) 

SJ000338 

BHHMAHHE: 
JlMTMyMCKaTa 6arepMja MOlKB A3 npe.qM3BMKa noliCap, 8KCnJ103Mja, MI1M 
C8pM03HM M31"0p8HMI.IM. H e ja nonH8T8 noBTOpHO, H8 ja paCKI10nyaajT8, H8 ja 
38rpeBajT8 Hi!A 1 OO"C (212"F), He ja neMeTB AMpeKTHO Ha K811MjaTa, HB ja 
naneTe, MnM H8 ja M3110JKYBajTe COAplKMHaTa Ha K811MjaTa Ha BOAS. l.iyBajT8 
ja nOA811811)' 0A ABI.I8. 3aM8H8T8 ja CaMO CO ABI1 cnBI.IMctiMLIMP8H 33 B;IWM.OT 
CMCT8M. Kopi1CT81b8 Ha Apyra 6aTBpMja npeTCTaayaa PM3MK OA nolKap MI1M 
8KCn1103Mja. KOHBKTOpoT H8 6aT8pMjaTa 8 nonapM3MpaH, HB C8 06M,qyaajTe 
A3 ro CM8HMT8 nonapMTBTOT. 0TcTpaHYBalt.8TO Ha MCKOpMCT8HMT8 6aT8pMM 
C8 BpWM CnOP&A 110Ka11HIIT8 perynaTMBM. (3) 

• 

SJMAC347 c=-
BHIIIMAHIIIE: 
nocTol'l onacHocT OA eKcnno311ja aKo 6aTep11jaTa Henponl'lcHo ce JaMeHysa. 
Cr.1Te 11CKOpr.1cTeHI!1 6aTepr.11!1 Mopa ,Qa ce yHI!1WTaT cnopeA npenopaKI!1Te Ha 
HI4BI-I140T np014JEie,!l,Y9<l"'. KoHraKTL4pajre ro IBM aKo real time clock "' l4noT 
ry611 1!1HcpOpM841!1ja 38 BpeMeTO. (4) 

BHIIIMAHIIIE: 
npr.1 11CKny4yBal-beTo Ha 2109 Mo,Qen M12, 1!1cKny4eTe rr.1 ABaTa Mpe>KHY1 
(cTpyjH1!1) Ka6nll1. (5) 

SJMKD699 
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l0L<4L{ 
_P_o_rt_u_g_u_es-e----------------------------------------------v4 . 

Avisos de Segurança 

CUIDADO: 

Os avisos de segurança encontram-se impressos ao longo deste manual. 

• Um aviso de Perigo informa o utilizador de que há condições ou procedimentos 
que podem resultar em morte ou em graves danos pessoais . 

• Um aviso de Cuidado informa o utilizador da existência de condições ou 
procedimentos que podem resultar em danos pessoais que não são mortais 
nem potencialmente perigosos. 

• Um aviso de Atenção informa o utilizador da existência de condições ou 
procedimentos que podem causar danos a máquinas, equipamento, ou 
programas. 

Recorra aos números de referência entre parêntesis (1) no final de cada aviso 
para saber qual a tradução pretendida . 

CUIDADO: 
Esta unidade poderá dispor de dois cabos eléctricos. Para cortar a alimentação 
desligue ambos os cabos. (1) 

CUIDADO: 

"' ~ c.. 
"' z 
c.. 

Nos Estados Unidos utilize apenas unidades GBIC ou produtos de 
Fibra-óptica que estejam em conformidade com as normas de rendimento 
de radiação da FDA, 21 CFR Subcapítulo J. Internacionalmente utilize 
apenas unidades GBIC ou produtos de Fibra-óptica que estejam em 
conformidade com a norma 825-1 da IEC. Produtos Opticos ~. ::':.··; 
que não estejam em conformidade com estas normas podem : · j 
produzir luz que é perigosa para a vista. (2) sJooo338 

CUIDADO: 
Uma pilha de lftio pode provocar fogo, explosão ou uma queimadura grave. 
Não recarregar, desmontar, aquecer acima dos 100"C (212"F), soldar 
directamente na pilha, incinerar, ou expor o conteúdo da pilha à água. 
Manter afastado das crianças. Substituir apenas pelo part number 
especificado para o sistema. A utilização de outra bateria pode apresentar 
um risco de fogo ou de explosão. O conectar da pilha está polarizado; 
não tente Inverter a polaridade. Deite a bateria fora de acordo com os 
regulamentos locais. (3) 

SJPOR347 

Perigo de explosão se a pilha for incorrectamente substituída 
Para deitar fora pilhas usadas, siga as instruções do fabricante. 
Contacte a IBM se o relógio de tempo real começar a atrasar. (4) 

CUIDADO: 
Para desligar a alimentação do 2109 Modelo M12, desligue 
ambos os cabos de alimentação. (5) SJPTG699 

l ROS P0 ~:i/2005 ·· ~.:;N l 
1 ,.,-'MI ~.-):Jpr-·r"',c.' 

,1--"'. \.1\. '• ~· 

· co d . I- . · 45 1 ~ Append1x . anger an caut1on not1ce translat1ons I 
~CJ~. 141--9--

' 36 9 8 I 
1_..----~- .. --.-· I 



Russian 

3aMe'laH ... R no TeXHMKe 6e30nSCHOCT ... 

OCTOPQ)f(HQ: 

8 :3TOH KH~re BCTpe~aiOTCR 3aMe~aH~R no TeXH~Ke 6e3anaCHOCTI1. 

• 3aMe~aHI1R noA JaronoBKOM OnacHo npeAynpeJK,D,atoT o6 ycnoa~Rx 11n11 
onepa~Rx, KOTOpble, MOryT nosne% Ja co6oi:1 cMepTHble CJ1Y'1a1111n11 
Cepb83Hbl8 TpaBMbl . 

• 3aMe~aHI1R noA 3aronOBKOM OcropoJKHO npeAynpeJK,D,atoT o6 ycnoa11Rx ~11 
onepal.(I1RX, KOTOpble MOryT RBI1TbCR npi1~11HOH TpaBM, HO He npi1BeAYT Hl1 K 
CMepTHbiM CnY'IaRM, Hl1 K OC060 Cepbe3HbiM nopiDK8HI1RM . 

• 3aMe~aHI1R no A JaronoaKOM BHHMaHHe npeAynpeJK,D,aiOT o6 ycnaBI1RX ~11 
onepa~RX, KOTOpble MOryT npi1BeCT~ K nop~e KOMnbiOTepOB, 060PYAOBaHI1R 
11n11 nporpaMM. 

'-1Ta6bl HaHTI1 nepeBOA HYJKHOrO 3aMe~aHI1R, CM0Tpi1Te HOMep , yKa3aHHbiH B 
CK06Kax B KOHUe 3TOrO 3BM8~BHI1R, Hanpi1Mep, (1 ). 

OCTOPO}I(HO: 
Y 3TOrO 6nOKa MOJKeT 6b1Tb AB3 WHypa nMT3HMR. "fT06bl nonHOCTbiO 
OTKniO'IMTb nMT3HMe, OTCOeAMHMTB o 6a WHypa. (1) 

OCTOPO}I(HO: 

<O 

"' o 
~ 
"' z 
ll. 

B CWA cneAyeT npMMeHRTb TOllbKO 6noKM GBIC M onToao noKOHHble 
yCTpoiiíCTBa, OTBe'I31011.1M8 Tpe6oaaHMRM CT3HA3PTOB FDA no ypOBHIO 

M311Y'!BHMR, CFR 21, noAPa:JAen J. 
B APyrMx cTpaHax cneAyeT npMMeHRTb TOJlbKO 6noKM GBIC M onToaonoKOHHble 
ycTJ)oiiícTBa, OTBe'laiOII.IMe Tpe6oaaHMRM CT3HA3pTa IEC 825-1. OnTM'IecKMe 
YCTPOiiíCTBa, He OTBe'laiOII.IMe 3TMM CT3HAapTaM, MOryT M311Y'!3Tb CBeT, 
onacHbliií AJJR rna3. (2) ·· · 

OCTOPO}I(HO: SJ000338 

HeOCTOpOlKHOB o6p311.18HMe C JlMTMB BOiií 68T8peeiií MOJKBT npMBeCTM K noJKapy, 
B3pb1BY MJlM cepb83Hb1M OJKOraM. H e 33pRlK8MTB M He pa3 6MpaiiíTe 6aTape10, 
HB HarpeaaiiíTe ee AO TBMnepaTypbl BbiWB 1 00"C (212"F) , H e naRiiíTe M HB ClKM­

raiiíTe ee, He AOnycKaiiíTe KOHTaKTa COABPlKMMOrO 6aTape M C BOAOM. SeperMTB 

OT ABTeiií. 3aMBHRiiíTe TOJlbKO Ha 6aTape10 C KOAOM, COOTBBTCTIIYJOIQMM aaweiií 
CMCTeMe. npMMeHeHMe Apyroiií 6aTa peM MOliCeT npMBBCTM K B3pb1BY MJlM 

noJKapy. npM nOAKniO'IeHMM 6aTapeM o6R3aTenbHO co6niOA8iiíTe nonRpHOCTb. 

YTMJ1M3MpyiiíTe 6aTape10 B COOTBeTCTBMM C MeCTHbiM 38KOHOA8TenbCTBOM. (3) 

SJRUS347 

npli! HenpaBii1JlbHOI1 3aMeHe 6aTapei1Kii1 803M0)1(8H B3Pbl8. Bce 

li1CnOllb30BaHHbl8 6aTapei1Kii1 CJ18AY8T yYii1Jlli131i1pOBaTb B COOTB8TCTBII1111 C 

li1HCTPYKU.Vls:JMII1 li13rOTOBII1TeJm. Ec11111 YaCbl peanbHOro speMeHii! HaYHYT 

OTCTaBaTb, o6paUWI1T8Cb B IBM. (4) 

OCTOPQ)f(HQ: 
l.JT06bl OTKJliOYii!Tb nli1TaHV18 2109 Model M12, OTC08Aii1Hii1Te o6a W Hypa 

nV1TaHII1s:l. (5) 

SJRUS699 

46 IBM Total~torage SAN Switch: 2109 Model M12 User's Guide 

• 



-• • • • • • • • • • • • • • • • :o 
• • • • • • • • • • • • e c·~ 

• • • • • • • • • • • • • • 

Slovak 

Bezpecnostné oznamy 

VVSTRAHA: 

Bezpecnostné oznamy sa nachádzajú vsade v tejto knihe . 

• Oznam o nebezpecenstve vás varuje pred stavmi a postupmi, ktoré môzu maf za 
následok smrf alebo váZne osobné zranenie . 

• Vystraha vás varuje pred stavmi a postupmi, ktoré môzu spõsobif osobné 
zranenie, ktoré nie je ani smrterné ani extrémne nebezpecné. 

• Upozornenie vás varuje pred stavmi a postupmi, ktoré môzu spôsobif 
poskodenie strojov, zariadenia alebo programov . 

Pozadovany preklad nájdete pedra referencného císla v zátvorkách, napríklad (1 ), 
ktoré sa nachádza na konci kaidého oznamu . 

vYSTRAHA: 
Táto jednotka môze mat' dva napájacle káble. Aby ste odstránlll vsetko napájanle, 
odpojte obidva káble. (1) 

vYSTRAHA: 

"' .., 
o 
à'. 
"' z 
c. 

V Spojenych státoch pouiivajte len jednotky GBIC alebo optlcké produkty, 
ktoré vyhovujú radlacnym standardom FDA, 21 CFR podkapltola J. 
V ostatnych krajlnách pouzivajte len jednotky GBIC alebo optlcké produkty, 
ktoré vyhovujú IEC standardu 825-1. Optické produkty, ktoré nevyhovujú 
tjmto standardom, môiu produkovaf ziarenie, 
ktoré je nebezpecné pre oci. (2) 

SJ000338 

vYSTRAHA: 

Lrtiová batéria môze spôsobif poiiar, Yjbuch alebo silné popálenie . 
Nedobijajte, nerozoberajte, nezohrievajte nad 100"C, nespájkujte priamo 
clánky, nesparujte ani nesypte obsah clánkov do vody. Drite mimo dosah 
deti. Nahradzujte ju len batériou s cislom dielu, ktoré je uvedené pre vás 
systém. Pouiitie inej batérie mõie znamenaf riziko poiiaru alebo Yjbuchu . 
Batéria je polarizovaná; nepokúsajte sa vymenif polaritu. Batérie sa zbavte 
podra mlestnych predplsov. (3) 

SJSLK347 

Ak je batéria nesprávne vymenená, existuje nebezpeéenstvo vybuchu. Vsetky 
pourité batérie musia byt' znehodnotené v súlade s pokynmi vyrobcu. 
At< hodlny reálneho tasu zatfnajá rnesl"<at' . obrát'te sa na IBM. (4) 

VVSTRAHA: 
Ak chcete odstránit' napájanie pre 2109 Model M12, odpojte obidva napájacie 
káble. (5) 

SJSKY699 
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Slovenian 

Opombe o varnosti 

OPOZORILO: 

Opombe o vamosti so natisnjene na vec mestih v tej knjigi. 

• Opomba o nevarnosti vas opozarja na stanja ali postopke, ki lahko povzrocijo 
smrt ali resne osebne poskodbe. 

• Opomba o previdnosti vas opozarja na stanja ali postopke, ki 
lahko povzrocijo osebne poskodbe, ki pa niso smrtne ali zelo hude. 

• Varnostno opozorilo vas opoza~a na stanja ali postopke, ki lahko povzrocijo 
poskodbe na strojih, opremi ali programski opremi. 

Referencne stevilke v oklepajih, na prime r (1 ), na koncu vsakega opozorila 
uporabite za uskladitev z zelenim prevodom. 

OPOZORILO: 
Ta enota lma lahko dva prikljucka za omreino napetost. ée ielite v 
celotl odstranitl napajanje, izkljucite oba napajalna kabla. (1) 

OPOZORILO: 

<D 

"' o ..,. 
a. 
"' z 
a. 

V ZOA uporabljajte le enote GBIC ali izdelke z opticnimi vodniki, ki se 
skladajo s standardi FDA, 21 CFR podpoglavje J. Drugje po svetu 
uporabljajte le enote GBIC ali izdelke z opticnimi vodniki, ki se skladajo s 
standardom IEC 825-1. Opticni izdelki, ki se ne skladajo s temi standardi, 
lahko oddajajo svetlobo, ki je skodljiva ocem. [ c cw· (2) 

·, SJ000338 

OPOZORILO: 
Litijeva baterija lahko povzroci poiar, eksplozijo ali resne opekline. Zato 
je znova ne polnite, razstavite, segrevajte na temperatura nad 1DD"C (212"F), 
prispajkajte neposredno na celico, sezgite ali izpostavljajte vsebine vodi. 
Hranite jo tako, da do nje ne bodo imeli dostopa otroci. ~menjajte jo le s 
sestavnim delom, katerega stevilka je podana za vas sistem. Uporaba druge 
baterlje lahko povzrocl pofar ali eksplozljo. Spojnlk baterije je polariziran; 
ne poskusajte zamenjatl polarltete. Baterljo odvrzlte v skladu z 
lokalnimi predpisi. (3) 

SJSLV347 ()e 

Ce baterije ne vstavite na pravilno mesto, lahko pride do eksplozije. Vse 
izrabljene baterije morate usmetisciti v skladu z navodili proizvajalca. 
Ce ura dejanskega casa zacne zaostajati, se obrn ite na IBM. (4) 

OPOZORILO: 
Ce t'elite odstraniti napajanje za model M12 racunalnika 2109, izkljucite 
oba napajalna kabla. (5) 

SJSLV699 
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Avisos de seguridad 

PRECAUCIÓN: 

Los avisos de seguridad están impresos a lo largo de este manual. 

• Un aviso de Peligro le avisa sobre condiciones o procedimientos que pueden causar 
la muerte o provocar danos personales graves . 

• Un aviso de Precaución le avisa sobre condiciones o procedimientos que pueden 
causar danos personales que no provocan la muerte ni son muy peligrosos. 

• Un aviso de Atención avisa sobre condiciones o procedimientos que pueden causar 
danos en máquinas. equipo o programas . 

Utilice los nombres de referenda en paréntesis como, por ejemplo, (1) que se 
encuentran ai final de cada aviso para saber cuál es la traducción deseada . 

PRECAUCIÓN: 
Esta unldad puede tener dos cables eléctricos. Para eliminar toda la allmentación, 
desconecte los dos cabias. (1) 

PRECAUCI N: 

<D 

"' o 
~ a. 
CD 

z a. 

En los Estados Unidos utilice solamente unidades GBIC o productos de 
Fibra óptica que cumplan con los estándares de rendimiento de radiación de 
FDA, 21 CFR Subcapltulo J. A nlvel Internacional, utlllce solamente unidades 
GBIC o productos de Fibra óptica que cumplan con el estándar 825-1 da IEC. 
Los productos ópticos que no cumplan dlchos estándares · 
pueden emitir luz perjudicial para la vista. (2) 

SJ000338 

PRECAUCIÓN: 
Una bateria da titio pueda provocar incandios, axplosiones o quemaduras 
graves. No se dabe recarga r, desmontar, calentar por enclma de los 1 00 •c 
(212 •f), soldar directamente a la célula, incinerar ni exponer a humedades. 
Manténgase fuera dai alcance de los ninos. Sustituya solamante con ai 
número de pleza especificado para su sistema. El utilizar otra bateria puede 
implicar peligro de incendio o explosión. El conector de la bateria está 
polarizado; no intente Inverti r la polaridad. Deseche la bateria de acuerdo a 
las regulaciones locales. (3) 

SJSPA347 

Existe riesgo de explosión si la batería se sustituye de forma incorrecta. Todas 
las baterías usadas deben desecharse de acuerdo con las instrucciones del 
fabricante. Póngase en contacto con IBM si el reloj de tiempo real comienza 
a atrasarse. (4) 

PRECAUCIÓN: 
Para desconectar el conmutador 2109 Modelo M12 de la corriente eléctrica, 
desenchufe los dos cables de alimentación. (5) 

SJSPA699 
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Swedish 

Sãkerhetsinformation 

VARNING: 

Den hãr boken innehâller sãkerhetsinformation. 

• Meddelanden som fõregâs av ordet F ara vamar fõr tillslând eller procedurer som kan 
orsaka dõd eller allvarlig personskada. 

• Meddelanden som fõregâs av ordet Vaming vamar fõr tillslând eller procedurer som 
kan orsaka personskada som ãr vare sig dõdlig eller extremt hãlsovâdlig. 

• Meddelanden som fõregâs av ordet Obs vamar fõr tillslând eller procedurer som kan 
orsaka skada pâ datorer, utrustning eller program. 

Anvãnd referensnumren inom parentes i slutet av varje meddelande, t ex (1 ), fõr en viss 
õversãttning. 

VARNING: 
Den hãr enheten kan ha tvâ nãtkablar. Koppla ur bâda nãtkablarna sã att ali 
strõm bryts. (1) 

VARNING: 

CD 
M 
o .... 
n. 
CD 

z 
n. 

I USA ska endast GBIC-enheter eller flberoptiska produkter som uppfyller 
FDA-standarder for strâlning, 21 CFR avsnitt J, anvãndas. lnternationellt 
ska endast GBIC-enheter eller fiberoptiska enheter som uppfyller 
IEC-standard 825·1 anvãndas. Optlska produkter som in te uppfyller 
standardema kan utstrâla ljus som ãr skadligt for ogonen. (2) 

SJ000338 

VARNING: 
Litiumbatterier kan orsaka brand, explosioner eller allvarliga brãnnskador. 
Batteriet fár inte laddas om, hettas upp tlll mer ãn 100 grader celsius eller 
tas isãr. Battericellen fár inte lodas direkt pá eller brãnnas, och dess 
inneháll fár inte utsãttas for vatten. Lát inte bam leka med batteriema. 
Ersãtt bara med batterler med artikelnumret som gãller for det system du 
anvãnder. Det kan innebiira risk for eldsváda eller explosion att anvãnda 
ett batterl av annan typ. Forsok aldrig kasta om batterlets poler. Folj lokala 
mlljoforeskrlfter nãr du slãnger batterlet. (3) 

SJSWE347 

Det finns fara for explosion om batteriet byts ut pâ ett felaktigt satt. Slang 
det anvanda batteriet i enlighet med tillverkarens anvisningar. 
Kontakta IBM om klockan borjar gâ lângsammare. (4) 

VARNING: 
Bryt strommen till 2109 modell M12 genom att koppla ur bâda stromkablarna. (5) 

SJSVE699 
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Notices 

This information was developed for products and services offered in the U. S. A. 

IBM may not offer the products, services, or features discussed in this document in 
other countries. Consult your local IBM representativa for information on the 
products and services currently available in your area. Any reference to an IBM 
product, program, or service is not intended to state or imply that only that IBM 
product, program, or service may be used. Any functionally equivalent product, 
program, or service that does not infringe on any IBM intellectual property right may 
be used instead. However, it is the user's responsibility to evaluate and verify the 
operation of any non-IBM product, program, or service . 

IBM may have patents or pending patent applications covering subject matter 
described in this document. The furnishing of this document does not give you any 
license to these patents. Vou can send license inquirias, in writing to: 

IBM Director of Licensing 
IBM Corporation 
North Castle Orive 
Armonk, N. Y. 10504-1785 
U.S.A. 

The following paragraph does not apply to the United Kingdom or any other 
country where such provisions are inconsistent with local law: 
INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS 
PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS 
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES 
OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A 
PARTICULAR PURPOSE. Some states do not allow disclaimer of express or 
implied warranties in certain transactions, therefore, this statement may not apply to 
you . 

This information could include technical inaccuracies or typographical errors . 
Changes are periodically made to the information herein; these changes will be 
incorporated in new editions of the publication. IBM may make improvements and/or 
changes in the product(s) and/or the program(s) described in this publication at any 
time without notice. 

Any references in this information to non-IBM Web sites are provided for 
convenience only and do not in any manner serve as an endorsement of those 
Web sites. The materiais at those Web sites are not part of the materiais for this 
IBM product and use of those Web sites is at your own risk . 

IBM may use or distribute any of the information you supply in any way it believes 
appropriate without incurring any obligation to you . 

© Copyright IBM Corp. 2002, 2003 

Doe ____ _ 



Trademarks 
The following terms are trademarks of the lnternational Business Machines 
Corporation in the United States, other countries, or both: 

IBM 
TotaiStorage 

Other company, product, or seNice names may be trademarks or seNice marks of 
others. 

Electronic emission statements 
This section gives the electronic emission notices or statements for the United 
States and other countries. 

Federal Communications Commission (FCC) statement 
This equipment has been tested and found to comply with the limits for a class A 
digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to A 
provi de reasonable protection against harmful interference when the equipment is J ­
operated in a commercial environment. This equipment generates, uses, and can 
radiate radio frequency energy and, if not installed and used in accordance with the 
instruction manual, may cause harmful interference to radio communications. 
Operation of this equipment in a residential area is likely to cause harmful 
interference, in which case the user will be required to correct the interference at 
his own expense. 

Properly shielded and grounded cables and connectors must be used in order to 
meet FCC emission limits. IBM is not responsible for any radio or television 
interference caused by using other than recommended cables and connectors or by 
unauthorized changes or modifications to this equipment. Unauthorized changes or 
modifications could void the user's authority to operate the equipment. 

This device complies with Part 15 of the FCC Rules. Operation is subject to the 
following two conditions: (1) this device may not cause harmful interference, and (2) 
this device must accept any interference received, including interference that may 
cause undesired operation. 

lndustry Canada compliance statement 
Avis de conformite a la reglementation d'lndustrie Canada: Cet appareil 
numerique de la classe A est conform a la norme NMB-003 du Canada. 

Chinese Class A compliance statement 

Attention: This is a Class A statement. In a domestic environment, this product 
might cause radio interference in which case the user might be required to take 
adequate measures. 
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European Community compliance statement 
This product is in conformity with the protection requirements of EC Council 
Directive 89/336/EEC on the approximation of the laws of the Member States 
relating to electromagnetic compatibility. IBM cannot accept responsibility for any 
failure to satisfy the protection requirements resulting from a non-recommended 
modification of the product, including the fitting of non-IBM option cards . 

This product is in conformity with the EU council directive 73/23/EEC on the 
approximation of the laws of the Member States relating to electrical equipment 
designed for use within certain voltage limits. This conformity is based on 
compliance with the following harmonized standard: EN60950 . 

This product has been tested and found to comply with the limits for class A 
lnformation Technology Equipment according to European Standard EN 55022. The 
limits for class A equipment were derived for commercial and industrial 
environments to provide reasonable protection against interference with licensed 
communication equipment. 

Attention: This is a class A product. In a domestic environment, this product may 
cause radio interference in which case the user may be required to take adequate 
measures . 

Where shielded or special cables (for example, cables fitted with ferrites) are used 
in the test to make the product comply with the limits: 

Properly shielded and grounded cables and connectors must be used in order to 
reduce the potential for causing interference to radio and TV communications and 
to other electrical or electronic equipment. Such cables and connectors are 
available from IBM authorized dealers. IBM cannot accept responsibility for any 
interference caused by using other than recommended cables and connectors. 

Germany compliance statement 
Zulassungsbescheinigung laut Gesetz ueber die elektromagnetische 

Vertraeglichkeit von Geraeten (EMVG) vom 30. August 1995 . 

Dieses Geraet ist berechtigt, in Uebereinstimmung mit dem deutschen EMVG das 

EG-Konformitaetszeichen - CE - zu fuehren . 

Der Aussteller der Konformitaetserklaeung ist die IBM Deutschland . 

lnformationen in Hinsicht EMVG Paragraph 3 Abs. (2) 2: 

Das Geraet erfuellt die Schutzanforderungen nach EN 50082-1 und EN 55022 
---- --. ,.. _..... ~ l 

Klasse A. 



EN 55022 Klasse A Geraete beduerfen folgender Hinweise: 

Nach dem EMVG:JPI 

"Geraete duerfen an Orten, fuer die sie nicht ausreichend entstoert sind, nur mit 
besonderer Genehmigung des Bundesministeriums fuer Post und 
Telekommunikation oder des Bundesamtes fuer Post und Telekommunikation 
betrieben werden. Die Genehmigung wird erteilt, wenn keine elektromagnetischen 
Stoerungen zu erwarten sind." (Auszug aus dem EMVG, Paragraph 3, Abs.4) 

Dieses Genehmigungsverfahren ist nach Paragraph 9 EMVG in Verbindung mit der 
entsprechenden 

Kostenverordnung (Amtsblatt 14/93) kostenpflichtig. 

Nach der EN 55022: 

"Dies ist eine Einrichtung der Klasse A. Diese Einrichtung kann im Wohnbereich 
Funkstoerungen verursachen. in diesem Fali kann vom Betreiber verlangt werden, 
angemessene Massnahmen durchzufuehren und dafuer aufzukommen." • 

Anmerkung: 

Um die Einhaltung des EMVG sicherzustellen, sind die Geraete wie in den 
Handbuechern angegeben zu installieren und zu betreiben. 

Japanese Voluntary Control Council for lnterference (VCCI) class 1 
statement 

::. O)~~I;L nUfi~-ª~~~illBi~~ã !3 ±mfMtíUi~ (V C C I ) O)~~ 
1:::~-:5· < 7 7 7. A M'~t.Hfi~iWC'9. ::. O)~fi:~*Al!l~-c'fiJfl9 ~é til&: 
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Korean Government Ministry of Communication (MOC) statement 
Please note that this device has been approved for business purposes with regard 
to electromagnetic interference. lf you find that this is not suitable for your use, you 
may exchange it for one with a non-business use. 

Taiwan class A compliance statement 

-~:l!f: 
~~~~~~~~·~~~~m~~ 
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Glossary 

This glossary provides definitions for the Fibre 
Channel and switch terminology used for the IBM 
2109 Model M12. This glossary also provides 
definitions for the Fibre Channel and switch 
terminology used for the IBM TotaiStorage SAN 
Cabinet 2109 Model C36 . 

This glossary defines technical terms and 
abbreviations used in this document. lf you do not 
find the term you are looking for, see the IBM 
Glossary of Computing Terms located at 
www.ibm.com/networking/nsg/nsgmain.htm 

This glossary also includes terms and definitions 
from : 

lnformation Technology Vocabulary by 
Subcommittee 1, Joint Technical Committee 1, 
of the lnternational Organization for 
Standardization and the lnternational 
Electrotechnical Commission (ISO/IEC 
JTC1 /SC1 ). Definitions are identified by the 
symbol (I) after the definition; definitions taken 
from draft international standards, committee 
drafts, and working papers by ISO/IEC 
JTC1 /SC1 are identified by the symbol (T) after 
the definition, indicating that final agreement 
has not yet been reached among the 
participating National Bodies of SC1 . 

• IBM Glossary of Computing Terms. New York: 
McGraw-Hill, 1994. 

The following cross-reference conventions are 
used in this glossary: 

See Refers you to (a) a term that is the 
expanded form of an abbreviation or 
acronym, or (b) a synonym or more 
preferred term . 

See also 
Refers you to a related term. 

8b/1 Ob encoding. An encoding scheme that converts 
each 8-bit byte into 1 O bits. Used to balance ones and 
zeros in high-speed transports 

16-port card. The Fibre Channel port card provided 
with the 2109 Model M12. Contains 16 ports and the 
corresponding light-emitting diodes (LEDs). See also 
port card . 

access control list (ACL). Enables an organization to 
bind a specific worldwide name (WWN) to a specific 
switch port or set of ports, preventing a port in another 
physical location from assuming the identity of a real 

© Copyright IBM Corp. 2002, 2003 

WWN. Can also reter to a list of the read/write access 
of a particular community string. See also device 
connection contrais. 

account levei switches. Switches that have four login 
accounts into the operating system (in descending 
order): root, factory, admin, and user. See also admin 
account . 

ACL. See access control/ist . 

address identifier. A 24-bit or 8-bit value used to 
identify the source or destination of a trame . 

admin account. A login account intended for use by 
the customer to control switch operation. See also 
account leve/ switches. 

alias. An alternate name for an element or group of 
elements in the fabric. Aliases can be used to simplify 
the entry of port numbers and worldwide names 
(WWNs) when creating zones. 

alias address identifier. An address identifier 
recognized by a port in addition to its standard identifier. 
An alias address identifier can be shared by multiple 
ports. 

alias AL_PA. An arbitrated loop physical address 
(AL_PA) value recognized by a loop port (L_port) in 
addition to the AL_PA assigned to the port. See also 
arbitrated /oop physical address . 

alias server. A fabric software facility that supports 
multicast group management. 

AL_PA. See arbitrated /oop physica/ address. 

American National Standards lnstitute (ANSI). The 
governing body for Fibre Channel standards in the 
U.S.A. 

ANSI. See American National Standards lnstitute. 

API. See application programming interface. 

application programming interface (API). A defined 
protocol that allows applications to interface with a set 
o r se1 v ices . 

application-specific integrated circuit (ASCI). In 
computer chip design, an integrated circuit created by 
first mounting an array of unconnected logic gates on a 
substrate and !ater connecting these gates in a 
particular configuration for a specific application . This 
design approach allows chips for a variety of 
applications to be made from lhe same generic gate 
array, thereby reducing production costs 

ARB. See arbitrate primitive signal. . . -~-- . . __ 
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arbitrate primitive signal (ARB). A primitive signal 
that is transmitted as the fill word by a loop port (L_port) 
to indicate that the L_port is arbitrating to access to the 
loop. Applies only to the arbitrated loop topology. 

arbitrated loop. A shared 1 00 MBps Fibre Channel 
transpor! structured as a loop and supporting up to 126 
devices and one fabric attachment. A port must 
successfully arbitrate before a circuit can be 
established. 

arbitrated loop physical address (AL_PA). An 8-bit 
value used to uniquely identify an individual port within 
a loop. A loop can have one ar multiple AL_PAs. 

arbitration wait timeout value (AW_TOV). The 
minimum time an arbitrating loop port (L_port) waits for 
a response before beginning loop initialization. 

area number. A number that is assigned to each 
potential port location in the switch. Used to distinguish 
ports that have the same port number but are on 
different port cards. 

A51C. See application-specific integrated circuit. 

asynchronous transfer mode (ATM). A broadband 
technology for transmitting data over local area 
networks (LANs) or wide area networks (WANs), based 
on relaying cells of fixed size. Provides any-to-any 
connectivity, and nodes can transmit simultaneously. 

ATM. See asynchronous transfer mode. 

auto-negotiate speed. Process that allows two 
devices at either end of a link segment to negotiate 
common features, speed (for example, 1 Gbps or 2 
Gbps) and functions. 

autoranging. A power supply that accommodates 
different input voltages and line frequencies. 

autosense. Process during which a network device 
automatically senses the speed of another device. 

AW_TOV. See arbitration wait timeout value. 

backup FC5 switch. The switch or switches assigned 
as backup in case the primary fabric configuration 
server (FCS) switch fails . See also fabric configuration 
server switch and primary FCS switch. 

bandwidth. (1) The total transmission capacity oi a 
cable, link, or system. Usually measured in bits per 
second (bps). (2) The range of transmission frequencies 
available to a network. See also throughput. 

basic input/ou ::wt system (8105). Code that contrais 
basic hardware operations, such as interactions with 
diskette dri:ves, hard disk drives, and the keyboard. 

BB_credit. See buffer-to-buffer credit. 
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beacon. When ali the port light-emitting diodes (LEDs) 
on a switch are set to flash from one side oi the switch 
to the other, to enable identification oi an individual 
switch in a large fabric. A switch can be set to beacon 
by Telnet command or through Web Tools. 

beginning running disparity. The disparity at the 
transmitter or receiver when the special character 
associated with an ordered set is encoded or decoded. 
See also disparity. 

BER. See bit errar rate. 

8105. See basic inputloutput system. 

BISA. Built-in self-repair. 

bit error rate (BER). The rate at which bits are 
expected to be received in error. Expressed as the ratio 
of error bits to total bits transmitted. See also errar. 

blade. One component in a system that is designed to 
accept some number of components (blades). Blades 
could be individual servers that plug into a 
multiprocessing system or individual port cards that add 
connectivity to a switch. A blade is typically a hot 
swappable hardware device. See 16-port card. 

blind-mate connector. A two-way connector used in 
some switches to provide a connection between the 
system board and the power supply. 

block. As applies to fibre channel , upper-level 
application data that is transferred in a single sequence. 

bloom. Application-specific integrated circuit (ASIC) 
technology that the 2109 Model M1 2 is based on. 

boot flash. Flash memory that stores the boot code 
and boot parameters. The processar runs its first 
instructions from boot flash. Data is cached in random 
access memory (RAM). 

o e 

boot monitor. Code used to initialize the contrai 
processar (CP) environment after powering on. 
ldentifies the amount of memory available and how to ,~ 
access it, and retrieves information about system buses. ~ ' 

British thermal unit (BTU). A measurement of heat 
produced in one hour. 

broadcast The transmjssion of data from a single 
source to ali devices in the fabric, regardless of zoning. 
See also multicast and unicast. 

BTU. See British thermal unit. 

buffer-to-buffer credit. The number of trames that 
can be transmitted to a directly-connected recipient or 
within an arbitrated loop. Determined by the number of 
receive buffers available. See also buffer-to-buffer flow 
contrai. 
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buffer-to-buffer flow control. Management of the 
trame transmission rale in either a point-to-point 
topology or in an arbitrated loop. See also 
buffer-to-buffer credit. 

CAM. Content addressable memory. 

cascade. Two or more interconnected Fibre Channel 
switches that can build large fabrics. Switches can be 
cascaded up to 239 switches, with a recommended 
maximum of seven inter-switch links (no path longer 
than eight switches). See also fabric and inter-switch 
link. 

central processing unit (CPU). A part of a computer 
that includes the circuits that contrai lhe interpretation 
and execution of instructions. A CPU in the circuitry and 
storage that executes instructions. Traditionally, lhe 
complete processing unit was often regarded as lhe 
CPU, whereas today lhe CPU is often a microchip. In 
either case, the centrality of a processar or processing 
unit depends on lhe configuration of the system or 
network in which it is used . 

chassis. The metal trame in which lhe switch and 
switch components are mounted. 

circuit. An established communication path between 
two ports. Consists of two virtual circuits capable of 
transmitting in opposite directions. See also link . 

class 1. Service that provides a dedicated connection 
between two ports (also called connection-oriented 
service), with notification of delivery or nondelivery. 

class 2. Connectionless service between ports with 
notification of delivery or nondelivery . 

class 3. Connectionless service between ports without 
notification of delivery. Other than notification, the 
transmission and routing of class 3 trames is lhe same 
as class 2 trames . 

class F. Connectionless service for inter-switch control 
traffic. Provides notification of delivery or nondelivery 
between two expansion ports {E_ports) . 

class of service. A specified sei of delivery 
characteristics and attributes for trame delivery. 

CLI. See command fine interface. 

CMI. Contrai message interface. 

com ma. A unique pattern ( either 1100000 o r 0011111) 
used in 8b/1 Ob encoding to specify character alignment 
within a data stream. See also K28.5 . 

command line interface (CLI). Interface that depends 
entirely on the use of commands, such as through 
Telnet or simple network management protocol (SNMP), 
and does not involve a graphical user interface . 

community (SNMP). A relationship between a simple 
network management protocol (SNMP) agent anda set 
of SNMP managers that defines authentication, access 
contrai, and proxy characteristics . 

compact flash. Flash memory that stores the run-time 
operating system and is used like hard disk storage. Not 
visible within lhe memory space of the processar. Data 
is stored in file system formal. Also called user flash. 

centro! processar (CP). The central processing unit 
that provides ali contrai and management functions in a 
switch . 

control processar card (CP card). The central 
processing unit of lhe 2109 Model M12, which contains 
two contrai processar (CP) card slots to provide 
redundancy. Provides Ethernet, serial, and modem ports 
with the corresponding light-emitting diodes (LEDs). 

core switch. A switch whose main task is to 
interconnect other switches. Also referred to as a 
backbone switch. See also edge switch. 

CP. See contra/ processar. 

CP card. See contra/ processar card. 

CPLD. Complex programmable logic device . 

CPU. See central processing unit. 

CRC. See cyc/ic redundancy check. 

credit. When applied to a switch, lhe maximum 
number of receive buffers provided by a fabric port 
(F _port) o r fabric loop port (FL_port) to its attached 
nade port (N_port) or nade loop port (NL_port), 
respectively, such that the N_port or NL_port can 
transmit trames without over-running lhe F _port o r 
FL_port. 

CSA. Canadian Standards Association . 

cut-through. A switching technique that allows the 
route for a trame to be selected as soon as the 
destination address is received. See also route . 

cyclic redundancy check (CRC). A check for 
transmission errors included in every data trame . 

data communications equipment (DCE) port. A port 
that is capable of intertac1ng between a data termmal 
equipment (DTE) port and a transmission circuit. DCE 
devices with an RS-232 (or EIA-232) port interface 
transmit on pin 3, and receive on pin 2. See also data 
terminal equipment (DTE) port. 

data rate. The rate at which data is transmitted or 
received from a device. lnteractive applications tend to 
require a high data rale, while batch applications can 
usually tolerate lower data rates. 
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data terminal equipment (DTE) port. A port that is 
capable of interfacing to a transmission circuit through a 
connection to a data communications equipment (DCE) 
port. DTE devices with an RS-232 (or EIA-232) port 
interface transmit on pin 3, and receive on pin 2 in a 
9-pin connector (reversed in 25-pin connectors). See 
also data communications equipment (DCE) port. 

DB-9 connector. A 9-pin version of the RS-232C port 
interface. 

DCC. A de converter. 

DCE port. See data communications equipment (DCE) 
port. 

DOR. Double data rate. See data rate. 

defined zone configuration. The complete set of ali 
zone objects that are defined in the fabric. The defined 
configuration can include multiple zone configurations. 
See also enab/ed zone configuration and zone 
configuration. 

device. Hosts and storage that connect to a switch. 
Example devices are servers, redundant array of 
independent disks (RAIO) arrays, and tape subsystems. 

device connection controls. Enables organizations to 
bind an individual device port to a set of one or more 
switch ports. Device ports are specified by a worldwide 
name (WWN) and typically represent host bus adapters 
(HBAs) (servers). See also access controllists. 

DID. The 3-byte destination ID of the destination 
device, in the OxDomainAreaALPA format. 

direct memory access (DMA). The transfer of data 
between memory and an input/output device without 
processar intervention. 

disparity. The relationship of ones and zeros in an 
encoded character. Neutra/ disparity means an equal 
number of each, positive disparity means a majority of 
ones, and negative disparity means a majority of zeros. 

DLS. See dynamic /oad sharing. 

DMA. See direct memory access. 

DNS. Distributed name server. 

domain_ID. Unique identifier for the switch in a fabric. 
Usually automatically assigned by the switch, but can 
also be assigned manually. Can be any value between 
1- 239. 

ORAM. See dynamic random access memory. 

DTE port. See data terminal equipment (DTE) port. 

dual fabric. Two identical fabrics that allow 
redundancy in the event that one fabric fails. Use a dual 
fabric for mission criticai applications. 
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dual-fabric SAN. A storage area network (SAN) that is 
composed of two independent fabrics. Synonymous with 
multi-fabric SAN. The two-fabric architecture makes 
dual-fabric SANs redundant. 

DWDM. Dense wavelength digital multiplexing. 

dynamic load sharing (DLS). Dynamic distribution of 
traffic over available paths. Allows for recomputing of 
routes when a fabric port or fabric loop port (Fx_port) or 
expansion port (E_port) changes status. 

dynamic random access memory (ORAM). A 
storage in which the cells require repetitive application 
of control signals to retain stored data. 

edge fabric. A single fabric that uses two or more 
switches as a core to interconnect multiple edge 
switches. Synonymous with dual-core fabric. See also 
resilient core. 

edge switch. A switch whose main task is to connect 
nades into the fabric. See also core switch. 

E_D_ TOV. See errar detect timeout va/ue. 

EE_credit. See end-to-end credit. 

effective zone configuration. The particular zone 
configuration that is currently in effect. Only one 
configuration can be in effect at once. The effective 
configuration is built each time a zone configuration is 
enabled. 

ElA. Electronic lndustry Association. 

ElA rack. A storage rack that meets the standards set 
by the Electronics lndustry Association (ElA). 

o t 

electromagnetic compatibility (EMC). The design 
and test of products to meet legal and corporate 
specifications dealing with the emissions and 
susceptibility to frequencies in the radio spectrum. 
Electromagnetic compatibility is the ability of various 
electronic equipment to operate properly in the intended 
electromagnetic environment. (). 

electromagnetic interference (EMI). Waves of 
electromagnetic radiation, including but not limited to 
radio frequencies, generated by the flow of electric 
current. 

electrostatic discharge (ESD). The flow of current 
that results when objects having a static charge come 
into close enough proximity to discharge. 

ELP. Extended link parameters. 

ELWL. See extra long wavelength. 

EMC. See e/ectromagnetic compatibility. 

EMI. See electromagnetic interference. 
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enabled zone configuration. The currently enabled 
configuration of zones. Only one configuration can be 
enabled at a time. See also defíned zone confíguratíon 
and zone configuration. 

end port. A port on an edge switch that connects a 
device to lhe fabric . 

end-to-end credit (EE_credit). The number of receive 
buffers allocated by a recipient port to an originating 
port. Used by class 1 and class 2 services to manage 
the exchange of trames across the fabric between 
source and destination. See also endotooend flow contra/ 
and bufferotoobuffer credit. 

end-to-end flow control. Governs flow of class 1 and 
class 2 trames between node ports {N_ports). See also 
endotooend credít . 

E_port. See expansion port . 

errar. As applies to tibre channel, a missing or 
corrupted trame, timeout, loss of synchronization, or 
loss of signal {link errors). See also loop fai/ure. 

error detect timeout value (E_D_ TOV). The time that 
the switch waits for an expected response betore 
declaring an errar condition. Adjustable in 1 
microsecond increments from 2 o 1 O seconds. 

ESD. See electrostatic discharge. 

exchange. The highest levei Fibre Channel 
mechanism used for communication between node 
ports {N_ports). Composed of one or more related 
sequences, and can work in either one or both 
directions. 

expansion port (E_port). A port is designated an 
expansion port {E_port) when it is used as an 
inter-switch expansion port to connect to lhe E_port of 
another switch, to build a larger switch fabric. 

Extended Fabrics. A feature that runs on Fabric 
operating system (OS) and allows creation of a Fibre 
Channel fabric interconnected over distances of up to 
1 00 km {62.14 mi). 

extra long wavelength (ELWL). Laser light with a 
periodic length greater than 1300 nm (for example, 
1420 or 1550). ELWL lasers are used to transmit Fibre 
Clrannel data ave r dista11ces gr eater than 1 O km. Also 
known as XLWL. 

fabric. A network that uses highospeed fibre 
connections to connect switches, hosts, and devices. A 
fabric is an active, intelligent, nonshared interconnect 
scheme for nodes . 

Fabric Access. Allows the application to control the 
fabric directly for functions such as discovery, access 
(zoning) management, performance, and switch contrai. 
Consists of a hostobased library that interfaces the 

application to switches in lhe fabric over an out-of-band 
TCP/IP connection or inoband using an IP-capable host 
bus adapter (HBA). 

Fabric Assist. A feature that enables private and 
public hosts to access public targets anywhere on the 
fabric, provided they are in the same Fabric Assis! zone . 

fabric configuration server (FCS) switch. One or 
more designated switches that store and manage the 
configuration and security parameters for ali switches in 
the fabric. FCS switches are designated by worldwide 
name (WWN), and the list of designated switches is 
communicated fabricowide. See also backup FCS 
swítch, primary FCS switch . 

fabric login (FLOGI). The process by which a device 
gains access to the fabric. 

fabric loop port (FL_port). A fabric port that is loop 
capable. Used to connect node loop ports (NL_ports) to 
the switch in a loop configuration. 

Fabric Manager. A feature that allows the storage 
area network (SAN) manager to monitor key fabric and 
switch elements, making it easy to quickly identify and 
escalate potential problems. lt monitors each element 
for out-of-boundary values or counters and provides 
notification when detined boundaries are exceeded. The 
SAN manager can configure which elements, such as 
errar, status, and performance counters, are monitored 
within a switch. 

fabric mode. One of the modes for a loop port 
{L_port). An L_port is in fabric mode when it is 
connected to a port that is not loop capable and is using 
fabric protocol. See also loop port and /oop mode . 

fabric name. The unique identifier assigned to a fabric 
and communicated during login and port discovery . 

Fabric OS. An operating system made up ot two 
software components: the firmware that initializes and 
manages the switch hardware, and diagnostics. 

fabric port (F _port). A port that is able to transmit 
under fabric protocol and interface over links. Can be 
used to connect a node port (N_port) to a switch. See 
also fabríc /oop port and Fx_port. 

Fabric Watch. A feature that runs on Fabric operating 
systern (OS) a11d allows lliuliilutillg a11d colifigwatioll of 
fabric and switch elements . 

failover. The act that causes contrai to pass from one 
redundant unit to another. 

FAN. Fabric address notification. 

FC. See fíbre channel. 

FCA. See Fíbre Channel arbítrated loop. 
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FC•AL-3. The Fibre Channel Arbitrated Loop standard 
defined by ANSI. Defined on top of the FC-PH 
standards. 

FCC. Federal Communications Commission. 

FC-FLA. The Fibre Channel Fabric Loop Attach 
standard defined by ANSI. 

FCMGMT. Fibre Alliance Fibre Channel Management. 

FCP. See Fibre Channel protoco/. 

FC-PDLA. The Fibre Channel Private Loop Direct 
Attach standard defined by ANSI. Applies to the 
operation of peripheral devices on a private loop. 

FC-PH-1 ,2,3. The Fibre Channel Physical and 
Signaling Interface standards defined by ANSI. 

FC-PI. The Fibre Channel Physical Interface standard 
defined by ANSI. 

FCS switch. See fabric configuration server switch. 

FC-SW-2. The second generation of the Fibre Channel 
Switch Fabric standard defined by ANSI. Specifies tools 
and algorithms for the interconnection and initialization 
of Fibre Channel switches in order to create a 
multiswitch Fibre Channel fabric. 

Fibre Channel (FC). A technology for transmitting data 
between computer devices at a data rate of up to 4 
Gbps. lt is especially suited for attaching computer 
servers to shared storage devices and for 
interconnecting storage controllers and drives. 

Fibre Channel arbitrated loop (FC-AL). A standard 
defined on top of the FC-PH standard. lt defines the 
arbitration on a loop where severa! FC nodes share a 
common medium. 

Fibre Channel protocol (FCP). The protocol for 
transmitting commands, data, and status using Fibre 
Channel FC-FS exchanges and information units. Fibre 
channel is a high-speed serial architecture that allows 
either optical or electrical connections at data rales from 
265 Mbps up to 4-Gbps. 

Fibre Channel service (FS). A service that is defined 
by Fibre Channel standards and exists at a well-known 
address For example, the Simple Name Server is a 
Fibre Channel service. See also Fibre Channel service 
protoco/. 

Fibre Channel service protocol (FSP). The common 
protocol for ali fabric services, transparent to the fabric 
type or topology. See also Fibre Channel service. 

Fibre Channel shortest path first (FSPF). A routing 
protocol used by Fibre Channel switches. 
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Fibre Channel transport. A protocol service that 
supports communication between Fibre Channel service 
providers. See also Fibre Channel service protoco/. 

field replaceable unit (FRU). An assembly that is 
replaced in its entirety when any one of its components 
fails. In some cases, a field replaceable uni! can contain 
other field replaceable units. 

File Transfer protocol (FTP). In Transmission Control 
protocol/lnternet protocol (TCP/IP), an application 
protocol used for transferring files to and from host 
computers. 

fill word. An IDLE or ARB ordered set that is 
transmitted during breaks between data trames to keep 
the Fibre Channel link aclive. 

firmware. The basic operating system provided with 
the hardware. 

FLA. Fabric loop attach. 

flash partition. Two redundant usable areas, called 
partitions into which firmware can be downloaded in the 
2109 Model M1 2. 

FLOGI. See fabric login. 

FL_port. See fabric /oop port. 

F _port. See fabric port. 

trame. The Fibre Channel structure used to transmit 
data between ports. Consists of a start-of-frame 
delimiter, header, any optional headers, the data 
payload, a cyclic redundancy check (CRC), and an 
end-of-frame delimiter. There are two types of trames: 
link contrai trames (transmission acknowledgements, 
and so on) and data trames. 

trame delimiter. A part of an ordered set that marks 
trame boundaries and describes trame contents. See 
also ordered set. 

FRU. See field replaceab/e unit. 

FS. See Fibre Channel service. 

FSP. See Fibre Channel service protocol. 

FSPF. See Fibre Channel shortest path first. 

FTP. See File Transfer protoco/. 

tull duplex. A mode of communication that allows the 
same port to simultaneously transmit and receive 
trames. See also half duplex. 

Fx_port. A fabric port that can operate as either a 
fabric port (F _port) or fabric loop port (FL_port). See 
also fabric port and fabric loop port. 
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gateway. Hardware that connects incompatible 
networks by providing lhe necessary translation for both 
hardware and software . 

GBIC. See gigabit interface converter. 

Gbps. Gigabits per second. 

GBps. Gigabytes per second. 

generic port (G_port). A generic port that can operate 
as either an expansion port (E_port) ora fabric port 
(F _port). A port is defined as a G_port when it is not yet 
connected or has not yet assumed a specific function in 
the fabric. 

gigabit interface converter (GBIC). A removable 
serial transceiver module designed to provide gigabaud 
capability for fibre channel (FC) and other products that 
use the same physical layer. 

gigabit switch. A 16-port, Fibre Channel gigabit 
switch. 

G_port. See generic port . 

half duplex. A mode of communication that allows a 
port to either transmit or receive trames at any time, but 
not simultaneously (with the exception of link contrai 
trames, which can be transmitted at any time) . See also 
fui/ duplex. 

hard address. The arbitrated Joop physical address 
(AL_PA) that a node loop port (NL_port) attempts to 
acquire during loop initialization . 

hardware translativa mode. Method for achieving 
address translation. The two hardware translative 
modes that are available to a Quickloop-enabled switch 
are standard translativa mode and Quickloop mode. 
See also standard translative mode and QuickLoop 
mode . 

HBA. See host bus adapter. 

heartbeat. Through clustering software, the application 
server continually communicates with the clustered 
spare using network heartbeats to indicate to the other 
machines that everything is operating correctly. This 
heartbeat is typically carried over a dedicated network 
for clustering traffic. In cases of a problem (for example, 
a software craslr orr tire operatiorral server or a 
hardware component failure) , a heartbeat link indicates 
to the other server that something has failed or is 
otherwise inoperative. lf that heartbeat is lost, the spare 
server takes over the function provided by the 
application service. Depending on the clustering 
software, either the entire server or only specific 
services on the server can be failed over or failed back. 

high availability. An attribute of the switch that 
identifies it as being capable of operating well in excess 
of 99 percent of the time. High availability is typically 

vcug 
identified by the number of nines in that percenta~e. For_Ll . 
example, a switch that is rated at tive nines would be p 
capable oi operating 99.999 percent of the time without 
failure. 

high port count fabric. A fabric containing 100 o r 
more ports . 

host bus adapter (HBA). The interface card between 
a server or workstation bus and the Fibre Channel 
network. 

hot pluggable. A field replaceable unit (FRU) 
capability that indicates it can be extracted or installed 
while customer data is otherwise flowing in the chassis . 

hub. A Fibre Channel wiring concentrator that 
collapses a loop topology into a physical star topology . 
Nades are automatically added to the loop when active 
and removed when inactive . 

IC bus. A serial, 2-wire bus used to monitor tield 
replaceable unit (FRU) temperaturas and contrai the 
system including blade power contrai. 

10. ldentification. 

108. Interface descriptor block. 

IOLE. Continuous transmission of an ordered set over 
a Fibre Channel link when no data is being transmitted, 
to keep the link active and maintain bit, byte, and word 
synchronization. 

IEC. lnternational Electrotechnical Commission. 

IETF. Internet Engineering Task Force. 

information unit (lU). A set ot information as defined 
by either upper-level process protocol detinition or 
upper-lever protocol mapping . 

initiator. A server or workstation on a Fibre Channel 
network that initiates communications with storage 
devices. See also target. 

in-order delivery (100). A parameter that, when set, 
guarantees that trames are either delivered in order or 
dropped. 

integrated fabric. The fabric created by six switches 
cabled together and contigured to handle traffic as a 
seamless group. 

Internet protocol (IP). In the Internet suite of 
protocols, a connectionless protocol that routes data 
through a network or interconnected networks and acts 
as an intermediary between the higher protocol layers 
and the physical network. 

inter-switch link (ISL). A Fibre Channel link that 
connects two switches (a link from the expansion port 
(E_port) of one switch to the E_port of another) . 
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See in-arder delivery. 

IP. See internet protocol. 

IPA. lnitial process associator. 

ISL. See inter-switch link. 

ISL Trunking. A feature that enables distribution of 
traffic over the combined bandwidth of up to four 
inter-switch links (ISLs) (between adjacent switches), 
while preserving in-order delivery. A set of trunked ISLs 
is called a trunking group; each port employed in a 
trunking group is called a trunking port. See also master 
port. 

isolated E_port. An expansion port (E_port) that is 
online but no! operational between switches due to 
overlapping domain ID or nonidentical parameters such 
as error delay timeout values (E_D_ TOVs). See also 
expansion port. 

lU. See information unit. 

1<28.5. A special 1 O-bit character used to indicate the 
beginning of a transmission word that performs fibre 
channel control and signaling functions. The first seven 
bits of the character are the comma pattern. See also 
comma. 

kernel flash. Flash memory that stores the bootable 
kernel code and is visible within the memory space of 
the processor. Data is stored as raw bits. 

key pair. In public key cryptography, a pair of keys 
consisting of a public and private key of an entity. The 
public key can be publicized, but the private key must 
be kept secret. 

LAN. See local area network. 

latency. The period of time required to transmit a 
trame, from the time it is sent until it arrives. 

LED. See light-emitting diode. 

light-emitting diode (LED). A semiconductor chip that 
gives off visible or infrared light when activated. 

link. As applies to fibre channel, a physical connection 
between two ports, consisting of both transmit and 
receive fibers. See also circtJit 

link services. A protocol for link-related services. 

LIP. See loop initialization primitive. 

LM_ TOV. See loop mas ter timeout value. 

local area network (LAN). A computer network 
located on a user's premises within a limited 
geographical area. (T) 
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logical unit number (LUN). An identifier used on a 
small computer systems interface (SCSI) busto 
distinguish among up to eight devices (logical units) with 
the same SCSI ID. 

long wavelength (LWL). A type of fiber optic cabling 
that is based on 1300 mm lasers and supports link 
speeds of 1.0625 Gbps. Can also reter to the type of 
GBIC or SFP. See also short wavelength. 

loop. A configuration of devices that are connected to 
the fabric by way of a fabric loop port (FL_port) 
interface card. 

loop circuit. A temporary bidirectional communication 
path established between loop ports (L_ports). 

loop failure. Loss of signal within a loop for any 
period of time, or loss of synchronization for longer than 
the timeout value. 

loop_ID. A hexadecimal value representing one of the 
127 possible arbitrated loop physical address (AL_PA) 
values in an arbitrated loop. 

loop initialization. The logical procedure used by a 
loop port (L_port) to discover its environment. Can be 
used to assign arbitrated loop physical address (AL_PA) 
addresses, detect loop failure, or reset a node. 

loop initialization primitive (LIP). The signal used to 
begin initialization in a loop. lndicates either loop failure 
or resetting of a node. 

looplet. A set of devices connected in a loop to a port 
that is a member of another loop. 

loop master t imeout value (LM_TOV). The minimum 
time that the loop master waits for a loop initialization 
sequence to return. 

loop mode. One of the modes for a loop port (L_port). 
An L_port is in loop mode when it is in an arbitrated 
loop and is using loop protocol. An L_port in loop mode 
can also be in participating mode or nonparticipating 
mode. See also loop port, fabric mode, participating 
mode, and nonparticipating mode. 

loop port {L_port). A node port (NL_port) or fabric 
port (FL_port) that has arbitrated loop capabilities. An 
L_port can be either in fabric mode or loop mode. See 
also fabnc mode , Joop mode, nonpartJCipatmg mode, 
and participating mode. 

loop port state machine (LPSM). The logical entity 
that performs arbitrated loop protocols and defines lhe 
behavior of loop ports (L_ports) when they require 
access to an arbitrated loop. 

L_port. See loop port. 

LPSM. See loop port state machine. 

LSR. Link state record. 
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LSU. Link state update. 

LUN. See logical unit number. 

LWL. See long wavelength. 

MAC. Media access controlier. 

management information base (MIB). A simple 
network management protocol (SNMP) structure to help 
with device management, providing configuration and 
device information. 

master port. As relates to trunking, the port that 
determines the routing paths for ali traffic flowing 
through the trunking group. One of the ports in the first 
inter-switch link (ISL) in the trunking group is designated 
as the master port for that group. See also ISL 
Trunking. 

MIB. See management intormation base. 

modem serial port. The upper serial port on the 
contrai processo r card (CP card) of the 2109 Model 
M12. Can be used to connect the CP card to a modem 
with a standard 9-pin modem cable. Consists of a DB-9 
connector wired as an RS-232 device, and can be 
connected by serial cable to a data communications 
equipment (DCE) device. A Hayes-compatible modem 
or Hayes-emulation is required. The device name is 
ttyS1. See also data communications equipment port 
and terminal serial port . 

multicast. The transmission of data from a single 
source to multiple specified node ports (N_ports) , as 
opposed to ali the ports on the network. See also 
broadcast and unicast . 

multimode. A fiber optic cabling specification that 
aliows up to 500 m (1640.5 ft) between devices. 

name server. Frequently used to indicate Simple 
Name Server. See also simple name seNer. 

NEMA. National Electrical Manufacturers Association. 

NL_port. See node loop port. 

NMS. Network Management System. 

node. A Fibre Channel device that contains a node 
port (N port) or node loop port (NL port) . 

node loop port (NL_port). A node port that is loop 
capable. Used to connect an equipment port to the 
fabric in a loop configuration through a fabric loop port 
(FL_port) . 

node name. The unique identifier for a node, 
communicated during login and port discovery. 

node port (N_port). A node port that is not loop 
capable. Used to connect an equipment port to the 
fabric. 

nonparticipating mode. A mode in which a loop port 
(L_port) in a loop is inactive and cannot arbitrate or 
send trames, but can retransmit any received 
transmissions. This mode is entered if there are more 
than 127 devices in a loop and an arbitrated loop 
physical address (AL_PA) cannot be acquired. See also 
participating mode . 

nonvolatile random access memory (NVRAM). 
Random access memory (storage) that retains its 
contents after the electrical power to the machine is 
shut off. A specific part of NVRAM is set aside for use 
by the system AOS for the boot device list. 

N_port. See nade port . 

NVRAM. See nonvolatile random access memory . 

Nx_port. A node port that can operate as either a 
node port (N_port) or node loop port (NL_port) . See 
also nade port and node loop port. 

operating system (OS). A collection of system 
programs that control the overali operation of a 
computer system . 

ordered set. A transmission word that uses Bb/1 Ob 
mapping and begins with the K28.5 character. Ordered 
sets occur outside of trames, and include trame 
delimiters, primitive signals, and primitive sequences . 
Ordered sets are used to differentiate Fibre Channel 
control information from data trames and to manage the 
transpor! of trames. See also trame delimiter, primitive 
signal, and primitive sequence. 

OS. See operating system. 

packet. A set of information transmitted across a 
network. See also trame . 

participating mode. A mode in which a loop port 
(L_port) in a loop has a valid arbitrated loop physical 
address (AL_PA) and can arbitrate, send trames, and 
retransmit received transmissions. See also 
nonparticipating mode . 

path selection. The selection of a transmission path 
through the fabric. Switches use the Fibre Channel 
shortest path first (FSPF) protocol. 

PCI. Peripheral control interconnect. 

PDU. Power distribution unit. 

Performance Monitoring. A feature that provides 
error and performance information to the administrator 
and user for use in storage management. 

phantom address. An arbitrated loop physical 
address (AL_PA) value that is assigned to a device that 
is not physicaliy in the loop. Also known as phantom 
AL_PA. 
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phantom device. A device that is not physically in an 
arbitrated loop, but is logically included through the use 
of a phantom address. 

PLDA. See private loop direct attach. 

PLOGI. See port /ogin. 

PMC. PCI mezzanine card. 

P/N. Part number. 

point-to-point. A Fibre Channel topology that employs 
direct links between each pair of communicating 
entities. 

port cage. The metal casing extending out of the 
aplicai port on the switch, and in which the gigabit 
interface converter (GBIC) or small form-factor 
pluggable (SFP) can be inserted. 

port card. A Fibre Channel card that contains optical 
or copper port interfaces, and acts like a switch module. 
See also 16-port card. 

port login (PLOGI). The port-to-port login process by 
which initiators establish sessions with targets. See also 
fabric /ogin. 

port module. A coliection of ports in a switch. 

port_name. The unique identifier assigned to a Fibre 
Channel port. Communicated during login and port 
discovery. 

POST. See power-on self-test. 

power-on self-test (POST). A series of diagnostics 
that are automaticaliy run by a device when the power 
is turned on. 

primary FCS switch. Primary fabric configuration 
server switch. The switch that actively manages the 
configuration and security parameters for ali switches in 
the fabric. See also backup FCS switch and FCS 
switch. 

primitive sequence. A part of an ordered set that 
indicates or initiates port states. See also ordered set. 

primitive signal. A part of an ordered set that 
indicates events. See also ordered set. 

principal switch. The switch that assumes the 
responsibility to assign domain IDs. The role of principal 
switch is negotiated after a "build fabric" event. 

private device. A device that supports arbitrated loop 
protocol and can interpret 8-bit addresses, but cannot 
log into the fabric. 

private loop. An arbitrated loop that does not include 
a participating fabric loop port (FL_port). 

64 IBM TotaiStorage SAN Switch: 2109 Model M12 User's Guide 

private loop direct attach (PLDA). A subset of fibre 
channel standards for the operation of peripheral 
devices. 

private NL_port. A node loop port (NL_port) that 
communicates only with other private NL_ports in the 
same loop and does not log into the fabric. 

protocol. A defined method and a set of standards for 
communication. 

public device. A device that supports arbitrated loop 
protocol, can interpret 8-bit addresses, and can log into 
the fabric. 

public loop. An arbitrated loop that includes a 
participating fabric loop port (FL_port), and can contain 
both public and private node loop ports (NL_ports). 

public NL_port. A node loop port (NL_port) that logs 
into the fabric, can function within either a public or 
private loop, and can communicate with either private or 
public NL_ports. 

quad. A group of four adjacent ports that share a 
common pool of trame buffers. 

QuickLoop. (1) A feature that makes it possible to 
aliow private devices within loops to communicate with 
public and private devices across the fabric through the 
creation of a larger loop. (2) The arbitrated loop created 
using this software. A QuickLoop can contain a number 
of devices or looplets; ali devices in the same 
QuickLoop share a single arbitrated loop physical 
address (AL_PA) space. 

QuickLoop mode. A hardware translativa mode that 
aliows private devices to communicate with other private 
devices across the fabric. See also hardware trans/ative 
mode and standard translative mode. 

RAIO. See redundant array of independent disks. 

RAM. See random access memory. 

RAN. Remote Asynchronous Notification. 

random access memory (RAM). A temporary storage 
location in which the central processing unit (CPU) 
stores and executes its processes. 

R A TOV. See resource al/ocation timeout value. 

read only memory (ROM). Memory in which stored 
data cannot be changed by the user except under 
special conditions. 

receiver ready (R_RDY). A primitiva signal indicating 
that the port is ready to receive a trame. 

reduced instruct ion set computer (RISC). A 
computer that uses a small , simplified set of frequently 
used instructions for rapid processing. 
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redundant array of independent disks (RAIO). A 
collection of disk drives that appear as a single volume 
to lhe server and are fault tolerant through mirroring or 
parity checking. 

registered state change notification (RSCN). A 
switch function that allows notification of fabric changes 
to be sent from lhe switch to specified nodes. 

remate fabric. A fabric that spans across wide area 
networks (WANs) by using protocol translation (a 
process also known as tunneling) such as fibre channel 
over asynchronous transfer mode (ATM) or fibre 
channel over Internet protocol (IP). 

remote procedure call (RPC). A facility that a client 
uses to request the execution of a procedure call from a 
serve r . 

Remote Switch. A feature that runs on Fabric 
operating system (OS) and enables two fabric switches 
to be connected over an asynchronous transfer mode 
(ATM) connection. This requires a compatible Fibre 
Channel to ATM gateway, and can have a distance of 
up to 1 o km (6.214 mi) between each switch and the 
respective ATM gateway . 

request rate. The rate at which requests arrive at a 
servicing entity. See also seNice rate . 

resilient core. A single fabric that uses two or more 
switches as a core to interconnect multiple edge 
switches. Synonymous with dual-core fabric . 

resource allocation timeout value (R_A_ TOV). Used 
to time out operations that depend on the maximum 
possible time that a trame can be delayed in a fabric 
and still be delivered. This value is adjustable in one 
microsecond increments from 10- 120 seconds. 

resource recover timeout value (RR_ TOV). The 
minimum time a target device in a loop waits after a 
loop initialization primitive (LIP) before logging out a 
small computer systems interface (SCSI) initiator. See 
also errar detect tímeout value and resource al/ocatíon 
tímeout va/ue. 

RISC. See reduced ínstructíon set computer. 

RLS probing. Read link status of lhe arbitrated loop 
physical addresses (AL_PAs) . 

ro. Read only . 

ROM. See read only memory . 

route. As applies to a tabric, the communication path 
between two switches. Can also apply to lhe specific 
path taken by an individual trame, from source to 
destination. See also Fíbre Channe/ shortest path fírst. 

routing. The assignment of trames to specific switch 
ports, according to trame destination. 

RPC. See remate procedure cal/ . 

R_RDY. See receíver ready. 

RR_ TOV. See resource recovery tímeout va/ue. 

RS-232 port. A port that conforms to a set of Electrical 
lndustries Association (ElA) standards. Used to connect 
data terminal equipment (DTE) and data 
communications equipment (DCE) devices for 
communication between components, terminais, and 
modems. See also DB-9 connector, DCE port, and DTE 
port. 

RSCN. See regístered state change notífícatíon . 

RSH. Remate shell. 

RTC. Real time clock. 

rw. Read-write. 

SAN. See storage area network. 

SAN island. A group of storage devices and seNers 
connected to switches in a fabric. 

SC. Standard connector. 

SCSI. See sma/1 computer systems interface. 

SCSI Enclosure Services (SES). A subset of the 
small computer systems interface (SCSI) protocol used 
to monitor temperature, power, and fan status for 
enclosure devices. 

SDRAM. See synchronous dynamíc random access 
memory. 

Secure Fabric OS. An optionally-licensed software 
product that runs on top of the Fabric OS and providas 
customizable security restrictions through local and 
remate management channels on a switch. 

secure sockets layer (SSL). A security protocol that 
providas communication privacy. SSL enables 
client/server applications to communicate in a way that 
is designed to preveni eavesdropping, tampering, and 
message forgery. 

sequence. A group of related trames transmitted in the 
same direction between two node ports (N_ports). 

SERDES. Serializer/deserializer. 

service rate. The rate at which an entity can seNice 
requests. See also request rate. 

SES. See SCSI Enclosure SeNices. 

SFP. See sma/1 form-factor pluggable. 

short wavelength (SWL). A type of fiber optic cabling 
that is based on 850 mm lasers and supports 1.0625 
Gbps link speeds. Can also reter to the lyRê ~ot iàaõif ' 
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interface converter (GBIC) or small form-factor 
pluggable (SFP). See also long wavelength. 

SID. The 3-byte source 10 of lhe originator device, in 
the OxDomainAreaALPA format. 

SID-DID. Source identifier-destination identifier. 

SIMMS. Single in·line modules. 

simple name server (SNS). A switch service that 
stores names, addresses, and attributes for up to 15 
minutes, and provides them as required to other devices 
in the fabric. SNS is defined by Fibre Channel 
standards and exists at a well-known address. Can also 
be referred to as directory service. See also Fibre 
Channel service. 

simple network management protocol (SNMP). In 
the Internet suite of protocols, a network management 
protocol that is used to monitor routers and attached 
networks. SNMP is an application layer protocol. 
lnformation on devices managed is defined and stored 
in lhe application's Management lnformation Base 
(MIB). 

single mode. The fiber optic cabling standard that 
corresponds to distances of up to 1 O km (6.214 mi) 
between devices. 

small computer systems interface (SCSI). A parallel 
bus architecture and a protocol for transmitting large 
data blocks up to a distance of 15 - 25 m (49 - 82 ft). 

small form-factor pluggable (SFP). An optical 
transceiver used to convert signals between optical fiber 
cables and switches. 

SMI. Special memory interface. 

SNIA. Storage Network lndustry Association. 

SNMP. See simple network management protocol. 

SNMPv1. The original standard for SNMP, now labeled 
v1 . 

SNS. See simple name server. 

SOF. Start-of-frame. 

SSL. See secure sockets layer. 

standard translative mode. A hardware translative 
mode that allows public devices to communicate with 
private devices across lhe fabric. See also hardware 
translativa mode and QuickLoop mode. 

storage area network (SAN). A network of systems 
and storage devices that communicate using Fibre 
Channel protocols. See also fabric. 

subordinate switch. Ali switches in lhe fabric other 
than the principal switch. See also principal switch. 
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switch. Hardware that routes trames according to 
Fibre Channel protocol and is controlled by software. 

switch name. The arbitrary name assigned to a 
switch. 

switch port. A port on a switch . Switch ports can be 
expansion ports (E_ports), fabric ports (F _ports), or 
fabric loop ports (FL_ports). 

SWL. See short wavelength. 

synchronous dynamic random access memory 
(SDRAM). The main memory for lhe switch. Used for 
volatile storage during switch operation. 

Tachyon. A type of host bus adapter. 

target. A storage device on a Fibre Channel network. 
See also initiator. 

TCP. See transmission contrai protocol. 

tenancy. The time from when a port wins arbitration in O ~ 
a loop until the same port returns to lhe monitoring · 
state. Also referred to as loop tenancy. 

terminal serial port. The lower serial port on the 
contrai processar card (CP card) of the 2109 Model 
M12. This port sends switch information messages and 
can receive commands. Can be used to connect the CP 
card to a computer terminal. Has an RS-232 connector 
wired as a data terminal equipment (DTE) device, and 
can be connected by serial cable to a data 
communications equipment (DCE) device. The 
connector pins 2 and 3 are swapped so that a 
straight-through cable can be used to connect to a 
terminal. The device name is ttySO. Can also be 
referred to as the console port. See also DCE port, DTE 
port, and modem serial port. 

throughput. The rale of data flow achieved within a 
cable, link, or system. Usually measured in bits per 
second (bps). See also bandwidth. 

topology. As applies to fibre channel, lhe configuration 
of lhe Fibre Channel network and the resulting 
communication paths allowed. 

translative mode. A mode in which private devices 
can communicate with public devices across the fabric. 

transmission character. A 1 O-bit character encoded 
according to the rules of lhe Bb/1 Ob algorithm. 

Transmission Control protocol (TCP). A 
communications protocol used in lhe Internet and in any 
network that follows lhe Internet Engineering Task Force 
(IETF) standards for Internet protocol. 

transmission word. A group of four transmission 
characters. 

• 
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trap (SNMP). The message sent by a simpíe network 
management protocol (SNMP) agent to inform lhe 
SNMP management station of a criticai error. See also 
simple network management protocol. 

tunneling. A technique for enabling two networks to 
treat a transport network as though it were a single 
communication link or local area network (LAN) . 

Tx. Transmitted . 

U. Unit of measure for rack-mounted equipment. 

UART. Universal Asynchronous Receiver Transmitter . 

UDP. See user datagram protocol. 

ULP. See upper-level protocol . 

ULP _ TOV. See upper-level timeout value . 

unicast. The transmission of data from a single source 
to a single destination. See also broadcast and 
multicast. 

universal port (U_port). A switch port that can 
operate as a generic port (G_port), expansion port 
(E_port), fabric port (F _port), or fabric loop port 
(FL_port). A port is defined as a U_port when it is not 
connected or has not yet assumed a specific function in 
the fabric. 

U_port. See universal port. 

upper-level protocol (ULP). The protocol that runs on 
top of Fibre Channel. Typical upper-level protocols are 
small computer system interface (SCSI), Internet 
protocol (IP), HIPPI, and IPI. 

upper-level timeout value (ULP _ TOV). The minimum 
time that a small computer system interface (SCSI) 
upper-level protocol (ULP) process waits for SCSI 
status before initiating ULP recovery. 

user datagram protocol (UDP). A protocol that runs 
on top of Internet protocol (IP) and provides port 
multiplexing for upper-level protocols. 

user flash. See compact flash. 

VC. See virtual circuit. 

VCCI. Voluntary Control Council for lnterference 

virtual circuit (VC). A one-way path between node 
ports (N_ports) that allows fractional bandwidth. 

WAN. See wide area network . 

WDM. Wave division multiplexing . 

well-known address. As pertaining to fibre channel, a 
logical address defined by lhe Fibre Channel standards 
as assigned to a specific function, and stored on the 
switch . 

wide area network (WAN). A network that provides 
communication services to a geographic area larger 
than that served by a local area network or a 
metropolitan network, and that can use or provide public 
communications facilities. (T) 

workstation. A computer used to access and manage 
the fabric. Can also be referred to as a management 
station or host. 

worldwide name (WWN). Uniquely identifies a switch 
on local and global networks . 

World Wide Web (WWW). A network of servers that 
contain programs and files. Many of the files contain 
hypertext links to other documents available through the 
network . 

WWN. See worldwide name. 

WWW. See World Wide Web. 

XLWL. See extra long wavelength. 

zone. A set of devices and hosts attached to the same 
fabric and configured as being in the same zone. 
Devices and hosts within the same zone have access 
permission to others in the zone, but are not visible to 
any outside the zone. See also zoning . 

zone alias. An alias for a set of port numbers or 
worldwide names (WWNs). Zone aliases can be used to 
simplify the entry of port numbers and WWNs. For 
example, "host" could be used as an alias for a WWN of 
11 0:00:00:60:69:00:00:Ba. 

zone configuration. A set of zones designated as 
belonging to the same zone configuration. When a zone 
configuration is in effect, ali valid zones in that 
configuration are also in effect. 

zone member. A port, node, worldwide name (WWN), 
or alias, which is part of a zone. 

zone scheme. The levei of zoning granularity 
selected. For example, zoning can be done by switch or 
port, worldwide name (WWN), arbitrated loop physical 
address (AL_PA), or a mixture. See also zone 
configuration . 

zone set. See zone configuration . 

Zoning. A feature that runs on Fabric operating 
system (OS) and allows partitioning of the fabric into 
logical groupings of devices. Devices in a zone can only 
access and be accessed by devices in the same zone . 
See also zone. 
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• • 
~583 Ultrium Scalable Tape Library 

=~~~--~~~----~~~~~~~--~~~~~'~~~u~~~-~~ • • nteroperability Matrix (List of Supported Servers) 

~ast Update Date: 5/06/03 

:Widrange and Open Systems Connectivity 

•BM's TotalStorage Ultrium Scalable Tape Library 3583 provides a single storage solution designed to 
e:Jrovide superior performance for many hardware and software systems. 

~o orted lnde endent Software (ISV) Vendors 
et the latest firmware and device drivers • • • Ported Servers 

~ewlett-Packard Servers 
-BM iSeries and AS/400 Servers 
-BM pSeries, RS/6000 and SP Servers 
~icrosoft Windows Servers 
.,UN Servers 
.__,inux Support 

• • • 
~pen Systems Support 

~e supported open systems environments are shown below. The sales representative and/or customer 
~nsible for insuring that the specific host system configuration used (i.e. server model, operating 
~ levei and host adapter combination) is a valid and supported configuration . • fi!ote: 
fiB~ development plans are subject to change or withdrawal at any time without prior 

notice . 

• eHewlett-Packard Servers 

• • • • 



A (rp2400), L (rp5400), ~,_C) 11 .0 

(rp7400) Class ' ll.i 

L, N Class 

HP4800A (PCI)HVD Ultra; 
.HP5149A (PCI) LVD Ultra2; 
HP5150A (PCI) LVD Ultra2 

1. For V Class Servers, adapter 4800A requnes the mlme HVD SCSI terrmnator, Feature 5098. 

2. The 3rd edition (E1298) of the HP Service and User's Guide for the 4800A PCI Ultra SCSI HBA ~ 
specifies support for HP V22xx and V25xx Servers. Support for V2600 is not documented c 
although the V2500N2600 System Upgrade Guide (1st Edition) does not mention any adapter t 
incompatibilities. • 

3. The 5150A PCI to Ultra 2 SCSI HBA Service and User Guide (2nd Edition, 2001) does not « 
indicate support for V Class Systems - only N and L Class. f 

4. The 5149A PCI to Ultra 2 SCSI HBA Service and User Guide (2nd Edition, 2001) indicates 4 
support for V Class systems including the V2600 under HP-UX 11.0 and 11i. For V Class 4 
systems attach, HP specifies the 5M V -Class SE/L VD inline termination cable. 4 

HP 9000 Series 

A (rp2400), L (rp5400), N 
(rp7400) Class 

L, N Class 

HP-UX HP 

11.0 patch PHKL 21834 for Click Here for details. 
· N-Class; 
patch PHKL 22903 for 
L-Class 

ll.i 

1. F abri c Support is only supported by the L TO Ultrium Fibre Channel Drive feature 8105 o r 
8005 in 3583 Ultium Scalable Tape Library t 

2. For Details and guidelines click here. t 

IBM ~~ serve:r iSeries and AS/400 Servers t 

SCSI l 5TO Ultriun1 1 & Ultrium 2 L:YD and HVD Drive Models · 'I , 
/ •. vers ,·, Host Adapters ' ~ . ._ ', -, 

Serversthatsupportilie ' OS/400 FC 65011 HVD (Ultrium 1 Only); 

• • 



•• 
(1) Interposer for AS/400 Feature # 6501(Feature code 2895 on the 3583 Ultrium Tape Library) 

. (2) Requires V5R2 

(3) For D-mode IPL, the device SCSI address must be set tp "O" 

(4) One iSeries host and one device per SCSI 3583 

Servers that support the 
listed host adapters. 

: OS/400 
V5Rl, V5R2 

• Plea~e ~h~ck wÚh th~ sal~~ r~present~ti~es for specific host adapt~~s s~pport~d by ~od~l and d~tailed 
· attachrnent and configuration information 

1. Fabric Support is only supported by the LTO Ultrium Fibre Channel Drive feature 8105 or featun 
8005 in 3583 Ultrium Scalable Tape Library. 

2. The iSeries Fibre Channel attach supports multiple hosts and maximum six drive configurations 
for the 3583 Feature 8005 device . 

. D-mode IPL is not supported with Fibre Channel attached tape drives. The Altemate Installation 
Device (Boot Manager) support must be used. 

Note: You will need to order the appropriate feature(s) to your 3583 Ultrium Scalable Tape 
Library. 

e iBM ®server pSeries and RS/6000 and RS/6000 SP Servers 

• 

• • • • • • • • 

FC 6204 HVD Ultra PCI; 
FC 6207 HVD Ultra PCI; 
FC 6205 L VD Ultra2 PCI; 
FC 6203 LVD/SE Ultra3 (PCI); 
Integrated Ultra2 SCSI L VD with 
VHDCJl; 
Integrated Ultra3 SCSI L VD with 

. .. -~ - " ~--·.., 

1 ROS no 01/2005 · Cf • 
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check with the sales representatives for specific host adapters supported by model and detailed 
attachment and configuration information 

I 
1. Integrated L VD adapter with AIX 4.3.3 or higher on 7044 models 170 & 270, pSeries 620 

1 
(7025-6F1) & (7025-6FO), 7025 model F80, pSeries 640 (7026-B80), pSeries 660 (7026-6H1) & 
(7026-6HO) & (7026-6M1), 7026 models H80 & M80. For 6203 & 6204, pSeries 670 (7040-671)1 

through I/0 drawer (7040-61D), pSeries 690 (7040-681) through I/0 drawer (7040-61D), I 

9112-265. 4 

2. Integrated Ultra 3 SCSI LVD adapter with AIX 4.3.3 or higher on pSeries 610 (7028-6C1) & 
(7028-6E1), 9112-265. 

4 

3. AIX 5.1 requires Atape driver level6.1.4.0 or above; Levei 7.0.6.0 or above recommended for thJ 
latest Ultrium timeout values. 4 

~ Please check with the sales representatives for specific host adapters supported by model and detailed 
· attachment and configuration information 4 

1. Fabric Support is only supported by the L TO Ultrium Fibre Channel Drive feature 8105 or featun4 
8005 in 3583 Ultrium Scalable Tape Library. 4 

2. AIX 5.1 requires Atape driver level6.1.4.0 or above; Levei 7.0.6.0 or above recommended for thtf 
latest Ultrium timeout values 4 

Microsoft Windows NT, 2000, and 2003 Support 

• Servers that support • NT Server V 4 with SP 6 
the (Ultrium 1 Only today) 
listed host adapters. or 

·Windows 2000 Build 2195 

Windows 2003 Build 3790 

Adaptec AHA 2944 UW HVD Ult (PCI)~ ~ 
. Netfinity Adapter #59H3900 HVD Ultra~~ ~ 

Adaptec 29160 LVD Ultra160 PCI I; 41 

Adaptec 39160 LVD Ultra160 PCI I; 41 
o r 

Adapter #33L5000 Ultra2 SCSI PCI; 
Netfinity Adapter #19K4646 or Adaptec 
29160LP l&21 · 

' 

Adaptec 39320 L VD Ultra320 PCI 

LSI Logic Sym 22910 LVD Ultra2 PCI 

• • • • 
• • 



-. ' 

1. Supported with Restrictions. See 
ftp://ftp.software.ibm.com/storage/devdrvr/Windows/Win2000/IBMUltrium.Win2K.Readme.txt 
or ftp :I /ftp. software .i bm.cornlstorage/devdrvr/Windows/Win2003/IB MUltrium. W2K3 .Readme. tx 
or ftp://ftp.software.ibm.com/storage/devdrvr/Windows/WinNTIIBMUltrium.Win2K.Readme.txt 
for instructions. 

2. Netfinity Adapter #19K4646 SCSI PCI Adapter made by Adaptec for IBM Netfinity. 

3. See the Host Bus Adapter Supported Fibre Versions Matrix for the latest HBA support 
information, and the LTO Device Drivers for the latest device driver downloads. 

· Servers that support 
the 
listed host adapters. 

NT Server V 4 with SP6A o r ' Click here for details . 
. !ater (SDG 8005 with Ultrium 
• 1 Only at this time) 
o r 
Windows 2000 Build 2195 

O r 

P1ease check with the sales representatives for specific host adapters supported by model and detailed 
• attachment and configuration information 

1. F abri c Support is only supported by the L TO Ultrium Fibre Channel Drive feature 8105 or feature 
8005 in 3583 Ultrium Scalable Tape Library. 

•suN Systems • 

• • • • 

• Xl065A HVD Ultra Sbus; 
X6541A 1 HVD Ultra PCI; 



' . 
• 

SUN SPARC, UltraSPARC, Solaris Click here for details . • • • 
· and Ultra!Enterprise 
Servers that support the listed 
host adapters. 

7, 8, and 9 

Please check with the sales representatives for specific host adapters supported by model and detailed t 
attachment and configuration information C 

1. Fabric Support is only supported by the LTO Ultrium Fibre Charme! Drive feature 8105 or featurec 
8005 in 3583 Ultrium Scalable Tape Library. 

Linux Support 

RedHat 7.2 with kernel 2.4.9-31 (Ultrium1 
Only) 

• 32-bit Intel based RedHat 7.3 (Ultrium 1 Only) 

Advanced Server 2,1; 

SuSE Linux Enterprise Server 7 Update 

L VD: Adaptec AHA 2944 UW; 
HVD: Adaptec 291603; 

HVD Adaptec 391603; 

HVD Adaptec 2940 U2W 

• • 

Fibre" Cbannel LTO Ultrinm 2 Drlvé or~S.AN Data Gateway Module Feature 8005 ModelS'1:' ~ •. 1 

RedHat 7.2 with kernel 2.4.9-31 (SDG & 
Ultrium 1 Only); 

32_bit Intel based RedHart 7.3 (Ultnum 1 y); 

64-bit Intel based 

; 

RedHat Advanced Server 2.1 ; 

SuSE Linus Enterprise Server 7 Update 

RedHat Advanced Server 2,1 (SDG & Ultriuml 
Only); 

.· 

Host Adapters/S ~ ~Y"""/' ~· ·- 1 

. Click here for details 

Click here for details 

• • 



• 
1. Fabric Support is only supported by the LTO Ultrium Fibre Channel Drive feature 8105 or feature 

8005 in 3583 Ultrium Scalable Tape Library. tD 405 
2. For more details on IBM tape device drivers and drive microcode leveis click here. i/J · 
3. Supported with Restrictions. See 

ftp://ftp.software.ibm.com/storage/devdrvr/Linux/RHLAS2.1/IBMtape Ultrium.Readme.txt for 
instructions. 

•--------~--------------~~~--~~------~~----~--~~---• 
• Additional Product Information is available: 
ej:BM TotalStorage Ultrium Scalable Tape Library 3583 Setup, Operator Guide (GA32-0411) • • eThe 3583 Ultrium Scalable Tape Library is supported by a variety of applications from Independent 
eSoftware Vendors. 

~eneral Notes: 

.Attachment of L TO Ultrium 2 Tape Drives with lhe Adaptec SCSI Card 29160 or Adaptec 39160, installed in 32 bit PCI slots, is not supported . 

• A nformation on this page is provided by IBM on an "AS IS" basis only. IBM provides no warranty of compatibility . 
• ndividual results may vary based on environment. 

eu se of information that is provided by IBM is at the recipient's own risk. IBM provides no assurances that any reported 
.roblems may be resolved with the use of any information that IBM provides. By furnishing information, IBM does not 
.rant any licenses to any copyrights, patents or any other intellectual property rights . 

• c) International Business Machines Corporation 2003 . 

•
• Any trademarks and product or brand names referenced in this documentare the property of their respective owners. Please 

consult your IBM product manuais for complete trademark information . 

• • • • • •O • • • 
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Nota! ---------------------------------------------------------------------------------------, 

Antes de utilizar estas informações e o produto a que se referem, assegure-se de ler as informações gerais no Apêndice D, 
"Avisos", na pRgina 83. 

Segunda Edição (Abril de 2003) 

Esta edição aplica-se à versão t release 2, modifi cação O do IBM Tivoli Storage Area Network Manager (números 
do programa 5698-SRE e 5698-SRS) e a quaisquer releases s ubseqüentes até que seja indicad o o contrário em novas 
edições. 

As alterações desde a ed ição anteri or são marcadas com uma barra vertical (I ) na m a rgem esquerda. Assegure-se de 
que es tá utilizando a ed ição correta pa ra o nível do prod uto. 

Solicite publicações por meio de seu representan te de vendas ou p ela filial que a tende a sua loca lidad e. 

O seu feedback é im portante para ajudar a fornecer in fo rmações mais precisas e de me lhor qu a lidade. Se você ti ver 
comentá rios sobre esse manua l ou qu a lquer outra documentação do IBM Ti voli Storage Area Ne twork Manager, 
consulte "Entrand o em Conta to com o Suporte ao C li ente" na página vii. 

© Copyright Intemational Business Machines Corporation 2002, 2003. Todos os direitos reservados. 
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Prefácio 

O IBM Tivoli Storage Area Network Manager gerencia todos os seus dispositivos 
em uma SAN (Rede da Área de Armazenamento). As capacidades incluem 
discovery, monitoração, disponibilidade e gerenciamento de eventos. Este guia 
descreve como gerenciar os recursos em sua Rede da Área de Armazenamento . 

Quem Deve Ler Este Guia 

Publicações 

Esta publicação destina-se a administradores da SAN e a operadores da rede que 
precisam gerenciar o IBM Tivoli Storage Area Network Manager. Os leitores devem 
estar familiarizados com os seguintes tópicos: 

• DB2 (Database 2) 

• Conceitos da SAN 

• Conceitos do SNMP (Simple Network Management Protocol) 

• Tivoli Enterprise Console 

• Tivoli NetView 

Esta seção lista as publicações na biblioteca do IBM Tivoli Storage Area Network 
Manager e quaisquer outros documentos relacionados. Descreve também como 
acessar as publicações on-line do Tivoli, como solicitar publicações do Tivoli e 
como submeter comentários sobre publicações do Tivoli . 

Publicações do IBM Tivoli Storage Area Network Manager 
A tabela a seguir lista as publicações do IBM Tivoli Storage Area Network 
Manager . 

Título da Publicação 

IBM Tivoli Storage Area Network Manager: Guia do Usuário 

IBM Tivoli Storage Area Network Manager Planning and /nsta/lation 
Cuide 

IBM Tivoli Storage Area Network Manager Messages 

Número de Ordem 

5517-7576 

SC23-4697 

SC32-0953 

A biblioteca do Tivoli Storage Area Network Manager em todos os idiomas 
traduzidos está disponível no seguinte CD-ROM: 

Título 

IBM Tivoli Storage Area Network Manager Publications CD-ROM 

Número de 
Ordem 

SCD7-0463 

As publicações também estão disponíveis no site de publicações Tivoli, na Web: 
http:/ /www-3.ibm.com/ software/tivoli / library I 

:i. ( ·"pvnghl l[li\11 Curp 2002, 2003 
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Publicações Relacionadas 
A tabela a seguir lista as publicações relacionadas de produtos IBM. 

Título Número de Ordem 

lntroduction to Rede da Area de Armazenamento, SAN SG24-5470 

Designing an IBM Storage Area Network SG24-5758 

NetView for Windows NT Programmer's Reference SC31-8890 

NetView for Windows User's Guide SC31-8888 

O Tivo/í Software Glossary inclui definições para muitos dos termos técnicos 
relacionados a software Tivoli. O Tivoli Software Glossary está disponível, somente 
em inglês, no seguinte Web site: 

http: I I publib.boulder.ibm.com/ tividd/ glossary I termsmst04.htm 

Acessando Publicações On-line 
Você pode acessar as publicações no Tivoli Information Center a partir do seguinte 
Web site de Suporte ao Cliente: 

http:/ /www-3.ibm.com/software/tivoli/library I 

O Tivoli Information Center contém a versão mais recente dos manuais da 
biblioteca de produtos nos formatos PDF ou HTML, ou em ambos. Os documentos 
traduzidos também estão disponíveis para alguns p rodutos. 

Nota: Se você imprimir documentos em PDF em papel que não seja do tamanho 
carta, selecione a caixa de opções Ajustar à página, no diálogo Impressão 
no Adobe Acrobat. Essa opção estará disponível quando você clicar em 
Arquivo -+ Imprimir. A opção Ajustar á página assegura que as dimensões 
totais de uma página do tamanho carta sejam impressas no papel que você 
está utilizando. 

Solicitando Publicações 
Você pode solicitar várias publicações on-line do Tivoli no seguinte Web site: 

http: I I www.elink.ibmlink.ibm.coml publicl applications I publica tionsl cgibin I pbi.cgi 

Também pode solicitar por telefone, ligando para um destes números: 

• Nos Estados Unidos: 800-879-2755 

• No Canadá: 800-426-4968 

Em outros países, consulte o seguinte Web site para obter uma lis ta de números de 
telefone: 

http: I I www.ibm.coml software/ tivolil order-li t/ 

Fornecendo Feedback sobre Publicações 
Se você tiver comentários ou sugestões sobre os produtos e a documentação do 
Tivo!i , envie um e-mail para pubs@tivoli.com ou preencha a pesquisa de feedback 
do cliente no seguinte Web site: 

VI IBM Tivo li Stll~àgP A re<1 Network M <1 n<1 ge r: Gui<1 elo Usuário 
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Acessibilidade 

http: li www.ibm.com I software I tivoli I contact.html I 

Os recursos de acessibilidade ajudam um usuário que tem urna deficiência física, 
como por exemplo mobilidade restrita ou visão limitada, a utilizar produtos de 
software com êxito. Com este produto, você pode utilizar tecnologias d e apoio 
p ara ouvir e navegar na interface. Também é possível utilizar o teclado em vez do 
mouse para operar todos os recursos da interface gráfica com o usuário . 

Para obter informações adicionais, consulte o Apêndice Acessibilidade no IBM 
Tivoli Storage Area Network Manager Planning and Installation Cuide . 

Entrando em Contato com o Suporte ao Cliente 
Para obter suporte referente a esse ou qualquer outro produto Tivoli, você pode 
entrar em contato com o suporte ao cliente IBM de uma das seguintes maneiras: 

• Visite o site de suporte técnico do IBM Tivoli Storage Area Network Manager na 
Web em http:llwww.ibm.cornl softwarelsupportl. 

• Submeta eletronicamente um PMR (registro de gerenciamento de problemas) em 
IBMSERV/IBMLINK. É possível acessar o IBMLINK no endereço 
http: li www2.ibmlink.ibm.corn . 

• Envie um PMR eletronicamente no endereço 
http:l l www.ibrn.coml softwarelsysmgrntl productslsupportl . Consulte 
"Relatando um Problema" na página viii para obter detalhes . 

Clientes nos Estados Unidos também podem telefonar para 1-800-IBM-SERV 
(1-800-426-7378) . 

Os clientes internacionais devem consultar o Web site para obter os números de 
telefone de suporte ao cliente . 

Clientes com deficiência auditiva devem visitar o Web site do TDD I ITY Voice 
Relay Services and Accessiblity Center no endereço 
http: I l www.ibm.coml able lvoicerelay.html . 

Você também pode consultar o IBM Software Support Handbook, que está disponível 
em nosso Web site no endereço 
http: I I techsupport.services.ibm.cornl guides l handbook.htrnl. 

Ao entrar em contato com o suporte ao cliente, esteja preparado para fornecer 
informações de identificação de sua empresa, para que a equipe de suporte possa 
ajudá-lo prontamente. As informações de identificação da empresa também podem 
ser necessárias para acessar diversos serviços on-line disponíveis no Web s ite. 

O Web site de suporte oferece informações completas, incluindo um guia para 
serviços d e suporte (o IBM Software Support Handbook), as FAQs (perguntas mais 
freqüentes) e a documentação de todos os produtos de Software IBM, como 
Release Notes, Redbooks e Documentos Técnicos. A documentação para alguns 
releases do produto es tá disponível nos formatos PDF e HTML. Documentos 
traduzidos também es tão disponíveis para alg uns releases d o produto . 

Todas as publicações do Tivoli estão disponíveis para download ele trônico ou 
podem ser solicitadas no IBM Publications Center:http:l l w ww-
3.ibm.com /softwa rel ti voli l library I --""I 
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Estamos muito interessados em saber sobre sua experiência com os produtos e a 
documentação do Tivoli. Suas sugestões de melhorias também são bem-vindas. Se 
você tiver comentários ou sugestões sobre nossa documentação, preencha nosso 
questionário de feedback do cliente no endereço: 

http://www-3.ibm.com/software/sysmgmt/products/support/Tivoli_Escalation_Process.html 

Relatando um Problema 
Tenha as seguintes informações prontas ao comunicar um problema: 

• O número da versão, do release, da modificação e do nível de serviço do IBM 
Tivoli Storage Area Network Manager. 

• O número do protocolo de comunicação (por exemplo, TCP / IP), da versão e do 
release que você está utilizando. 

• A atividade que você estava executando quando o problema ocorreu, listando as 
etapas seguidas antes de o problema ocorrer. 

• O texto exato de quaisquer mensagens de erro. 

Convenções Utilizadas Neste Guia 
Este manual utiliza várias convenções para determinados termos e ações, 
comandos e caminhos que dependem do sistema operacional e gráficos de 
margem. 

Convenções de Tipos 
As seguintes convenções de tipos são utilizadas neste manual: 

Negrito 

Itálico 

Comandos em letras minúsculas e com letras maiúsculas e 
minúsculas misturadas, opções de comandos e sinalizadores que 
aparecem no texto são exibidos assim, em negrito. 

Elementos da interface gráfica com o usuário (exceto para títulos 
de janelas e diálogos) e nomes de teclas também são exibidos 
assim, em negrito. 

As variáveis, valores que você deve fornecer, novos termos e 
palavras e frases que são enfatizados são exibidos assim, em itálico. 

Espaçamento fixo 
Os comandos, as opções de comandos e os flags que aparecem em 
uma linha separada, os exemplos de códigos, as saídas e o texto da 
mensagem são exibidos assim, em espaçamento fi xo. 

Os nomes de arquivos e diretórios, as cadeias de texto que você 
deve digitar, quando aparecerem dentro do texto, os nomes de 
métodos e classes Java e as marcações em HTML e XML também 
são exibidos assim, em espaçamento fixo. 
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Resumo das Alterações para o IBM Tivoli Storage Area 
Network Manager Versão 1 

Esta seção resume as alterações que foram feitas no produto e nesta publicação . 

Alterações Técnicas para a Versão 1 Release 2- Abril de 2003 
As seguintes alterações foram feitas no produto para esta edição: 

EDFI (Detecção de Erro e Isolamento de Falha) 
A função EDFI fornece ajuda com determinação de problemas em links de 
interconexão SAN Fibre Channel. O EDFI utiliza análise de falhas previstas 
e fornece capacidades de isolamento de falhas que permitem identificar e 
tornar a ação apropriada para componentes que possam estar falhando . 

Para obter informações adicionais, consulte "Utilizando Detecção de Erros 
e Isolamento de Falhas" na página 44 e também o IBM Tivoli Storage Area 
Network Manager Planning and Installation Cuide. 

WebSphere Application Server - Express, Versão 5.0 incorporado 
A instalação do IBM Tivoli Storage Area Network Manager inclui a versão 
incorporada do WebSphere Application Server - Express. Uma instalação 
separada do WebSphere não é mais necessária . 

Suporte a Internet SCSI (iSCSI) 
O Tivoli Storage Area Network Manager fornece suporte básico para 
descoberta e monitoração de dispositivos iSCSI através do Tivoli NetView. 
iSCSI permite que protocolos de E/S em bloco (comandos, seqüências e 
atributos) sejam enviados por uma rede usando o protocolo TCP /IP. 

Para obter informações adicionais, consulte "Descobrindo Dispositivos 
iSCSI" na página 37 e também o IBM Tivoli Storage Area Network Manager 
Planning and Jnsta/lation Cuide . 

Suporte de sistema operacional foi adicionado para os seguintes componentes: 

• Host gerenciado no AIX 5.2 

• Host gerenciado no Linux Redhat Advanced Server v2.1 

• Host gerenciado no Suse Linux Enterprise Server 7.0 

• Console remoto NetView no Windows XP 

• Tivoli Storage Area Network Manager no AIX 5.1. Este suporte não 
inclui o Tivoli NetView. É preciso utilizar um console remoto do 
Windows 2000 ou Windows XP para o Tivoli Storage Area Network 
Manager no AIX. 

Consulte IBM Tivoli Storage Area Network Manager Plamúng and Installation 
Cuide para obter mais informações . 

Endereços IP dinâmicos para hosts gerenciados e consoles remotos 

© Cnpyright IBM C"rp 2002, 2003 

É possível especificar endereços IP dinâmicos em vez de endereços IP 
estáticos para hosts gerenciados e consoles remotos . 

Nota: O gerenciador ainda exige um endereço IP estático. · 
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Identificação da SAN 
O Tivoli Storage Area Network Manager agora exibe o nome da SAN ao 
qual um objeto está conectado. 

Classes de eventos adicionais do Tivoli Enterprise Console 
O Tivoli Storage Area Network Manager fornece classes de eventos TEC 
adicionais que permitem filtrar facilmente eventos com base no tipo de 
evento TEC. Consulte IBM Tivoli Storage Area Network Manager Planning and 
Installation Guide para obter mais informações. 

Suporte à chave Cisco Série MOS 9000 
O IBM Tivoli Storage Area Network Manager aprimorou a compatibilidade 
para a chave Cisco Série MOS 9000. O NetView exibe os números das 
portas em um formato de SSPP, em que 55 é o número do slot e PP é o 
número da porta. O item do menu Ativar Aplicativo está disponível para a 
chave Cisco. Quando Ativar Aplicativo é selecionado o aplicativo Cisco 
Fabric Manager é iniciado. 

Versões de Agente 
Um agente do IBM Tivoli Storage Area Network Manager Release 1 em um 
host gerenciado pode coexistir com um gerenciador do Release 2. O Tivoli 
Storage Area Network Manager acompanha as diferenças de 
funcionalidade entre um agente do Release 1 e um agente do Release 2 e 
toma a ação apropriada com base nessas informações. Por exemplo, um 
agente do Release 1 não suporta a nova função, como EDFl. Você não pode 
instalar um agente do Release 1 e um do Release 2 no mesmo host 
gerenciado. 

Suporte a Console Remoto no Windows XP 
O console remoto do IBM Tivoli Storage Area Network Manager agora é 
suportado no Windows XP. O Tivoli NetView 7.1.3 é exigido para suportar 
o Windows XP. 

Novos Ícones para Entrada Manual 
Quando for executada a entrada manual em dispositivos desconhecidos, os 
seguintes ícones estarão disporuveis: 
• ESS 
• Controlador de Volume SAN 
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Capítulo 1. Introduzindo o IBM Tivoli Storage Area Network 
Manager 

O Tivoli Storage Area Network Manager o ajuda a gerenciar os seus recursos, 
fornecendo capacidades de discovery e gerenciamento de recursos da rede . 

A Figura 1 mostra como o Tivoli Storage Area Network Manager pode gerenciar 
todos os seus recursos de armazenamento. Isso inclui os dispositivos conectados 
aos sistemas host por meio de hubs com base em fibras, pontes, comutadores, 
roteadores, gateways e diretores. O Tivoli Storage Area Network Manager também 
gerencia quaisquer hosts com agentes . 
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Figura 1. O IBM Tivoli Storage Area Network Manager em um ambiente de rede da área de 
armazenamento 

Com o Tivoli Storage Area Network Manager, um sistema age como o gerenciador 
e um ou rnais outros sistemas são os hosts gerenciados: 

Gerenciador 

O gerenciador faz o seguinte: 

• Reúne dados dos agentes em hosts gerenciados, como descrições de 
SANs (Redes da Área de Armazenamento). LUNs (Números de Unidade 
Lógica) e informações sobre o sistema de arquivos e o host. 

• Fornece exibições gráficas da topologia da SAN . 

• Gera eventos SNMP (Simple Network Management Protocol) quando 
uma alteração for detectada na estrutura da SAN . 

• Transfere eventos para o Tivoli Enterprise Console ou um console do 
SNMP. 

Hosts gerenciados 

© Copyright IBM C" 'l' ~iltl~. 2003 
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Um agente reside em cada host gerenciado. Os agentes dos hosts 
gerenciados fazem o seguinte: 

o Reunem informações sobre a SAN, consultando comutadores e 
dispositivos para obtenção de informações sobre o atributo e a topologia. 

o Reúnem informações no nível do host, como sistemas de arquivos e 
mapeamento para LUNs. 

o Reunem informações sobre o evento e outras informações detectadas 
pelos HBAs (Adaptadores de Barramento do Host). 

Gerenciamento da Rede da Area de Armazenamento 
O gerenciamento da SAN descobre automaticamente os componentes e 
dispositivos da SAN, e exibe a topologia de seu ambiente de SAN. Você pode 
monitorar a utilização do armazenamento na SANe determinar a disponibilidade 
dos componentes da SAN. 

Discovery 
O processo de localização de recursos dentro de uma empresa, incluindo a 
detecção da topologia da rede, é chamada de discovery. O Tivoli Storage Area 
Network Manager utiliza os dois métodos a seguir para descobrir sua rede: 

Na banda 
O agente em cada host gerenciado coleta informações sobre a máquina 
host propriamente dita, incluindo informações sobre o sistema de arquivos. 
Os comandos são enviados pelas placas do HBA (Adaptador de 
Barramento do Host), anexando a máquina host à SAN para reunir 
informações sobre os dispositivos. 

Fora da banda 
O gerenciador também pode utilizar consultas do SNMP para descobrir 
informações sobre comutadores da estrutura selecionados. As informações 
sobre MIB (Management Information Base) são coletadas a partir desses 
comutadores. 

Um discovery pode ser acionado por qualquer uma das seguintes ações: 

o Um usuário solicita um discovery (executar poli agora). 

o Ocorre um evento que faz com que o IBM Tivoli Storage Area Network Manager 
execute um discovery. 

o Um discovery planejado ou periódico é iniciado. Um discovery planejado se 
torna padrão a cada 24 horas. 

o Um host gerenciado ou um agente SNMP foi incluído. 

A Tabela 1 na página 5 explica quando é executada uma descoberta completa e 
uma descoberta de topologia . 
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Tabela 1 . 

Tipos de Descoberta 

Completa 

Dependendo do número 
de objetos a descobrir, uma 
descoberta completa pode 
levar muito tempo para 
concluir. É possível 
especificar quando 
executar uma descoberta 
completa. Consulte "srmcp 
ConfigService set" na 
página 70 . 

Topologia 

Este tipo de descoberta 
leva menos tempo para 
executar do que uma 
descoberta completa. 
Entretanto, uma descoberta 
de topologia não atualiza 
as exibições centrais no 
host ou no dispositivo . 
Essas exibições são 
atualizadas quando um 
discovery completo for 
executado . 

Uma Descoberta É Executada Quando: 

• Um usuário pede uma descoberta (poli agora) 

• Uma descoberta planejada ou periódica é iniciada 

• Um host gerenciado é adicionado 

• Quando o IBM Tivoli Storage Area Network Manager é 
iniciado 

• Quando o IBM Tivoli Storage Area Network Manager detecta 
ai terações na SAN 

• Quando um agente SNMP (chave) é adicionado 

Os dados coletados de hosts gerenciados são armazenados no banco de dados DB2 . 

A coleta de dados é executada por planejamento e por eventos. Um planejamento 
aciona o discovery e o torna padrão a cada 24 horas. Quando o Tivoli Storage Area 
Network Manager detecta um evento em um comutador da estrutura, um novo 
discovery começa . 

O Tivoli Storage Area Network Manager também suporta descoberta de iSCSI. A 
descoberta de iSCSI é executada independentemente da descoberta feita pelo Tivoli 
Storage Area Network Manager e exige que você ative a descoberta de IP do Tivoli 
NetView. Para obter informações adicionais consulte "Descobrindo Dispositivos 
iSCSI" na página 37 e IBM Tivoli Storage Area Network Manager Planning and 
lnstallation Cuide . 

Exibições da Topologia 
O Tivoli Storage Area Network Manager extrai informações sobre a estrutura a 
partir do bauco de dados e utiliza o Tivoli NetVievv para exibir a topologia da 
estrutura. A Tabela 2 na página 6 descreve as exibições disponíveis para as SANs . 
Para cada dispositivo descoberto e exibido, você pode abrir um diálogo de 
propriedades que mostra os atributos e as conexões associadas a esse dispositivo . 
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Tabela 2. Descrição de Exibições da SAN a partir do Tivoli NetView 

Exibições da SAN 

Símbolos da SAN (do Submapa 
Raiz) 

Central do Host 

Central do Dispositivo 

Eventos do SNMP 

Descrição 

Exibe um símbolo para cada SAN. Dê um clique duplo 
em um símbolo da SAN para exibir o seu submapa. A 
partir de um submapa você pode optar por uma das 
seguintes exibições: 

• Exibição da Topologia: Exibe a SAN inteira com dois 
tipos de símbolos, um para os elementos da conexão 
da SANe outro para cada segmento da estrutura. 

• Exibição das Zonas: Exibe a SAN como um 
agrupamento de zonas. 

Exibe todos os sistemas host e suas relações lógicas com 
dispositivos locais e conectados à SAN. Não exibe os 
comutadores e outros dispositivos de conexão. 

Exibe todos os dispositivos de armazenamento e suas 
relações lógicas com todos os hosts. Não exibe os 
comutadores e outros dispositivos de conexão. 

O Tivoli Storage Area Network Manager pode enviar eventos, que representam 
urna alteração no estado da estrutura, para qualquer console do evento dentro da 
empresa do qual o Tivoli Storage Area Network Manager participa. Esses eventos 
são gerados nos formatos SNMP e Tivoli Enterprise Console. 

Detecção de Erros e Isolamento de Falhas 
O Tivoli Storage Area Network Manager fornece capacidades de EDFI (Detecção de 
Erros e Isolamento de Falhas) e pode relatar dispositivo de hardware com defeito 
em links de interconexão SAN Fibre Charme! antes que se tornem falhas 
permanentes do dispositivo. EDFI pode executar análise de falhas previstas 
analisando contadores associados à transmissão de dados em links SAN. 

O Tivoli Storage Area Network Manager fornece urna interface com o usuário EDFI 
a partir do console do Tivoli NetView que permite gerenciar notificações EDFI e 
conjuntos de regras. Os conjuntos de regras especificam limites e critérios usados 
pela análise de falhas previstas e funções associadas de isolamento de falhas do 
Tivoli Storage Area Network Manager. 

O EDFI gera eventos padrões do Tivoli Enterprise Console que podem ser 
utilizados para fins de relatório. O EDFI relata componentes com falha no log de 
Propriedades de EDFI e corno um símbolo EDFI n o próprio dispositivo na interface 
de topologia do gerenciador de SAN. Observe que o EDFI isola as falhas no nível 
do link - qualquer lado do link ou o próprio cabo pode ser o componente com 

Para obter informações adicionais sobre EDFI, consulte "Utilizando Detecção de 
Erros e Isola mento de Falhas" na página 44 e IBM Tivoli Storage Area Network 
Manager Planning and lnstal/ation Cuide. 

Suporte a Internet SCSI 
O Tivoli Storage Area Ne twork Manager fornece suporte básico para descoberta e 
monitoração de dispositivos iSCSI através do Tivoli Ne tView. iSCSI permite que 
protocolos d e EI S em bloco (comandos, seqüências e atributos) sejam enviados po r 
uma rede usand o o protocolo TCP / IP 
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A arquitetura SCSI é baseada em um modelo de cliente/servidor. A Internet SCSI 
leva esse modelo em conta ao fornecer pedidos de armazenamento por redes 
TCP /IP. O (iniciador) do cliente, em geral, é um sistema host tal como um servidor 
de arquivos que emite pedidos de leitura ou gravação. O (destino) do servidor é 
um recurso tal como uma matriz de discos que responde a pedidos do cliente . 

O Tivoli Storage Area Network Manager fornece o seguinte suporte: 

• Os dispositivos iSCSI que têm suporte a MIB iSCSI e a SNMP podem ser 
descobertos utilizando o console Tívoli NetView. O processo de descoberta cria 
automaticamente um SmartSet iSCSI que contém os dispositivos iSCSI como 
seus membros . 

• O comando nvsniffer do Tivoli NetView pode ser emitido manualmente para 
descobrir dispositivos iSCSI. O comando especifica um arquivo de configuração 
que identifica quais dispositivos fornecem suporte iSCSI. 

• Os arquivos de definição de traps MIB iSCSI são utilizados pelo processamento 
de eventos do Tivoli NetView tais corno filtragem de eventos, encaminhamento, 
pager, e-mail e ações personalizadas . 

• Os MIBs iSCSI e MIBs iSNS são instalados com o Tivoli Storage Area Network 
Manager e o administrador pode então carregar os MIBs utilizando o painel 
Carregador de MIB do Tivoli NetView. 

O suporte iSCSI do Tivoli Storage Area Network Manager pode ser utilizado 
independentemente ou em conjunto com a estrutura de gerenciamento iSNS 
(Internet Storage Naming Service). O protocolo iSNS é um protocolo para 
gerenciamento de dispositivos iSCSI. Se o iSNS for utilizado com o Tivoli 
Storage Area Network Manager, é possível carregar os arquivos de MIB iSNS e 
utilizar o navegador MIB do Tívoli NetView para consultar o servidor iSNS e 
exibir o status de dispositivos iSCSI. Para obter informações adicionais sobre 
iSCSI e iSNS, consulte o seguinte Web site: 

http://www.ietf.org 

Descoberta iSCSI 
É possível iniciar a descoberta iSCSI através do menu do Tivoli NetView. Somente 
dispositivos que suportam MIB SCSI MIB e SNMP podem ser descobertos e 
gerenciados. A descoberta iSCSI do Tivoli NetView ativa um comando nvsniffer 
que consulta se os dispositivos são dispositivos iSCSI. É possível utilizar o Tivoli 
NetView para descobrir: todos os dispositivos iSCSI, todos os iniciadores iSCSI ou 
todos os destinos iSCSI. Em seguida, o processo de descoberta cria um SmartSet 
que contém os dispositivos iSCSI descobertos. Para obter mais informações, 
consulte "Descobrindo Dispositivos iSCSI" na página 37 . 

A descoberta de dispositivo iSCSI exige que se ative a descoberta IP do Tivoli 
NetView, a definição padrão tem a descoberta IP desativada. Para obter 
informações sobre a ativação da descoberta IP consulte IBM Tivoli Storage A rea 
Network Manager Planning and Installation Cuide. 

Também é possível iniciar ou parar a descoberta ISCSI a partir da interface da 
linha d e comandos utilizando o comando nvsniffer. Para obter mais informa ções, 
consulte "nvsniffer" na página 76 . 

É possível controlar a descoberta da rede IP do Tivoli NetView criando um arquivo 
inicial. Um arquivo inicial contém urna lista de nomes de hosts ou end ereços IP de 
nós SNMP em seu domínio administrativo. É possível utilizar um arquivo inicial 
para forçar o processo de descoberta a gerar o mapa da topologia começando de 
nós diferentes do sistema de gerenciamento. Para obter informações adicionais 
consulte o manual NetView for Windows User's Cuide. ' - ·- - · - · 1 
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Interfaces para o Tivoli Storage Area Network Manager 
Esta seção descreve o tipo de interfaces disporúveis no Tivoli Storage Area 
Network Manager. 

• Console do Tivoli NetView 

É possível utilizar o Tivoli NetView para exibir a topologia da malha, exibir os 
eventos no banco de dados de eventos e gerenciar notificações e conjuntos de 
regras de EDFI. 

• Interface da linha de comando 

É possível utilizar a interface da linha de comandos para emitir comando de log, 
comandos de serviço do gerenciador ou quando se criam scripts que submetem 
comandos. Para obter mais informações, consulte o Apêndice A, "Referência de 
Comandos", na página 57. 

Visão Geral das Tarefas do Administrador 
As seções a seguir apresentam as tarefas do administrador para gerenciamento da 
SAN e detecção de problemas. 

Gerenciamento da SAN 
Para gerenciar uma Rede da Área de Armazenamento, um administrador pode 
utilizar o Tivoli Storage Area Network Manager para executar as seguintes tarefas 
a partir do Console do Tivoli NetView. Para obter mais informações, consulte o 
Capítulo 3, "Exibindo a Rede", na página 15. 

• Configurar agentes 

Os agentes são utilizados para descobrir sua SAN e monitorar o seu status. 
Utilize o painel Configuração do Agente para fazer o seguinte: 

- Exibir e remover agentes inativos na banda 

- Exibir, incluir, remover e configurar agentes fora da banda 

Consulte o Capítulo 3, "Exibindo a Rede", na página 15 para obter mais 
informações. 

• Configurar destino do evento 

Você pode utilizar o Tivoli NetView Event Browser para exibir eventos no banco 
de dados de eventos do Tivoli NetView. Você pode configurar o destino de traps 
do SNMP e eventos TEC. Os seguintes tipos de informações podem ser 
encontrados no banco de dados de eventos: 
- Condições que o NetView detecta, como um dispositivo em status crítico 
- Traps do SNMP enviados de dispositivos na rede IP 
- Traps do SNMP enviados de dispositivos da SAN, como um Comutador Fibre 

Charme! 
- Traps do SNMP enviados do Tivoli Storage Area Network Manager 
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"Configurando o Destino de Eventos" na página 19 e "Utilizando SNMP para 
Gerenciar Eventos" na página 43. 

• Iniciar o discovery de sua SAN 

O Tivoli Storage Area Network Manager descobre a topologia da estrutura de 
sua SAN, efe tuando o polling dos agentes. Você pode efetuar o poli de 
informações da SAN imediatamente ou o polling do planejamento. O tempo 
necessário para concluir o polling depende do tamanho de sua rede da área de 
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armazenamento. As informações sobre topologia são armazenadas em um banco 
de dados DB2. Para obter mais informações, consulte "Planejando Polling" na 
página 21. 

O Tivoli Storage Area Network Manager pode descobrir seus dispositivos iSCSI 
e criar e manter SmartSets em uma base planejada regularmente. Opcionalmente, 
é possível descobrir os dispositivos iSCSI e planejar o polling a partir da 
interface da linha de comandos. Para obter mais informações, consulte 
"Descobrindo Dispositivos iSCSI" na página 37 . 

• Selecionar e interpretar exibições das SANs 

Utilizando o Console do Tivoli NetView, você pode optar por exibir a SANem 
uma exibição em modo gráfico ou de exploração do submapa. Se preferir, 
poderá optar por mostrar as duas exibições . 

Dentro da exibição da SAN, as seguintes exibições estão disponíveis: Topologia, 
Zona, Central do Host e Central do Dispositivo. 

É possível exibir informações sobre propriedade do dispositivo da SAN a partir 
da exibição central do dispositivo. Também é possível exibir informações sobre 
conexão dos comutadores Fibre Channel e informações sobre sensores de um 
dispositivo. 

O Tivoli Storage Area Network Manager permite alterar os rótulos e os ícones 
de determinados dispositivos na exibição da topologia. Isso lhe dá flexibilidade 
para tornar a exibição mais fácil de ler e entender . 

O status de um dispositivo é refletido na cor do símbolo. Um símbolo pode 
representar um dispositivo ou um submapa. Se o símbolo for um submapa, o 
status refletirá no primeiro submapa filho . 

Para obter mais informações, consulte o Capítulo 3, "Exibindo a Rede", na 
página 15 . 

• Iniciar aplicativos do dispositivo de rede 

Alguns dispositivo de rede, como os comutadores Fibre Channel e os 
dispositivos de armazenamento, contêm aplicativos com base no navegador para 
ajudá-lo a configurar e gerenciar esses dispositivos. Se um dispositivo tiver um 
aplicativo de gerenciamento identificado para o Tivoli Storage Area Network 
Manager, você será capaz de iniciar o aplicativo a partir do menu do console. 
Alguns dispositivos SAN têm aplicativos de gerenciamento, mas não suportam a 
arquitetura para identificar o nome do aplicativo. O Tivoli Storage Area Network 
Manager fornece um método alternativo para exibir esses dispositivos. Para 
obter mais informações, consulte o Capítulo 4, "Trabalhando com Recursos", na 
página 41. 

• Utilizar o SNMP para gerenciar eventos 

Você pode utilizar o Tivoli NetView Event Browser para exibir eventos no banco 
de dados de eventos do Tivoli NetView. O banco de dados de eventos pode 
conter eventos para as redes com base em IP e para as SANs. Para obter mais 
informações, consulte "Utilizando SNMP para Gerenciar Eventos" na página 43 . 

• Dhhze EDFI para gerenCiar problemas de hardware em links de interconexão 
SAN Fibre Channel 

EDFI fornece análise de falhas previstas e isolamento de falhas para identificar 
um componente com falha. Utilize o painel Configuração ED/FI para fazer o 
seguinte: 

- Ativar ou desativar EDFI 

- Especificar um conjunto de regras que contenha limites e critérios específicos 
a serem utilizados pelo Tivoli Storage Area Network Manager 
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Quando um evento EDFI for reportado, você pode gerenciar o evento fazendo o 
seguinte: 
- Localize a Notificação de Erro EDFI no console do gerenciador SAN 

- Utilize a Notificação de Erro EDFI para localizar o link que falhou 

- Utilize diagnósticos específicos do dispositivo e guias de determinação de 
problemas para isolar o componente com falha no link 

Planeje um horário para substituir o componente apropriado 

Limpe a notificação de erro depois que o componente for substituído ou 
reparado. 

O DB2 (Database 2) UDB (Universal Database) é fornecido com o Tivoli Storage 
Area Network Manager. As informações sobre topologia são armazenadas em um 
banco de dados DB2. Para assegurar a recuperação de dados da topologia da SAN, 
no caso de perda do banco de dados, recomenda-se fazer backup regularmente do 
banco de dados DB2. Você pode utilizar qualqu er um dos recursos de backup do 
DB2 disponíveis para fazer o backup do banco de dados. 

Detecção de Problemas 
Há ajuda disponível para possíveis problemas que você poderá encontrar no 
gerenciamento da SAN. Para obter mais informações, consulte o Apêndice C, 
"Detecção de Problemas", na página 77. 
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Capítulo 2. Administrando o Tivoli Storage Area Network 
Manager 

Depois que o Tivoli Storage Area Network Manager estiver instalado, um 
administrador pode querer executar as seguintes tarefas: 

• Gerenciar a segurança do sistema de arquivos . 

• Configurar o log de mensagens para exibição. 

• Configurar e exibir o arquivo de propriedades do usuário. 

• Iniciar a interface com o usuário do Tivoli Storage Resource Manager. 

Gerenciando a Segurança do Sistema de Arquivos 
A segurança do Tivoli Storage Area Network Manager depende de um sistema de 
arquivos seguro, pois as informações sensitivas, como senhas de keystore de 
certificado e propriedades de configuração permanecem no gerenciador e nos hosts 
gerenciados. Você deve utilizar a segurança do sistema de arquivos para controlar 
o acesso a essas informações . 

• Uma instalação do gerenciador e do agente em Windows devem existir em um 
sistema de arquivos NTFS. 

• O administrador do sistema (usuário raiz) de uma máquina sempre deverá ter 
acesso ao sistema de arquivos local. Portanto, você deve controlar o acesso raiz 
em máquinas que estejam executando o software Tivoli Storage Area Network 
Manager . 

• Muitos arquivos devem ter acesso restrito por razões de segurança. Por exemplo: 

- Arquivo services.properties 

Diretório <install_dir> /lib 

- Arquivo setenv.bat 

- setenv.sh para o ambiente do gerenciador AI.X 

- Arquivo server.xml 

- Arquivo tsnmdbparms.properties 

Configurando e Exibindo Logs de Mensagens 
O Tivoli Storage Area Network Manager emite quatro tipos de mensagens: 
Informativas, Aviso, Erro e Decisão. Essas mensagens são registradas em arquivos 
de texto que você pode exibir com um programa de edição padrão, como o 
Windows Notepad. Por padrão, os arquivos de log estão localizados no diretório 
<dir_instalação> /log nas máquinas do gerenciador, agente, e console remoto, 
cons!!lte "Verificando Arquivos de Log" na página 77 . 

Antes de utilizar o Tivoli Storage Area Network Manager, você dev e configurar os 
logs de mensagens. A partir de qualquer gerenciador, host gerenciado ou máquina 
de console remoto, você pode emitir comandos para fazer o seguinte: 

• Efetuar logon ou logoff a qualquer momento. Por padrão, o registro de 
mensagens está ativado . 

• Alterar a localização dos arquivos de log . 
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• Configurar filtros, de modo que apenas determinados tipos d e mensagens sejam 
registradas. Por exemplo, você pode querer que apenas mensagens de erro e de 
aviso sejam registradas, mas não mensagens informativas. 

• Especificar o número de arquivos de log files desejado. Isso é útil para assegurar 
que você possa reter os históricos dos logs. Por exemplo, se você tiver apenas 
um arquivo de log e ele ficar cheio, as entradas de log serão excluídas, à medida 
que novas entradas forem inseridas no arquivo. Se você tiver dois ou mais 
arquivos de log, poderá reter mais registros de log antigos. Você também pode 
definir o tamanho máximo de um arquivo de log. 

Para obter detalhes sobre inserção de comandos, consulte "Inserindo Comandos" 
na página 60. Para obter detalhes sobre a sintaxe de comandos, consulte 

"Comandos de Serviço de Registro" na página 61. 

Corno os arquivos de log ficam cada vez maiores, faça backups ocasionais em 
outra máquina ou em uma núdia, ou exclua esses arquivos. 

Configurando e Exibindo o Arquivo de Propriedades do Usuário 
O arquivo de propriedades do usuário na máquina do gerenciad or 
(tivo l i / itsanm/ manager / conf/user.properties) contém definições que controlam 
polling, destino de traps SNMP e o nome de host completo do IBM Tivoli Storage 
Area Network Manager. Como um administrador, você pode utilizar um conjunto 
de comandos para exibir e definir os valores no arquivo de prop riedades do 
usuário. Você pode definir os seguintes valores: 

• O dia da semana e a hora para polling. 

• O intervalo no qual o polling do host ocorre. 

• O intervalo de monitoração do agente fora da banda. 

• O número da porta para traps do SNMP. 

• O nome da comunidade do SNMP. 

• O nome de host completo da máquina IBM Tivoli Storage Resource Manager. 

Também há ajuda sobre corno utilizar os comandos do Manager Service. Para obter 
detalhes sobre os comandos, consulte "Comandos de Service Manager" na 
página 66. 

Iniciando a Interface com o Usuário do IBM Tivoli Storage Resource 
Manager 

Se o IBM Tivoli Storage Resource Manager estiver instalado, poderá ser iniciado 
utilizando o console Tivoli NetView do Tivoli Storage Area Network Manager. O 
arquivo de propriedades do usuário contém uma definição SRMURL cujo padrão é 
o nome de host completo do Tivoli Storage Area Network Manager. Esse padrão 
supõe que o IBM Tivoli Storage Resource Manager e o T1voh Storage Area 
Network Manager estão instalados na mesma máquina. Se o IBM Tivoli Storage 
Resource Manager estiver instalado em urna máquina separada, será possível 
modificar o valor de SRMURL para especificar o nome do host da máquina IBM 
Tivoli Storage Resource Manager. Para obter informações adiciona is sobre a 
definição do valor de SRMURL, consulte "srrncp ConfigService set" na página 70. 

Se as condições a seguir forem verdadeiras, você pode iniciar a in terface gráfica do 
Tivoli Storage Resource Manager a partir do console do Tivoli NetView: 

12 IBM Tivoli Storage Area Netwo rk Mo nilger Guia do Usuiinu ;f/ 
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• O IBM Tivoli Storage Resource Manager ou a interface gráfica do Tivoli Storage 
Resource Manager está instalado na mesma máquina que o Tivoli Storage Area 
Network Manager ou o valor de SRMURL especifica o nome do host do IBM 
Tivoli Storage Resource Manager . 

• O Tivoli Storage Area Network Manager está em execução no momento . 

Este é o procedimento para iniciar a interface: 

• Clique no ícone do Tivoli NetView, no desktop. O console do Tivoli NetView 
será exibido. 

• Selecione SAN ~ Storage Resource Manager, no console do Tivoli NetView. 

~5!U11<m:f,l1 !,\ljlljlJiéahi@Jll < 

~\li),!T!r P. r,o.p~JJ~i~~ 
EQ/FI Configur ation 

Configure 8_gents 

~onfigure Manager 

:i_et Event Destination 

Storage B_e:,ource r.limager 

Figura 2. Iniciando o Tivoli Storage Resource Manager 

Notas: 

1. Se você utilizar o console remoto do Tivoli Storage Area Network Manager 
para ativar o IBM Tivoli Storage Resource Manager ou sua interface gráfica 
com o usuário, o seguinte erro será exibido se o Tivoli Storage Area Network 
Manager não estiver em execução no momento: 

Impossível Ativar 

2. Se o IBM Tivoli Storage Resource Manager não estiver instalado ou o valor 
atual de SRMURL não especificar o nome de host correto do IBM Tivoli Storage 
Resource Manager, o navegador padrão da Web não localizará o URL e exibirá 
uma mensagem de erro . 

Impos sí vel Ativar o Navegador da Web 
<SRMURL > 

Ng ôtL 3 6 9 8· . --- ~ 
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Capítulo 3. Exibindo a Rede 

Este capítulo fornece informações sobre as seguintes tarefas: 
• Iniciando o Tivoli Storage Area Network Manager 
• Configurando os agentes 
• Planejando polling 
• Configurando o destino de eventos 
• Selecionando e interpretando exibições 
• Utilizando cores para indicar o status do dispositivo 

Alguns dispositivos de rede, como comutadores Fibre Channel, contêm aplicativos 
para ajudar no gerenciamento e na configuração desses dispositivos. Consulte o 
Capítulo 4, "Trabalhando com Recursos", na página 41 para obter informações 
sobre como iniciar aplicativos do dispositivo de rede . 

Iniciando a Interface Gráfica com o Usuário do Tivoli Storage Area 
Network Manager 

Para iniciar o Tivoli Storage Area Network Manager: 

• Clique no ícone do Tivoli NetView, no desktop. O console do Tivoli NetView 
será exibido . 

• Você pode acessar as funções do Tivoli Storage Area Network Manager a partir 
do menu SAN . 

• default- T1vo6 NetVt:ew ~ -:: · ' ' ~-

Figura 3. Iniciando a interface gráfica com o usuário do Tivoli Storage Area Network 
Manager 
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Configurando os Agentes 
O Tivoli Storage Area Network Manager utiliza agentes para descobrir sua SAN e 
monitorar o seu status. Utilizando o painel Configuração do Agente (consulte a 
Figura 4), você pode fazer o seguinte: 
• Exibir ou remover agentes inativos na banda 
• Exibir, incluir, remover ou configurar agentes fora da banda 

Para acessar o painel Configuração do Agente, selecione SAN -> Configure Agents 
no menu do console Tivoli Ne tView. A metade superior do painel mostra os 
Agentes do IBM Tivoli Storage Area Network Manager e a metade inferior 
mostra os Agentes SNMP. 

aconfiguraçào do Agente ·«i·ft't*' .; 
r Agentes do IBM fivoli storage Atea Network Manager:~·~- -~----~--------. 

j As informações sobre host. topologia e atributo :de disPQ$ilivO são reunidas por meio da 

I
, consulta dos Agentes do Tivoli storage Area Network Manager em execução nos sistema. s 
host. 

1 Endereço IP Nome Estado ~ 

, 9.186.163.139 l ?. c~-~-9-~~bm.com iCo_nta-:_t<:~_(:j_~ _ . ·-·-- ·-··-·-

1 

I T""t 1 E•;b;d~o 1 Seled~- o 
i I L~.e!!!ove~ 
r Agentes SNMP . . · · .. · · · ----:---l 

/

; .As lnformaç. ões de. topologia e atributo são coletadas por -meio de c .. onsu1ta dos agentes 1 
SNMP que estiVerem em execu ão nos comutadores fibr;J Channet 1 

1

_ Ende~:ço lP _ __j_Nome . Estado ·---··-··-- : I 
I 

I 

_e 

I ,_T~m~a~I~:O~Ex~ib~i~d~o~s:~O~S~e~l~e~ci~o~na~d~o~s~:~O---------------------~· I ~ 
Incluir 

,---·---, 
L..--~~t~~:::. ___ j 

Cancelar 

Java Applet \.1/indow 

Figura 4. Painel Configuração do Agente 

Agentes do IBM Tivoli Storage Area Network Manager 
Esses agentes descobrem informações sobre cada sistema hos t gerenciado, 
seu a rmazenamento local e toda a SAN observável através da placa do 
barramento do host d o sis tema . As placas do barramento do hos t uti liza m 
protocolos de descoberta em banda para reunir as informações. Esse painel 

16 IBM Tivoli Stornge Aren Netwo rk Mn nnge r: C uin do Usu~no 

.. 



• 
• • • • • • t 
t 

• t 
t 
t 
t 

• • 
: ~u 
• • • • I 

• I 
I 
I 
I 

• • •O • • • • • • • • • • • • • • 

pode mostrar um agente em cada sistema de host gerenciado. Todos os 
agentes devem estar no estado Contactado. Consulte IBM Tivoli Storage 
Area Network Manager Planning and Installation Cuide se tiver um sistema 
sem um agente . 

Agentes SNMP 
Se você não utilizar descoberta em banda, precisará configurar o Tivoli 
Storage Area Network Manager para tentar a descoberta fora da banda. A 
descoberta fora da banda utiliza consultas SNMP por meio de uma 
conexão TCP /IP para reunir informações sobre topologia e atributos. 
Consulte IBM Tivoli Storage Area Network Manager Planning and Installation 
Cuide para obter informações adicionais sobre agentes SNMP. 

Para configurar a descoberta fora da banda, faça o seguinte: 

1. Clique no botão Incluir. O diálogo Digite o Endereço IP ou o Nome 
aparecerá (consulte Figura 5) . 

:JD•gate o Endereto JP ~~: 
• ''!"&<- •. . . • , 

.... 2Sl 
Digite o Endereço IP ou o Nome; 

L. ___ .. _ 
1..--()1(----....11 cance~ar I 

!Java Applet Window 

Figura 5. Configurar agente SNMP 

2. Digite o endereço IP ou o nome da chave. Você pode digitar um nome 
completo, como switchxrn.rchland.ibm.com ou um nome simples não 
qualificado, como switchxrn. 

3. (Opcional) O botão Avançado é somente para chaves Brocade. Clique 
no botão Avançado no painel de configuração do agente para definir o 
nome do usuário e a senha para a chave Brocade SNMP fora da banda. 
Isso permite que mais informações sejam reunidas a partir dos 
comutadores SNMP Brocade. 

Nota: É preciso inserir as informações de login para a conta Admin na 
chave Brocade. Nenhuma outra conta é suportada . 

Depois de digitar o ID do usuário e a senha e o próximo poli ser 
executado, verifique o log de mensagens para a seguinte 
mensagem: 
BTAQE1132E: O ID do usuá r io ou a senha i nseridos para o endereço 
de destino do agente fora da banda <e ndereço_do_destino> 
estão incorretos . 

Se você vir essa mensagem no log, insira novamente o ID de 
usuário e senha corretos . 

4. Clique no botão OK para atualizar o painel (consulte a Figura 6 na 
página 18) . 
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a configuração do Agente "+91l ., " _ (oi~ 
Agentes do IBM Tivoli Storage Area Network Manager- -- · ····--, 

As informações sobre host, topologia e atributo de dispositivo são reunidas por meio da 
consulta dos Agentes do Tivoli storage .Area Network Manager em execução nos sistemas 
host. 

Endereço IP Nome Estado 

9.186.163.139 I_§E_ 1_3_9_.tw_ jb_m_._co_rn ____ ·················"c ..... o ..... n .... t .. a .c.t_~_q_o. _________________ ... 

Total: 1 E:~~ibidos: 1 Selecionados: O 

~
Agentes SNMP 

As informações de topologia e atributo são coletadas por meio de consulta dos agentes 
SNMP que estiverem em execu ão nos comutadores Flbre Chatmel. 

Endereço IP Nome Estado .A ., 

, 9 1 86 163 181 · ---- -- ..... Impossível Contactar ... 

I 

! Total: .1 Exibidos: 1 Selecionados: o .,... 

!................. ··················· ······················- ·· ·'· ·· · ··· ··- --~:~~~------· ····'- ··- ~- ·---~~---······' · ···· !.... R~mow~·-·······-~·-·· · · · 
~rro aocontactar 9.186.163.181 

Java Applet Window 

Figura 6. Configurar agente SNMP 

Notas: 

I 1---=~=---anc_e~tar___,j I Ajuda 

1. O campo Estado para o Agente SNMP na Figura 6 agora mostra que o Agente 
SNMP está Contactado. Se o estado Contactado não for exibido, verifique se o 
nome ou o endereço inserido está correto. Se o nome ou o endereço estiver 
correto, verifique se o comutador realmente suporta discovery fora da banda. 

2. Se você desinstalar um agente e, em seguida, reinstalá-lo com um novo número 
de porta, após o discovery, serão exibidas dllaS ocorrências do agente no painel 
Agente de Configuração. O agente desinstalado mostrará o estado Não 
Respondendo e o agente instalado mostrará o estado Contactado. Para evitar 
confusão, remova o agente desinstalado do p ainel Agente de Configuração 
utilizando o botão Remover. 

Você sabe se sua chave suporta descoberta em banda ou fora da banda? 
O site do Tivoli na Web Tivoli http: / / www.ibm.com/ software /support / 
mostra o tipo de suporte para vários comutadores comuns. Entre em contato 
com o fornecedor do comutador se ele não estiver na lista. 
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Configurando o Destino de Eventos J"1 

O Tivoli NetView fornece um navegador de eventos para visualizar traps. É 
possível controlar e filtrar os eventos por meio da configuração dos dispositivos 
para enviar traps SNMP para o NetView e, em seguida, configurar o NetView para 
enviar traps SNMP para o Tivoli Storage Area Network Manager. O Tivoli Storage 
Area Network Manager executa uma descoberta quando ocorre um evento que 
a tualiza o banco de dados . 

Nem todos os traps que podem ser publicados por dispositivos indicam alterações 
no status da SAN ou na configuração. Por exemplo, muitos dispositivos suportam 
vários níveis de traps SNMP e a monitoração de parâmetros e contadores internos. 
Esses traps causariam muitas redescobertas não desejadas pelo Tivoli Storage Area 
Network Manager. Somente eventos que indiquem uma alteração na SAN ou na 
configuração devem ser encaminhados ao Tivoli Storage Area Network Manager. 
Se você tiver outros MIBs proprietários de chaves e dispositivos de 
armazenamento que indiquem alterações de status ou de configuração, esses 
eventos também devem ser encaminhados ao Tivoli Storage Area Network 
Manager. Por exemplo, eventos de um Enterprise Storage Server que indicam 
alterações internas, tais como alterações de configuração de LUN, devem ser 
encaminhados ao Tivoli Storage Area Network Manager para que uma descoberta 
seja iniciada . 

Para obter informações de configuração sobre o encaminhamento de traps para o 
NetView e o Tivoli Storage Area Network Manager, consulte IBM Tivoli Storage 
Area Network Manager Planning and Installation Guide. 

Você pode utilizar o Tivoli NetView Event Browser para exibir eventos no banco 
de dados de eventos do Tivoli NetView. Consulte "Utilizando SNMP para 
Gerenciar Eventos" na página 43 para obter mais informações. 

Para utilizar o Tivoli NetView Event Browser dessa maneira, utilize o painel 
Definir Destino do Evento para configurar o destino dos traps do SNMP e dos 
eventos TEC, da seguinte maneira: 

1. Clique no ícone do Tivoli NetView, no desktop. O console do Tivoli NetView 
será exibido . 

2. Selecione SAN ~ Definir Destino do Evento no console do Tivoli NetView. A 
janela Definir Destino de Evento é exibida . 
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~Definir Destino de Evento ~, !t•~iz:l" , 

~
efinir Destinos de Evento SNMP-----------------·------. 

estino de Evento SNMP 

Endereço IP Porta Comunidade ._ 

~ Total: O Exibidos: O Selecionados: O 

Endereço IP 

Porta 

Comunidade 

Incluir j j Excluir J 

efinições do .IBM Tivoli Enterprise Console-------------------, 

Ativar registro do Iivoli Brterprise Console? 

O Sim 

@Não 

Java AppletWindow 

Figura 7. Definir Destino de Evento 

IBM Tilloli Errterprise Console r· ··· - ............ ---·----- .............. _. 

Porta do Servidor Iivoli Enterprise Console 
! 

L-~--------~~--------~ 

Ok . I ,. çancelar I I Ajuda 

O primeiro campo do painel permite que você defina o destino de evento do 
SNMP. Quando você digita um Endereço IP, uma Porta e u ma Comunidade, os 1"'""\A 
botões Incluir e Excluir são ativados. Os campos que podem ser definidos são \.....)W 
os seguintes: 

Endereço IP 
O endereço IP de um host ou um dispositivo que p ode receber traps do 
SNMP. 

Porta O número da porta que o host ou o dispositivo utilizará para atender 
traps do SNMP. O padrão é 162. 

Comunidade 
O nome da comunidade à qual o host ou o dispositiv o do SNMP é 
atribuído. O padrão é Público. 

Utilize o botão Incluir para incluir um des tino de evento SNMP ao quadro de 
listagem , na parte s uperior. Utilize o botão Excluir para excluir um destino de 
evento SNMP da lis ta . 

IBM Tivo li Storage Area Netwo rk Manngl'r· G uia d n Usu~m> 
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Se você selecionar Sim para ativar o registro em log do Tivo!i Enterprise 
Console, poderá inserir informações nestes campos: 

IBM Tivoli Enterprise Console 

J0313 
JJ-

v 

Esse é o endereço IP do seu servidor Tivoli Enterprise Console. Ele será 
obrigatório se você estiver utilizando o Tivoli Enterprise Console. 

Porta do Servidor Tivoli Enterprise Console 
Esse é o número da porta do seu servidor Tivoli Enterprise Console. Ele 
será obrigatório se você estiver utilizando o Tivoli Enterprise Console. 

3. Insira as informações apropriadas na janela Definir Destino de Evento e clique 
no botão Ok. 

Planejando Polling 
Quando você iniciar o Tivoli Storage Area Network Manager, ele descobrirá os 
dispositivos em sua SAN fazendo o pol!ing dos agentes. Para planejar o polling, 
execute as seguintes etapas: 

1. Selecione SAN ~ Configure Manager, no console do Tivoli NetView. Isso exibe 
o painel Configuração da SAN, mostrado na Figura 8 . 

!SiconrJguraçào da SAN ;;'m, .• 
nformações de Históricol.'--c---~~-------------------, 

O hís1Ôfico de alteração de topologia e atributo é 
mantidO :tló5 polls. A seleÇão d.e limpar Histórico 
remmtetá essas illfonnações. 

nformações de·f!olling-.,· ~-----------~-----------. 

Poli a Cada lo j:floras .... lem/ Sexta~feira 
O Intervalo de Palling <especifica com que 
freqüência as· irífoftllações de topalogia e atributo 
são coletadas . 

Executar !:!_oll Agora 

--=0=-K _ _jl j_-=91::::....··. _nc_e_la_r _ _J/ I Ajuda 

jJava Applet Window 

Figura 8. Painel Configuração da SAN 

• Para fazer o poli de informações da SAN imediatamente, clique no botão 
Executar Poli Agora . 

• Para planejar o polling em uma data e hora específicas, faça as seleções 
apropriadas na seção de informações de polling . 

• Para parar o polling planejado, insira O no campo Poli a Cada . 

2 . Clique no botão OK. 

Considerações: 

• Utilize o botão Limpar Histórico para atualizar as informações de polling 
re unidas anteriormente. Por exempl o, se um dispositivo for relatado como 
ausente por não ser mais detectado, a limpeza do his tórico irá removê-lo do 
console. Consulte "Limpando o His tórico de Status" na página 36 para obter 
mais informações . 

Doc. ----- ! 
. .. -~-------) 



• O tempo necessário para concluir o polling depende do tamanho de sua SAN. 

Exibindo a Ajuda On-line 
Você pode exibir a ajuda on-line da seguinte maneira: 
• Selecione o menu Ajuda na maioria das janelas. 
• Clique no ponto de interrogação (?) exibido no Assistente de Tarefas. 
• Clique no botão Ajuda na maioria das janelas. 

Selecionando e Interpretando Exibições da Rede 
Quando o Tivoli NetView é iniciado, ele exibe o submapa raiz, consulte a Figura 9. 
Os símbolos IP Internet e SmartSets são símbolos padrão do NetView para 
submapas com base em IP. 

O símbolo Rede da Área de Armazenamento representa o submapa da Rede de 
Armazena-mento. 

• derault - Tlvolo NetView •. ' • • ~ 

Figura 9. Submapa raiz 

Para exibir graficamente sua Rede da Área de Armazenamento, dê um clique 
duplo no símbolo Rede da Área de Armazenamento. 

Se você preferir exibir a rede na exibição de exploração do submapa, selecione 
Window .., Submap Explorer, no menu do console do NetView. 

Para ver a exibição gráfica e a exibição de exploração, selecione Window .., Tile 
Horizontally, no menu do console do NetView. 

A Figura 10 na página 23 mostra o submapa das redes de área de armazenamento. 
Para ver esse submapa, dê um clique duplo no símbolo Rede da Área de 
Armazenamento na Figura 9. 
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Figura 1 O. Rede da Área de Armazenamento 

O submapa da Rede da Área de Armazenamento (Figura 10) contém símbolos para 
o seguinte: 

Símbolos da SAN 
Você verá um símbolo para cada SAN. Se você clicar em um símbolo da 
SAN, começará a explorar aquela SAN. Este gráfico também mostra um 
exemplo das dicas de propriedades, que você pode obter se mantiver o 
ponteiro do mouse sobre um símbolo por alguns segundos. 

Símbolo da Exibição Central do Dispositivo 
Você pode ter várias SANs com diversos dispositivos de armazenamento . 
A Exibição Central do Dispositivo permite que você veja todos os 
dispositivos de armazenamento e suas relações lógicas (potenciais) com 
todos os hosts. Essa exibição não mostra os comutadores ou outros 
dispositivos de conexão. Dê um clique duplo no símbolo Exibição Central 
do Dispositivo para exibir o seu submapa. A exibição central do 
dispositivo não é preenchida com o discovery fora da banda. A exibição 
central do dispositivo requer agentes na banda para reunir as informações. 

Símbolo da Exibição Central do Dispositivo 
Você pode ter várias SANs com diversos sistemas host. A Exibição Central 
do Host permite que você veja todos os sistemas host e sua relações 
lógicas com os dispositivos de armazenamento locais e conectados à SAN. 
Dê um clique duplo no símbolo Exibição Central do Host para exibir o 
seu submapa . A exibição central do host não é preenchida com o discovery 
fora da banda. A exibição central do host requer agentes na banda para 
reunir as informações . 

Exibição da SAN 
Dê um clique duplo em um símbolo da SAN para exibir o seu submapa; consulte a 
Figura 11 na página 24. O bserve que você pode optar p or uma Exibição da 
Topologia ou uma Exibição das Zonas da SAN. A Exibição da Topologia mostra a 
SAN inteira enquanto a Exibição das Zonas mostra a SAN como um agru pamento 
de zonas. Dê um clique duplo no símbolo da exibição desejada . 



Figura 11. Exibição da SAN 

Exibição da Topologia 
A exibição da topologia (Figura 12) apresenta dois tipos de símbolos: 
• Um símbolo (no centro) representa todos os elementos de conexão da SAN. 
• Um símbolo para cada segmento, em que um segmento consiste em um 

comutador e os dispositivos conectados diretamente a ele. 

Figura 12. Exibiçao oa TopolOgia 

Dar um clique duplo em um segmento exibe o conteúdo desse segmento. Veja os 
resultados na Figura 13 na página 25. 
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Figura 13. Exibição do segmento 

A exibição mostrada na Figura 13 pode mostrar conexões para sistemas host 
gerenciados, sistemas host não gerenciados, chaves, gabinetes do disco, etc. Um 
host não gerenciado não tem um agente do Tivoli Storage Area Network Manager 
sendo executado nele . 

Nesta seção, seguimos um caminho por meio da topologia da rede. A qualquer 
momento, você poderá seguir outro caminho clicando em um dos símbolos na 
pilha de submapas . 

Exibição das Zonas 
Se sua SAN contiver chaves que suportam os padrões de zoneamento GS-3 Fibre 
Channel ou se você tiver definido o nome do usuário e a senha para descobertas 
fora de banda para chaves Brocade no painel Configuração do Agente (consulte 
"Configurando os Agentes" na página 16), o Tivoli Storage Area Network Manager 
recuperará e exibirá as zonas configuradas. Para selecionar a Exibição das Zonas, 
dê um clique duplo no símbolo Exibição das Zonas, mostrado na Figura 11 na 
página 24. Isso exibirá um símbolo para cada zona descoberta . 

Você não tem certeza de que o seu comutador suporta os padrões de zoneamento 
GS-3 Fibre Channel? 

O site do Tivoli na Web http: / /www.ibm.com/software/support/ mostra o 
suporte mais recente para vários comutadores comuns. Se o seu comutador 
não suportar os padrões de zoneamento GS-3, ainda assim você poderá exibir 
informações sobre o zoneamento, iniciando um aplicativo do comutador 
(consulte o "Iniciando Aplicativos de Dispositivos de Rede" na página 41) . 

Doe 
---~--~---_-__ -,_- ) 



Exibição Central do Host 
A exibição central do host apresenta a relação entre os sistemas host e o seu 
armazenamento local e conectado à SAN. Essa é uma exibição lógica, pois os 
comutadores e outros dispositivos de conexão intervenientes não são mostrados. 
Como essa é uma exibição lógica, você pode preferir observar essa relação com a 
exploração do submapa. Para acessar a exibição central do host da exploração do 
submapa, clique com o botão direito do mouse no símbolo Exibição Central do 
Host e clique em Explore, conforme mostrado na Figura 14. 

Figura 14. Exibição de exploração central do host 

A exibição de exploração central do host é mostrada na Figura 15 na página 27. O 
painel direito mostra que existem três sistemas hosts. 
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Figura 15. Exibição central do host - hosts 

Nota: Na primeira vez que o gerenciador for iniciado, uma descoberta de topologia 
será executada, de modo que as exibições centrais no dispositivo e no host não 
serão atualizadas. Você pode atualizar essas exibições, executando um poli agora . 
Consulte "Planejando Polling" na página 21 para obter mais informações. 

Expanda o símbolo da Exibição Central do Host. Você pode navegar para um 
sistema operacional do host e para os sistemas de arquivos da seguinte maneira: 
• Dê um clique duplo em um símbolo do host para exibir o sistema operacional 

do host. 
• Dê um clique duplo no símbolo do sistema operacional para exibir os sistemas 

de arquivos. 
• Dê um clique duplo no símbolo HostFileSys:, no painel à direita, para exibir os 

volumes lógicos. 
• Clique no símbolo Volume Lógico:, no painel à direita, para exibir o dispositivo 

de armazenamento em disco. 

Exibição Central do Dispositivo 
A exibição central do dispositivo apresenta a relação lógica entre os dispositivos de 
armazenamento e os sistemas host. Essa exibição é chamada de exibição lógica, pois 
os comutadores ou outros dispositivos de conexão intervenientes não são 
mostrados. Como essa é uma exibição lógica, você pode preferir exibi-la utilizando 
a exploração do submapa. Para selecionar a exibição central do dispositivo da 
exploração do submapa, clique com o botão direito do mouse no símbolo Exibição 
Central do Dispositivo e clique em Explore, conforme mostrado na Figura 16 na 
página 28 . 

..1 
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Figura 16. Exibição de exploração central do dispositivo 

Conforme mostrado na Figura 17, essa exibição contém um símbolo para cada 
dispositivo de armazenamento. 

• E><plorong ~ Devoce_Centrtc ' r;: 

' · Root 
lfl·Ü IP Internet 

l~l ·• Rede da Área de Armazenamento 
é ·• 1000006069101555 
i~l -Ü 10000060695104F5 
i!:l ·® EKibição Central do Dispositivo 

. !±! @ Exibição Centrai do Host 
Fi:l -0 SmartSets 

•• 
Figura 17. Exibição central do dispositivo 

Nota: Na primeira vez que o gerenciador for iniciado, urna descoberta de topologia 
será executada, de modo que as el<ibições centrais no dispositivo e no host não 
serão atualizadas. Você pode atualizar essas exibições, executando um poli agora. 
Consulte "Planejando Polling" na página 21 para obter mais informações. 

Expanda o símbolo da Exibição Central do Dispositivo. Você pode navegar para 
dispositivos e LUNs associadas, hosts, sistemas operacionais e sistemas de 
arquivos, da seguinte maneira : 

• Dê um clique duplo em um dos símbolos de Disco, no painel à direita, para 
exibir as LUNs associadas. 

• Dê um clique duplo em um dos símbolos da LUN, no painel à direita, para 
exibir os hosts associados. 

~/ IBM Tivo li Slora~e Area Network Manager: Guia do Usuúll> 
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• Dê um clique duplo no símbolo do host, no painel à direita, para exibir o 
sistema operacional. 

• Dê um clique duplo no símbolo do sistema operacional, no painel á direita, para 
exibir os sistemas de arquivos. 

Exibindo as Propriedades do Dispositivo da SAN 
O Tivoli Storage Area Network Manager armazena as informações que ele 
descobre sobre os dispositivos na SAN. Para acessar essas informações, clique no 
símbolo do dispositivo no subrnapa e selecione SAN ~ SAN Properties no menu 
do console. A Figura 18 mostra como selecionar as propriedades de urna chave 
Fibre Channel denominada SRMSW4. 

' d.,fdu!t- Tovc~ Nel'l'oe .. (Da•ic Ml!!rouj- (5EG~IENTf310000060691015551DDODD6059101555J III!IE)f:i 

LMroeh o\pplco!Ü:n 
~ú !Fl Frtr,;-d'it"S 
[lõ'FI Ccnfigo;r atlorl 
Ccrilglro a90rtS 
~·ManaQer 
~Evert~ 

Figura 18. Exibindo propriedades do dispositivo da SAN 

A Figura 19 na página 30 mostra as propriedades do comutador. Se você selecionou 
um dtsposthvo de armazenamento, vena as propnedades exclusivas desse 
dispositivo de armazenamento. Para obter informações detalhadas sobre os campos 
de propriedades exibidos, clique no botão Ajuda, no canto inferior direito da 
exibição de propriedades. 



Figura 19. Exibição de Propriedade 

Observe que a Figura 19 também contém urna opção de Conexão, no painel à 
esquerda. Para exibir informações sobre a conexão desse comutador, clique na 
opção Conexão, conforme mostrado na Figura 20. 

Prop•ltd~dtc 

êiiã1I 

Figura 20. Exibição de Conexão 

Se o dispositivo selecionado for um comutador de rede que fornece dados do 
sensor e de eventos para o Tivoli Storage Area Network Manager, você poderá 
clicar na opção Sensores/Eventos (Figura 21 na página 31) para exibir informações 
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sobre o sensor a partir do dispositivo e listar os eventos relatados pelo dispositivo 
em resposta a uma consulta no dispositivo. 

I# Propriedades da SAN switch 7a · 'r@it; • 

Propriedades 

Conexão 

Sensores/Eventos 
EndereçoiP 9;5.126~26 

rs-~~sõ-;;;~E~~ ~i~s-1 
'------- -· 

~es·-----------c--~~------------------. 

Tipo Status ! Mensagem ~ 
~~~--~~~------~---~~~-=--------------, 

'-----=OK'-.· _.___JJ j,_..=c'-anc_· e_lar_--'J j Ajuda 

Java Applet Window 

Figura 21 . Exibição Sensores/Eventos 

Clique no botão Ajuda para obter uma explicação detalhada de todos os campos 
nessas exibições. Por exemplo, o campo Estado controla o Status, conforme descrito 
na tabela a seguir . 

Tabela 3. Estados da conexão 

Estado 

Norma l 

Ausente 

A tributo 
Modificado 

Significado 

Limpar Histórico foi executado em um Novo disposi tivo. 

Dispositivo detectado anteiiorntente não é mais detectad o. 
Limpar His tórico remove esse dispositivo de todos os 
submapas e todas as exibições . 

Um o u mais atributos foram alterados. Limpar Histórico 
altera o estado para Normal. 

Status 

Norma l 

C rítico 

Norma l 

Por padrão, o Tivoli NetView coleta informações sobre todos os disposi tivos que 
podem ser afetados pelas conexões TCP / IP. Por exemplo, se você tiver um 
comutador Fibre Channel que também suporte uma conexão TCP / IP, o Tivoli 
NetView utiliza rá o TCP / IP para reunir informações sobre esse comuta-dor. Para · 

· ::.•rJs ,o o:v2oos .. CN 1 
' ~'"' .. ,~A , "'!I :-1("1 "11\ C' 

Capítu lo 3. E 1!.'''"d 'r ,, Rec1 ~·0 1 

_.-ç.:• ("~ ·o14 6 4 
N2 3 98 
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exibir essas informações, clique com o botão direito do mouse em um símbolo de 
dispositivo no console do Tivoli NetView e clique em Object Properties, no menu 
de contexto resultante. Observe que essas informações serão menos precisas do que 
as informações reunidas pelo Tivoli Storage Area Network Manager. 

Alterando a Propriedade do Rótulo para um Símbolo 
O Tivoli Storage Area Network Manager permite alterar os rótulos e os ícones de 
determinados dispositivos na exibição da topologia do Tivoli NetView. Isso resulta 
nos seguintes benefícios: 

• Ajuda a tornar a exibição mais fácil de ler e entender. 

• É útil quando o Tivoli Storage Area Network Manager detecta um dispositivo de 
rede, mas não consegue obter informações sobre esse dispositivo. 

• É especialmente útil para implementar uma estratégia de agente bem colocada 
para gerenciamento da SAN. O Tivoli Storage Area Network Manager permite 
que você especifique informações sobre hosts conectados Fibre Channel que são 
descobertos, mesmo quando você optar por não implementar um agente nesses 
hosts. Você pode utilizar essa flexibilidade para executar o Gerenciamento da 
SAN Fibre Channel de hosts sem agentes, além de empregar uma estratégia bem 

1 colocada de agente de Gerenciamento da SAN. 

O Tivoli Storage Area Network Manager rotula o dispositivo como desconhecido e 
representa esse dispositivo com o ícone Desconhecido, utilizando o WWN (nome 
mundial) do dispositivo como o rótulo. Você pode aplicar os seus próprios rótulo e 
ícone ao dispositivo para tornar a exibição da topologia mais significativa. A 
Figura 22 mostra uma tela de topologia parcial 1ívoli NetView com vários objetos 
de rede desconhecidos. 

Figura 22. Tela de topologia parcial mostrando objetos desconhecidos 
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Para alterar o rótulo e o ícone de um dispositivo desconhecido, execute as 
seguintes etapas: 

1. Clique no dispositivo a ser modificado e selecione SAN ~ SAN Properties, na 
barra de menus. A janela Propriedades é exibida . 

2 . Realce o campo Label e insira o novo rótulo desse dispositivo . 

3 . Para alterar o ícone desse dispositivo, abra a lista drop-down Icon e selecione 
um ícone na lista (Figura 23). 

Figura 23. Lista drop-down lcon 

4 . Clique em OK para salvar as alterações e fechar a janela Propriedades. O rótulo 
e o ícone novos serão exibidos na tela de topologia do Tivoli NetView. 

Compreendendo o Status 
A cor do símbolo reflete o seu status. Por exemplo, a cor verde indica operação 
normal. A cor vermelha indica uma falha crítica. Consulte a Tabela 4 para obter as 
atribuições de cores. 

Tabela 4. Status do Símbolo 

Status Significado do Status Cor do Símbolo Cor da Conexão 

Desconhecido Status não Azul Preto 
determinado . 

Normal Estado operacional Verde Preto 
normal. 

Marginal Danificado, mas Amarelo Amarelo 
ainda funcional. 

Crítico Sem funcionamento Vermelho Vermelho 
ou ausente . 

Não gerenciado Não monitorado. Veja Trigo (castanho) Preto 
a expli cação a seguir. 

Confi rmad o Não monitorado. Veja Verde escuro Preto 
a ex plicação a seguir. 
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Não gerenciado 
Os objetos não gerenciados não são monitorados quanto a alterações na 
topologia e status, como são os objetos gerenciados. Uma cor é atribuída a 
um símbolo do objeto gerenciado de acordo com o seu status. Esse status 
se propaga até a árvore do submapa. Para parar o gerenciamento de um 
objeto, clique com o botão direito do mouse em seu símbolo no submapa e 
selecione Não Gerenciar, no menu de contexto. O símbolo será alterado 
para a cor dos objetos não gerenciados e permanecerá nessa cor até que o 
objeto seja gerenciado novamente. Para iniciar o gerenciamento do objeto 
novamente, clique com o botão direi to do mouse em seu símbolo e 
selecione Gerenciar, no menu de contexto. 

Confirmado 
Você pode alterar o status de um objeto para confirmado, enquanto 
determina por que ele foi relatado como crítico, marginal ou 
desconhecido. O status Confirmado indica o reconhecimento de um 
problema enquanto o problema estiver sendo resolvido ou enquanto estiver 
pesquisando outro status de seu interesse. Para alterar o status de um 
objeto para Confirmado, clique com o botão direito do mouse no símbolo 
do objeto no submapa e selecione Confirmar, no menu de contexto. Um 
símbolo permanecerá no estado confirmado até que outro problema ocorra 
ou até que você não o confirme. Para não confirmar um objeto, clique com o 
botão direito do mouse em seu símbolo no submapa e selecione Não 
Confirmar, no menu de contexto. 

Como o Status se Propaga 
Se o símbolo representar um dispositivo, o status mostrado será o do dispositivo. 
Se representar um submapa, o status mostrado refletirá o status de um submapa 
filho e nenhum dos submapas abaixo desse submapa filho. A Tabela 5 mostra as 
regras padrão utilizadas para propagar o status até os submapas filho . 

Nota: Quando você remover um dispositivo, a exibição da topologia será sempre 
atualizada. No entanto, as exibições cen trais no host e no dispositivo nem 
sempre são atualizadas. Você pode atualizar as exibições centrais no host e 
no dispositivo, selecionando SAN -+ Con figure Manager a partir do console 
do the Tivoli NetView e planejar o polling ou clicar no botão Executar Poli 
Agora. 

Tabela 5. Propagação do Status Padrão 

Status do Objeto 

Desconhecido 

Normal 

Marginal 

Crítico 
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Condição de Símbolos no Submapa Filho 

Nenhum símbolo com status normal, crítico, 
marginal ou não gerenciado. 

Um dos seguintes: 
Todos os símbolos são marginais 

• Símbolos normais e marginais 
• Símbolos normal , ma rginal e crítico 

Pe lo menos um símbolo é crítico e nenhum é 
normal. 



• t 
t 

• t 
t 
t 
t 
t 

• t 
t 
t 
t 
t 

• :o 
t 

• • • • • • • • • • • •O • • • 
• • • • • • • • • • 

Status na Exibição Gráfica do Submapa 
Consulte a Figura 24 para obter um exemplo de status de símbolo na exibição 
gráfica. Se a opção de dicas de propriedade (no canto superior direito da exibição) 
for Status, conforme mostrado aqui, o status será exibido na barra de status (na 
parte inferior da exibição) e na dica de propriedade que é exibida quando você 
mantém o cursor em um símbolo do objeto. Além disso, se você posicionar o 
cursor sobre um dos botões de cores da barra de ferramentas do filtro de status, o 
significado daquela cor será exibido . 

Figura 24. Status na exibição gráfica do submapa 

Se sua opção de dicas de propriedade não estiver definida como Status, você 
poderá selecioná-la na lista drop-down de dicas de propriedade . 

Status na Exibição de Exploração do Submapa 
Isso é diferente da exibição gráfica. Por exemplo, as opções do menu de dicas d e 
ferramentas não se aplica à exibição de exploração. E, colocar o cursor sobre um 
símbolo não fará com que apareça a dica da ferramenta. Na exibição de 
exploração, as informações sobre o status são exibidas no painel à direita, na 
coluna Estado . 
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Figura 25. Opção de status da barra de ferramentas 

Se sua opção de dicas de propriedade não estiver definida como Status, você 
poderá selecioná-la na lista drop-down de dicas de propriedade. Você pode 
selecionar essa exibição no menu drop-down, mostrado do lado esquerdo da 
Figura 25. 

Limpando o Histórico de Status 
O Tivoli Storage Area Network Manager mantém um histórico de discovery e 
utiliza esse histórico para determinar o status. Por exemplo, se um dispositivo 
descoberto anteriormente desaparecer do discovery atual, será atribuído a ele um 
status crítico. Se você não quiser mais que esse dispositivo seja relatado como 
crítico, deverá limpar o histórico de todos os dispositivos e reconstruir as exibições 
do submapa, da seguinte maneira: 

1. Selecione SAN -+ Configure Manager, no menu do console. O diálogo 
Configuração da SAN é exibido. 

,-lrífilfltlaçiíes de Histórico~-------------------------~--__,.~~~..._.., 

O histórico de alteração de topologia e atributo é 
· mantido nos pillls. A seleção de Limpar Histórico !Jrmi~~~~) 

~------re_m_OIIe ___ r~-~~~as .intór~ações..:_ _________________________ ::=:=======:::il 
f'lnformaçiíes de Polling------------------------~~----~--, 

'Poli a Cada l_o __ ~! I Horas •Jmn~;;:;----~;}m[}."j:[J}l· 

O Intervalo de Polling especifica com que I 
freqüência as informações de topologia e atributo 
são coletadas. 

Executar !:!_oi Agora 

QK I I Çancelar I I Ajuda 
---=~~ ·--~~------~ 

jJava Applet Window 

Figura 26. Limpando o histórico 

2. Clique no botão Limpar Histórico. 

3. Clique no botão OK. 
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Filtragem do Status 
Se você tiver vários símbolos em sua tela, poderá filtrar alguns deles. Isso permite 
que você identifique rapidamente os dispositivos de um determinado status, como 
os dispositivos que não estejam no status normal. Para filtrar um determinado 
conjunto de símbolos, clique em um dos botões de cores, na barra de filtros de 
status, do lado direito da exibição. Clique nesse botão novamente para fazer com 
que os símbolos dessa cor reapareçam . 

Figura 27. Filtrando um conjunto de símbolos 

Descobrindo Dispositivos iSCSI 
É possível iniciar a descoberta iSCSI através do menu do Tivoli NetView ou a 
partir da linha de comandos. Para executar a descoberta iSCSI, o Tivoli Storage 
Area Network Manager exige o seguinte: 

• O Tivoli NetView precisa ter a descoberta IP ativada. O Tivoli NetView enviado 
com o Tivoli Storage Area Network Manager tem a descoberta IP desativada. 
Para obter detalhes sobre a configuração do ambiente para a descoberta de 
dispositivos iSCSI, consulte IBM Tivoli Storage Area Network Manager Planning and 
Installation Cuide . 

Nota: Quando a descoberta IP é ativada pode haver muita atividade na rede 
dependendo de quantos dispositivos estejam na rede. Quando o NetView 
é iniciado pela primeira vez, a região de gerenciamento IP padrão é o 
sistema no qual o programa NetView está operando e quaisquer redes IP 
às quais ele esteja conectado. O processo de descoberta gera o mapa da 
topologia Internet IP trabalhando para fora do sistema de gerenciamento . 

A descoberta IP pode ser controlada por um arquivo inicial que contém 
uma lista de endereços IP para o domínio de gerenciamento da SAN. É 
possível personalizar um arquivo inicial que descubra uma parte da rede 
IP conforme necessário. Consulte Tivoli NetView for Windows User 's Cuide 
para obter informações adicionais . 

• Para gerenciar dispositivos iSCSI tais como iniciadores, destinos e chaves, é 
necessária uma definição de MIB iSCSI. Os dispositivos devem ser configurados 
de ncodo que o suporte a MIB iSCSI seja ativado e possam ser consultados por 
meio de SNMP. Por padrão, alguns dispositivos iSCSI têm seu suporte iSCSI 
desativado. Utilize o aplicativo de gerenciamento do dispositivo para a tivar o 
suporte a iSCSI. 

É possível opcionalmente carregar arquivos de definição de MIB iSCSI se você 
desejar navegar os MIBs iSCSI. Consulte IBM Tivoli Storage Area Network Manager 
Planning and Installation Cuide para obter informações sobre o carregam ento de 
arquivos de definição de MIB . 

··· .. _ 



• O dispositivo iSCSI deve primeiro ser descoberto como um dispositivo IP 
(conforme exibido no mapa da topologia Internet IP) antes que o Tivoli Storage 
Area Network Manager possa descobri-lo como um dispositivo iSCSI. 

Quando se inicia uma descoberta iSCSI a partir do console do Tivoli NetView, um 
comando nvsniffer é ativado automaticamente o qual consulta todos os 
dispositivos IP descobertos quanto a suporte de iSCSI. Esse processo de descoberta 
identifica os dispositivos iSCSI a partir do mapa da topologia IP Internet e os 
inclui em um SmartSet iSCSI. O comando nvsniffer é um comando do NetView 
que toma sua entrada de um arquivo de configuração nvsniffer para consultar se 
os dispositivos são dispositivos iSCSI. Para obter informações adicionais, consulte o 
"nvsniffer" na página 76. 

Você tem a opção de emitir manualmente o comando nvsniffer a partir de uma 
linha de comandos em vez de ativar a descoberta a partir do NetView. Consulte 
"nvsniffer" na página 76. 

Nos dois casos, um dispositivo precisa primeiro ser um dispositivo IP descoberto e 
suas informações precisam estar armazenadas no banco de dados do NetView 
antes que o processo nvsniffer possa determinar se ele é um dispositivo iSCSI. ~ 

O suporte iSCSI do Tivoli Storage Area Network Manager pode ser utilizado 
independentemente ou em conjunto com a estrutura de gerenciamento iSNS 
(Internet Storage Naming Service). O protocolo iSNS é um protocolo para 
gerenciamento de dispositivos iSCSI. Os dispositivos de armazenamento e os hosts 
podem se auto-registrar com um servidor iSCSI. Subseqüentemente, os hosts 
podem consultar o servidor iSNS ou receber atualizações assíncronas do servidor 
iSNS quanto ao status de dispositivos de armazenamento. O protocolo iSNS 
permite que as funções do servidor iSNS sejam implementadas em uma variedade 
de dispositivos, tais como: chaves, roteadores, controladores de armazenamento e 
nós de console de gerenciamento. Se o iSNS for utilizado com o Tivoli Storage 
Area Network Manager, é possível carregar os arquivos de MIB iSNS e utilizar o 
navegador MIB do Tivoli NetView para consultar o servidor iSNS e exibir o status 
de dispositivos iSCSI. Para obter informações adicionais sobre iSCSI e iSNS, 
consulte o seguinte Web site: 
http: / /www.ietf.org 

Iniciando a Descoberta iSCSI 
Para iniciar a descoberta iSCSI a partir do menu do console do Tivoli NetView 
selecione Tools -+ iSCSI Operations. 

A Figura 28 na página 39 mostra que você tem as seguintes opções de descoberta 
iSCSI: 
• Ali iSCSI Devices 
• Ali iSCSI Initiators 
• Ali iSCSI Targets 

!"'~ ' . \ 
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Figura 28. Iniciando a descoberta iSCSI 

Somente é preciso iniciar a descoberta iSCSI uma vez. Se você selecionar esta 
opção uma segunda vez, terá várias descobertas em andamento. Esta ação pode 
produzir resultados inesperados . 

10355 
v:t· 

O tempo de polling padrão é a cada 60 minutos. Se você desejar alterar o tempo de 
polling, utilize o comando nvsniffer. Consulte "Replanejando o Polling iSCSI" na 
página 40 e "nvsniffer" na página 76. 

O processo de descoberta cria um SmartSet semelhante à Figura 29 (iSCSI6). Para 
navegar para o painel do SmartSet, dê um clique duplo no ícone da raiz no lado 
esquerdo do painel do Tivoli NetView e, em seguida, dê um clique duplo no ícone 
do SmartSet. 

Figura 29. Exemplo de SmartSet iSCSI 

Dê um clique duplo no SmartSet iSCSI para visualizar seus membros . 
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Replanejando o Polling iSCSI 
O tempo de polling padrão de descoberta iSCSI é a cada 60 minutos. Se você 
desejar alterar o tempo de polling, deve emitir o comando nvsniffers e especificar 
o arquivo de configuração do tipo de descoberta que deseja al terar. 

O Tivoli Storage Area Network Manager fornece três arquivos de configuração 
separados (um para cada urna das opções do menu iSCSI) no d iretório 
\ usr \o v\ prg_sarnp les \ iscsi, a sa q uir: 
• nvsniffer.conf (para todos os dispositivos iSCSI) 
• nvsnifferini.conf (para iniciadores iSCSI) 
• nvsniffertar.conf (para destinos iSCSI) 

O exemplo a seguir mostra corno replanejar o polling para todos os dispositivos 
iSCSI: 

1. É preciso parar o polling iSCSI. Obtenha o job_ID da instância da descoberta 
iSCSI que deseja alterar. 
a . Clique na barra de Tarefas e, em seguida, clique em Gerenciador de Tarefas 
b. Clique na guia Processos. 
c. Localize nvsniffer.exe. A coluna PIO identifica o job_ID. Você pode dar um í ""41 

clique com o botão direito do rnouse no job_ID e, em seguida, clique em ~ 
Finalizar Processo. Como alternativa, você pode utilizar o comando do 
Windows ate emitir: 
at <job_ID> /d 

2. Altere o planejamento de polling para a descoberta de todos os dispositivos 
iSCSI para 90 minutos emitindo o seguinte comando: 

nvsniffe r -c \usr\ov\prg_samples\iscsi\nvsniffer.conf -r 90 

Parar o Polling iSCSI 
É possível parar o polling iSCSI utilizando o Gerenciador de Tarefas do Windows 
ou o comando at. 

1. Obtenha o job_ID da instância da descoberta iSCSI que deseja parar. 
a . Clique na barra de Tarefas e, em seguida, clique em Gerenciador de Tarefas 
b. Clique na guia Processos. 
c. Localize nvsniffer.exe. A coluna PIO identifica o job_ID. Você pode dar um 

clique com o botão direito do rnouse no job_ID e, em seguida, clique em 
Finalizar Processo. Como alternativa, você pode utilizar o comando do 
Windows at e emitir: 
at <job_ID> /d 
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Capítulo 4. Trabalhando com Recursos 

O Capítulo 3, "Exibindo a Rede", na página 15 explicou como navegar por meio da 
topologia SAN até um dispositivo de rede específico. Este capítulo descreve as 
seguintes tarefas: 

• "Iniciando Aplicativos de Dispositivos de Rede" 

• "Utilizando SNMP para Gerenciar Eventos" na página 43 

• "Utilizando Detecção de Erros e Isolamento de Falhas" na página 44 

Iniciando Aplicativos de Dispositivos de Rede 
Alguns dispositivos de rede, como dispositivos de armazenamento e comutadores 
Fibre Channel, contêm aplicativos para ajudar no gerenciamento e na configuração 
desses dispositivos. Para iniciar um aplicativo de dispositivo a partir do menu do 
console, clique em seu símbolo no submapa e clique em SAN -+ Launch 
Application . 

• def.ault - T1von NetV1ew " A 

fJ)iflProporf,I05 

, EQ/1'1 Corligu-allon 

~evont· 
j;_ort"9Jll Manoger 

~~Dos-

Figura 30. Iniciando um aplicativo 

Se a opção Launch Application estiver desativada, o dispositivo não identificou 
um aplicativo de gerenciamento do Tivoli Storage Area Network Manager. Alguns 
dispositivos SAN têm aplicativos de gerenciamento, mas não suportam a 
arquitetura para 1denhhcar o nome do aphcahvo. Voce nao pode truoar esses 
aplicativos a partir do menu de contexto Launch Applications. Se tiver esse 
dispositivo, consulte "Uma Técnica Alternativa de Início" para obter um 
procedimento alternativo para iniciar . 

Uma Técnica Alternativa de Início 
Alguns dispositivos SAN têm aplicativos de gerenciamento, mas .não suportam a 
arquitetura que identifica o nome do aplicativo. Você não pode iniciar esses 
aplicativos a partir do menu de contexto Launch Applications. Se tiver esse 
dispositivo, poderá amda utilizar o Tivoli NetView para iniciar o ap1ieativo. Para~~- --~ 
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isso, clique com o botão direito do mouse no símbolo de um dispositivo no console 
do NetView e selecione Object Properties, no menu de contexto. O diálogo Object 
Properties é exibido (consulte a Figura 31). 

liiii Ob)ect Properties- snj8100g03 ··»«·it*C ' ' 

General I Symbolj -~a~ilit~s I TYI'!! I Eventsl Availab~fity Other J . 

P' ~!:!!l'Pií!~: 
M~tlRI!. 

r i:SRMON 

r isDNS 

r ~s1~0<!e 
r ~sMalJSe!Vel: 

r ~B~etl 
riia.~-~ 

.QK tlpply I . fi.eset 

Figura 31. Object Properties 

Y:erify 

,Çancel ]ielp 

Execute as seguintes etapas para identificar o aplicativo de gerenciamento na 
Figura 31: 
1 . Clique na guia Other. 
2. Selecione LANMAN nas opções, no canto superior esquerdo. 
3. Marque a caixa IsHTTPManaged. 
4. Digite o URL do aplicativo de dispositivo no campo Management URL. 
5. Clique em Verify e, em seguida, em Apply e então em OK. 

Para irúciar esse aplicativo, clique com o botão direito do mouse no símbolo do 
dispositivo e selecione Management Page, no menu de contexto (consulte a 
Figura 32 na página 43). 
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Figura 32. Iniciando pelo NetView 

Utilizando SNMP para Gerenciar Eventos 
Você pode utilizar o Tivoli NetView Event Browser para exibir eventos no banco 
de dados de eventos do Tivoli NetView. Como o Tivoli NetView pode gerenciar 
redes com base em IPs e SANs, o banco de dados de eventos pode conter eventos 
para ambos os tipos de redes. 

• Consulte "Configurando o Destino de Eventos" na página 19 e o IBM Tivoli 
Storage Area Network Manager Planning and Installation Cuide para obter 
informações sobre corno configurar o destino para traps do SNMP e eventos 
TE C. 

• Consulte "Exibindo as Propriedades do Dispositivo da SAN" na página 29 para 
obter informações sobre como exibir informações do sensor a partir de um 
dispositivo e urna lista de eventos relatados pelo dispositivo . 

Os seguintes tipos de eventos podem ser encontrados no banco de dados de 
eventos: 

• Condições que o Tivoli NetView detecta, como um dispositivo em status crítico . 

• Os traps do SNMP que são enviados a partir de dispositivos na rede IP, com o de 
uma Ponte IP / Token Ring . 

• Os traps do SNMP que são enviados a partir de dispositivos SAN, com o de um 
comutador F1bre Channel. 

• Os traps do SNMP que são enviados de produtos do Tivoli Storage Area 
Network Manager . 

Para utilizar o Tivoli NetView Event Browser para exibir eventos no banco d e 
dados de eventos do Tivoli NetView, execute as seguintes etapas: 

1. Inicie o Tivoli NetView Event Browser, selecionando Monitor-+ Events -+ All, 
no menu do console. A janela Event Browser é exibida. Observe que essa 
exibição é alterada à medida que novos eventos ocorrem . 

Cil pí tulo 4 . 
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Figura 33. Navegador de Eventos 

2. Clique com o botão direito do mouse em um evento para tornar visível um 
menu de contexto. 

3. Clique em Event Details para exibir mais informações sobre um evento. 

Utilizando Detecção de Erros e Isolamento de Falhas 
O EDFI (Detecção de Erros e Isolamento de Falhas) ajuda na determinação de 
problemas em links de interconexão SAN Fibre Channel. O EDFI identifica o 
hardware com defeito pela utilização de análise de falhas previstas. O EDFI 
monitora dados de erros temporários através da SAN e os analisa quanto a 
padrões. O hardware muitas vezes falha de forma tal que condições intermitentes 
podem ser identificadas antes que se tornem uma falha permanente. O isolamento 
de falhas é executado para identificar o hardware com defeito. 

O objetivo é identificar o dispositivo óptico e o hardware de interconexão com 
falha e notificar os usuários, que podem reparar ou substituir o hardware antes 
que a falha se torne permanente. 

O EDFI não analisa erros para componentes internos tais como fontes de 
alimentação. Sua função é analisar contadores associados à transmissão de dados 
em links SAN. 

• Uma taxa alta de erros temporários causa problemas de desempenho, os quais 
podem ser muito graves. 

• Aguardar por uma falha permanente significa interrupção, reparo ou 
substituição de equipamentos não planejados. 

• Algumas falhas (por exemplo, cabos rompidos) podem nunca ter um erro 
permanente mas podem deixar o sistema com um link degradado 
indefinidamente. 

• Em resposta a erros intermitentes e repetitivos, os sistemas hosts, sistemas de 
armazenamento e procedimentos d e recuperação de erro de componentes da 
SAN podem causar alterações imprev isíveis na configuração de E/S do sistema, 
da SAN Fibre Channel ou de ambas. Isso pode afetar a disponibilidade do 
sistema e do armazenamento. 
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Quando o EDFI identifica um componente com falha, ele utiliza o Tivoli NetView 
para notificar o usuário. Depois que um erro tiver sido corrigido, você deve limpar 
imediatamente a indicação do erro. 

Iniciando e Parando o EDFI 
Para iniciar o EDFI, faça o seguinte: 

1. Abra o ícone do Console Tivoli NetView no desktop. A partir do menu do 
Tivoli NetView, selecione SAN -+ EDFI Configuration . 

Figura 34. Iniciando ou Parando o EDFI 

Configure 8_gents 

Çonfigure Manager 

âet Event Destination 

2. O painel Propriedades de Configuração de EDFI é exibido. Certifique-se de que 
o botão de opções Ativar Detecção de Erro e Isolamento de Falha esteja 
selecionado. Clique em Ok para consolidar a alteração e feche a janela ou 
clique em Aplicar para consolidar a alteração e deixar a janela aberta . 
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Figura 35. Painel Propriedades de Configuração de EDFI 

Para parar o EDFI, faça o seguinte: 

1. A partir do menu do Tivoli NetView, selecione SAN ~ EDFI Configuration. 

2. No painel Propriedades de Configuração de EDFI, desmarque o botão de 
opções Ativar Detecção de Erro e Isolamento de Falha. Clique em Ok para 
consolidar a alteração e feche a janela ou clique em Aplicar para consolidar a 
alteração e deixar a janela aberta. 

Nota: Para evitar que notificações de erro falsas apareçam na SAN, desative o 
EDFI durante a instalação e reconfiguração de hardware da SAN. Para obter 
mais informações, consulte o "Identificando o Hardware com Defeito" na 
página 53. 

Relatório de Eventos EDFI 
O EDFI gera eventos padrões do Tivoli Enterprise Console que podem ser 
utilizados para fins de relatório. Os tipos de eventos para o EDFI são: 

Início de serviço EDFI 
Este evento é emitido quando o EDFI tiver sido iniciado. 

Parada de senriço EDFI 
Este evento é emitido quando o EDFI tiver sido parado. 

Notificação de dispositivo EDFI 
Este evento é emitido quando o EDFI tiver uma notificação para relatar. 

Limpeza de notificação de dispositivo EDFI 
Este evento é emitido quando o evento tiver sido limpo. 

A notificação EDFI é configurada utilizando os mecanismos padrões de relatório de 
eventos do Tivoli. 
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Trabalhando com ConJuntos de Regras 

Os conjuntos de regras contêm limites e critérios que são utilizados na análise de ,A · 
falhas previstas e no isolamento de falhas. Para que o EDFI utilize um conjunto de 
regras, ele deve ser carregado no Tivoli Storage Area Network Manager, 
selecionado e consolidado clicando em Ok ou em Aplicar no painel Configuração 
EDFI. 

Carregando um Conjunto de Regras 
Os produtos de hardware mudam freqüentemente. Você deve verificar os conjuntos 
de regras disponíveis com o Tivoli Storage Area Network Manager em relação aos 
conjuntos de regras recomendados disponíveis no site de suporte do IBM Tivoli 
Storage Area Network Manager. Se o site recomendar um conjunto de regras 
diferente, copie-o para o seguinte diretório na máquina do gerenciador: 

$path\tivoli\itsanm\manager\conf\edfi 

Em seguida, o conjunto de regras aparece automaticamente na lista de conjuntos 
de regras disponíveis para seleção (consulte Figura 35 na página 46). Se uma nova 
regra for copiada para o diretório correto mas não parecer na lista de regras 
disponíveis para seleção, ela pode ter sido identificada como corrompida pelas 
verificações de consistência do EDFI. Se for esse o caso, existirá uma entrada no 
arquivo rnsgiTSANM.log . 

Os conjuntos de regras são identificados pelos seguintes campos: 

Estado 

Ativo O conjunto de regras está sendo utilizado pelo EDFI. Somente um 
conjunto de regras pode estar ativo por vez . 

Não Ativo 
O conjunto de regras não está selecionado e não está sendo 
utilizado pelo EDFI. 

Selecionado 
O conjunto de regras foi selecionado. Somente um conjunto de 
regras pode ser selecionado por vez. Um conjunto de regras 
selecionado pode se tornar o conjunto de regras ativo, clicando no 
botão Ok ou Aplicar . 

Arquivo 

Versão 

Nome do arquivo no sistema de arquivos local. 

O número da versão do conjunto de regras. O número da versão é no 
forma to de XX. YY.ZZ, onde: 

XX O número de revisão principal 

YY O número de revisão secundário. 

ZZ O número de revisão incrementai. 

Descrição do Conjunto de Regras 
Um nome curto que identifica o conjunto de regras. Ele descreve 
resumidamente as características únicas do conjunto de regras. 

Exibindo e Selecionando um Conjunto de Regras 
Paraexibir e selecionar um conjunto de regras que tenha sido carrega? o,_!.a_ç<:_o_ __ , 
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2. O painel Propriedades de Configuração de EDFI é exibido (consulte a Figura 35 
na página 46). Clique em Ok. 

3. Na janela Configuração de EDFI, selecione o painel Configurar, realce o 
conjunto de regras desejado e faça o seguinte: 

• Para exibir, clique em Exibir. 

• Para selecionar um arquivo de regras para ser utilizado como o conjunto de 
regras ativo, clique em Selecionar. Em seguida, clique em Ok ou Aplicar 
para consolidar a alteração. 
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Figura 36. Painel Regras de EDFI 

Gerenciando um Evento EDFI 
Normalmente, quando um evento EDFI é relatado, ainda não ocorreu uma falha 
permanente. Para responder a um evento, faça o seguinte: 

1. Vá para o console do gerenciador SAN e localize a notificação de erro EDFI. 

2. Utilize a notificação de erro EDFI para localizar o link com falha. 

3. Utilize diagnósticos específicos do dispositivo e guias de determinação de 
problemas para isolar o hardware com defeito no link. 

4. Repare ou substitua o hardware identificado o mais breve possíveL 

5. Depois que o hardware identificado for reparado ou substituído, limpe a 

As etapas são descritas em detalhe nas seções a seguir. 

Exibindo uma Notificação de Erro 
Quando o EDFI identifica um hardware com defeito, ele coloca uma notificação do 
Log de Propriedades EDFI. Para exibir o log, faça o seguinte: 

1. A partir do menu do Tivoli N etView, selecione SAN ~ EDFI Configuration. A 
janela Propriedades de Configuração EDFI aparece. 

2. Clique na guia Propriedades: 
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Figura 37. Log de Propriedades EDFI 

O EDFI somente isola até o link. A notificação inclui os seguintes campos que 
podem ajudar a identificar o hardware: 

Hora A hora em que o registro da notificação foi criado ou atualizado. 

Dispositivo com Defeito 
O nome de nó world wide Fibre Channel de um dispositivo no link . 

Porta com Defeito 
O nome de porta world wide Fibre Channel de uma porta no link. 

Dispositivo Indicado 
O nome de nó world wide Fibre Channel de um dispositivo relacionado 
onde o erro foi detectado primeiro . 

Porta Indicada 
O nome de porta world wide Fibre Channel de uma porta relacionada 
onde o erro foi detectado primeiro. 

Contador 
O contador de erros primário que foi utilizado na identificação da falha . 

Regra Estatística 
O identificador da regra no conjunto de regras utilizado na análise de 
falhas previstas para a notificação . 

Versão da Regra 
Um número que identifica a versão da regra utilizada na identificação d a 
falha . 

Referência de PD 
Referência de determinação de problemas - um identificador exclusivo p ara 
um guia de determinação de problemas . 
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Notificação Visual EDFI: Além de registros de notificação, o EDFI adiciona o 

símbolo de notificação & ao símbolo do dispositivo na exibição da topologia. Por 
exemplo: 

Figura 38. Símbolo de notificação em um ícone de dispositivo 

Você pode encontrar informações mais detalhadas sobre um dispositivo que tem 
um símbolo de notificação, faça o seguinte: 

1. A partir da exibição da topologia, selecione o dispositivo com o símbolo 
(consulte a Figura 38). 

2 . No menu de opções da SAN, selecione Propriedades EDFI. A janela 
Propriedades - EDFI é exibida. 

A Configuração EDFI contém os registros de notificação para toda a SAN; as 
Propriedades EDFI contêm o registro de notificação somente para o dispositivo 
selecionado. Se o dispositivo não for selecionado, o menu Propriedades EDFI não 
poderá ser selecionado e estará esmaecido. 

Localizando um Erro na Topologia da SAN 
Não é aparente em um registro de notificação onde ocorreu um erro na topologia. 
Contudo, o registro da notificação fornece um nome world wide que pode ser 
utilizado para pesquisas. Se a SAN for pequena, ele pode ser encontrado 

simplesmente procmando o símbolo de notificação (ffi ) na exibição da topologia 

Para SANs maiores, você pode utilizar o nome world wide do dispositivo como 
um ID de objeto na função Localizar sob o menu de opções Editar. Consulte 
Figura 39 na página 51. O nome world wide do dispositivo é também o ID do 
objeto utilizado pelo Tivoli NetView 
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Figura 39. Função Localizar no menu de opções Editar 

Outra maneira de localizar um dispositivo que tenha uma notificação EDFI é esta: 

1. Na janela Find, selecione a guia Advanced. Consulte Figura 40 na página 52. 

2. N o campo Combine Find Conditions, especifique ("isEDFI"="True") e clique 
em Ok ou Apply. Uma lista das localizações dos itens é exibida na janela 
Found Objects. 

3. Selecione um item nessa lis ta para exibir esse item na topologia. Consulte 
Figura 41 na página 53. 
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Figura 40. Janela Find 
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Figura 41 . 

VDL9299 Device Centric 
VDL9299 LOOPE3 1 00000606910155 
VDL9356 Device_Centric 
VDL9356 LOOPE31 000006069101 
VDL9360 Device_Centric 
VDL9360 LOOPE31 00000606910155 
VDL9362 Device_Centric 
VDL9362 LOOPE31 00000606910155 
VDL9362 Device_Centric 
VD L9362 LO O PE 31 0000060691 0155 

• •• 
VDL911571 618 
VDL91 157 
VDL911651619 
VDL91165 
VDL923171620 
VDL92317 
VDL929901621 
VDL92990 
VD L935681 522 
VDL93568 
VD L936061 623 
VDL93606 
VDL936241624 
VDL93624 
VD L936251625 
VDL93625 
VDL937311626 
VDL93731 

%00%00%E0%8B%01 %05%84 
%00%00%E0%8B%01%08%FA 
7.00%00%E0%8B%01%AF%Ct 
%00%00%E0%8B%01 

Identificando o Hardware com Defeito 

jQ_3L{} 

A 

O registro da notificação fornece informações detalhadas que podem ser utilizadas 
para identificar o hardware com defeito . Os dois campos principais a examinar são 
Dispositivo com Defeito e Porta com Defeito. Esses campos apontam para o 
dispositivo e a porta no lado da transmissão da falha, o qual é o lado com mais 
probabilidades de estar com falha . Alguns problemas possíveis são: 

• Módulo SFP ou GBIC com falha em qualquer lado do link 

• Cabos rompidos ou conectares empoeirados 

• Comprimento excessivo do cabo 

• Número excessivo de acopladores de cabo intermediários 

O EDFI pode isolar falhas somente até o nível do link. Portanto, qualquer lado do 
link ou o próprio cabo pode ser o componente com falha. Antes de substituir o 
hardware, consulte seus contratos de serviço e guias de determinação de 
problemas do produto para orientação. A limpeza, o encaixe dos cabos e a 
execução de diagnósticos são alg umas das etapas que podem ser recomendadas 
para chegar a uma decisão definitiva sobre o reparo ou substituição de peças . 

Se você puder identifica r um componente, deve diagnosticar o problema e reparar 
ou substituir o componente assim que possível antes que ocorra uma falha 
permanente. Se nã o puder identificar um componente, no mínimo deve· monitora · 1 
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o link para obter erros. Em ambientes onde a disponibilidade alta dos sistemas é 
uma exigência ou existirem contratos de nível de serviço no local, você deve entrar 
em contato com os representantes de serviço sobre a substituição de componente 
de Fibre Channel. 

Ações de serviço, como um ciclo de energia e a substituição de peças, às vezes 
podem fazer com que o EDFI envie notificações falsas para os d ispositivos que 
estão recebendo serviço. Portanto, você deve desativar o EDFI d urante essas 
instalações. Esses eventos em geral são bloqueados pelas funções de análise do 
EDFI, mas a desativação do EDFI evita qualquer possibilidade de confusão. Se 
uma notificação EDFI aparecer dentro de algumas horas em seguida a uma 
instalação ou reconfiguração de hardware onde o EDFI não estiver desativado 
(especialmente ações que levem uma hora ou mais), pode ser interessante limpar a 
notificação e ver se ela reaparece antes de efetuar uma ação de reparo. 

Limpando uma Notificação de Erro 
O símbolo de notificação EDFI não desaparece automaticamente depois que o 
problema tiver sido corrigido. Como as contagens de erros temporários são 
analisadas, o EDFI não pode distinguir a nova peça da antiga (d iferentemente do 
que seria esperado em casos de falhas permanentes na SAN). É importante limpar 
a notificação quando o hardware for substituído para evitar confusão. 

Para limpar um registro de notificação, faça o seguinte: 

• No menu de opções SAN, selecione o submenu Propriedades EDFI ou 
Configuração EDFI. 

• Clique em um ou mais quadrados na coluna Limpar do Log de Propriedades 
EDFI (consulte Figura 37 na página 49). 

• Clique em Ok ou Aplicar. Sair da janela sem clicar em Ok ou Aplicar cancela o 
pedido para limpar as notificações. 
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Apêndice A. Referência de Comandos 

Os comandos do IBM Tivoli Storage Area Network Manager permitem que você 
execute operações no sistema a partir de uma interface da linha de comando. Isso é 
útil quando você não tem acesso a uma exibição gráfica, como ao executar 
comandos sobre uma conexão dial-up ou criar scripts que submetam comandos. 

Os comandos do IBM Tivoli Storage Area Network Manager são divididos em dois 
grupos: 

• Comandos de Serviço de Registro - permitem que você configure e ative ou 
desative o registro de mensagens . 

• Comandos de Service Manager - permitem que você exiba ou defina valores no 
arquivo de propriedades do usuário . 

Os comandos deste capítulo são apresentados em ordem alfabética e contêm as 
seguintes informações: 
• Uma descrição do comando. 
• Um diagrama de sintaxe do comando. Consulte "Lendo Diagramas de Sintaxe" 

para obter uma explicação sobre esses diagramas. 
• Descrições detalhadas dos parâmetros de comandos. Se o parâmetro for uma 

constante (um valor que não se altera), a abreviatura mínima aparecerá em letras 
maiúsculas. 

• Exemplos do uso do comando . 

Lendo Diagramas de Sintaxe 
Esta seção descreve como ler os diagramas de sintaxe utilizados neste manual. 
Para ler um diagrama de sintaxe, siga o caminho da linha. Leia da esquerda para a 
direita, e de cima para baixo. 

• O símbolo- indica o início de um diagrama de sintaxe . 

• O símbolo - no final de uma linha indica que o diagrama de sintaxe continua 
na próxima linha. 

• O símbolo~>--- no início de uma linha indica que o diagrama de sintaxe é 
continuação da linha anterior . 

• O símbolo _....,. indica o fim de um diagrama de sintaxe. 

Os itens da sintaxe, como uma palavra-chave ou uma variável, podem estar: 
• Na linha (elemento obrigatório) 
• Acima da linha (elemento padrão) 
• Abaixo da linha (elemento opcional). 
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Descrição do Diagrama de Sintaxe 

Abreviaturas: 

Letras maiúsculas indicam o menor 
truncamento aceitável. Se um item aparecer 
inteiramente em letras maiúsculas, ele não 
poderá ser truncado. 

Você pode digitar o item em qualquer 
combinação de letras maiúsculas ou 
minúsculas. 

Neste exemplo, você pode inserir KEYWO, 
KEYWORD ou KEYWOrd. 

Símbolos: 

Insira estes símbolos exatamente como eles 
aparecem no diagrama de sintaxe. 

Variáveis: 

Itens em letras minúsculas e em itálico 
(var _na me) indicam variáveis. 

Neste exemplo, você pode especificar um 
var _name ao inserir o comando KEYWORD. 

Repetição: 

Uma seta virada para a esquerda significa 
que você pode repetir o item. 

Um caractere ou espaço dentro da seta 
significa que você deve separar os itens 
repetidos com esse caractere ou espaço. 

Uma nota de rodapé ao lado da seta indica o 
número de vezes que você pode repetir o 
item. 
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Exemplo 

--KEYWOrd------------.... 

{} 

o 

Asterisco 
Chaves 
Dois pontos 
Vírgula 
Sinal de Igual 
Hífen 
Parênteses 
Ponto 
Espaço 

--KEYWOrd-var nome---------

I 
~repeat-i------------------------~•~• 

_l__repeat-(_I_) --'---------4• ..... • OI 
Notas: 

Especifique repeat até 5 vezes. 
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Opções obrigatórias: 

Quando dois ou mais itens estiverem em 
empilhados e um deles estiver na linha , você 
deverá especificar o item. 

Neste exemplo, você deve escolher A, B ou C. 

Escolha opcional: 

Quando um item estiver abaixo da linha, 
esse item será opcional. No primeiro 
exemplo, você pode escolher A ou nenhum. 

Quando dois ou mais itens estiverem 
empilhados abaixo da linha, todos eles são 
opcionais. No segundo exemplo, você pode 
escolher A, B, C ou nenhum deles . 

Padrões: 

tcA~ 
.... 

A 

.. .. 

Os padrões ficam acima da linha . O padrão é .......... -t----1--------------.-.. ._.4 ~CAª selecionado, a menos que você o substitua. 
Você pode substituir o padrão, incluindo 
urna opção da pilha abaixo da linha. 

Neste exemplo, A é o padrão. Você pode 
substituir A, escolhendo B ou C. Também é 
possível especificar o padrão explicitamente . 

Escolhas repetidas: 

Uma pilha de itens seguida por uma seta 
virada para a esquerda significa que você 
pode selecionar mais de um item ou, em 
alguns casos, repetir um único item. 

Neste exemplo, você pode escolher qualquer 
combinação de A, B ou C. 

Fragmentos de sintaxe: 

Alguns diagramas, devido ao comprimento, 
devem fragmentar a sintaxe. O nome do 
fragmento aparece entre barras verticais no 
diagrama. O fragmento expandido aparece 
entre barras verticais no diagrama, após um 
cabeçalho com o mesmo nome do fra gmento . 

~ O nome do fragmento 

O nome do fragmento: 

1 
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Inserindo Comandos 
Um comando pode incluir o nome do comando e os parâmetros associados (se 
aplicável): 

Nome do comando 
A primeira parte de um comando é o nome do comando. O nome do 
comando consiste em um objeto, como log, e a ação a ser executada nesse 
objeto. Por exemplo, o comando a seguir define as propriedades para o 
arquivo de log de mensagens: 

log set 

Parâmetros 
Os comandos podem ter parâmetros obrigatórios, opcionais ou não ter 
parâmetros. Siga estas regras gerais ao inserir parâmetros de comandos: 
• Ao inserir parâmetros com um comando, sempre o anteceda com um 

traço (-). 
• Digite mais de um parâmetro em qualquer ordem, após o comando. 

Separe os parâmetros com um espaço em branco. 

Para emitir um comando no Windows, siga estas etapas: 

1. Abra uma janela do prompt de comandos. 

2. Vá para o diretório: <diretório de instalação> \manager\bin\w32-ix86. O diretório 
de instalação padrão é tivoli\itsanm\manager\bin\w32-ix86 

3. Insira o seguinte comando: setenv. 

4. Insira o comando. Por exemplo: 
srmcp -u <user_ID> -p <password> [command] 

Para emitir um comando no AIX, siga estas etapas: 

1 . Abra uma janela do terminal. 

2 . Altere o diretório para: <diretório de instalação>/agent/bin/aix. O diretório de 
instalação padrão é /tivoli/itsanm/ agent/bin/aix 

3. Insira o seguinte comando: . ./setenv.sh. Quando inserir .. I, observe que existe 
um espaço entre os pontos. 

4. Insira o comando. Por exemplo: 
./srmcp.sh -u <user_ID> -p <password> [command] 

Para emitir um comando no Linux, siga estas etapas: 

1 . Abra uma janela do terminal. 

2. Altere o diretório para: <diretório de instalação>/agent/bin/linux . O diretório de 
instalação padrão é /tivoli/itsanm/ agent/bin/linux 

3. Insira o seguiute comando . . ./setenv.sh. Quando iuseiir .. /,observe que existe 
um espaço entre os pontos. 

4. Insira o comando. Por exemplo: 

./srmcp.sh -u <user_ID> -p <password> [command] 

Para emitir um comando no Solaris, siga estas etapas: 

1 . Abra uma janela do terminal. 

2. Vá para o diretório: <diretório dt' instalação>/agent/bin/solaris2. O diretório de 
instalação padrão é /tivoli/itsanm /agent / bin/solaris2 
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3. Insira o seguinte comando: . ./setenv.sh. Quando inserir .. I , observe que existe 
um espaço entre os pontos. 

4. Insira o comando. Por exemplo: 

. /srmcp.sh -u <user_ID> -p <password> [command] 

Se você estiver inserindo comandos do IBM Tivoli Storage Area Network Manager 
a partir do host gerenciado ou de um console remoto, informe o URL do 
gerenciador. Por exemplo: 

Windows 
srmcp -url userl.mycity.ibm.com:9550 -u <ID usuário> -p <senha> 
[comando] 

AIX, Linux e Solaris 
./srmcp.sh -url userl.mycity.ibm.com:9550 -u <ID usuário> -p <senha> 
[comando] 

Comandos de Serviço de Registro 
Você pode configurar o IBM Tivoli Storage Area Network Manager para registrar 
ou gravar mensagens de texto de eventos do sistema, de modo que possa revisar 
essas ações posteriormente. Os comandos de registro de mensagens lhe ajudam a 
configurar o sistema para que reúna e envie essas informações aos arquivos de log 
de mensagens. É possível configurar o número, o tamanho, o tipo e o formato de 
seus arquivos de log de mensagens. Os seguintes tipos de mensagens são ativados 
por padrão: 

Mensagens informativas 
Indicam condições que são dignas de nota, mas que não requerem 
nenhuma precaução ou execução de uma ação . 

Mensagens de aviso 
Indicam condições que não requerem, necessariamente, uma ação do 
usuário. Por exemplo, uma parte de um programa não foi executada como 
planejado, mas os padrões foram aplicados, permitindo que o programa 
continue. Você deve examinar a saída para ver se é válida . 

Mensagens de erro 
Informam um usuário sobre eventos importantes, como falha de um 
componente ao gravar uma entrada do banco de dados . 

Apêndice A. 
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srmcp log get 
O comando srmcp Iog get exibe as propriedades atuais do arquivo de log de 
mensagens. Se você não especificar um parâmetro para esse comando, será exibida 
uma mensagem de erro de sintaxe. 

Sintaxe 

..__srmcp- -u --user_ID- -p --password- log get

1 
-filtec~ 
-maxfi 1 es 
-maxfilesiz 
-format 
-local e 

Parâmetros 
-u user_ID 

O ID do usuário que emite o comando. Esse parâmetro é obrigatório. 

-p password 
A senha do usuário que emite o comando. Esse parâmetro é obrigatório. 

-filterkey 
Exibe os tipos atuais de mensagens que são registradas no arquivo de Iog de 
mensagens. 

-maxfiles 
Exibe o número máximo atual de arquivos de log a serem criados. 

-maxfilesize 

.... 

Exibe o tamanho máximo atual do arquivo (em kilobytes) do log antes que um 
novo arquivo de log seja criado. 

-format 
Exibe o formato atual no qual as mensagens são salvas no arquivo de log de 
mensagens. As mensagens podem ser salvas no texto corrido ou formato XML. 

-local e 
Exibe a definição atual do locale de idioma no qual as mensagens são exibidas 
no arquivo de log de mensagens. 

Exemplos 
Tarefa Exibir os tipos atuais de mensagens que são registradas no arquivo de log 

de mensagens. 

Comando: srmcp -u userl -p passwordl 1 og get -fi lterkey 

Tarefa Exibir o número máximo atual de arquivos de log a serem criados. 

Comando: srmcp -u user2 -p password2 1og get -maxfile s 

Tarefa Exibir o tamanho máximo atual do arquivo (em kilobytes) do log, antes 
que um novo arquivo de log seja criado. 

Comando: srmcp -u user3 -p password3 1og get -maxf i l es ize 

Tarefa Exibir o formato atual do log de mensagens. 

Comando: srmcp -u user4 -p password4 1 og get -format 

Tarefa Exibir a definição atual do locale de idioma no qual as mensagens são 
exibidas no arquivo do log d e mensagens. 

Comando: srmcp -u user5 -p P'''wocd5 log get -loc,l e ~ 
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srmcp log help ~03 3J-
o comando snncp log help fornece informações gerais sobre os comandos de A 
Serviço de Registro. O comando snncp log help fornece informações sobre ofi · 
comando específico com seus parâmetros . 

Sintaxe 

--..-srmcp- -u -user_ID-- -p -password- log help -command---------..... 

Parâmetros 
-u user_ID 

O ID do usuário que emite o comando. Esse parâmetro é obrigatório . 

-p password 
A senha do usuário que emite o comando. Esse parâmetro é obrigatório . 

-command 
Você pode especificar estes comandos: 
• get 
• set 

Exemplos 
Tarefa Exibir informações sobre os comandos de Serviço de Registro . 

Comando: srmcp -u userl -p passwordl log hel p 

Tarefa Exibir informações sobre todos os parâmetros válidos do comando srmcp 
log get. 

Comando: srmcp -u userl -p passwordl log help -get 

Tarefa Exibir informações sobre todos os parâmetros válidos do comando srmcp 
log set . 

Comando: srmcp -u user2 -p password2 1 og hel p -set 

-- . ) 
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srmcp log set 
O comando srmcp log set define as propriedades do arquivo d e log de mensagens. 
Se você não especificar um parâmetro para esse comando, será exibida uma 
mensagem de erro de sintaxe. 

Sintaxe 

---srmcp-- -u -user_ID- -p --password- log set

1 
-defaults 
-filterkeyt!NF 

ERR 
WARN 

-maxfi 1 es---fflaxJi les----1 
-maxfile size---fflaxJil e_si ze 
-format--r-plain_text 

Lpdxml 

Parâmetros 
-u user_ID 

O ID do usuário que emite o comando. Esse parâmetro é obrigatório. 

-p password 
A senha do usuário que emite o comando. Esse parâmetro é obrigatório. 

-defaults 
Redefine todas as definições de registro para as definições padrão. 

-filterkey {INFO I ERRO R I WARN} 
Especifica os tipos de mensagens que serão registradas no arquivo de log de 
mensagens. Esses valores são sensíveis a maiúsculas e minúsculas. Os tipos são 
os seguintes: 

INFO 

ERRO R 

WARN 

Exibe mensagens de informação, aviso e erro. 

Exibe mensagens de erro. 

Exibe mensagens de aviso e erro. 

-maxfiles max_files 
Define o número máximo de arquivos de log a serem criados. Você deve 
especificar mais de um arquivo de log para ser criado, se desejar salvar 
entradas do log mais antigas. Se você especificar apenas um arquivo de log e 
ele ficar cheio, as entradas do log serão excluídas do arquivo de log e novas 
entradas serão incluídas. 

-maxfilesize max_file_size 
Define o tamanho máximo do arquivo (em kilobytes) do log, antes que um 
novo arquivo de log seja criado. 

-format {plain_text I pdxml} 
Os valores são os seguintes: 

plain_text 

pdxml 

Exemplos 

As mensagens são salvas no formato de texto corrido. 

As mensagens são salvas no formato XML. 

Tarefa Redefinir os flags de mensagens flags para as definições padrão. 

Comando: srmcp -u use rl -p passwordl 1 og set -defau1 ts 

Tarefa Exibir mensagens informativas, de erro e de aviso no arquivo de log. 

Comando: srmcp -u user2 -p password2 1 og set -fi 1 terkey INFO 
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Tarefa Definir o número máximo de arquivos de log a serem criados até 10. j o5JO 
Comando: srmcp -u user3 -p password3 log set -maxfiles 10 A-

Tarefa Definir o tamanho máximo do arquivo do log até 2.000 bytes, antes que 
um novo log seja criado . 

Comando: srmcp -u user4 -p password4 log set -maxfilesize 2000 

Tarefa Formatar o arquivo do log de mensagens no formato XML. 

Comando: srmcp -u user5 -p password5 l og set - format pdxml 

. _..............,_ .... 

Apênd ice A 
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()_~O) 
~7.--------------------------------------------------------
~ ?'Comandos de Service Manager 

Os comandos de Service Manager permitem que você exiba ou defina os valores 
do arquivo de propriedades do usuário 
(tivoli I i tsanml manager I conf/ user. properties), na máquina do gerenciador. Esse 
arquivo contém definições que controlam o registro do host, o destino dos traps do 
SNMP e o intervalo de monitoração do agente fora da banda. Os comandos de 
Service Manager a seguir são descritos em ordem alfabética . 
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srmcp ConfigService display 
O comando srmcp ConfigService display exibe os valores no arquivo de 
propriedades do usuário (user.properties). Esse comando pode ser emitido somente 
no computador do gerenciador. 

Sintaxe 

--srmcp- -u -user_I~ -p - password- ConfigService display------___,~ 

Parâmetros 
-u user_ID 

O ID do usuário que emite o comando. Esse parâmetro é obrigatório. 

-p password 
A senha do usuário que emite o comando. Esse parâmetro é obrigatório . 

Exemplos 
Tarefa Exibir os valores no arquivo user.properties. 

Comando: srmcp -u userl -p passwordl Confi gServi c e di sp 1 ay 

. ?Q(; ,~c. r1'i /?0(Jt . Ci\' 
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srmcp ConfigService get 
O comando srmcp ConfigService get exibe o valor do nome de propriedade no 
arquivo de propriedades do usuário (user.properties) que você especifica. Esse 
comando pode ser executado somente no computador do gerenciador. 

Sintaxe 

--srmcp- - u -user_ID- -p -password- ConfigSe r vi ce get property_name----.... 

Parâmetros 
-u user_ID 

O ID do usuário que emite o comando. Esse parâmetro é obrigatório. 

-p password 
A senha do usuário que emite o comando. Esse parâmetro é obrigatório. 

property_name 
Especifica o nome de propriedade no qual você deseja exibir o valor atual. 

Exemplos 
Tarefa Exibir o valor da propriedade SnmpCommunityName no arquivo 

use r. properties. 

Comando: srmcp -u user2 -p password2 ConfigService get 
SnmpCommunityName 

Tarefa Exibir o valor para uma propriedade de descoberta completa 
(FullAttributeScan) no arquivo user.properties. 

Comando: s rmcp -u user2 -p password2 Confi gServi c e get 
FullAttributeScan 

Tarefa Exibir o URL para a propriedade (SRM URL) do Tivoli Storage Resource 
Manager no arquivo user.properties. 

Comando: s rmcp -u user2 -p password2 Confi gServi c e get SRMURL 
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srmcp ConfigService help \.A · 

O comando srmcp ConfigService help fornece ajuda sobre como utiliza r os 
comandos d o Manager Service . 

Sintaxe 

.,.._srmcp- -u -user_ID- -p - password- ConfigService help--------.... 

Parâmetros 
-u user_ID 

O ID do usuário que emite o comando. Esse parâmetro é obrigatório . 

-p password 
A senha do usuário que emite o comando. Esse parâmetro é obrigatório . 

Exemplos 
Tarefa Exibir ajuda para os comandos srmcp ConfigService . 

Comando: srmcp -u userl -p passwordl Confi gServi ce hel p 
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srmcp ConfigService set 
O comando snncp ConfigService set define o valor da propriedade especificada 
para um novo valor no arquivo de propriedades do usuário (user.properties) . Esse 
comando pode ser executado somente no comp utador do gerenciador. 

Sintaxe 

-srmcp- -u -user_ID- -p - password- Conf igService set property_name value----

Parâmetros 
-u user_ID 

O ID do usuário que emite o comando. Esse parâmetro é obrigatório. 

-p password 
A senha do usuário que emite o comando. Esse parâmetro é obrigatório. 

property_name 
Define o valor da propriedade especificada. Property_name pode ser: 

FullAttributeScan value 
Define o valor para uma descoberta completa. Os valores padrões para 
uma descoberta completa são definidos da seguinte maneira: 
• IBM Tivoli Storage Area Network Manager para SAN Management -

executar uma descoberta completa quando o usuário selecionar Poli 
Now e quando uma descoberta periódica ou planejada for iniciada. 

• IBM Tivoli Storage Area Network Manager Bonus Pack para SAN 
Management - nunca executar uma descoberta completa. 

Value pode ser: 

Never Nunca executar uma descoberta completa (somente descoberta 
de topologia). Somente informações de nível superior são 
apresentadas nas exibições centrais no dispositivo e no host. 
Quando você altera esse valor de Never para outra definição 
do atributo, os dados que estiverem atualmente no banco de 
dados são exibidos nas exibições centrais no dispositivo e no 
host. Nesse ponto, os dados no banco de dados podem ser 
dados antigos e podem não representar a exibição lógica real. 
As informações do banco de dados são atualizadas depois que 
a próxima descoberta completa for executada . 

PollNow 
Somente executar uma descoberta completa quando o usuário 
selecionar Poli Now. 

TimeBased 
Somente executar uma descoberta completa quando uma 
descoberta periódica ou planejada for iniciada. 

PollN ow AndTimeBased 
Executar uma descoberta completa quando o usuário selecionar 
Poll Now ou quando uma descoberta periódica ou planejada 
for iniciada. 

hostPollinglnterval 
Define o intervalo de polling (em milissegundos) no qual ocorre o 
polling do host. O padrão é 60.000 (60 segundos). 
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OutbandAgentMonitorlnterval value 
Define o intervalo d e monitoração (em milissegundos) do agente fora 
da banda . 

SRMURL 
Define o nome completo do host do gerenciador (não o hos t local) . O 
padrão é: 

http:/ /<host>:9530/ ITSRM/ Tivoli SRM.html 

SnmpCommunityName 
Define o nome da comunidade do SNMP . 

SnmpTrapPort 
Define o número da porta para traps do SNMP . 

Exemplos 
Tarefa Definir o número da porta para traps do SNMP como 162 . 

Comando: srmcp -u userl -p passwordl ConfigService set SnmpTrapPort 
162 

Tarefa Definir o intervalo de polling para hosts como 70.000. 

Comando: s rmcp -u user2 -p password2 Confi gServi c e set 
hostPollinglnterval 70000 

Tarefa Definir o nome da comunidade como GROUPl . 

Comando: s rmcp -u user3 -p password3 Confi gServi c e set 
SnmpCommunityName groupl 

Tarefa Definir o intervalo de monitoração para o agente fora da banda como 
70.000 milissegundos . 

Comando: srmcp -u user4 -p password4 Confi gServi ce set 
OutbandAgentMonitorlnterval 70000 

Tarefa Definir o valor da descoberta completa para PollNow . 

Comando: s rmcp -u user4 -p password4 Confi gServi c e set 
FullAttributeScan PollNow 

Tarefa Definir o valor do URL do IBM Tivoli Storage Resource Manager . 

Comando: srmcp -u user4 -p password4 Confi gServi ce set SRMURL 
http://mgrvalue.rchland.ibm.com:9530/ITSRM/TivoliSRM.html 



srmcp ConfigService setAuthenticationPw 
O comando srmcp ConfigService setAuthenticationPw permite alterar a senha de 
autenticação do host para o gerenciador, hosts gerenciados e consoles remotos. A 
senha de autenticação do host é criada quando o IBM Tivoli Storage Area Network 
Manager é instalado. Este comando pode ser emitido nos computadores do 
gerenciador, host gerenciado e console remoto. 

Sintaxe 

-srmcp- -u --user_ID- - p - password-----------------

o- ConfigServi ce setAuthentication Pw- new_host_password-----------.... 

Parâmetros 
- u user_ID 

O ID do usuário que emite o comando. Esse parâmetro é obrigatório. 

- p password 
A senha do usuário que emite o comando. Esse parâmetro é obrigatório. 

new _hos t _password 
Isso altera a senha de autenticação do host que foi criada quando o IBM Tivoli 
Storage Area Network Manager foi instalado. 

Exemplos 
Tarefa Alterar a senha de autenticação do host para hostpass2. 

Comando: s rmc p -u userl -p password l Conf i gServi ce 
setAthenti cationPw hostpass2 
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srmcp ConfigService setPw 
O comando srmcp ConfigService setPw permite que você altere a senha do banco 
de dados que foi criada quando o IBM Tivoli Storage Area Network Manager foi 
instalado. Essa não é a senha administrativa do 082 (db2admin). Esse comando 
pode ser executado somente no computador do gerenciador . 

Sintaxe 

~--srmcp- -u --user_ID- -p-- password- ConfigService se tPw database_password ~ 

Parâmetros 
-u user_/0 

O IO do usuário que emite o comando . 

-p password 
A senha do usuário que emite o comando . 

da ta base _password 
Isso altera a senha do banco de dados do 082 que foi criada quando o IBM 
Tivoli Storage Area Network Manager foi instalado. Essa não é a senha 
administrativa do 082 (db2admin) . 

Exemplos 
Tarefa Alterar a senha do banco de dados para newpass . 

Comando: srmcp -u userl -p passwordl Confi gServi ce setPw newpass 
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Esta seção descreve o comando do Tivoli NetView, nvsniffer. Esse comando é 
utilizado para descobrir e monitorar os dispositivos iSCSI na rede . 
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nvsniffer 

O comando nvsniffer é utilizado para descobrir dispositivos iSCSI em nós na rede 
e para monitorar o status desses dispositivos. Objetos de serviço são criados no 
banco de dados de objetos para cada dispositivo que seja descoberto em um nó. Os 
dispositivos de um nó são representados no mapa no nível da interface do nó. Os 
objetos de dispositivo contêm status e esse status opcionalmente contribui para o 
status IP geral de um nó. O nó se torna automaticamente um membro do SmartSet 
de serviço correspondente para cada dispositivo que seja descoberto. 

Nota: Esta descrição é um subconjunto dos parâmetros que você pode especificar 
para o comando nvsniffer. Para uma descrição completa do comando 
nvsniffer, consulte o manual NetView for Windows NT Programmer's Reference. 

Sintaxe 

--nvsni ffer- -c --configFi le- -r - minutes- -t - numThreads---------

Parâmetros 
-c configFile 

Especifique o arquivo de configuração para a descoberta iSCSI. 

-r minutes 
Utilize esta opção para replanejar o nvsniffer com as definições e opções 
atuais. Os minutos especificados indicam com que freqüência o polling é feito. 
A taxa de polling padrão é a cada 60 minutos. Os valores válidos são de 5 a 
44640 minutos (até 31 dias no máximo). 

-t numThreads 
Especifique o número máximo de encadeamentos a serem ativados quando 
nvsniffer for chamado. O intervalo válido é de 1 a 50, inclusive. 

Exemplos 
Tarefa Executar uma verificação de status em todos os serviços no arquivo de 

configuração especificado. A verificação de status é feita novamente a cada 
120 minutos. 

Comando: 

nvsniffer -c \usr\ov\log\nvsniffer.conf -r 120 
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Apêndice C. Detecção de Problemas 

Este apêndice descreve problemas de gerenciamento da SAN que você pode 
encontrar e como é possível solucioná-los . 

É crucial que você instale e mantenha o mais recente nível de manutenção do 
Tivoli Storage Area Network Manager. Informações e download de manutenção do 
Tivoli Storage Area Network Manager podem ser obtidos em: 

http ://www. ibm.com/software/support/ 

Antes de entrar em contato com o suporte ao cliente, assegure-se de que tenha 
instalado a manutenção mais recente do Tivoli Storage Area Network Manager . 

Para obter suporte para este ou qualquer outro produto IBM Tivoli, você pode 
entrar em contato com o IBM Tivoli Customer Support. Consulte "Entrando em 
Contato com o Suporte ao Cliente" na página vii para obter mais informações. 

Verificando Arquivos de Log 
O IBM Tivoli Storage Area Network Manager registra ou grava mensagens textuais 
de eventos do agente, do gerenciador e do console. Você pode verificar os arquivos 
de log para ver se há erros de eventos nesses componentes a qualquer momento. 
As tabelas a seguir exibem as localizações padrões dos arquivos de log para todos 
os componentes da Vl.2 e os agentes da Vl.l . 

Tabela 6. Localizações Padrão dos Arquivos de Log para Componentes da V1.2 

Localizações dos Arquivos de Log do Tivoli Storage Area Network Manager V 1.2 

Sistema Operacional Componente Localização do Arquivo de Log 

Windows agente c:\ tivoli \ itsanm \agent\ log 

gerenciador c: \ tivoli \ itsanm \manager\log 

console c: \tivoli \i tsanm \console \ log 

AlX agente I tivoli / itsanm/ agentllog 

gerenciador I tivoli l itsanml manager l log 

Solaris agente I tivoli li tsanml agen tl log 

Linux (Red Hat e Suse) agente I ti voli l itsanml agentllog 

Tabela 7. Localizações Padrão dos Arquivos de Log para Agentes da V1 . 1 

Localizações dos Arquivos de Log do Agente do Tivoli Storage Area Network Manager V 

Sistema Operacional Componente 

Windows agente 

AIX agente 

Sola ri s agente 

© Copy righl !Btvl Co rp. 2002, 200~ 

Localização do Arquivo de 
log 

c:\ ti voli \ itsrm \agent\ log 

I ti voli l itsrml agentl log 

I tivoli / itsrml agentl log 
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Você pode configurar o tamanho, o tipo, o formato e o locale d e seus arquivos de 
log de mensagens do Tivoli Storage Area Network Manager. Consulte o 
Apêndice A, "Referência de Comandos", na página 57 para obter mais informações. 

Detecção de Problemas de Gerenciamento da SAN 
A Tabela 8 descreve os problemas que podem ser encontrados ao executar tarefas 
de gerenciamento da SAN e como é possível solucioná-los. 

Tabela 8. Problemas de Gerenciamento da SAN e Recuperação 

Problema 

O NetView inicia!iza com um 
erro e, em seguida, é encerrado 
novamente. O serviço do 
NetView falha ao iniciar 
novamente após tentativas de 
reinicializar ou iniciar novamente 
o serviço. 

O NetView pára de funcionar. Os 
painéis Configurar Manager e 
Configurar Agente não serão 
exibidos e as atualizações do log 
foram interrompidas. 

Você dica nos itens do menu 
SAN do NetView e nada é 
exibido. 

Dúvida se o comutador Fibre 
Channel suporta discovery na 
banda ou fora da banda. 

Após executar um poli de 
discovery ou limpar o histórico, a 
exibição Exploração do Submapa 
não é atualizada. 

Recuperação 

Entre em contato com o suporte para obter ajuda ao 
limpar o banco de dados do NetView. Se o banco de 
dados do NetView for limpo enquanto o Tivoli Storage 
Area Network Manager estiver em execução, poderá ser 
necessário reinstalar o NetView. 

Feche o NetView e, em seguida, reabra-o. Consulte o 
Apêndice B do IBM Tivoli Storage A rea Network Mm1ager 
Planning and lnstallation Cuide para obter mais 
informações. 

Assegure-se de que o Serviço SanManagerDaemon esteja 
sendo executado e, em seguida, clique no item de menu 
novamente. Se o menu não for exibido, feche o console 
do NetView; em seguida, reabra-o e clique no item de 
menu novamente. 

O site do Tivoli na Web 
http:/ /www.ibm.com/software/support/ mostra o tipo 
de suporte para vários comutadores comuns. Entre em 
contato com o fornecedor se o seu comutador não estiver 
na lista. 

Você pode atualizar o submapa a partir do console. Para 
atualizar o submapa, clique em File .. Refresh Map. 

Se você não tiver a opção Refresh Map no menu File, 
precisará ativar a opção Advanced Menu, da seguinte 
maneira: 

1. Clique em Options ., Advanced Menu. ~ 

2. Feche o aplicativo Tivoli NetView e inicie novamente. \..___)'W 

Se o seu submapa não for atualizado após clicar em 
Refresh Map, será necessário limpar o banco de dad os 
do Tivoli NetView, da seguinte maneira: 

1. Clique em Op tiGns -+ SEln'Elr Seh1p 

2. Selecione a guia Databases. 

3. Selecione Clear Databases da lista drop-down, no 
canto superior esquerdo da página de guias. 

4. Selecione o botão de opção Clear Ali NetView 
Databases ou Clear SNMPCollect Databases. 

5. Clique no botão OK. 
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Tabela 8. Problemas de Gerenciamento da SANe Recuperação (continuação) 

Problema 

O Tivoli Storage Area Network 
Manager não mostra a exibição 
Zona de sua SAN . 

A exibição da topologia da SAN 
no Tivoli NetView não é 
atualizada quando um 
dispositivo de rede for removido 
ou incluído em um host AIX não 
gerenciado. 

Após configurar um agente fora 
da banda e definir o nome do 
usuário e a senha dos 
comutadores SNMP Brocade fora 
da banda, a seguinte mensagem 
de aviso é exibida nos consoles 
Telnet dos comutadores Brocade 
para os quais foram inseridas 
informações corretas de login, 
uma vez que para cada 
discovery: 

Current Zoning Transaction was 
aborted. Reason code = 

Unknown (0) 

Recuperação 

Se sua SAN contiver comutadores que suportam o 
padrão de zoneamento GS-3 Fibre Channel, o Tivoli 
Storage Area Network Manager recuperará e exibirá as 
zonas configuradas. Se você não tiver certeza se o seu 
comutador suporta o padrão de zoneamento GS-3 Fibre 
Channel, o site do Tivoli na Web 
http:/ /www.ibm.com/software/support/ mostrará o 
suporte mais recente para vários comutadores comuns . 
Se o seu comutador não suportar o padrão de 
zoneamento G5-3, ainda assim você poderá exibir 
informações sobre o zoneamento, iniciando um aplicativo 
do comutador (consulte o Capítulo 4, "Trabalhando com 
Recursos", na página 41) . 

Para atualizar o status desse dispositivo na exibição da 
topologia, você deve executar o Config Manager 
(cfgmgr) no host AIX não gerenciado ou reinicializar o 
host AIX não gerenciado. Isso atualiza a exibição da 
topologia com o status apropriado do dispositivo 
anexado. 

Esse é o comportamento esperado e é gerado pelo 
comutador. Não é necessária nenhuma ação do usuário. 
O Tivoli Storage Area Network Manager trava a 
transação de Zoneamento do comutador, antes de ler os 
dados do zoneamento do comutador. Essa trava é 
liberada após a operação de leitura ser executada. A 
mensagem de aviso que indica que a transação de 
Zoneamento foi liberada é exibida nesse momento, no 
console do comutador. 
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Tabela 8. Problemas de Gerenciamento da SANe Recuperação (continuação) 

Problema 

A topologia exibida no submapa 
não corresponde à topologia 
física do loop. 

A topologia não é atualizada 
após um disco ser removido ou 
incluído em um JBOD. 

Impossível iniciar um aplicativo 
de dispositivo utilizando o Tivoli 
NetView, pois a opção Launch 
Applications está desativada. 
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Recuperação 

Quando ocorrem determinadas alterações em um loop 
público de unidades de disco anexadas a um comutador 
FL_port, o submapa pode não corresponder à topologia 
de loop real. Isso ocorrerá quando: 

Um dispositivo for incluído no loop público. 
Um dispositivo for removido do loop público. 
Um dispositivo em um loop público não estiver mais 
respondendo. 
Um dispositivo em um loop público que nunca 
respondeu começar a responder. 

Sob as condições anteriores, é necessário redefinir o loop, 
utilizando o aplicativo de gerenciamento do comutador. A 
função de redefinição do loop pode ter os seguintes 
nomes: 
• Redefinir loop. 
• Emitir LIP (Loop lrútialization Primitive). 
• Desativar/ Ativar o FL_port. 

Após a redefinição do loop, o console do Tivoli Storage 
Area Network Manager será automa ticamente 
atualizado. Se o submapa ainda não refletir com precisão 
a topologia de loop, clique em SAN .. Configure 
Manager e selecione o botão Poli Now. 

Após redefinir o loop público e atualizar a topologia, se 
esta ainda assim não refletir com precisão o loop, reinicie 
todos os hosts gerenciados do Windows NT, Windows 
2000, Solaris e Linux conectados à malha. Se você estiver 
executando AIX em um host gerenciado, não será 
necessário iniciar novamente. 

O comutador pode não gerar um evento para notificar o 
Tivoli Storage Area Network Manager da remoção ou 
inclusão. A topologia pode não ser atualizada neste caso. 
No entanto, o comutador pode enviar uma notificação se 
estiver executando outra atividade e perceber que o 
disco foi incluído ou removido. Isso é específico para 
dispositivos de loop arbitrados. 

Alguns dispositivos SAN têm aplicativos de 
gerenciamento, mas não suportam a arquitetura para 
identificar o nome do aplicativo. Você não pode iniciar 
esses aplicativos a partir da opção do menu de contexto 
Launch Applications. Se você tiver esse dispositivo, 
poderá ainda utilizar o Tivoli NetView para iniciar o 
aplicativo. Consul te " Uma Técnica Alternativa de lnício" 
na página 41 para obter mais informações. 
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Tabela 8. Problemas de Gerenciamento da SANe Recuperação (continuação) 

Problema 

Falha nas operações de backup 
ou recuperação de dados a partir 
de um hos t gerenciado para 
unidades de fita SCSI locais ou 
anexadas à SAN . 

Recuperação 

Dois ou mais comandos SCSI estão sendo enviados 
simultaneamente para o mesmo dispositivo de midia 
removível por diferentes aplicativos do mesmo s istema . 
Como muitos HBAs enviarão os mesmos comandos SCSI 
para uma unidade de fita SCSI ou um dispositivo para 
troca de CD-ROM, que não suporta fila de comandos, 
causará um erro de comandos sobrepostos e os 
comandos SCSI falharão. Os aplicativos que estão 
emitindo os comandos poderão ser finalizados. Por 
exemplo, o Tivoli Storage Area Network Manager pode 
estar consultando a unidade de fita ao mesmo tempo em 
que outro aplicativo do mesmo sistema host está 
tentando recuperar dados daquela unidade . 

Para evitar esse problema, não instale o software Tivoli 
Storage Area Network Manager em sistemas que 
acessam unidades de fita SCSI locais ou anexadas à SAN. 
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Apêndice D. Avisos 

Estas informações foram desenvolvidas para produtos e serviços oferecidos nos 
Estados Unidos. É possível que a IBM não ofereça os produtos, serviços ou 
recursos discutidos neste documento em outros países. Consulte um representante 
IBM local, para obter informações sobre os produtos e serviços atualmente 
disponíveis em sua área . Qualquer referência a produtos, programas ou serviços 
IBM não significa que apenas o produto, programa ou serviço IBM possa ser 
utilizado. Qualquer produto, programa ou serviço funcionalmente equivalente, que 
não infrinja nenhum direito de propriedade intelectual da IBM poderá ser utilizado 
em substituição a este produto, programa ou serviço. Entretanto, a avaliação e 
verificação da operação de qualquer produto, programa ou serviço não-IBM são 
responsabilidade do Cliente . 

A IBM pode ter patentes ou solicitações de patentes pendentes relativas a assuntos 
tratados na publicação. O fornecimento desta publicação não garante ao Cliente 
nenhum direito sobre tais patentes. Pedidos de licença devem ser enviados, por 
escrito, para: 

Gerência de Relações Comerciais e Industriais da IBM Brasil 
Av. Pasteur, 138-146 
Botafogo 
Rio de Janeiro, RJ 
CEP 22290-240 

Para dúvidas relacionas a informações de DBCS (byte duplo), entre em contato 
com o Departamento de Propriedade Intelectual da IBM em seu país ou envie as 
dúvidas, por escrito, para: 

IBM World Trade Asia Corporation 
Licensing 
2-31 Roppongi 3-chome, Minato-ku 
Tokyo 106, Japan 

O parágrafo a seguir não se aplica a nenhum país em que tais disposições não 
estejam de acordo com a legislação local. A INTERNATIONAL BUSINESS 
MACHINES CORPORATION FORNECE ESTA PUBLICAÇÃO "NO ESTADO EM 
QUE SE ENCONTRA", SEM GARANTIA DE NENHUM TIPO, SEJA EXPRESSA 
OU IMPLÍCITA, INCLUINDO, MAS NÃO SE LIMITANDO ÀS GARANTIAS 
IMPLÍCITAS DE NÃO-VIOLAÇÃO, MERCADO OU ADEQUAÇÃO A UM 
DETERMINADO PROPÓSITO. Alguns países não permitem a exclusão de 
garantias explícitas ou implícitas em certas transações; portanto, esta disposição 
pode não se aplicar ao Cliente . 

Estas informações podem conter imprecisões técnicas ou erros tipográficos . 
Alterações são periodicamente realizadas nas informações aqui constantes; essas 
alterações serão incorporadas em novas edições da publicação. A IBM pode a 
qualquer momento, aperfeiçoar e / ou alterar os produtos e / ou programas descritos 
nesta publicação, sem aviso prévio . 

Referências nestas informações a Web sites não-IBM são fornecidas apenas por 
conveniência e não representam de forma alguma um endosso a estes Web sites. 
Os materiais contidos nesses Web sites não fazem parte deste produto IBM e seu 
uso é de responsabilidade do Cliente . 

© Copyr ight IBM Corp 2002, 2003 



Marcas 

A IBM pode utilizar ou distribuir as informações fornecidas, da forma que julgar 
apropriada sem que incorrer em qualquer obrigação para com o Cliente. 

Os licenciados deste programa que pretendam obter mais informações com o 
objetivo de permitir: (i) a troca de informações entre programas criados 
independentemente e outros programas (incluindo este) e (ii) a utilização mútua 
das informações trocadas, devem entrar em contato com a: 

Gerência de Relações Comerciais e Industriais da IBM Brasil 
Av. Pasteur, 138/146 
Botafogo 
Rio de Janeiro, RJ 
CEP 22290-240 

Tais informações podem estar disponíveis, dependendo dos term os e condições 
apropriadas, incluindo, em alguns casos, o pagamento de uma taxa. 

O programa licenciado descrito nestas informações e todo o material licenciado 
disponível para o mesmo são fornecidos pela IBM sob os termos do Contrato com 
o Cliente IBM, do Contrato de Licença do Programa Internacional IBM ou qualquer 
acordo equivalente. (~ e 
As informações relativas a produtos não-IBM foram obtidas junto aos fornecedores 
dos respectivos produtos, de seus anúncios publicados ou de outras fontes 
disponíveis publicamente. A IBM não efetuou testes nestes produ tos e não pode 
confirmar a precisão de seu desempenho, compatibilidade ou qualquer outro 
requisito relacionado a produtos não-IBM. Dúvidas sobre os recursos de produtos 
não-IBM devem ser encaminhadas diretamente a seus fornecedores. 

Estas informações contêm exemplos de dados e relatórios utilizad os em operações 
diárias de negócios. Para ilustrá-las ao máximo possível, os exemplos incluem 
nomes de pessoas, empresas, marcas e produtos. Todos estes nomes são fictícios e 
qualquer semelhança a esses nomes e endereços utilizados por uma empresa 
comercial real é mera coincidência. 

Se estas informações estiverem sendo exibidas em cópia eletrônica, as fotografias e 
ilustrações coloridas podem não aparecer. 

Os termos a seguir são marcas da International Business Machines Corporation nos f"'A 
Estados Unidos e/ ou em outros países: ~ 
AIX 
Database 2 
DB2 
DB2 Universa l Database 
Enterprise Stornge Server 
ESCON 
IBM 
IBMLink 

Magstar 
MQSeries 
NetView 
Redbooks 
RISC System/6000 
RS/6000 
Tivoli 
1ivoli Enterprise Console 

lotus, lotus Notes e Domino são marcas ou marcas registradas da International 
Business Machines Corporation e da lotus Development Corporation nos Estados 
Unidos e/ ou em outros países. 

Intel e Pentium são marcas ou marcas registradas da Intel Corporati on nos Estados 
Unidos e/ou em outros países. 
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Microsoft, Windows, Windows NT e o logotipo do Windows são marcas da 
Microsoft Corporation nos Estados Unidos e/ ou em outros países . 

. --··- --~ -. 

UNIX é uma marca registrada da Open Group nos Estados Unidos e/ ou em outros 
países . 

Java e todos os logotipos e marcas baseados em Java são marcas ou marcas 
registradas da Sun Microsysterns, Inc. nos Estados Unidos e/ou em outros países . 

Outros nomes de empresas, produtos e serviços podem ser marcas ou marcas de 
serviços de terceiros . 
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Glossário 

Os termos neste glossário são definidos como pertencentes à biblioteca do IBM 1ivoli Storage Area Network 
Manager. Se v ocê não encontrar o termo necessário, consulte o IBM Software Glossary neste Web site: 
http:/ /www.ibm.com/ibm/terminology /. 

A 
agente. Uma entidade que representa um ou mais 
objetos gerenciados (a) pela emissão de notificações 
referentes aos objetos e (b) pelo manuseio de 
solicitações de gerenciadores para operações de 
gerenciamento para modificar ou consultar os objetos. 
Consulte também agente do IBM Tivo/i Storage Area 
Network Manager. 

agente do IBM Tivoli Storage Area Network 
Manager. O software em um host gerenciado que 
executa funções locais, corno monitoração do sistema 
de arquivos e discovery em banda. As funções são 
executadas em coordenação com o gerenciador. 

c 
coleta de dados. Consulte discovery. 

console remoto. Um console do IBM 1ivoli Storage 
Area Network Manager que é instalado em urna 
máquina diferente daquela em que o gerenciador está 
instalado. Um console remoto permite acessar o IBM 
1ivoli Storage Area Network Manager de qualquer 
localização. 

D 
discovery. O processo de localização de recursos 
dentro de urna empresa, incluindo a localização do 
novo local de recursos monitorados que foram 
movidos. No IBM 1ivoli Storage Area Network 
Manager, o processo detecta recursos de 
armazenamento lógico e físico no ambiente de 
armazenamento e suas interconexões (também chamada 
de topologia). O IBM Tivoli Storage Area Network 
Manager tarnbern coleta ambutos de recursos de 
armazenamento, tais corno dados vitais do produto e 
medidas de capacidade e utilização. Discovery inclui a 
detecção de alterações na topologia da rede, tal como 
nós novos e excluídos ou interfaces novas e excluídas. 
Consulte também intervalo de discovery. 

discovery em banda. O processo de descobrir 
informações sobre a SAN, incluindo dados de topologia 
e atributos, por meio de caminhos de dados do Canal 
de Fibras. Compare com discovery fora da banda . 

<E> Copyright IBM Corp 2002, 2003 

discovery fora da banda. O processo de descobrir 
informações sobre a SAN, incluindo dados de topologia 
e dispositivos, sem utilizar os caminhos de dados do 
Canal de Fibras. Um mecanismo comum para discovery 
fora da banda é o uso de consultas MIB do SNMP, que 
são chamadas sobre uma rede TCP /IP. Compare com 
discovery em banda. 

E 
evento. No ambiente 1ivoli, qualquer alteração 
significativa no estado de um recurso do sistema, 
recurso da rede ou aplicativo de rede. Um evento pode 
ser gerado para um problema, para a resolução de um 
problema ou para a conclusão de uma tarefa com êxito. 
Exemplos de eventos são: o irúcio e a parada normais 
de um processo, a finalização anormal de um processo 
ou a falha de um servidor . 

G 
gerenciador. O componente do IBM Tivoli Storage 
Area Network Manager que é instalado em um host e 
fornece controle centralizado do produto. O 
gerenciador reúne dados de agentes SNMP e agentes 
em hosts gerenciados e fornece exibições gráficas de 
SANs. O gerenciador também pode transferir eventos 
para o 1ivoli Enterprise Console ou um console do 
SNMP . 

GUID (Identificador Globalmente Exclusivo). Um 
código de 16 bytes que identifica urna interface para 
um objeto em todos os computadores e redes. O 
identificador é exclusivo porque contém uma data e 
hora e um código com base no endereço da rede que é 
conectado à placa da interface da LAN do computador 
host. 

H 
host. Um computador que é conectado a uma rede 
(como a Internet ou uma SAN) e fornece um ponto de 
acesso a essa rede. Além disso, dependendo do 
ambiente, o host pode fornecer controle centralizado da 
rede . O host pode ser um cliente, um servidor, um 
cliente e um servidor, um gerenciador ou um host 
gerenciado . 

p_l , - 3 6 9 8 
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host gerenciado. Um host que é gerenciado pelo IBM 
Tivoli Storage Area Network Manager. O host tem um 
agente do IBM Tivoli Storage Area Network Manager 
instalado e ativo nele. Os hosts gerenciados são 
utilizados para discovery em banda da SAN e para 
gerenciamento do sis tema de arquivos. 

intervalo de discovery. A freqüência na qual as 
informações de topologia e atributos são reunidas pelos 
agentes do IBM Tivoli Storage Area Network Manager 
e enviadas ao gerenciador. O intervalo de discovery é 
definido por um planejamento para que ocorra 
periodicamente ou em períodos específicos. Discovery 
também pode ocorrer em outros momentos, como 
quando disparada por um evento a partir da opção 
SAN. 

L 
LUN. Consulte número da unidade lógica. 

LUN (Número da Unidade Lógica). Um identificador 
utilizado em um barramento SCSI para diferenciar 
entre dispositivos (unidades lógicas) com o mesmo ID 
do SCSI. 

N 
nome da comunidade. A parte de uma mensagem do 
SNMP que representa um nome parecido com uma 
senha e que é utilizada para autenticar a mensagem do 
SNMP. 

T 
topologia. A disposição física e lógica de dispositivos 
em uma SAN (Rede da Área de Armazenamento). A 
topologia pode ser exibida graficamente, mostrando os 
dispositivos e suas interconexões. 
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Prefácio 

O IBM Tivoli Storage Area Network Manager gerencia todos os seus dispositivos 
em uma SAN (Rede de Área de Armazenamento). As capacidades incluem 
discovery, monitoração, disponibilidade e gerenciamento de eventos. O IBM Tivoli 
Storage Area Network Manager: Guia do Usuário descreve como gerenciar os recursos 
na rede de área de armazenamento. 

Este manual fornece informações para ajudá-lo a desempenhar as seguintes tarefas: 

• Planejar a instalação do IBM Tivoli Storage Area Network Manager 

• Instalar o IBM Tivoli Storage Area Network Manager 

• Configurar o IBM Tivoli Storage Area Network Manager 

Quem Deve Ler Este Guia 

Publicações 

Este manual inclui instruções para que instaladores e administradores de SAN 
planejem, instalem e configurem o IBM Tivoli Storage Area Network Manager. 
Esses instaladores e administradores devem estar familiarizados com o seguinte: 

• Procedimentos gerais para a instalação de softwares em um sistema Windows 

• Conceitos da SAN 

• DB 2 (Database 2) 

• Conceitos de SNMP (Simple Network Management Protocol) 

• Tivoli NetView 

Depois de instalar o IBM Tivoli Storage Area Network Manager, você deve ler o 
IBM Tivoli Storage Area Network Manager: Manual do Usuário. Ele o ajudará a obter 
noções básicas sobre o uso do produto. 

Esta seção lista as publicações na biblioteca do IBM Tivoli Storage Area Network 
Manager e quaisquer outros documentos relacionados. Também descreve como 
acessar publicações Tivoli on-line, como solicitar solicitar essas publicações Tivoli e 
como fazer comentários sobre elas. 

Publicações do IBM Tivoli Storage Area Network Manager 
A tabela a seguir lista as publicações do IBM Tivoli Storage Area Network 
Manager. 

I 1fulo da Pubhcaçao Numero de Ordem 

IBM Tivoli Storage Area Network Manager: Guia do Usuário 

IBM Tivoli Storage Area N etwork Manager Planning and Installation 
Cuide 

IBM Tivoli Storage Area Network Manager M essages 

5517-7576 

SC23-4697 

SC32-0953 

A biblioteca do Tivoli Storage Area Network Manager em todos os idiomas está 
disponível no seguinte CD: 
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Solicitando Publicações 
É possível solicitar várias publicações on-line do Tivoli no seguinte Web site: 

http://www.elink.ibmlink.ibm.com/public/applications/publications/cgibin/pbi .cgi 

Também pode solicitar por telefone, ligando para um destes números: 
• Nos Estados Unidos: 800-879-2755 
• No Canadá: 800-426-4968 
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Em outros países, consulte o seguinte Web site para obter uma lista de números de 
telefone: 

http://www.ibm.com/software/tivoli/order-lit/ 

Fornecendo Feedback sobre Publicações 
Se você tiver comentários ou sugestões sobre os produtos e a documentação do 
Tivoli, envie um e-mail para pubs@tivoli.com ou preencha a pesquisa de feedback 
do cliente no seguinte Web site: 

http://www.ibm.com/software/tivoli/contact.html 

Acessibilidade 
Os recursos de acessibilidade ajudam um usuário que tem uma deficiência física, 
como por exemplo mobilidade restrita ou visão limitada, a utilizar produtos de 
software com êxito. Com este produto, você pode utilizar tecnologias de apoio 
para ouvir e navegar na interface. Também é possível utilizar o teclado em vez do 
mouse para operar todos os recursos da interface gráfica com o usuário. 

Para obter informações adicionais, consulte Apêndice D, "Acessibilidade", na 
página 225. 

Entrando em Contato com o Suporte ao Cliente 
Para obter suporte referente a esse ou qualquer outro produto Tivoli, você pode 
entrar em contato com o suporte ao cliente IBM de uma das seguintes maneiras: 

• Visite o site de suporte técnico do IBM Tivoli Storage Area Network Manager na 
Web em http:/ /www.ibm.com/software/support/ . 

• Submeta eletronicamente um PMR (Registro de Gerenciamento de Problemas) 
em IBMSERVIIBMLINK. É possível acessar o IBMLINK no endereço 
http:/ /www2.ibmlink.ibm.com. 

• Envie um PMR eletronicamente no endereço 
http:/ /www.ibm.com/ software/ sysmgmt/ prod ucts/ support/. Consulte 
"Relatando um Problema" na página xi para obter detalhes. 

Clientes nos Estados Unidos também podem telefonar para 1-800-IBM-SERV 
(1-800-426-7378). 

Os clientes internacionais devem consultar o Web site para obter os números de 
telefone de suporte ao cliente. 

Clientes com deficiência auditiva devem visitar o Web si te do TDD /TIY Voice 
Relay Services and Accessiblity Center no endereço · 
http:/ /www.ibm.com/ able/voicerelay.html. 

Você também pode ler o IBM Software Support Handbook, que está disponível em 
nosso Web site no endereço 
http: I I techsupport.services.ibm.com/ guides/handbook.html. 

Ao entrar em contato com o suporte ao cliente, esteja preparado para fornecer 
informações de identificação de sua empresa, para que a equipe de suporte possa 
ajudá-lo prontamente. As informações de identificação da empresa também podem 
ser necessárias para acessar diversos serviços on-line disponíveis no Web site. 
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O site de suporte da Web oferece informações completas, incluindo um guia pa0 . 
serviços de suporte (o IBM Software Support Handbook); FAQs (Perguntas mais 
Freqüentes); e a documentação de todos os produtos de software IBM, incluindo 
Notas de Release, Redbooks e Documentos Técnicos. A documentação para alguns 
releases do produto está disponível nos formatos PDF e HTML Documentos 
traduzidos também estão disponíveis para alguns releases do produto . 

Todas as publicações do Tivoli estão disponíveis para download eletrônico ou 
podem ser solicitadas no IBM Publications Center:http:/ /www-
3.ibrn.com/ software/ tivoli/library I 

Estamos muito interessados em saber sobre sua experiência com os produtos e a 
documentação do Tivoli. Suas sugestões de melhorias também são bem-vindas. Se 
tiver comentários ou sugestões sobre nossa documentação, preencha a pesquisa de 
feedback do cliente em 
http://www-3.ibm.com/software/sysmgmt/products/support/Tivoli_Escalation_Process.html 

Relatando um Problema 
Tenha as seguintes informações prontas ao comunicar um problema: 

• Os números de versão, release, modificação e nível de serviço do IBM Tivoli 
Storage Area Network Manager . 

• O número do protocolo de comunicação (por exemplo, TCP /ll'), da versão e do 
release que você está utilizando . 

• A atividade que você estava executando quando o problema ocorreu, listando as 
etapas seguidas antes de o problema ocorrer . 

• O texto exato de quaisquer mensagens de erro . 

Convenções Utilizadas neste Manual 
Este manual utiliza diversas convenções para termos e ações especiais, além de 
caminhos e comandos dependentes do sistema operacional. 

Convenções Tipográficas 
As seguintes convenções de tipos são utilizadas neste manual: 

Negrito 

Itálico 

• Comandos em minúsculas ou combinados com maiúsculas e 
minúsculas que aparecem com o texto 

• Opções de comando que aparecem com o texto 
• Sinalizadores que aparecem com o texto 
• Elementos da interface gráfica com o usuário (exceto títulos de 

janelas e caixas de diálogo) 
• Nomes te chaves 

• Variáveis 
• Valores que você deve fornecer 
• Novos termos 
• Palavras e frases que estão enfatizadas 
• Títulos de documentos 

Espaçamento Fixo 
• Comandos e opções de comandos nos exemplos 
• Flags exibidos em uma linha separada 
• Saída e exemplos de código 



• Texto da mensagem 
• Nomes de arquivos e diretórios 
• Cadeias de texto que você deve digitar, quando exibidas no texto 
• Nomes de métodos e classes Java 
• Marcações HTML e XML também são exibidas desta forma, com 

fonte de espaço fixo 

São utilizadas estas convenções para notação de sintaxe: 

• <> (símbolos menor que, maior que) são utilizados para indicar um valor de 
variável. Não digite os símbolos <>. 

• # é o prompt para o usuário root. 

• Letras maiúsculas e minúsculas são consideradas. Digite os comandos 
exatamente como aparecem. 
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Resumo das Alterações para o IBM Tivoli Storage Area 
Network Manager Versão 1 

Esta seção resume as alterações que foram feitas no produto e nesta publicação . 

Alterações Técnicas para a Versão 1 Release 2- Abril de 2003 
As seguintes alterações foram feitas no produto para esta edição: 

EDFI (Detecção de Erro e Isolamento de Falha) 
A função EDFI fornece ajuda com determinação de problemas em links de 
interconexão SAN Fibre Channel. A EDFI utiliza análise de falhas previstas 
e fornece capacidades de isolamento de falhas que permitem identificar e 
tomar a ação apropriada para componentes que possam estar falhando . 

Embedded WebSphere Application Server - Express, Versão 5.0 
A instalação do IBM Tivoli Storage Area Network Manager inclui a versão 
incorporada do WebSphere Application Server - Express. Uma instalação 
separada do WebSphere não é mais necessária . 

Suporte a iSCSI (Internet SCSI) 
Internet SCSI é um padrão proposto pelo mercado que permite que 
sistemas de computadores centrais executem operações em bloco de 
entrada/saída de dados com diversos dispositivos. Os dispositivos de 
destino podem incluir dispositivos de disco e fita e dispositivos de 
armazenamento. O protocolo Internet SCSI define um meio de ativar os 
aplicativos de armazenamento de blocos pelas redes TCP /IP. Você pode 
descobrir dispositivos que utilizam o protocolo de rede de armazenamento 
iSCSI por meio do Tivoli NetView . 

Suporte do sistema operacional AIX para o gerenciador 
O IBM Tivoli Storage Area Network Manager (componente do gerenciador) 
é suportado no AIX 5.1. Esse suporte não inclui o suporte Tivoli NetView 
no AIX. Se desejar ver a exibição da GUI no IBM Tivoli Storage Area 
Network Manager, instale o console remoto no Windows 2000 ou Windows 
XP. 

Suporte ao Console Remoto no Windows XP 
O console remoto do IBM Tivoli Storage Area Network Manager agora é 
suportado no Windows XP. O Tivoli NetView 7.1.3 é requerido para 
suportar o Windows XP . 

O suporte do sistema operacional foi adicionado para os hosts gerenciados: 
• Host gerenciado no AIX 5.2 
• Host gerenciado no Linux Redhat Advanced Server versão 2.1 
• Host gerenciado no SuSE Linux Enterprise Server 7.0 

O suporte ao sistema operacional foi eliminado para o seguinte componente: 
Para hosts gerenciados no AIX 4.3.3 (para a versão 1.1), o suporte foi 
eliminado. O host gerenciado, release 1, ainda é compatível com um 
gerenciador do release 2 . 

Endereços IP dinâmicos para hosts gerenciados e consoles remotos 

© Copyright IBM Corp. 2002, 2003 

É possível especificar endereços IP dinâmicos em vez de endereços IP 
estáticos para hosts gerenciados e consoles remotos. O g ' , 8Fia~or áip.qa - ' 
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Identificação da SAN 
O IBM Tivoli Storage Area Network Manager agora exibe o nome da SAN 
ao qual um objeto está conectado. 

Classes de Eventos Adicionais do Tivoli Enterprise Console 
O IBM Tivoli Storage Area Network Manager fornece classes de eventos 
adicionais para o Tivoli Enterprise Console que permitem filtrar eventos 
facilmente com base no tipo de evento. Consulte "Classes de Eventos e 
Atributos do Tivoli Enterprise Console" na página 213. 

Suporte à chave Cisco Série MDS 9000 
O IBM Tivoli Storage Area Network Manager aprimorou a compatibilidade 
para a chave Cisco Série MOS 9000. O Tivoli NetView exibe os números 
das portas em um formato de SSPP, em que SS é o número do slot e PP é o 
número da porta. O item do menu Ativar Aplicativo está disponível para a 
chave Cisco. Quando Ativar Aplicativo é selecionado, o ap licativo Cisco 
Fabric Manager é iniciado. 

Versão do Agente 
Um agente do IBM Tivoli Storage Area Network Manager AIX 4.3.3 release 
1 em um host gerenciado pode coexistir com um gerenciador do release 2. 
O IBM Tivoli Storage Area Network Manager acompanha as diferenças de 
funcionalidade entre um agente do release 1 e um agente do release 2 e 
toma a ação apropriada com base nessas informações. Não é possível ter 
um agente do release 1 e um agente do release 2 no mesmo host 
gerenciado (somente um agente por host gerenciado). O agente do release 
1 não suportará a nova função (por exemplo, EDFI ou iSCSI). 

Novos Ícones para Entrada Manual 
Quando executada a entrada manual em dispositivos desconhecidos, os 
seguintes ícones estarão disponíveis: 
• ESS 
• Controlador de Volume SAN 

Outras Alterações 

• O MQSeries foi removido deste release. 

• Feito o upgrade do Tivoli NetView para a versão 7.1.3. 

• Foi feito o upgrade de JRE 1.3.0 para JRE 1.3.1. 

• A instalação silenciosa do IBM Tivoli Storage Area Network Manager é 
suportada. Consulte Apêndice A, "Instalação Silenciosa do IBM Tivoli 
Storage Area Network Manager", na página 189. 

• O estado suspenso foi removido do console. Anteriormente o estado 
suspenso era utilizado para notificar o usuário que o dispositivo estava 
em um estado crítico. O estado suspenso permanecia até que o 
dispositivo retornasse ao estado crítico ou o usuário limpasse o estado. 

IBM Tivoli Storage Area Network Manager: Guia d e Planejamento e Instalação 
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Capítulo 1. Apresentando o IBM Tivoli Storage Area Network 
Manager 

O Tivoli Storage Area Network Manager o ajuda a gerenciar seus recursos 
fornecendo capacidades de descoberta e gerenciamento de recursos de rede . 

A Figura 1 mostra como o Tivoli Storage Area Network Manager pode gerenciar 
todos os seus recursos de armazenamento. Isso inclui dispositivos que estão 
conectados a sistemas host por meio de hubs, pontes, comutadores, roteadores, 
gateways e direcionadores com base em fibra ótica. O Tivoli Storage Area Network 
Manager também pode gerenciar qualquer host com um agente que não esteja 
conectado à SAN . 

Ge~~=~dol~r 

IBM Tivoll 
Storage Area Networi< 

Manager 

(Agente) "~~~-··········---------------------;~, 

Host 
Geranclodo 

(Agente) 

Host 
Gerenciado 

(Agente) 

Banco de Dados 

Figura 1. O IBM Tivoli Storage Area Network Manager em um Ambiente de Rede de Área de 
Armazenamento 

Com o Tivoli Storage Area Network Manager, um sistema age como o gerenciador 
e um ou mais outros sistemas são os hosts gerenciados: 

Gerenciador 

O gerenciador faz o seguinte: 

• Reúne dados dos agentes em hosts gerenciados, como descrições de 
SANs (Redes da Área de Armazenamento), LUNs (Números de Unidade 
Lógica) e informações sobre o sistema de arquivos e o host. 

• Fornece exibições gráficas da topologia da SAN . 

• Gera eventos SNMP (Simple Network Management Protocol) quando 
uma alteração for detectada na estrutura da SAN . 

• Transfere eventos para o Tivoli Enterprise Console ou um console do 
SNMP. 

Hosts gerenciados 

Um agente reside em cada host gerenciado. Os agentes dos hosts 
gerenciados fazem o seguinte: 

Reúnem informações sobre a SAN, consultando comutadores e 
dispositivos para obtenção de informações sobre o atributo e a -topologia . 

JO;;g I 
;1· 
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• Reúnem informações ao nível do host, como sistemas de arquivos e 
mapeamento para LUNs (Unidades lógicas). 

• Reúnem informações sobre o evento e outras informações detectadas 
pelos HBAs (Adaptadores de Barramento do Host). 

Gerenciamento da Rede da Área de Armazenamento 
O gerenciamento da SAN descobre automaticamente os componentes e 
dispositivos da SAN, além da topologia do ambiente de rede de área de 
armazenamento. É possível monitorar a utilização do armazenamento na SAN e 
determinar a disponibilidade dos componentes da SAN. 

Descoberta 
O processo de localização de recursos dentro de uma empresa, incluindo a 
detecção da topologia da rede, é chamada de descoberta . Os dados coletados são 
armazenados no banco de dados do Tivoli Storage Area Network Manager. O 
Tivoli Storage Area Network Manager utiliza os dois métodos a seguir para 
descobrir sua rede: 

Na banda 
O agente em cada host gerenciado coleta informações sobre o próprio 
sistema host, incluindo informações sobre sistema de arquivos. Os 
comandos são enviados por meio das placas HBA que conectam o sistema 
host à SAN para reunir informações sobre os dispositivos. 

Fora da banda 
O gerenciador também pode utilizar consultas do SNMP para descobrir 
informações sobre comutadores da estrutura selecionados. As informações 
sobre MIB (Management Information Base) são coletadas a partir desses 
comutadores. 

Uma descoberta é acionada por estes eventos: 

• Um usuário solicita uma descoberta (executar poli agora). 

• Ocorre um evento que faz com que o IBM Tivoli Storage Area Network Manager 
execute uma descoberta. 

• Uma descoberta planejada ou periódica é iniciada. Uma descoberta planejada se 
torna padrão a cada 24 horas. 

• Um host gerenciado ou um agente SNMP foi incluído. 

A Tabela 1 exp lica quando é executada uma descoberta completa e uma descoberta 
de topologia. 

Tabela 1. 

Tipos de Descoberta Uma Descoberta É Executada Quando: 

Completa • Um usuário pede uma descoberta (poli agora) 

Dependendo do número de • Uma descoberta planejada ou periódica é iniciada 

objetos a descobrir, urna • Um host gerenciado é adicionado 
descoberta completa pode levar 
muito tempo para concluir. É 
possível especificar quando 
executar uma descoberta 
completa. 

IBM Tivoli St~rage Area Network Manager: Guia de Planejamento e Instalação 
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Tabela 1. (continuação) AO J._ 3 g 
------------~------~---------------~ Tipos de Descoberta Uma Descoberta É Executada Quando: 1-1 
~----------------------+-----------------------~--------------------'" 
Topologia 

Este tipo de descoberta leva 
menos tempo para executar do 
que uma descoberta completa. 
Entretanto, uma descoberta de 
topologia não atualiza as 
exibições centradas no host ou 
no dispositivo. Essas exibições 
são atualizadas quando uma 
descoberta completa for 
executada . 

• Quando o IBM Tivoli Storage Area Network Manager é 
iniciado 

• Quando o IBM Tivoli Storage Area Network Manager 
detecta alterações na SAN 

• Quando um agente SNMP (chave) é adicionado 

Os dados coletados de hosts gerenciados são armazenados no banco de dados DB2 . 

A coleta de dados é executada por planejamento e por eventos. Um planejamento 
aciona a descoberta e a toma padrão a cada 24 horas. Quando o Tivoli Storage 
Area Network Manager detecta um evento em um comutador da estrutura, uma 
nova descoberta começa . 

Descoberta Completa 
Como uma descoberta completa pode demorar muito, dependendo do número de 
objetos que IBM Tivoli Storage Area Network Manager tem que descobrir, você 
pode selecionar estas opções: 

• Nunca executar a descoberta completa (somente descoberta de topologia) . 

• Somente executar a descoberta completa quando o usuário selecionar Poll 
Agora . 

• Somente executar a descoberta completa durante uma descoberta periódica ou 
planejada . 

• Executar a descoberta completa quando o usuário selecionar Poli Agora ou 
durante uma descoberta periódica ou planejada . 

Você pode selecionar essas opções utilizando o comando srmcp ConfigService set . 
Consulte IBM Tivoli Storage Area Network Manager: Guia do Usuário . 

Os valores padrão são definidos da seguinte forma: 

• IBM Tivoli Bonus Pack para SAN Management - nunca executa uma descoberta 
completa . 

• IBM Tivoli Storage Area Network Manager - executa uma descoberta completa 
quando o usuário seleciona Poli Agora e quando uma descoberta periódica ou 
planejada é iniciada. 

Quando você escolhe nunca executar uma descoberta completa (somente 
descoberta de topologia), somente as informações do nível mais superior serão 
apresentadas nas exibições centradas no dispositivo e no host. Quando você altera 
o valor da propriedade FullAttributeScan de Nunca para outra definição de 
atributo, os dados que estão atualmente no banco de dados aparecem nas exibições 
centradas nos dispositivos e no host. Nesse ponto, os dados no banco de dados 
podem ser dados antigos e podem não representar a exibição lógica real. As 
informações do banco de dados são atualizadas depois que a próxima descoberta 
completa for executada. - -- ·-·- - ' 
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Descoberta de SCSI na Internet 
O Tivoli Storage Area Network Manager também suporta a descoberta de iSCSI 
(Internet SCSI). A descoberta de iSCSI é executada independentemente da 
descoberta feita pelo Tivoli Storage Area Network Manager e exige que você ative 
a descoberta de IP do Tivoli NetView. Para obter informações adicionais, consulte 
"Suporte à Internet SCSI" na página 5. 

Exibições da Topologia 
O Tivoli Storage Area Network Manager extrai informações sobre estrutura a partir 
do banco de dados e utiliza o Tivoli NetView para exibir a topologia da estrutura. 
A Tabela 2 descreve as exibições disponíveis para as SANs. Para cada dispositivo 
descoberto e exibido, é possível abrir um diálogo de propriedades que mostra os 
atributos e as conexões associados a esse dispositivo. 

Tabela 2. Descrição das Exibições da SAN a partir do Tivoli NetView 

Exibições da SAN 

Símbolos da SAN (do Submapa 
Raiz) 

Centrada no host 

Centrada no dispositivo 

Eventos do SNMP 

Descrição 

Exibe um símbolo para cada SAN. Dê um clique duplo 
em um símbolo da SAN para exibir o seu submapa. A 
partir de um submapa você pode optar por uma das 
seguintes exibições: 

• Exibição de Topologia: Exibe a SAN inteira com dois 
tipos de símbolos, um para os elementos da conexão 
da SAN e outro para cada segmento da estrutura. 

• Exibição em Zonas: Exibe a SAN como um 
agrupamento de zonas. 

Exibe todos os sistemas host e suas relações lógicas com 
dispositivos locais e conectados à SAN. Não exibe os 
comutadores e outros dispositivos de conexão. 

Exibe todos os dispositivos de armazenamento e suas 
relações lógicas com todos os hosts. Não exibe os 
comutadores e outros dispositivos de conexão. 

O IBM Tivoli Storage Area Network Manager pode enviar eventos, que 
representam uma alteração no estado da estrutura, para qualquer console do 
evento dentro da empresa do qual o IBM Tivoli Storage Area Network Manager 
participa. Esses eventos são gerados nos formatos SNMP e Tivoli Enterprise 
Console. 

Detecção de Erros e Isolamento de Falhas 
A função EDFI (Detecção de Erros e Isolamento de Falhas) ajuda na determinação 
de problemas em links de interconexão SAN Fibre Channel. A EDFI identifica o 
hardware com defeito uhhzando uma tecmca de anáhse de falhas prev1stas com 
base na modelagem estatística das distribuições da falha do componente. A EDFI 
procura os dados de erros temporários pela SAN e analisa-os quanto a padrões. O 
hardware ótico e elétrico muitas vezes falha de forma tal que condições 
intermitentes podem ser identificadas antes que se tornem uma falha permanente. 
Além disso, o isolamento de falhas é feito para isolar o componente avariado. O 
objetivo é identificar a ótica com falha e os componentes de interconexão e 
notificar os usuários antes que realmente ocorra uma falha de hardware. É 
importante que essa notificação seja resolvida rapidamente. O componente com as 
taxas de erros temporários elevadas deve ser substituído antes que se torne 
realmente uma falha permanente. A EDFI não analisa erros para componentes 

IBM Tivoli Storage Area Network Manager: Guia de Planejamento e Instalação 
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internos tais como fontes de alimentação. Sua função é analisar contadores 
associados à transmissão de dados em links SAN. A EDFI reúne contadores de 
erros temporários para a SAN inteira e analisa a freqüência e a localização dos 
erros utilizando os métodos estatísticos . 

O segredo de utilizar a EDFI com êxito é identificar e remover o componente 
apropriado antes que ele falhe permanentemente. Alguns motivos para remover 
um componente antes que ele realmente falhe são os seguintes: 

• Uma taxa alta de erros temporários causa problemas de desempenho. Em alguns 
casos, eles podem ser muito graves . 

• Aguardar por uma falha de hardware significa a substituição não planejada do 
equipamento quando a falha realmente ocorrer. Com a EDFI, a substituição do 
equipamento pode ser planejada e executada de uma forma menos atrapalhada 
para os aplicativos que processam dados no link afetado . 

• Algumas falhas (cabos quebrados são um ótimo exemplo) podem nunca 
aparentar um erro permanente. Esta condição deixa o sistema com um link 
defeituoso indefinidamente. 

• Sistemas hosts, sistemas de armazenamento e procedimentos de recuperação de 
erro de componentes da SAN em resposta a erros repetitivos intermitentes 
podem causar alterações imprevisíveis na configuração de E/S do sistema, da 
SAN Fibre Channel ou de ambas. Isso pode afetar a disponibilidade do sistema 
e do armazenamento . 

O Tivoli Storage Area Network Manager fornece uma interface com o usuário EDFI 
a partir do console do Tivoli NetView que permite gerenciar notificações EDFI e 
conjuntos de regras. A EDFI gera eventos padrões do Tivoli Enterprise Console que 
podem ser utilizados para fins de relatório. A EDFI pode detectar os componentes 
de hardware com falha antes que se tornem falhas de hardware permanente. A 
EDFI relata componentes com falha no log de Propriedades de EDFI e como um 
símbolo EDFI no próprio dispositivo na interface de topologia do gerenciador de 
SAN . 

Os conjuntos de regras contêm limites e critérios específicos utilizados pela análise 
de falhas previstas e funções associadas ao isolamento de falhas do IBM Tivoli 
Storage Area Network Manager. Os produtos de hardware são alterados com 
freqüência e os conjuntos de regras permitem que o IBM Tivoli Storage Area 
Network Manager se atualize com todas as alterações necessárias para executar as 
operações da EDFI. Os conjuntos de regras podem ser copiados no diretório 
apropriado e exibidos pelo IBM Tivoli Storage Area Network Manager 
dinamicamente. Para obter informações adicionais sobre a EDFI, consulte 
"Configurando o IBM Tivoli Storage Area Network Manager para EDFI" na 
página 123 . 

Suporte à Internet SCSI 
O Tivoli Storage Area Network Manager fornece suporte básico para descoberta e 
monitoração de dispositivos iSCSI através do Tivoli NetView. O iSCSI é um padrão 
de mercado que permite que protocolos de E/S em bloco SCSI (comandos, 
seqüências e atributos) sejam enviados por uma rede usando o protocolo TCP /IP. 

A arquitetura SCSI é baseada em um modelo de cliente/servidor. A Internet SCSI 
leva esse modelo em conta ao fornecer pedidos de armazenamento por redes 
TCP /IP. O (iniciador) do cliente, em geral, é um sistema host tal coino um servidor 
de arquivos que emite pedidos de leitura ou gravação. O (destino) do servidor é 
um recurso tal como uma matriz de discos que responde a pedidos(qo c~iep~e . . Q· -· · ' 
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cliente é o iniciador e emite os comandos. O servidor é um destino que preenche 
os pedidos. Os iniciadores e os destinos são identificados pelos nomes iSCSI WWU 
(world wide unique). 

O protocolo iSNS é um protocolo de gerenciamento da memória IETF (Internet 
Engineering Task Force) complementar para o gerenciamento de dispositivos iSCSI. 
Esse protocolo permite que dispositivos e hosts de armazenamento registrem-se 
com um servidor iSNS. Subseqüentemente, os hosts podem consultar o servidor 
iSNS ou receber atualizações assíncronas do servidor iSNS sobre o status dos 
dispositivos de armazenamento. 

O protocolo iSNS permite que as funções do servidor iSNS sejam implementadas 
em vários dispositivos, tais como: chaves, roteadores, controladores de 
armazenamento e nós de console de gerenciamento. O suporte iSCSI do IBM Tivoli 
Storage Area Network Manager pode ser utilizado independentemente ou em 
conjunto com a estrutura de gerenciamento iSNS. Quando o iSNS é utilizado em 
conjunto com o IBM Tivoli Storage Area Network Manager, o carregamento dos 
arquivos iSNS permitem que você utilize o navegador da MIB no Tivoli NetView. 
Você pode utilizar o navegador da MIB para consultar o servidor iSNS e exibir o 
status dos dispositivos iSCSI. Para obter informações adicionais sobre iSCSI ou 
iSNS, consulte o seguinte Web site: 

http://www . ietf.org 
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O IBM Tivoli Storage Area Network Manager fornece este suporte: 

• Todos os dispositivos iSCSI descobertos na rede IP podem ser colocados em um 
SmartSet iSCSI exclusivo. O usuário também pode criar SmartSets separados 
para dispositivos do iniciador e dispositivos de destino iSCSI. 

• O utilitário que suporta a descoberta iSCSI chama-se programa nvsniffer. O 
programa nvsniffer é fornecido pelo Tivoli NetView. O programa nvsniffer 
utiliza um arquivo de configuração para: 

- Controlar quais serviços descobrirá. 

- Determinar qual serviço o SmartSets criará . 

- Determinar quais portas testará para um determinado serviço . 

- Determinar se utilizará os testes personalizados para descobrir e verificar o 
status de um serviço . 

• As MIBs iSCSI e iSNS (Internet Storage Name Service) estão localizadas em um 
diretório. Você pode carregá-las no NetView por meio da função de 
carregamento MIB do NetView . 

• Os arquivos de definição de traps MIB iSCSI são utilizados pelo processamento 
de eventos do Tivoli NetView (filtragem de eventos, encaminhamento, pager, 
e-mail e ações personalizadas). 

Descoberta iSCSI 
A descoberta iSCSI é executada independentemente da descoberta feita pelo IBM 
Tivoli Storage Area Network Manager. A descoberta iSCSI é feita pelo programa 
nvsniffer e pode ser planejada para atualizar os SmartSets iSCSI em intervalos 
específicos. Se você executar nvsniffer regularmente, o programa avisará quando 
um serviço foi desativado por sete dias consecutivos e excluirá automaticamente o 
objeto do serviço . 

É possível iniciar a descoberta iSCSI por meio do menu do Tivoli NetView. Você 
também pode iniciar ou parar a descoberta iSCSI pela interface da linha de 
comandos. Você pode personalizar o planejamento para a descoberta iSCSI 
utilizando o comando nvsniffer do Tivoli NetView. Para obter informações sobre o 
comando nvsniffer, consulte IBM Tivoli Storage Area Network Manager: Guia do 
Usuário . 

O IBM Tivoli Storage Area Network Manager fornece suporte básico para 
descoberta e monitoração de dispositivos iSCSI através do Tivoli NetView. O IBM 
Tivoli Storage Area Network Manager requer o seguinte para a descoberta de 
i SCSI: 

• O dispositivo deve ter o suporte MIB iSCSI e SNMP. 

• O dispositivo deve ser configurado de modo que o suporte a iSCSI MIB esteja 
ativado. Alguns dispositivos não ativam automaticamente o suporte iSCSI (por 
exemplo, os roteadores do comutador iSCSI). A configuração pode ser feita pela 
interface de gerenciamento da configuração do dispositivo . 

• O dispositivo iSCSI deve ser descoberto primeiro como um dispositivo IP antes 
que nvsniffer possa descobri-lo como um dispositivo iSCSI. 

A descoberta de dispositivo iSCSI exige que se ative a descoberta IP do Tivoli 
NetView. O Tivoli NetView fornecido com o IBM Tivoli Storage Area Network 
Manager tem a descoberta IP desativada. Para obter informações sobre como ativar 
a descoberta IP e iniciar a descoberta do dispositivo iSCSI, consulte "Configurando 
o IBM Tivoli Storage Area Network Manager para a Descoberta de iSCSI" na 
página 118. 
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~ Esta seção descreve o tipo de interfaces disponíveis no Tivoli Storage Area 
Network Manager. 

• Console do IBM Tivoli Storage Area Network Manager 

O IBM Tivoli Storage Area Network Manager utiliza o Tivoli NetView para 
exibir a topologia da estrutura e eventos no banco de dados de eventos. 

• Interface da linha de comando 

É possível utilizar a interface da linha de comandos para emitir comando de log, 
comandos de serviço do gerenciador ou quando se criam scripts que submetem 
comandos. Consulte o IBM Tivoli Storage Area Network Manager: Guia do Usuário 
para obter mais informações sobre comandos de registro e serviço do 
gerenciador. 

Integrando o IBM Tivoli Storage Area Network Manager à Solução de 
Gerenciamento SNMP 

O Tivoli Storage Area Network Manager foi desenvolvido para fazer parte de uma 
solução de gerenciamento SNMP integrada. Se você já estiver implementando uma 
solução SNMP para a sua rede de armazenamento, o Tivoli Storage Area Network 
Manager integrará e incluirá valor a essa solução. Se você ainda não estabeleceu 
uma solução SNMP, o Tivoli NetView pode servir como o seu console de 
gerenciamento SNMP. 

Para obter mais informações sobre configuração, consulte o Capítulo 9, 
"Configurando o IBM Tivoli Storage Area Network Manager", na página 107. 
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Capítulo 2. Planejando a Instalação 

Importante --------------------------------------------------~ 
Antes de instalar o IBM Tivoli Storage Area Network Manager, certifique-se 
de que a SAN esteja operacional. O IBM Tivoli Storage Area Network 
Manager não pode ser executado em uma SAN não operacional. Verifique o 
seguinte: 

• Você deve ter instalado as placas HBA (adaptador de barramento de host) 
apropriadas e drivers de dispositivo (por exemplo, o HBA QLogic e drivers 
de dispositivo). Para EDFI, a API HBA comum da fase 2 deve ser instalada 
no host gerenciado. Isto é obrigatório para reunir estatísticas de portas. 
Para obter uma lista de compatibilidade de dispositivos, consulte o 
seguinte endereço da Web: 
http://www-3.ibm.com/software/sysmgmt/products/support/ 

Selecione IBM Tivoli Storage Area Network Manager na lista drop down. 

• Certifique-se de que o pacote de drivers de dispositivo para o HBA possua 
suporte instalado para a API HBA comum. Se esse pacote não possuir 
suporte para a API HBA comum, certifique-se de ter executado um 
programa de instalação separado para ele. Em caso de dúvidas, entre em 
contato com o fabricante do HBA. 

• O IBM Tivoli Storage Arca Network Manager (componente gerenciador e 
consoles remotos) e todos os hosts gerenciados devem ter nomes de host 
completos. O componente gerenciador deve ter um endereço IP estático . 

• A rede deve utilizar o DNS . 

• É altamente recomendável que a EDFI seja desativada durante a instalação 
e a reconfiguração de hardware da SAN. Isto evitará que apareçam eventos 
falsos de erros nos logs de propriedades da EDFI assim como nos ícones 
do NetView . 

Nota: 

© Copyright IBM Corp. 2002, 2003 

• O IBM Tivoli Storage Arca Network Manager somente oferece suporte 
para IDs de usuário definidos localmente no computador. Isso inclui os 
IDs de usuário para o 082, o Tivoli NetView e o gerenciador. 

• Antes de instalar o IBM Tivoli Storage Arca Network Manager, consulte 
este Web site para quaisquer documentos em Flash: 
http://www-3 . ibm . com/software/sysmgmt/products/support/ 

Selecione IBM Tivoli Storage Arca Network Manager na lista drop down 
de produto . 

• Existem dois COs do produto: 

- Primeiro CD - contém o gerenciador e o console remoto 

- Segundo CO - contém os agentes 

• Antes de instalar o IBM Tivoli Storage Area Network Manager, consulte 
os arquivos LEIA-ME no CO do produto. Os arquivos LEIA-ME estão no 
diretório readme. Os arquivos são: 

readme_language . t xt 



Onde idioma pode ser uma das opções a seguir: 
- en- Inglês 

de- Alemão 
es - Espanhol 
fr- Francês 
it- Italiano 
ja- Japonês 
ko- Coreano 
pt_BR - Português do Brasil 
zh_CN - Chinês Simplificado 
zh_ TW - Chinês Tradicional 

Requisitos do Sistema para o Tivoli Storage Area Network Manager 
Esta seção fornece informações sobre os requisitos de hardware e software para o 
Tivoli Storage Area Network Manager. 

• 
t 
4 
4 
t 
t 

Requisitos de Armazenamento t 
~s requisit~s de armazenamento para o IBM Tivoli Storage Area Network Manager ,{ 'A f 
sao os segumtes: \.,..)W' t 
Tabela 3. Requisitos de Armazenamento para o IBM Tivoli Storage Area Network Manager 

Componente 

Gerenciador 
(Windows 2000) 

Gerenciador (AIX) 

Agente 

Console remoto do 
IBM Tivoli Storage 
Area Network 
Manager 

Espaço em Disco 

1GB, espaço 
temporário em disco 
de 350 MB para 
instalar (isso inclui o 
Tivoli NetView) 

200MB em um 
diretório temporário, 
200 MB no diretório 
de instalação e 30 MB 
no diretório inicial 
(/home) 

200 MB, o agente 
também requer um 
espaço em disco 
temporário de 100 
MB para instalação 

1024MB 

RAM Memória Virtual 

1GB 2 GB 

1GB 2 GB 

256MB 512MB 

512MB 1024 MB 

O armazenamento mínimo requerido para a instalação do produto de pré-requisito 
é o seguinte: 

Tabela 4. Espaço em Disco Requerido para a Instalação de Produtos de Pré-requisito 

Produto Espaço em Disco 

DB2 400MB 

Requisitos do Gerenciador (Windows 2000) 
Os requisitos do Windows 2000 incluem: 
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• Uma máquina dedicada (DB2 e gerenciador na mesma máquina e que execute .A ' 

apenas o IBM Tivoli Storage Area Network Manager) . 

• Máquina: Processador Pentium ill de 1 GHz (mírúmo) . 

• Requisitos de memória e espaço em disco: consulte "Requisitos de 
Armazenamento" na página 10 . 

• Sistema Operacional: Sistema operacional Microsoft Windows 2000 Server, 
Advanced Server ou Professional com Service Pack 3. Também é necessário ter o 
serviço SNMP instalado e certificar-se de que o nome da comunidade SNMP seja 
público . 

• Servidor DB2 (Database 2) UDB (Urúversal Database) Enterprise Edition Versão 
7.2 com FixPak 8 instalado. Os CDs do DB2 são fornecidos com o IBM Tivoli 
Storage Area Network Manager. O DB2 deve ser instalado no gerenciador antes 
da instalação do IBM Tivoli Storage Area Network Manager . 

• Tivoli NetView versão 7.1.3 (instalado com o IBM Tivoli Storage Area Network 
Manager). Se você tiver uma versão do Tivoli NetView anterior à versão 7.1.1, 
será necessário remover manualmente a instalação dessa versão antes de instalar 
o IBM Tivoli Storage Area Network Manager. 

Nota: O IBM Tivoli Storage Area Network Manager não oferece suporte para o 
console da Web Tivoli NetView . 

• É necessária a utilização de um sistema de arquivos NTFS para o diretório de 
instalação. 

• A resolução de vídeo deve ser 1024x768 com 256 cores . 

Requisitos do Gerenciador (AIX) 
Os requisitos do gerenciador do AIX incluem: 

• Uma máquina dedicada (DB2 e gerenciador na mesma máquina e que execute 
apenas o IBM Tivoli Storage Area Network Manager) . 

• Máquina: AIX RS/6000 de 375 MHz (mírúmo) . 

• Requisitos de memória e espaço em disco: consulte "Requisitos de 
Armazenamento" na página 10. 

• Sistema Operacional: AIX versão 5.1 que seja executado em sistemas de 32 ou 64 
bits. Você também deve ter as correções do sistema operacional para suporte ao 
JRE 1.3.1 . 

Se estiver executando o AIX 5.1, o Java 1.3.1 exigirá o Nível de Manutenção 
Recomendado 02 do AIX 5100. Faça o download deste pacote no seguinte Web 
si te: 

http://techsupport.services.ibm.com/rs6000/fixes/ 

Se estiver utilizando o AIX 5.1 com Nível de Manutenção 2, deverá aplicar uma 
correção para o defeito 379463 do AIX. O número de APAR é IY34030. Faça o 
download desta correção no seguinte lNeb site· 
https://techsupport.services.ibm .com/server/aix . fdc 

Em Search by, digite APAR number. Na cadeia Search, digite IY34030. 

• Servidor DB2 (Database 2) UDB (Universal Database) Enterprise Edition Versão 
7.2 com FixPak 8 instalado. Os CDs do DB2 são fornecidos com o IBM Tivoli 
Storage Area Network Manager. O DB2 deve ser instalado no gerenciador antes 
da instalação do IBM Tivoli Storage Area Network Manager . 

• - l 

O Tivoli NetView não está instalado ou não é suportado no gere,nsi~q6>r ~<;J2~- -Q 1 ' 
console remoto tem suporte no Windows 2000 e no XP. 1 _.Pli 11 ~('"'-,r'r\3, 
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Requisitos do Console Remoto do IBM Tivoli Storage Area 
Network Manager 

O console remoto requer o seguinte: 

• Máquina: Processador Pentium III de 450 MHz. 

• Requisitos de memória e espaço em disco: consulte "Requisitos de 
Armazenamento" na página 10. 

• Sistema operacional: 
- Windows 2000: Professional, Server ou Advanced Server. Cada um deve ter o 

Service Pack 3 instalado. 
- Windows XP. 

• O serviço SNMP precisa estar instalado e o nome da comunidade SNMP deve 
estar definido como Público. 

• Deve ser utilizado um sistema de arquivos NTFS para o diretório de instalação. 

• A resolução de vídeo deve ser de 1024x768 com 256 cores. 

O console remoto do IBM Tivoli Storage Area Network Manager não pode ser 
instalado no servidor gerenciador (o console é instalado com o gerenciador). 
Entretanto, _pode ser instalado em um host gerenciado. 

Requisitos do Agente 
Esta seção fornece informações sobre os requisitos para os agentes em sistemas 
operacionais diferentes. 

Agente do Windows 
Os requisitos para o agente do Windows incluem: 

• Máquina: Processador Pentium III de 400 MHz. 

• Requisitos de memória e espaço em disco: consulte "Requisitos de 
Armazenamento" na página 10. 

• Sistema operacional - um dos seguintes: 
- Windows NT 4.0 (com Service Pack 6A) 
- Windows 2000: Professional, Server ou Advanced Server (cada um com o 

Service Pack 3) 

• Nível e HBA apropriados. Consulte o seguinte URL: 
http://www-3.ibm.com/software/sysmgmt/products/s upport/ 

Selecione IBM Tivoli Storage Area Network Manager na lista drop down. 

Agente do AIX 
Os requisitos para o agente do AIX incluem: 

• Máquina: Processador 43P-150 de 375 MHz no mínimo. 

• Requisitos de memória e espaço em disco: consulte "Requisitos de 
Armazenamento· na págma 10. 

• Sistema Operacional: AIX 5.1 ou 5.2. Você também deve ter as correções do 
sistema operacional para suporte ao JRE 1.3.1. 

Se estiver executando o AIX 5.1, o Java 1.3.1 exigirá o Nível de Manutenção 
Recomendado 02 do AIX 5100. Você pode fazer download deste pacote em: 

http ://techsupport.services.ibm.com/rs6000/fi xes/ 

Se estiver utilizando o AIX 5.1 com Nível de Manutenção 2, deverá aplicar uma 
correção para o defeito 379463 do AIX. O número de APAR é IY34030. Faça o 
download desta correção no seguinte Web site: 

IBM TiVoli Storage Area Network Manager: Guia de Planejamento e Instal<~ção 
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https://techsupport.services . ibm.com/server/aix.fdc 

Em Search by, digite APAR number. Na cadeia Search, digite IY34030. 

• Nível e HBA apropriados. Consulte o seguinte URL: 

http://www-3.ibm.com/software/sysmgmt/products/support/ 

Selecione IBM Tivoli Storage Area Network Manager na lista drop down . 

Agente do Solaris 
Os requisitos para o agente do Solaris incluem: 

• Máquina: Processador Ultra 55 de 360 MHz no mínimo . 

• Requisitos de memória e espaço em disco: consulte "Requisitos de 
Armazenamento" na página 10 . 

• Sistema Operacional: Ambiente Operacional Solaris 2.6 ou 2.8. Esse ambiente 
operacional é denominado Solaris. Deve possuir correções de sistema 
operacional para oferecer suporte ao JRE 1.3.1. 

Para obter informações sobre as correções do sistema operacional, consulte: 
http://java.sun.com/j2se/1 .3/install-solaris-patches.html 

• Nível e HBA apropriados. Consulte o seguinte URL: 

http://www-3.ibm.com/software/sysmgmt/products/support/ 

Selecione IBM Tivoli Storage Area Network Manager na lista drop-down de 
produto . 

Agente do Linux 
Os requisitos para o agente do Linux incluem: 

• Máquina: Processador Pentium ill com um processador de 400 MHz . 

• Requisitos de memória e espaço em disco: consulte "Requisitos de 
Armazenamento" na página 10. 

• Sistema operacional, um dos seguintes: 

- Linux Redhat Advanced Server versão 2.1 (32 bits) com kemel 2.4.9 . 

- SuSE Linux Enterprise Server versão 7.0 (32 bits) com kemel 2.4.7 . 

• Nível e HBA apropriados. Consulte o seguinte URL: 
http://www-3.ibm.com/software/sysmgmt/products/support/ 

Selecione IBM Tivoli Storage Area Network Manager na lista drop-down de 
produto . 

Considerações sobre Compatibilidade 
Se você possui um agente do IBM Tivoli Storage Area Network Manager AIX 4.3.3 
em um host gerenciado, esse agente poderá coexistir com um gerenciador do 

Limitações 
O scanner do evento não é mais executado no QLogic QLA2200 HBA. Isto significa 
que o agente não notificará o gerenciador de eventos reunido dentro da faixa para 
essa malha. Em vez disso, as chaves podem ser configuradas para enviar eventos 
fora da faixa ao gerenciado da malha . 



Outros Suportes 
O IBM Tivoli Storage Area Network Manager instala e utiliza automaticamente os 
componentes listados. 

• O Tivoli NetView (automaticamente instalado com o gerenciador e o console 
remoto do Windows) 

• IBM JRE 1.3.1 (instalado automaticamente com o gerenciador, os hosts 
gerenciados e o console remoto). Esse JRE não é utilizado como o padrão do 
sistema; somente é utilizado para o IBM Tivoli Storage Area Network Manager. 

Se você planeja enviar eventos do IBM Tivoli Storage Area Network Manager para 
um receptor, deve possuir suporte de programação para pelo menos um dos itens 
a seguir: 

• SNMP 

• O Tivoli Enterprise Console 

Ambiente da SAN 
Os hosts gerenciados devem compartilhar uma conexão de rede de área de 
armazenamento comum com dispositivos de armazenamento compartilhado. Um 
HBA (adaptador de barramento de host) da SAN e os drivers de d ispositivo 
apropriados da SAN também são necessários em cada host gerenciado. Nem todos 
os hosts gerenciados e dispositivos devem estar conectados a uma única SANem 
comum. Ou seja, um conjunto de hosts gerenciados e dispositivos pode estar 
conectado a uma SAN, enquanto um conjunto separado pode estar conectado a 
uma segunda SAN. O Tivoli Storage Area Network Manager pode monitorar essas 
duas SANs. 

Para obter informações sobre o ambiente da SAN e os dispositivos suportados, 
consulte o seguinte Web site: 

http://www-3.ibm.com/software/sysmgmt/products/support/ 

Selecione IBM Tivoli Storage Area Network Manager na lista drop- down de 
produto. 

Visão Geral das Etapas de Instalação para Instalar o IBM Tivoli 
Storage Area Network Manager 

Você instalará esses componentes para o IBM Tivoli Storage Area Network 
Manager. Consulte Tabela 5. 

Tabela 5. Componentes do Tivo/i Storage Area Network Manager 

Componente Descrição Local de Instalação 

Gerenciador (AIX) 

Tivoli Storage Area Network 
Manager. Esse componente 
inclui o Tivoli NetView e o 
console do IBM Tivoli 
Storage Area Network 
Manager. 

Componente gerenciador do 
Tivoli Storage Area Network 
Manager. 
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Tabela 5. Componentes do Tivo/i Storage Area Network Manager (continuação) 

Componente 

Agente 

Console remoto do IBM 
Tivoli Storage Area Network 
Manager 

Descrição 

O agente desempenha o 
processo de descoberta em 
banda em um host conectado 
àSAN. 

Opcional e instalado em um 
computador diferente do 
gerenciador. Esse programa 
de instalação não pode ser 
instalado no mesmo 
computador do gerenciador . 
Se você tiver instalado o 
console remoto do IBM Tivoli 
Storage Area Network 
Manager em um computador, 
não poderá instalar o 
gerenciador nesse 
computador. 

Local de Instalação 

Esse componente pode ser 
instalado no computador do 
gerenciador ou em um 
computador diferente . 

Um computador diferente do 
gerenciador. 
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Etapas de Instalação para um Gerenciador do Windows 
As etapas básicas de instalação de um gerenciador do Windows são as seguintes: 

1 . Siga as etapas no Capítulo 3, "Preparando-se para a Instalação (Gerenciador do 
Windows)", na página 19. Essa seção fornece informações necessárias para o 
IBM Tivoli Storage Area Network Manager. Se o DB2 versão 7.2 não estiver 
instalado com o FixPak 8, essa seção fornecerá informações sobre como instalar 
o DB2. Ela também fornece informações sobre como instalar o serviço SNMP. 

2. Siga as etapas no Capítulo 5, "Instalando o Gerenciador do Windows", na 
página 59. Essa seção fornece informações sobre como instalar o IBM Tivoli 
Storage Area Network Manager no computador do gerenciador. 

3. Siga as etapas no Capítulo 7, "Instalando o Agente no Host Gerenciado", na 
página 83. Essa seção fornece informações sobre como instalar o agente no host 
gerenciado. Se você quiser instalar o agente em computadores diferentes, 
deverá executar o programa de instalação em cada computador. 

4. Esta etapa será opcional se você quiser instalar um console remoto do IBM 
Tivoli Storage Area Network Manager. Siga as etapas no Capítulo 8, "Instalando 
o Console Remoto do IBM Tivoli Storage Area Network Manager", na 
página 95. Se você quiser instalar o console remoto do IBM Tivoli Storage Area 
Network Manager em computadores diferentes, deverá executar o programa de 
instalação em cada computador. 

5. Configure o IBM Tivoli Storage Area Network Manager. Consulte Capítulo 9, 
"Configurando o IBM Tivoli Storage Area N etwork Manager", na página 107. 

6. Instale o Pacote de Idiomas do IBM Tivoli Storage Area Network Manager. Essa 
etapa é opcional. Consulte Capítulo 11, "Instalando o Pacote de Idiomas do 
IBM Tivoli Storage Area Network Manager", na página 153. 

Se você quiser remover a instalação do IBM Tivoli Storage Area Network Manager, 
consulte o Capítulo 12, "Removendo a Instalação do IBM Tivoli Storage Area 
Network Manager", na página 171. 

Etapas de Instalação para um Gerenciador do AIX 
As etapas básicas de instalação de um gerenciador do AIX são as seguintes: 

1 . Siga as etapas no Capítulo 4, "Preparando-se para a Instalação (Gerenciador do 
AIX)", na página 35. Essa seção fornece informações necessárias para o IBM 
Tivoli Storage Area Network Manager. Se o DB2 versão 7.2 não estiver 
instalado com o FixPak 8, essa seção fornecerá informações sobre como instalar 
o DB2. 

2. Siga as etapas no Capítulo 6, "Instalando o Gerenciador do AIX", na página 79. 
Essa seção fornece informações sobre como instalar o IBM Tivoli Storage Area 
Network Manager no computador do gerenciador. 

3. Siga as etapas no Capítulo 7, "Instalando o Agente no Host Gerenciado", na 
á ina 83. Essa se ão fornece informa ões sobre como instalar o a ente no host 

gerenciado. Se você quiser instalar o agente em computadores diferentes, 
deverá executar o programa de instalação em cada computador. 

4. Instale um console remoto do IBM Tivoli Storage Area Network Manager. Siga 
as etapas no Capítulo 8, "Instalando o Console Remoto do IBM Tivoli Storage 
Area Network Manager", na página 95. Se você quiser instalar o console remoto 
do IBM Tivoli Storage Area Network Manager em computadores diferentes, 
deverá executar o programa de instalação em cada computador. 

5. Configure o IBM Tivoli Storage Area Network Manager. Consulte Capítulo 9, 
"Configurando o IBM Tivoli Storage Area Network Manager", na página 107. 
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6. Instale o Pacote de Idiomas do IBM Tivoli Storage Area Network Manager. Essa _A 

etapa é opcional. Consulte Capítulo 11, "Instalando o Pacote de Idiomas do __r · 
illM Tivoli Storage Area Network Manager", na página 153 . 

Se o IBM Tivoli Storage Area Network Manager versão 1.1 estiver instalado e você 
deseja fazer upgrade para a versão 1.2, consulte Capítulo 10, "Fazendo Upgrade do 
IBM Tivoli Storage Area Network Manager", na página 129 . 

Se você quiser remover a instalação do IBM Tivoli Storage Area Network Manager, 
consulte o Capítulo 12, "Removendo a Instalação do IBM Tivoli Storage Area 
Network Manager", na página 171 . 

Fazendo Upgrade do IBM Tivoli Storage Area Network 
Manager 

Para fazer upgrade do IBM Tivoli Storage Area Network Manager versão 1.1.0 ou 
1.1.1 para a versão 1.2, siga as etapas em Capítulo 10, "Fazendo Upgrade do IBM 
Tivoli Storage Area Network Manager", na página 129. 

Alterações para o IBM Tivoli Storage Area Network Manager 
Versão 1.2 

As alterações para o IBM Tivoli Storage Area Network Manager versão 1.2 estão 
resumidas a seguir: 

Gerenciador do AIX 
O gerenciador do AIX IBM Tivoli Storage Area Network Manager agora é 
suportado. Quando instalado o gerenciador do AIX, o Tivoli NetView não 
será instalado ou suportado no AIX. Se desejar ver a exibição da GUI no 
IBM Tivoli Storage Area Network Manager, instale o console remoto no 
Windows 2000 ou Windows XP . 

Sistemas Operacionais do Host Gerenciado 
Os seguintes sistemas operacionais agora são suportados: 
• AIX 5.1 e 5.2 
• Solaris Operating Environment 2.6 e 2.8 
• Linux Redhat Advanced Server Versão 2.1 
• SuSE Linux Enterprise Server Versão 7.0 

Um host gerenciado da versão 1.1 ainda será executado com o gerenciador 
da versão 1.2. Porém, funções novas (como EDFI) não são suportadas no 
host gerenciado da versão 1.1. 

Versão Embutida do IBM WebSphere Application Server- Express 
Quando você instala o IBM Tivoli Storage Area Network Manager, você 
automaticamente instala a versão embutida do WebSphere. Não é 
necessário instalar o WebSphere separadamente. Observe que você 
encontrará algumas diferenças administrativas quando instalar a versão 
embutida do WebSphere. Você não verá mais o WebSphere Administrative 
Console. Existem vantagens no uso da versão embutida do WebSphere. Isto 
reduz a utilização da memória, é mais fácil de instalar e de manter . 

Detecção de Erros e Isolamento de Falhas 
A detecção de erros e isolamento de falhas ajuda o usuário a detectar erros 
na SAN e determinar onde o componente avariado está localizado. Para 
obter mais informações, consulte o "Configurando o IBM Tivoli Storage 
Area Network Manager para EDFI" na página 123 . 

.QS no 03/200~ 
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É altamente recomendável que a EDFI seja desativada durante a instalação 
e a reconfiguração de hardware da SAN. Isto evitará que apareçam eventos 
falsos de erros nos logs de propriedades da EDFI assim como nos ícones 
do NetView. 

iSCSI (Internet SCSI) 
Internet SCSI é um padrão proposto pelo mercado que permite que 
sistemas de computadores centrais executem operações em bloco de 
entrada/saída de dados com diversos dispositivos. Os dispositivos de 
destino podem incluir dispositivos de disco e fita e dispositivos de 
armazenamento. O protocolo Internet SCSI define um meio de transferir 
comandos e dados SCSI pelas redes TCP /IP. Para obter mais informações 
sobre iSCSI, consulte "Configurando o IBM Tivoli Storage Area Network 
Manager para a Descoberta de iSCSI" na página 118. 

Tivoli NetView 
Feito o upgrade do Tivoli NetView para a versão 7.1.3. 

Endereços IP Dinâmicos 
Para os hosts gerenciados e os consoles remotos é possível utilizar os 
endereços IP dinâmicos em vez dos endereços IP estáticos. O gerenciador 
ainda deve utilizar endereços IP estáticos. 

JRE Agora foi feito o upgrade de JRE 1.3.0 para JRE 1.3.1. 

MQSeries 
O MQSeries foi removido deste release. 

Console Remoto 
O console remoto do IBM Tivoli Storage Area Network Manager agora é 
suportado no Windows XP. 

Classe de Eventos do Tivoli Enterprise Console 
No IBM Tivoli Storage Area Network Manager versão 1.1, havia apenas 
uma classe de eventos do Tivoli Enterprise Console. Este release fornece 
várias classes. Consulte "Classes de Eventos e Atributos do Tivoli 
Enterprise Console" na página 213. 

Instalação Silenciosa do IBM Tivoli Storage Area Network Manager 
A instalação silenciosa do IBM Tivoli Storage Area Network Manager agora 
é suportada. Consulte Apêndice A, "Instalação Silenciosa do IBM Tivoli 
Storage Area Network Manager", na página 189. 
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Capítulo 3. Preparando-se para a Instalação (Gerenciador do 
Windows) 

Antes de poder instalar o IBM Tivoli Storage Area Network Manager, existem 
várias etapas a serem concluídas. As seções a seguir descrevem essas etapas . 

Etapa 1 : Verificar Itens Necessários 
O IBM Tivoli Storage Area Network Manager exige programas e serviços 
específicos para que você possa instalá-lo com êxito. A Tabela 6 fornece uma lista 
de programas e informações necessários para o IBM Tivoli Storage Area Network 
Manager (gerenciador). A Tabela 7 na página 20 fornece uma lista de programas e 
informações necessários para a instalação do console remoto. A Tabela 8 na 
página 21 fornece urna lista de informações necessárias para a instalação dos hosts 
gerenciados. 

Tabela 6. Programas e Informações Necessários para a Instalação do Gerenciador do 
Windows 

Número do Item 
Item 

Insira Informações Aqui 

2 

3 

4 

5 

© Copyright IBM Corp. 2002, 2003 

Endereço IP estático no gerenciador. Para verificar 
um endereço IP estático, consulte "Verificando um 
Endereço IP Estático" na página 207. 

Nome do host completo do computador do 
gerenciador. Para verificar um nome de host 
completo, consulte "Verificando Nomes de Host 
Completos" na página 204. Nomes de host fazem 
distinção entre maiúsculas e minúsculas (uma 
limitação do WebSphere). 

ID do administrador e senha DB2 

DB2 Versão 7.2 com FixPak 8 instalado. Se esse 
programa não estiver instalado, consulte a "Etapa 
4: Instalar o DB2" na página 22. 

Uma faixa de sete números de porta (devem estar 
em ordem seqüencial). Certifique-se de que 
nenhum outro aplicativo esteja utilizando esses 
números de porta. Os números de porta padrão 
são de 9550 a 9556 . 

Esses números de porta padrão são utilizados da 
seguinte maneira: 
9550+0 Porta HTIP . 
9550+1 Reservado. 
9550+2 Reservado . 
9550+3 Reservado . 
9550+4 Porta NVDAEMON. 
9550+5 Porta NVREQUESTER. 
9550+6 Porta SNMPTrapPort na qual são obtidos 

eventos encaminhados do Tivoli NetView . 
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Tabela 6. Programas e Informações Necessários para a Instalação do Gerenciador do 
Windows (continuação) 

Número do Item 
Item 

6 

7 

8 

Tivoli NetView versão 7.1.3. Se esse programa não 
estiver instalado, o IBM Tivoli Storage Area 
Network Manager o instalará automaticamente. Se 
o Tivoli NetView versão 7.1.3 estiver instalado, 
será configurado pelo programa de instalação. 

Se o Tivoli NetView versão 7.1.1 estiver instalado, 
será feito o upgrade para 7.1.3. 

Serviço SNMP. Para instalar o Serviço SNMP, 
consulte a "Etapa 5: Instale o Serviço SNMP" na 
página 29. 

Serviço de Planejamento (Windows 2000) 

Insira Informações Aqui 

Tabela 7. Programas e Informações Necessários para a Instalação do Console Remoto 

Número do Item 
Item 

1 

2 

3 

4 

5 

6 

Tivoli NetView versão 7.1.3. Se esse programa não 
estiver instalado, o IBM Tivoli Storage Area 
Network Manager o instalará automaticamente. Se 
o Tivoli NetView versão 7.1.3 estiver instalado, 
será configurado pelo programa de instalação. 

Se o Tivoli NetView versão 7.1.1 estiver instalado, 
será feito o upgrade para 7.1.3. 

Serviço SNMP. Para instalar o Serviço SNMP, 
consulte a "Etapa 5: Instale o Serviço SNMP" na 
página 29. 

Serviço de Planejamento (Windows 2000) 

Número da porta e nome do host completo do 
gerenciador. Para verificar o nome do host 
completo, consulte "Verificando Nomes de Host 
Completos" na página 204. 

Uma faixa de seis números de porta (devem estar 
em ordem seqüencial). Certifique-se de que 
nenhum outro aplicativo esteja utilizando esses 
números de porta. Os números de porta padrão 
são de 9560 à 9565. 

Esses números de porta padrão são utilizados da 
seguinte maneira: 
9560 1 O Porta HTIP. 
9560+1 Reservado. 
9560+2 Porta do Servidor Local do Tomcat. 
9560+3 Porta Warp do Tomcat. 
9560+4 Porta NVDAEMON. 
9560+5 Porta NVREQUESTER. 

Senha de autenticação do host 

20 IBM Tivoli Storage Area Network Manager: G uia de Plan ejamento e Insta l aç~o 

Insira Informações Aqui 

c 
• t 
t 

• t 

• • • t 

• • • • • • • • • • • • • • • • • • • • 
~· • • 

• • • • • • • • • • • 



• • • • • • • • • • • • • • • • :u 
• • • • • • • • • • • • 
~ 
• • • • • • • • • • • • • 

Tabela 8. Programas e Informações Necessários para a Instalação do Agente no Host 
Gerenciado 

JO~:fJ 
~· 

Número do Item 
Item 

Insira Informações Aqui 

1 

2 

3 

4 

Número da porta e nome do host completo do 
gerenciador. Para verificar o nome do host 
completo, consulte "Verificando Nomes de Host 
Completos" na página 204 . 

Uma faixa de quatro números de porta (devem 
estar em ordem seqüencial). Certifique-se de que 
nenhum outro aplicativo esteja utilizando esses 
números de porta. Os números de porta padrão 
são de 9570 a 9573 . 

Esses números de porta padrão são utilizados da 
seguinte maneira: 
9570+0 Porta HTTP . 
9570+1 Reservado. 
9570+2 Porta do Servidor Local do Tomcat. 
9570+3 Porta Warp do Tomcat. 

É necessário ter as correções atuais do sistema 
operacional para oferecer suporte ao JRE 1.3.1. O 
JRE 1.3.1 é instalado pelo programa de instalação . 

Senha de autenticação do host 

Etapa 2: Verificar o Nome do Computador 
O IBM Tivoli Storage Area Network Manager exige nomes de host completos para 
o gerenciador, os hosts gerenciados e o console remoto. Para verificar o nome do 
computador no Windows, consulte o procedimento a seguir . 

Para verificar se o nome do computador está definido corretamente no Windows, 
siga estas etapas: 

1. No desktop, clique com o botão direito do mouse no ícone Meu computador . 

2. Clique em Propriedades . 

3. O painel Propriedades do sistema é exibido . 

4. Clique na guia Identificação de rede. 

5. Clique em Propriedades. 

6. O painel Alterações de identificação é exibido. Verifique se o nome do 
computador está inserido corretamente. Esse é o nome com o qual o 
computador será identificado na rede. Além disso, verifique se o nome 
completo do computador é um nome de host completo. Por exemplo, 
userl sanjose.ibm.com é um nome de host completo . 

7. Clique em Mais . 

8 . O painel Sufixo DNS e nome de computador NetBIOS é exibido. Verifique se o 
campo Sufixo DNS primário exibe um nome de domínio . 

O nome do host completo deve corresponder ao nome do arquivo HOSTS 
(incluindo caracteres que fazem distinção entre maiúsculas e minúsculas). Para 
obter informações sobre o arquivo HOSTS, consulte a "Etapa 3: Alterar o Arquivo 
HOSTS" na página 22 . 
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Etapa 3: Alterar o Arquivo HOSTS 
Ao instalar o Service Pack 3 para o Windows 2000 nos computadores, siga estas 
etapas para evitar problemas de endereçamento com o Tivoli Storage Area 
Network Manager. O problema é causado pelo protocolo de resolução de 
endereços, que retoma o nome abreviado (nome do host incompleto). É possível 
evitá-lo alterando as entradas nas tabelas de host correspondentes no servidor DNS 
e no computador local. O nome do host completo deve estar listado antes do nome 
abreviado. 

Para corrigir esse problema, siga estas etapas: 

1. No diretório %SystemRoot% \system32\drivers\etc\, você localizará o arquivo 
HOSTS. 

2. Será necessário editar esse arquivo HOSTS. Um exemplo de arquivo HOSTS 
está exibido a seguir. 
# Copyright (c) 1993-1995 Microsoft Corp. 
# 
# This is a sample HOSTS file used by Microsoft TCP/IP for Windows NT. 
# 
# This file contains the mappings of IP addresses to host names. Each 
# entry should be kept on an individual line. The IP address should 
# be placed in the first column followed by the corresponding hos t name. 
# The IP address and the host name should be separated by at leas t one 
# space. 
# 
# Additionally, comments (such as these) may be inserted on indi vidual 
# lines or following the machine name denoted by a '#' symbol. 
# 
# For example: 
# 
# 102.54.94.97 rhino .acme.com # source server 
# 38.25 . 63.10 x.acme.com # x client host 

192 . 168.123.146 jason jason.groupa.mycompany.com 

3. Insira o nome do host completo como a primeira linha a ser pesquisada na 
tabela. (As linhas precedidas pelo sinal# são linhas de comentário.) Por 
exemplo, inclua a linha realçada em negrito no arquivo: 

# For example: 
# 
# 102.54.94.97 rhino .acme.com # source server 
# 38.25 . 63.10 x. acme.com # x client host 

192.168.123.146 
192.168 . 123.146 

jason.groupa.mycompany.com jason 
jason jason.groupa .mycompany.com 

Nota: Nomes de host fazem distinção entre maiúsculas e minúsculas. Essa é urna 
limitação do WebSphere. Verifique o nome do host. Consulte "Etapa 2: 
Verificar o Nome do Computador" na página 21. Por exemplo, se o 
computador mostrar o nome corno JASON (letras maiúsculas), será 
necessário inserir JASON no arquivo HOSTS. 

Etapa 4: Instalar o 082 
Instale o DB2 Versão 7.2. O IBM Tivoli Storage Area Network Manager cria tabelas 
do DB2 para seus dados. Instale o DB2 no computador do gerenciador (Windows 
2000). 
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Nota: Convém dedicar o DB2 para o IBM Tivoli Storage Area Network Manager. ui/· 
Fazer com que outros aplicativos utilizem o DB2 pode prejudicar o 
desempenho . 

Se você tiver o DB2 Enterprise Edition Versão 7.2 instalado, poderá omitir este 
procedimento de instalação e seguir as etapas em "Fazendo o Upgrade do DB2 
com o FixPak 8" na página 28. Caso contrário, instale o DB2. Para isso, siga as 
etapas em "Fazendo o Upgrade do DB2 com o FixPak 8" na página 28 . 

Para instalar o DB2 na unidade C:, siga estas etapas . 

1. Efetue login com um ID de usuário com autoridade de administrador para 
executar o programa de instalação. 

2. Coloque o CD do DB2 na unidade de CD-ROM. Se o autorun do Windows 
estiver ativado, a instalação do DB2 é iniciada automaticamente. O painel 
Welcome é exibido. Clique em Install (Instalar) . 

St11rts the inst11U11tion procedure 11nd closes this window . 

Figura 2. Painel de Instalação do 082 

3. Se o CD não for executado automaticamente, acesse o Windows Explorer e 
clique na unidade de CD-ROM. À direita da janela do Explorer, dê um clique 
duplo no programa setup.exe. 

4. No pamel Select l'roducts, selecione DB2 Enterprise Edition. Clique em Next 
para continuar . 
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Figura 3. Painel Select Products 
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5. No painel Select Installation Type, selecione uma instalação Typical. Clique 
em Next para continuar . 

Selccllnslallahon T ype E'i 

Figura 4. Painel Select lnstallation Type 

6. Se você receber o seguinte painel de informações para o suporte OLE DB, 
clique em OK. 

lnfmmahon E; 

Figura 5. Painellnformation 

t\i .o ·· 36 9 8 / 
-·---j 



7. No painel Choose Destination Location, escolh a uma localização para instalar 
o DB2. O padrão é C: \ Arquivos de programas\SQLLIB. Clique em Next para 
continuar. 

Choose Deshnahon locahon E'I . 

t o imtàll. to a.dilffjJel'l( tdder~,ackl!IOI'Ifll :{lrld ;!lie« llOOII'let 
~. 

Yw CMdmm~ !g .i#flllfêél!~ .. ~C~II!lwlll!Íi smp; · 

Figura 6. Painel Choose Destination Location 

8 . No painel Enter Username and Password for Control Center Server, insira o 
nome de usuário e a senha DB2 e clique em N ext. Se esse nome de usuário 
ainda não existir, será criado e receberá autoridade administrativa para criar 
tabelas do DB2 e a permissão Logon as a service. 

O ID de usuário DB2 padrão criado é db2admin, como uma senha 
correspondente de db2admin. É possível utilizá-lo ou alterá-lo. Os exemplos 
neste documento utilizam db2admin para a instalação do IBM Tivoli Storage 
Area Network Manager. 

Figura 7. Painel Enter Username and Password for Contrai Center Server 
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9. No painel Start Copying Files, clique em Next. 

Sta1t Copymg Files E!i 

Figura 8. Painel Start Copying Files 

O painel Install OLAP Starter Kit é exibido. Marque o botão de rádio para 
Do not install the OLAP Starter Kit. Clique em Continue. Os componentes 
do DB2 são instalados . 

lnstdll OLAP Sta•te1 Kot ~ 

Figura 9. Painel Instai/ OLAP Starter Kit 
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1 O. Clique em Finish no painel Setup Complete. 

Selup Complete Ei 

DB2 ~:h<\s lirl;betli4!.1Pyinglilies toyour~\tet ái!i;lll'M 
COinpi!!ted :4 thb te()!;lie!Hprtem Ctl(lligyJI.ilioo tm; DB2 ~ 
ready iOi '~ · 

Figura 1 O. Painel Setup Complete 

11. Inicie novamente o computador. 

12. Após a reinicialização do computador, o DB2 estará totalmente instalado. 
Verifique se o DB2 foi instalado corretamente e veja se os serviços do DB2 
foram iniciados. Na barra de tarefas, clique em: 

Start _. Settings _. 
Control Panel _. Administrative Tools _. Servi ces 

13. Além disso, você visualizará um painel DB2 First Steps. É possível praticar 
usando esse utilitário caso você não esteja familiarizado com o DB2. Quando 
terminar, feche esse painel. 

14. Siga as etapas para fazer upgrade do DB2 com o FixPak 8. Consulte "Fazendo 
o Upgrade do DB2 com o FixPak 8". 

Fazendo o Upgrade do 082 com o FixPak 8 
O FixPak 8 é requerido para o DB2 Versão 7.2. Existe um arquivo de upgrade do 
FixPak 8 disponível no seguinte Web site: 
http://www-3.ibm. com/cgi-bin/db2www/data/db2/udb/wi nos2unix/support/ 
download.d2w/report 

Siga estas etapas: 

1. Efetue login no Windows como db2admin (ou outro ID de administrador do 
DB2). 

2. Pare o DB2. Antes de parar o DB2, cernflque-se de ter executado as segumtes 
ações: 

• Parar os serviços do DB2 Warehouse (se aplicável) . 

• Parar qualquer outro aplicativo que acesse o DB2. 

3 . Copiar o arquivo zip para o disco rígido. 

4. Descompactar o arquivo zip. 

5. Executar o arquivo setup.exe. Siga as instruções nos painéis de instalação. Esse 
arquivo instala o upgrade sobre o DB2 existente. 

6. Reinicie o sistema. 
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JcO ;2Jó: 
Fazendo o Upgrade dos Drivers JDBC do 082 para a Versão 2 A 

Para fazer o upgrade dos drivers JDBC do DB2, siga estas etapas: 

1. Feche todos os navegadores . 

2. Abra uma janela de prompt de comandos. É necessário desempenhar todas 
estas tarefas a partir dessa janela para verificar se existem mensagens de erro . 

3. Altere a unidade e o diretório para a localização na qual você instalou os 
arquivos executáveis do DB2. O diretório padrão é C: \ Arquivos de 
programas \SQLLIB . 

4. Altere o diretório para javal2. 

5. Exiba o arquivo em uso, se houver. Se esse arquivo existir e indicar JDBC 2.0, 
significa que o driver JDBC correto já está instalado. Se o driver correto não 
estiver instalado, siga estas etapas: 

a . Pare todos os programas que possam estar utilizando o DB2. 

b. Pare o DB2 emitindo o comando: db2stop . 

c. Execute o arquivo em batch usej dbc2. bat. Certifique-se de que não existam 
mensagens de erro. Em caso positivo, corrija os erros e tente novamente. 

d. Inicie novamente o DB2 emitindo o comando: db2start . 

O driver JDBC 2.0 já estará atualizado . 

Etapa 5: Instale o Serviço SNMP 
O Tivoli NetView é automaticamente instalado como parte da instalação do IBM 
Tivoli Storage Area Network Manager. Ele requer o serviço SNMP do Windows . 
Ao instalar o serviço SNMP, você precisará do CO do Windows 2000. Inicie 
novamente o computador depois de instalar o serviço SNMP. Se esse serviço não 
estiver instalado, o Tivoli NetView não será instalado. Se você já tiver o serviço 
SNMP instalado, poderá omitir essa etapa . 

Siga estas etapas para instalar o serviço SNMP: 

1 . Na barra de tarefas, clique em: 
Iniciar_. Configurações _. Painel de controle 

A janela Painel de controle é exibida . 

2. Dê um clique duplo no ícone Adicionar ou remover programas. A janela 
Adicionar ou remover programas é exibida. 

3. Clique em Adicionar ou remover componentes do Windows à esquerda. A 
janela Assistente de Componentes do Windows é exibida . 

4. Clique em Ferramentas de gerenciamento e monitoria e, em seguida, clique no 
botão Detalhes . 

Doe~ -----
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Componentes do Windows 
Você pode adicionar ou remover componentes do Windows 2000. ~ 
Para adicionar ou remo~ tum componerit~, oNque na câii!a de $êleÇão. Uma caixa 
sombreada ,significa que aP:~ patte do 'ComQanente ser~ instalada, Para ver o que 
está inclui do em,um .companente. cfique em 'Detalhes'. 

l:spaço em díseô necessário: 
Es~ço díspdl'l'íVel no disco:. 

Qetalhes ... J 

<MoRar 

Figura 11 . Assistente de Componentes do Windows 

5. No painel Ferramentas de Gerenciamento e Monitoria, selecione Simple 
Network Management Protocole, em seguida, clique em OK. 
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Ferramentas de gerenciamento e monitoria !fi' 
" :< "" ' ' 

P~r~ adici;,mar oy remov!llr t;Jm componenl~. óligue na cqf)(a de seleÇão. 'Uma caixa 
sombreada sigriific:a ~ apétilas parte do, csmponente será instalada, PêUa Merifie'ár o 
que está iioolufdo em um Qtm:~ponente, tliql..le em 'Detalhes~ .. 
Subgomponentes de Ferramentas de gerenciamento e monitoria: 

Descrição; Possui agente,s. :que monitoram a. <3lividade em :dispositivos de rede e a 
relatam à estaçãó de trabalho, de consóle da rede . 

.Espaço·,em clisce ~s~riq: 
Espaço di$POOtVel no disco: 

ill~OMS 
4631i0''NIB 

Figura 12. Painel Ferramentas de Gerenciamento e Monitoria 

6. O painel Assistente de componentes do Windows é exibido. Clique em 
Avançar para continuar . 

7. Se você não tiver o CO do Windows 2000 na unidade de CO-ROM, um prompt 
solicitará a inserção desse CD. Insira o CO do Windows 2000 na unidade de 
CO-ROM . 

8. No painel Assistente de componentes do Windows, clique em Concluir . 

; -:PMI 
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Verificando o Nome da Comunidade SNMP 
Após instalar o SNMP ou sempre que aplicar um pacote de serviços ou pacote de 
correção do Windows, verifique o nome da comunidade SNMP. Para verificar o 
nome da comunidade SNMP, siga essas etapas: 

1. No desktop, dê um clique duplo no ícone Meu Computador. 

2. Dê um clique duplo no Painel de Controle. 

3. Dê um clique duplo em Ferramentas Administrativas. 

4 . Dê um clique duplo em Serviços. 

5 . Localize o Serviço SNMP na lista de serviços. 

6. Clique com o botão direito do mouse em Serviço SNMP. 

7. Clique em Propriedades. 

8 . É exibido o painel de Propriedades do Serviço SNMP. 

9 . Na guia Geral, certifique-se de que o tipo de Inicialização seja Automática. 

1 O. Na guia Segurança, certifique-se de que o Nome da Comunidade seja pública 
com direitos de SOMENTE LEITURA. 
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Figura 13. Painel de Propriedades do Serviço SNMP 

11 . Feche o painel de Propriedades do Serviço SNMP. 

---~· (YÍ;j;l ~ 
HOs d 11 • J 1:1. .., . 
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Capítulo 4. Preparando-se para a Instalação (Gerenciador do 
AI X) 

Antes de poder instalar o IBM Tivoli Storage Area Network Manager, existem 
várias etapas a serem concluídas. As seções a seguir descrevem essas etapas . 

Etapa 1 : · Verificar Itens Necessários 
O IBM Tivoli Storage Area Network Manager exige programas e serviços 
específicos para que você possa instalá-lo com êxito. A Tabela 9 fornece uma lista 
de programas e informações necessários para o IBM Tivoli Storage Area Network 
Manager (gerenciador). A Tabela 10 na página 36 fornece uma lista de programas e 
informações necessários para a instalação do console remoto. A Tabela 11 na 
página 36 fornece uma lista de informações necessárias para a instalação dos hosts 
gerenciados . 

Tabela 9. Programas e Informações Necessários para a Instalação do Gerenciador do A/X 

Número do Item 
Item 

Insira Informações Aqui 

1 

2 

3 

4 

© Copyright IBM Corp. 2002, 2003 

Nome do host completo do computador do 
gerenciador. Para verificar um nome de host 
completo, consulte "Etapa 2: Verificar o Nome do 
Computador" na página 37. Nomes de host fazem 
distinção entre maiúsculas e minúsculas (uma 
limitação do WebSphere). O gerenciador também 
exige um endereço IP estático . 

ID do adrrúnistrador e senha DB2 

DB2 Versão 7.2 com FixPak 8 instalado. Se esse 
programa não estiver instalado, consulte a "Etapa 
3: Instalar o DB2" na página 39 . 

Uma faixa de sete números de porta (devem estar 
em ordem seqüencial). Certifique-se de que 
nenhum outro aplicativo esteja utilizando esses 
números de porta. Os números de porta padrão 
são de 9550 a 9556. 

Esses números de porta padrão são utilizados da 
seguinte maneira: 
9550+0 Porta HTIP . 
9550+1 Reservado. 
9550+2 Reservado . 
9550+3 Reservado . 
9550+4 Porta NVDAE:MON. 
9550+5 Porta NVREQUESTER. 
9550+6 Porta SNMPTrapPort na qual são obtidos 

eventos encaminhados do Tivoli NetView. 

e 
, .Cíoé ___ _ 
..._ ___ ~, 



As informações na tabela a seguir destinam-se ao console remoto no Windows. 

Tabela 10. Programas e Informações Necessários para a Instalação do ConsÓie Remoto 

Número do Item 
Item 

1 

2 

3 

4 

5 

6 

Tivoli NetView versão 7.1.3. Se esse programa não 
estiver instalado, o IBM Tivoli Storage Area 
Network Manager o instalará automaticamente. Se 
o Tivoli NetView versão 7.1.3 estiver instalado, 
será configurado pelo programa de instalação. 

Se o Tivoli NetView versão 7.1.1 estiver instalado, 
será feito o upgrade para 7.1.3. 

Serviço SNMP. Para instalar o Serviço SNMP, 
consulte a "Etapa 5: Instale o Serviço SNMP" na 
página 29. 

Serviço de Planejamento (Windows 2000) 

Número da porta e nome do host completo do 
gerenciador. Para verificar o nome do host 
completo, consulte "Verificando Nomes de Host 
·completos" na página 204. 

Uma faixa de seis números de porta (devem estar 
em ordem seqüencial). Certifique-se de que 
nenhum outro aplicativo esteja utilizando esses 
números de porta. Os números de porta padrão 
são de 9560 à 9565. 

Esses números de porta padrão são utilizados da 
seguinte maneira : 
9560+0 Porta HTTP. 
9560+1 Reservado. 
9560+2 Porta do Servidor Local do Tomcat. 
9560+3 Porta Warp do Tomcat. 
9560+4 Porta NVDAEMON. 
9560+5 Porta NVREQUESTER. 

Senha de autenticação do host 

Insira Informações Aqui 

Tabela 11. Programas e Informações Necessários para a Instalação do Agente no Host 
Gerenciado 

Número do Item 
Item 

Número da porta e nome do host completo do 
gerenciador. Para verificar o nome do host 
completo, consulte "Verificando Nomes de Host 
Completos" na página 204. 
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Tabela 11. Programas e Informações Necessários para a Instalação do Agente no Host 
Gerenciado (continuação) 

Número do Item 
Item 

2 

3 

4 

Urna faixa de quatro números de porta (devem 
estar em ordem seqüencial). Certifique-se de que 
nenhum outro aplicativo esteja utilizando esses 
números de porta. Os números de porta padrão 
são de 9570 a 9573 . 

Esses números de porta padrão são utilizados da 
seguinte maneira: 
9570+0 Porta HTIP. 
9570+ 1 Reservado. 
9570+2 Porta do Servidor Local do Tomcat. 
9570+3 Porta Warp do Tomcat. 

É necessário ter as correções atuais do sistema 
operacional para oferecer suporte ao JRE 1.3.1. O 
JRE 1.3.1 é instalado pelo programa de instalação. 

Senha de autenticação do host 

Insira Informações Aqui 

Existem algumas diferenças na instalação dos gerenciadores do Windows e AIX. As 
diferenças são: 

• O Tivoli NetView não está instalado ou não é suportado no gerenciador do AIX. 
Se desejar ver a exibição da GUI no IBM Tivoli Storage Area Network Manager, 
instale o console remoto no Windows 2000 ou Windows XP . 

Etapa 2: Verificar o Nome do Computador 
O IBM Tivoli Storage Area Network Manager exige nomes de host completos para 
o gerenciador, os hosts gerenciados e o console remoto. Nomes de host fazem 
distinção entre maiúsculas e minúsculas. Essa é uma limitação do WebSphere. O 
gerenciador também exige um endereço IP estático. Para verificar o nome do 
computador no AIX, consulte as informações a seguir . 

Para verificar se seu computador está utilizando um endereço IP estático, execute 
este comando: 

lssrc -g tcpip 

Verifique se o daemon dhcpcd não está sendo executado. Um exemplo de saída é 
mostrado a seguir indicando que o daemon dhcpcd está inoperante . 

Subsistema Grupo PID Status 
inetd tcpip 7226 ativo 
snmpd tcpip 7744 ativo 
dp1dZ tcplp 8260 atlVO 
hostmibd tcpip 7484 ativo 
rwhod tcpip inoperante 
xntpd tcpi p inoperante 
dhcpcd tcpip inoperante 

A ordem de pesquisa de nomes de domínio padrão é a seguinte: 

1. Servidor DNS (Domain Name System) 

2. NIS (Network Information Service) 

3. Arquivo /etc/hosts local 
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Se o arquivo /etc/resolv.conf não existir, o arquivo /etc/hosts será utilizado. Se 
apenas o arquivo /etc/hosts for utilizado, o nome completo do computador 
deverá ser o primeiro nome listado após o endereço IP. 

Verifique se o arquivo /etc/resolv.conf existe e se contém as informações 
apropriadas, como: 

domínio minhadivisão .minhaempresa.com 
servidordenomes 123.123.123.123 

Se o NIS estiver instalado, o arquivo /etc/i rs. conf substituirá o padrão do 
sistema. Essa variável contém as seguintes informações: 

hosts = bind,local 

O arquivo /etc/netsvc.conf, se houver, substituirá o arquivo /etc/irs.conf e o 
padrão do sistema. Essa variável contém as seguintes informações: 

hosts = bind, local • • 
Se a variável de ambiente NSORDER estiver definida, substituirá todos os arquivos t 
precedentes. Essa variável contém as seguintes informações: 

export NSORDER=bind,local 
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Etapa 3: Instalar o 082 

Instale o DB2 Versão 7.2. O IBM Tivoli Storage Area Network Manager cria tabelas 
do DB2 para seus dados. Instale o DB2 no computador do gerenciador . 

Nota: Convém dedicar o DB2 para o IBM Tivoli Storage Area Network Manager. 
Fazer com que outros aplicativos utilizem o DB2 pode prejudicar o 
desempenho . 

Se você tiver o DB2 Enterprise Edition Versão 7.2 instalado, poderá omitir este 
procedimento de instalação e seguir as etapas em "Fazendo o Upgrade do DB2 
com o FixPak 8" na página 46. Caso contrário, instale o DB2. Para isso, siga as 
etapas em "Fazendo o Upgrade do DB2 com o FixPak 8" na página 46 . 

Para instalar o DB2, siga estas etapas . 

1 . Efetue login como usuário root. 

2. Inicie urna sessão do terminal. 

3. Carregue o CO do IBM DB2 na unidade de disco de CD-ROM e monte o CD . 
Se não houver um diretório de CD-ROM, será necessário criá-lo. 
# mkdir cdrom (para criar o diretório cdrom) 
# mount -v'cdrfs' -r'' /dev/cdO /cdrom 

Observe que a opção -r é acompanhada de duas aspas . 

4. Vá para o diretório do CD-ROM: 
# cd cdrom 

5. Inicie o Utilitário de Instalação do DB2 executando o seguinte comando: 

# ./db2setup 

6. O painel Utilitário de Instalação do DB2 é exibido. Realce o botão Instalar à 
direita de Selecionar os produtos e seus componentes, selecione Instalar e 
pressione Enter . 

Figura 14. Painel do Utilitário de Instalação do 082 
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7. O painel DB2 Select Products é exibido. Realce e pressione Enter para 
selecionar os seguintes itens: 
• Cliente de Administração do DB2 
• DB2 UDB Enterprise Edition 
• DB2 Connect Enterprise Edition 

Realce o Biblioteca do Produto DB2. Em seguida, realce Personalizar e 
pressione Enter. 

Dicas de Navegação 
• Pressione Tab para mover-se entre as opções e os campos disponíveis. 
• Realce e pressione Enter para selecionar uma opção. 

,Janela sditar Qpçôes A);!XíliO 

Figura 15. Painel 082 Se/ect Products 
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8. O painel do Biblioteca do Produto DB2 é exibido. Realce a opção apropriada 
para o seu locale. Realce OK e pressione Enter . 

Figura 16. Painel do Biblioteca do Produto 082 

9. Você verá o painel do DB2 Select Products (Figura 15 na página 40). Realce OK 
novamente e pressione Enter. 

1 O. O painel Criar Serviços do DB2 é exibido. Certifique-se de que Não Criar uma 
Instância do DB2 e Não Criar o Servidor de Administração estejam 
selecionados. Realce OK e pressione Enter . 

Figura 17. Painel Criar Serviços do 082 
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11 . Você verá uma Mensagem de aviso exibida para a Instância do DB2. Realce 
OK e pressione Enter. 

Figura 18. Mensagem de Aviso para a Instância do 082 

12. Você verá uma Mensagem de aviso para o servidor de administração. Realce 
OK e pressione Enter. 

Figura 19. Mensagem de lh~iso pam o SerAdor de Administração 
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13. O painel Relatório de Resumo é exibido. Realce Continuar e pressione Enter . 

::!_anela soltar Qpç1ies Ag-:lllo 

Figura 20. Painel Relatório de Resumo 

14. Você verá uma mensagem de aviso informando uma última chance de parar . 
Esta é uma mensagem normal. Realce OK para instalar e pressione Enter . 

,!anela sdltar .Qpçôes ~Jho 

Figura 21 . Mensagem de Aviso 
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15. Você verá uma mensagem para instalação. Deixe o programa continuar a 
instalação. Dependendo da velocidade de seu processador, isto pode demorar 
até 15 minutos. 

Figura 22. Messagem para Instalação 

16. Você verá uma mensagem, "Concluído com êxito." Realce OK e pressione 
Enter. 

Figura 23. Mensagem "Concluído com êxito" 

17. Você verá uma janela pop-up perguntando se você deseja registrar o software 
DB2. Clique em Sair e depois em Sim. 

18. No painel Relatório de Status, visualize o log para certificar-se de que todos 
os componentes foram instalados com êxito. Realce OK e pressione Enter. 
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Figura 24. Painel Relatório de Status 

19. Você verá o painel do Utilitário de Instalação do DB2 (Figura 14 na página 39). 
Realce Fechar e pressione Enter para sair do db2setup . 

20. Você verá a seguinte mensagem: 

A Instância do DB2 não foi criada . 

Realce OK e pressione Enter . 

21. Você verá a seguinte mensagem: 

O Servidor de Administração não foi criado . 

Realce OK e pressione Enter. 

22. Você verá o painel do Utilitário de Instalação do DB2. Realce OK e pressione 
Enter . 
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Figura 25. Painel do Utilitário de Instalação do 082 

23. Realce Fechar e pressione Enter para sair do Utilitário de Instalação do DB2. 

Fazendo o Upgrade do 082 com o FixPak 8 
O FixPak 8 é requerido para o DB2 Versão 7.2. Você pode obter os fixpacks no Web 
site a seguir. Utilize este procedimento para instalar o fixpack. 

http://www-3.ibm.com/cgi-bin/db2www/data/db2/udb/winos2unix/support/ 
download.d2w/report 

Siga estas etapas: 

1. Faça download do fix pack do Web site. Leia o arquivo README fornecido 
junto. 

2. Assegure-se de que efetuou login na máquina com autoridade superusuário 
(root) . 

3. Navegue para o diretório que contém o arquivo tar transferido por download. 

4. Descompacte o arquivo tar: 

5. 

# uncompress nome_do_arquivo.tar.Z 

O nome do arquivo tar é o seguinte: 
• FixPak 8- FP8_U484610.tar.Z 

# tar -xvf nome_do_arquivo.tar 

or download ara extrair os 

6. Pare o DB2. Antes de parar o DB2, certifique-se de ter executado as seguintes 
ações: 

• Parar os serviços do DB2 Warehouse (se aplicável) . 

• Parar qualquer outro aplicativo que acesse o DB2. 

7. Execute o SMIT para atualizar todos os arquivos, digitando o seguinte 
comando: 

# smit update_all 
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8. No campo Dispositivo de ENTRADA/diretório do software, especifique o v4J . 

nome completo do diretório que contém os arquivos descompactados e 
preparados do FixPak. Clique em OK. 

9. Aceite as opções padrão do SMIT para atualizar o DB2 e clique em OK. 

1 O. Você verá a mensagem "Tem certeza?" Clique em OK para instalar o fix pack. 

11 . Quando este processo estiver concluído, saia do SMIT. 

Criando uma Instância do Banco de Dados e o Servidor de 
Administração 

O servidor de administração não possui nenhum banco de dados. O proprietário 
da Instância do DB2 possui o banco de dados e tem permissão de criar ou eliminar 
bancos de dados do DB2 . 

Execute as seguintes etapas para criar uma Instância do DB2 e os recursos que ela 
requer: 

1. Assegure-se de que efetuou login na máquina com privilégios de superusuário 
(root). 

2. Vá para o diretório que contém o Utilitário de Instalação do DB2: 
cd /usr/lpp/<programa_DB2>/install/ 

em que programa_DB2 é o nome do programa DB2. Um exemplo é db2_07 _01 . 

3. Inicie o Utilitário de Instalação do DB2, digitando o seguinte comando: 

# . /db2setup 

' r- ' l""'i, )' ~ l· , • 
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4. O painel Utilitário de Instalação do DB2 é exibido. Realce o botão Criar à 
direita de Para criar uma instância de DB2, um Servidor de Administração ou 
um Administrador de Gerenciador de Links de Dados, selecione Criar. 
Pressione Enter. 

:Janela l;_dttar ~çõe~ ~Jiio 

Figura 26. Painel do Utilitário de Instalação do 082 

5. O painel Criar Serviços do DB2 é exibido. Realce a opção Criar uma Instância 
do DB2 e pressione Enter. 

Figura 27. Painel Criar Serviços do 082 
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6. O painel Instância do DB2 é exibido. Insira estas informações para os seguintes 
campos: 

• Nome do Usuário - aceite o valor padrão, db2instl . 

• ID do Usuário - insira um ID do usuário ou aceite o ID do usuário padrão 
assegurando que a opção Utilizar UID padrão tenha um* (asterisco) ao seu 
lado . 

• Nome do Grupo - aceite o valor padrão, db2iadml . 

• ID do Grupo - insira um ID do grupo ou aceite o ID do grupo padrão 
assegurando que a opção Utilizar GID padrão tenha um asterisco ao seu 
lado . 

• Diretório Inicial- aceite o valor padrão, lhome/db2instl . 

• Senha - insira a mesma senha para o usuário neste campo e no campo 
Verificar Senha. O DB2 requer uma senha de oito caracteres ou menos . 

• Realce OK e pressione Enter . 

Figura 28. Painel Instância do 802 
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7. O painel Usuário Delimitado é exibido. Insira estas informações para os 
seguintes campos: 

• Nome do Usuário - aceite o valor padrão, db2fencl. 

• ID do Usuário - insira um ID do usuário ou aceite o ID do usuário padrão 
assegurando que a opção Utilizar UID padrão tenha um* (asterisco) ao seu 
lado. 

• Nome do Grupo - aceite o valor padrão, db2fadml. 

• ID do Grupo - insira um ID do grupo ou aceite o ID do grupo padrão 
assegurando que a opção Utilizar CID padrão tenha um * (asterisco) ao seu 
lado. 

• Diretório Inicial- insira um diretório inicial ou aceite o valor padrão, 
/home/db2fencl. 

• Senha - insira a mesma senha para o usuário neste campo e no campo 
Verificar Senha. O DB2 requer uma senha de oito caracteres ou menos. 

• Realce OK e pressione Enter. 

J.anela g_ditar Qpções Ag<~1io 

Figura 29. Painel Usuário Delimitado 
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8. O painel Banco de Dados de Controle do DB2 Warehouse é exibido. Realce Não 
configurar o Banco de Dados de Controle do DB2 Warehouse e p ressione 
Enter. Realce OK e pressione Enter . 

1ene!a S.dítar Qpçôes ~-Jiío 

Figura 30. Painel Banco de Dados de Controle do 082 Warehouse 

9. O painel Criar Serviços do DB2 é exibido. Realce Criar o Servidor de 
Administração e pressione Enter . 
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Figura 31. Painel Criar Serviços do 082 
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1 O. O painel Servidor de Administração é exibido. Insira estas informações para 
os seguintes campos: 

• Nome do Usuário - aceite o valor padrão, db2as. 

• ID do Usuário- insira um ID do usuário ou aceite o ID do usuário padrão 
assegurando que a opção Utilizar UID padrão tenha um * (asterisco) ao seu 
lado. 

• Nome do Grupo - aceite o valor padrão, db2asgrp. 

• ID do Grupo - insira um ID do grupo ou aceite o ID do grupo padrão 
assegurando que a opção Utilizar GID padrão tenha um* (asterisco) ao seu 
lado. 

• Diretório Inicial - insira um diretório inicial ou aceite o valor padrão, 
/home/db2as. 

• Senha - insira a mesma senha para o usuário neste campo e no campo 
Verificar Senha. O DB2 requer uma senha de oito caracteres ou menos. 

• Realce OK e pressione Enter. 

Figura 32. Painel Servidor de Administração 
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11 . É exibido um aviso informando o valor que está sendo criado para a variável 
de ambiente DB2SYSTEM. Realce OK e pressione Enter . 

Figura 33. Painel Aviso 

12. O painel Criar Serviços do DB2 é exibido. Realce OK e pressione Enter . 
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Figura 34. Painel Criar Serviços do 082 
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13. O painel Relatório de Resumo é exibido. Verifique as informações no Relatório 
de Resumo. Quando concluir, realce Continuar e pressione Enter. 

Figura 35. Painel Relatório de Resumo 

14. Uma mensagem de aviso é exibida com a opção de cancelar os processos de 
configuração. Para continuar, realce OK e pressione Enter. 

15. Uma mensagem informa sobre a conclusão bem-sucedida dos processos. 
Realce OK e pressione Enter. 
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Figura 37. Mensagem Concluído com êxito 

16. O painel Relatório de Status informa sobre os sucessos e defeitos do processo . 
Visualize o arquivo de logs para obter informações sobre como corrigir 
determinados defeitos . Realce OK e pressione Enter para fechar o Relatório de 
Status . 

17. No painel do Utilitário de Instalação do DB2, realce Fechar e pressione Enter . 

18. É exibida uma janela que solicita o seguinte: 

Deseja sair do Utilitário de Instalação do DB2? 

Realce OK e pressione Enter. A instalação do DB2 agora está concluída . 

19. Verifique se o usuário root é um membro do grupo de servidores de 
administração denominado db2asgrp executando estas etapas: 

a. Chame o SMIT para alterar as características do usuário inserindo srnit. Vá 
para estes painéis: 

Segurança & Usuário 
Grupos 
Alterar ou Mostrar Características de um Grupo 

b. O painel Alterar Atributos do Grupo é exibido. Para o Nome do Grupo, 
insira db2asgrp. Clique em OK. Se o campo Lista de 
ADMINISTRADORES não exibir root, adicione root à lista e clique em 
OK. 

~ ~ \..,.;_ _, ~ - l 
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Figura 38. Painel Alterar Atributos do Grupo para db2asgrp 

c. O painel Alterar Atributos do Grupo mostra que o procedimento está 
concluído. Clique em Concluído. 

Figura 39. Painel Alterar Atributos do Grupo para db2asgrp - concluído 

d. Clique em Cancelar no painel Alterar Atributos do Grupo. Esse 
procedimento exibe o painel Alterar ou Mostrar Características de um 
Grupo. Selecione isto novamente. 

e. O painel Alterar Atributos do Grupo é exibido novamente. Para o Nome 
do Grupo, insira db2iadml e clique em OK. Se root não aparecer no 
campo Lista de USUÁRIOS, adicione root e clique em OK. 
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Figura 40. Painel Alterar Atributos do Grupo para db2iadm1 

f. Clique em Concluído quando o procedimento estiver concluído. 

g. Quando o processo estiver concluído, saia do SMIT. 

Atualizando a Variável de Ambiente EXTSHM 
Para atualizar o número de segmentos da memória compartilhada para um 
processo, siga as etapas a seguir para atualizar o perfil do usuário. Observe que se 
você reinstalar o DB2, deverá executar estas etapas novamente . 

Siga estas etapas: 

1. Inclua as seguintes informações em -db2instl/sqllib/userprofile: 

EXTSHM=ON 
export EXTSHM 
db2set DB2ENVLIST=EXTSHM 

2. Você pode efetuar login como o proprietário da instância do DB2, por exemplo: 

su - db2instl 

Ou você pode utilizar este exemplo para executar o comando do DB2. O 
db2profile chama o perfil do usuário . 
. ~db2instl/sqllib/db2profile 

3. Parar o DB2: 

db2stop 

4. Iniciar o DB2: 

db2start 

Verificando o 082 
Para verificar se o DB2 está sendo executado, execute os comandos a seguir. Este 
procedimento supõe que o db2instl seja o ID do proprietário da Instância do DB2. 

su - db2instl 
db2 create database testl 
db2 connect to testl user db2instl using db2instpass 
db2 disconnect testl 
db2 drop database testl 

Certifique-se de que cada comando esteja sendo executado com êxito . 
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Capítulo 5. Instalando o Gerenciador do Windows 

Para poder instalar o gerenciador, você deve ter concluído as etapas no Capítulo 3, 
"Preparando-se para a Instalação (Gerenciador do Windows)", na página 19 . 

Nota: 

• Se você já tiver instalado o Tivoli Storage Area Network Manager e quiser 
salvar as informações no banco de dados antes de reinstalar o 
gerenciador, deverá utilizar comandos do DB2 para fazer o backup desse 
banco de dados. Para obter informações sobre os comandos do DB2 para 
fazer backup de um banco de dados, consulte DB2 Universal Database: 
Referência de Comandos. O nome padrão do banco de dados Tivoli Storage 
Area Network Manager é itsanmdb . 

• O IBM Tivoli Storage Area Network Manager não oferece suporte para o 
console da Web Tivoli NetView. 

• É necessário parar o Windows Terminal Services antes de instalar o 
gerenciador. Não é possível utilizar o Windows Terminal Services para 
acessar o console . 

• Se você estiver instalando o gerenciador ou mais de uma máquina em um 
domínio do Windows, os gerenciadores de máquinas diferentes poderão 
terminar eventualmente compartilhando o mesmo banco de dados. Para 
evitar esta situação, você deve utilizar nomes de bancos de dados 
diferentes ou nomes de usuários diferentes do DB2 quando instalar o 
gerenciador em máquinas diferentes. 

• O Tivoli Storage Area Network Manager também instala o Tivoli NetView 
7.1.3. Se você já tiver o Tivoli NetView 7.1.1 instalado, o Tivoli Storage 
Area Network Manager fará upgrade dele para a versão 7.1.3. Se você 
tiver um release do Tivoli NetView anterior à versão 7.1.1, o Tivoli Storage 
Area Network Manager solicitará a remoção da instalação do Tivoli 
NetView antes de instalá-lo . 

• Se a instalação falhar, resolva o problema revendo os arquivos de log. 
Depois inicie novamente o sistema para que a instalação parcial com falha 
seja eliminada antes de tentar reinstalar o gerenciador . 

• O IBM Tivoli Storage Area Network Manager somente oferece suporte 
para grupos e IDs de usuário locais. O IBM Tivoli Storage Area Network 
Manager não oferece suporte para grupos e IDs de usuário de domínios . 

• Se estiver instalando o produto usando um diretório e não um CD, 
certifique-se de que os nomes dos diretórios sejam simples (sem espaços 
ou caracteres hífen ou sublinhado) . 

• Certifique-se de ter instalado o serviço SNMP e de ter definido o nome da 
comunidade SNMP como Público. Consulte "Etapa 5: Instale o Serviço 
SNMP" na página 29 . 

• Quando instalar o IBM Tivoli Storage Area Network Manager, será criado 
automaticamente um banco de dados DB2. O nome padrão do banco de 
dados é itsanmdb . 

Antes de instalar o gerenciador, você precisará dos IDs dos usuários e das senhas 
mostradas em Tabela 12 na página 60. Você pode utilizar a mesma senha para todos 
os IDs do usuário, autenticação do host e Tivoli NetView--~- . 

© Copyright IBM Corp. 2002, 2003 
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Tabela 12. /Os de Usuários e Senhas Obrigatórios para a Instalação (Gerenciador 
Windows) 

Item Obrigatório Suas Informações 

ID do usuário e ID de usuário do Windows para criar o 
senha do banco de dados do IBM Tivoli Storage Area 
administrador DB2 Network Manager. Certifique-se de que a 

senha não tenha expirado ao instalar ou 
executar o IBM Tivoli Storage Area 
Network Manager. Este ID de usuário 
administrativo deve ser o mesmo que foi 
criado ou utilizado durante a instalação do 
DB2. 

ID do usuário e ID de usuário do Windows para acessar o 
senha do DB2 para banco de dados do IBM Tivoli Storage Area 
acessar o banco de Network Manager. 
dados 

Se um ID de usuário não existir antes da 
instalação do IBM Tivoli Storage Area 
Network Manager, será criado durante essa 
instalação . Certifique-se de que a senha não 
tenha expirado antes de instalar ou executar 
o IBM Tivoli Storage Area Network 
Manager. Você pode alterar esta senha para 
"nunca expirar". 

Se desejar alterar a senha de ID do usuário 
do DB2, siga essas e tapas: 

1. Altere a senha no sistema operacional. 

2 . Altere a senha em IBM Tivoli Storage 
Area Network Manager (consulte o 
comando srmcp ConfigService setPw 
no IBM Tivoli Storage Area Network 
Manager: Guia do Usuário). 

ID do usuário e Deve ser um ID do usuário e uma senha 
senha para o existentes. 
WebSphere 

Somente senha de Você insere essa senha durante a instalação 
au tenticação do host para permitir a comunicação de hosts 
(ID do usuário não gerenciados e consoles remotos com o 
obrigatório) gerenciador. Se for alterada no computador 

do gerenciador, também deverá ser alterada 
em qualquer host gerenciado ou console 
remoto que se comunique com esse 
gerenciador. 

É possível alterar essa senha utilizando o 
comando snncp ConfigService 
SetAuthenticationPw. Para obter 
informações sobre esse comando, consulte a 
IBM Tivoli Storage Area Network Manager: 
Guia do Usuário. 
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Tabela 12. /Os de Usuários e Senhas Obrigatórios para a Instalação (Gerenciador 
Windows) (continuação) 

Item Obrigatório Suas Informações 

Somente senha do ID de usuário do Windows para acessar o 
Tivoli NetView Tivoli NetView. Se o Tivoli NetView for 

instalado durante a instalação do IBM 
Tivoli Storage Area Network Manager, o ID 
de usuário netview será criado. Esse ID de 
usuário é utilizado para executar o serviço 
NetView. Será solicitada a senha somente se 
o IBM Tivoli Storage Area Network 
Manager instalar o Tivoli NetView . 

..._ _36 9 8 
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Instalando o Gerenciador 
Siga estas instruções para instalar o gerenciador: 

1 . É necessário ter um ID de administrador DB2 para instalar o Tivoli Storage 
Area Network Manager. 

2. Se você tiver o Tivoli NetView 7.1.3 instalado, certifique-se de que os 
seguintes aplicativos estejam encerrados: 
• Web Console 
• Web Console Security 
• MIB Loader 
• MIB Browser 
• Netmon Seed Editor 
• Tivoli Event Console Adaptar Configurator 

Além disso, certifique-se de que os Serviços de Terminal do Windows 2000 
não estejam em execução. 
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3. Insira o CD do Tivoli Storage Area Network Manager (Manager and Remote 
Console) na unidade de disco de CD-ROM. Se o autorun do Windows estiver 
ativado, o programa de instalação deverá ser iniciado automaticamente. Se 
isso não acontecer, abra o Windows Explorer e acesse a unidade de CD-ROM 
do IBM Tivoli Storage Area Network Manager. Dê um clique duplo em 
launch.exe. O painel Ativar é exibido. Selecione Manager. Clique em Avançar 
para continuar . 

~IBM Tovoh 5torage Area Network Manager ' ·~ · ' 

Digite as informações requeridas 

Selecione um produto da família "IBM Tivoli Storage Are a Network Manage( . 

(i.:, Manager 

C Remate Console 

lnstaiiShield ----------------------------

Figura 41. Painel Ativar 

4. O painel Selecione um Idioma é exibido. Selecione um idioma na lista drop 
down e clique em OK. Esse será o idioma utilizado para a instalação deste 
produto . 

Figura 42. Painel Selecione um Idioma 

-~ ~?;) .. . I ''"'C' !l·,, •1 " ,r· . . ,· 1\~ 
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5. O painel Bem-vindo é exibido. Clique em Avançar para continuar. 

~Instalador '<. :' if .......... L. Cfo[~f 

Bem-vindo ao Assistente lns1a11Shield para IBM Tilloli Storage Area Network 
Manager- GerenciadorV1.2.0 

O Assistente lnsta i/Shield instalará IBM Tivoli Storage Are a Network Manager­
Gerenciador em seu comp utador. 
Para continuar, escolha Avançar. 

IBM Tivoli Storage Are a Network Manager- Gerenciador 
Tivoli Software, IBM 
http://W>Nw.tivoli.com 

lns.tai/Shield --------------------.,.-------- -----

[Ãv~a-i.~JI _c_a_n_c_el_ar__. 

Figura 43. Painel Bem-vindo ao IBM Tivoli Storage Area Network Manager 

6. O painel Contrato de Licença de Software é exibido. Leia os termos do 
contrato de licença. Se você concordar com os termos do contrato de licença, 
selecione o botão de opções Eu aceito os termos no contrato de licença. 
Clique em Avançar para continuar. Se você não aceitar os termos do contrato 
de licença, o programa de instalação será encerrado sem instalar o Tivoli 
Storage Area Network Manager. 

Contrato de Lrc ença de ~:onware 

"".""'"il'T:oc 'i>Tco'"'''·"·. ANtES DE UTILIZAR O 
"''''~"" .;::;;o·N: RROGRAMA PARA O ÇUENIE 

n <>·"Tct) .. ,.,, • ., Pi::STE CONTRATO. AO 
. IEN'r61E$!"fARJ\. C()'Nê~OR:OAINDÓ COM E;STES 

( ) eu toncordõ cttm tts tém\os nó toP!t~o t1~· 11ténça 

(':YI2u não· t oncotdo com os:tetrno s 'iilO tortf~aló'"il"a Uben~.lif 

z.J 

<( Váttar ·1 r.vançar > Cance.lar 

Figura 44. Painel Contrato de Licença de Software 
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7 . O painel Informações sobre o Diretório é exibido. Insira um nome de diretório 
diferente ou aceite o nome de diretório padrão. O programa de instalação 
criará o diretório padrão se ele ainda não existir. Clique em Avançar para 
continuar. 

Nota -------------------------------------------------------, 

o Não utilize espaços ou hífens em nomes de diretório. 

o Se você estiver instalando o gerenciador do AIX, o caminho do 
diretório será diferente. Por exemplo, o caminho do diretório pode ser: 
/tivoli/itsanm/manager. 

~Instalador 

Clique em Avançar para instalar o "IBM Tivoli Storage Are a Network Manager 
- Gerenciado(' neste diretório ou cli que em Procurar para instalar em oulro diretório . 

Nome do Diretório: 

I c:ltivolilitsanmlmanager 
.... ... ....... ......... .. ........... .. ..................... ...... 

Procurar ... 

lnstaiiShleld ------,---,---------.,----,----------------

Cancelar ., 

Figura 45. Painel Informações sobre o Diretório 
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8 . O painel Número de Porta é exibido. Ele consiste em uma faixa de sete vÁ 

números de porta a serem utilizados pelo Tivoli Storage Area Network 
Manager. O primeiro número de porta que você especificar será considerado o 
número de porta base. Somente é necessário inserir esse número de porta base . 
O número de porta base e os 6 números seguintes serão reservados para uso 
por parte do Tivoli Storage Area Network Manager. Por exemplo, se você 
especificar o número de porta 9550, o Tivoli Storage Area Network Manager 
utilizará os números de porta entre 9550 e 9556 . 

Certifique-se de que os números de porta que você utilizar não sejam 
utilizados por outros aplicativos. Para determinar quais números de porta 
estão sendo utilizados em um computador específico, digite um dos 
comandos a seguir em um prompt de comandos: 

netstat -a 
netstat -an 

Os números de porta em uso no sistema são listados na coluna Endereço 
Local da saída. Esse campo possui o formato host:porta . 

Insira o número de porta base e clique em Avançar para continuar. 

~Jnstalador ~'Ç;~ ~@i~ 

Insira um número de porta base • 
São necessários{7} números de porta. Eles serão obtidos, em seqüência, a partir 
daquele que você. inserir • 
Certifique-se de que esses números de porta não estejam sendo utilizados por 
outros aplicativos . 

Digite as informações requeridas 

Insira um Número .de Porta 

·:· :;;_c_:.;;: ·;_:_:_:_:.;,;_:_:;,::·:_y_:;_:,:_y;,; ::·:,::;: ·:···· ·· ··"::_::.::; ·_:_:_,:.;.: ::········ . 

Cancelar 

Figura 46. Painel Número de Porta 



9. O painel ID do Usuário e Senha do Administrador DB2 é exibido. Para obter 
informações sobre esse ID de usuário do administrador DB2 do Windows, 
consulte a Tabela 12 na página 60. Insira o ID do administrador DB2 e insira a 
senha duas vezes. Certifique-se de que a senha não tenha expirado. Clique em 
Avançar para continuar. 

Nota: Se estiver instalando o gerenciador do AIX, este ID do usuário e esta 
senha são para o proprietário da instância do DB2 (por exemplo, 
db2instl) . 

~lnstalador >1: "" 

Figura 47. Painel/O do Usuário e Senha do Administrador 082 

68 IBM Tivoli Storage Area Network Manager: Guia de Planejamento e Instalação 

c 

c 

« 

• 
' 4 

• t 

• • 
t 
t 

• • t 
t 

• t 
t 

• • • • • • • • • • • • • • • 

• • • 
• • • 



• • • • • • • • • • • • • • • • :o 
• • • • • • • • • • • • 
~ • • • 
• • • • • • • • • • 

1 O. O painel ID do Usuário e Senha DB2 é exibido. Para obter informações sobre 
esse ID de usuário do Windows, consulte a Tabela 12 na página 60. Insira um 
ID do usuário DB2 e uma senha duas vezes. 

O nome padrão do banco de dados é itsarundb. Se esse não for o seu banco 
de dados, insira o nome correto do banco de dados. O nome do banco de 
dados deve conter no máximo oito caracteres. Clique em Avançar para 
continuar . 

Nota: Se você estiver utilizando um ID de usuário e uma senha existentes, o 
programa de instalação não validará essa senha. Certifique-se de que o 
ID do usuário e a senha sejam válidos. Antes de continuar o programa 
de instalação, certifique-se também de que a senha não tenha expirado . 

O ID do utouário não dew ser o mesmo aus o 10 do usuário do Administrador DB2. 
nslra o nome do banco de dados; o ID do usuá~o e a senha 
brtgatónos. Observe Que as senhas fazem diS1in~ão en1ra 
alliseulas e mlntisculas. Clique em Avançar para continuar. 

Figura 48. Painel/O do Usuário e Senha 082 

11. O ID do Usuário e a Senha para o painel WebSphere é exibido. Insira o ID de 
usuário e a senha duas vezes . 

._o_o_c. _...;:;;3_~-~- . 
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Este ffl>me de us,uár lofsenha pode ativar/desatiVar a segurança. 
Dlglte o ID ele usu.ário e a senha para o /ldml nlstra.dor do 
IEti\11 Websphere Appli.cation SEir:ver. O b~llrYil que e.$tli lO de 
us uário/senha d1.we ser um fD de osuãriolsen!ha existe nte 
no 5.0 . Clique em AlfanÇàr nara çont i 1m ar. 

1 ns ira o 10 do usuário: 

r·~~~~~~--~~~~==~~=-----~~--~~--~~- i 
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Figura 49. /0 do Usuário e Senha para o Painel WebSphere 

12. O painel Senha para Autenticação do Host é exibido. É possível inserir 
qualquer senha desejada, mas essa mesma senha deve ser utilizada para todos 
os hosts gerenciados e consoles remotos que se comunicam com esse 
gerenciador. Para obter informações sobre essa senha, consulte a Tabela 12 na 
página 60. Insira a senha duas vezes. Clique em Avançar para continuar. 

·<Volta! I. 

Figura 50. Painel Senha para Autenticação do Host 
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13. O painel Nome da Unidade do Tivoli NetView é exibido. Insira o n ome da 
unidade na qual você deseja instalar o Tivoli NetView. Clique em Avançar 
para continuar . 

Nota: 

• Se você tiver o Tivoli NetView 7.1.3 instalado, esse painel não será 
exibido . 

• Se você estiver instalando o gerenciador do AIX, esse painel não será 
exibido . 

Figura 51 . Painel Nome da Unidade do Tivo/i NetView 
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14. O painel Senha do Tivoli NetView é exibido. Para obter informações sobre o 
ID do usuário e a senha, consulte a Tabela 12 na página 60. Insira a senha duas 
vezes. Clique em Avançar para continuar. 

Nota: 

• Se você tiver o Tivoli NetView 7.1.3 instalado, esse painel não será 
exibido. 

• Se você estiver instalando o gerenciador do AIX, esse painel não será 
exibido. 

~ lnstalador " • , . . 

flara veil1icação. insi.ra a senh.a ntwamente: 

Figura 52. Painel Senha do Tivoli NetView 
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15 . 

10J-JJ 
O painel Instalação do Tivoli Storage Area Network Manager é exibido. CliqueA . 
em Avançar para continuar . 

Nota: Se você estiver instalando o gerenciador do AIX, o caminho do diretório 
será diferente. Por exemplo, o caminho do diretório pode ser: 
/tivoli/itsanm/manager . 

~ Instalador ; " • , · 

16111 Tlvoli Slorage ma Network Mana9er· Gerentla!Sorserá In &ta lado na seguinte localização: 

c:\livoJillLsa nm'ltTianagar 

para um tamanho tollll: 

351,5M8 

Figura 53. Painel Instalação do Tivoli Storage Area Network Manager 

16. O painel Status é exibido. Esse procedimento pode levar aproximadamente de 
15 a 20 minutos para ser concluído . 

· os no :n12 oc .. , · 
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~Instafador , :7 

tn5talcmduiiM Tivllll storaoe Ana Nelwurk Manager- Gerenciador •. Aguarde, JIOT f!Mll. 

0% 

Figura 54, Painel Status do Tivoli Storage Area Network Manager 
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17. Quando a instalação estiver concluída, o painel Instalado com Êxito será 
exibido . 

Se a versão correta do Tivoli NetView tiver sido instalada antes da instalação 
do gerenciador, o botão Concluir será exibido. (O Tivoli NetView não será 
instalado com o gerenciador.) Você não verá o painel seguinte que solicita a 
reinicialização do sistema . 

Se o Tivoli NetView não tiver sido instalado anteriormente e for instalado com 
essa instalação do gerenciador, o painel seguinte será exibido. Esse painel 
solicita a reinicialização do sistema . 

Clique em Concluir ou Avançar para continuar . 

~Instaladar 1:: ~$ 

O Assistente lnstaliShleld Instalou o produiDIBM Tlvofl Slorage Are a NetworkManager • 
Gerenciador com êxllo. Escolha Avanpar para comlnuar com o asslsúmte . 

Figura 55. Painel Instalado com Êxito 
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18. O painel Instalação Concluída é exibido. Para iniciar o computador 
novamente, clique em Sim, reinicialize meu sistema. Clique em Concluir 
para concluir a instalação. 

Nota: 

• Se você tiver o Tivoli NetView 7.1.3 instalado, esse painel não será 
exibido. 

• Se você estiver instalando o gerenciador do AIX, esse painel não será 
exibido. 

,~Instalador · ~ • , 

@' Sim. retnltláliZe meu sistema. 
r N.ão, telnit;lttliZarêi meursfl)!gma bas!ariortn~llté. 

Figura 56. Painel Instalação Concluída 

19. Depois de iniciar novamente o sistema, o serviço do Tivoli Storage Area 
Network Manager será automaticamente iniciado. 

20. É recomendado configurar seu banco de dados DB2 após instalar o IBM Tivoli 
Storage Area Network Manager. Consulte "Configurando o Banco de Dados 
DB2" na página 201. 

Iniciando e Parando o Gerenciador 
Para iniciar o gerenciador, siga estas etapas: 

1 . Na barra de ferramentas, clique no seguinte: 

Iniciar_. Configurações_. Painel de Controle -~ 
Ferramentas Administrativas -~ Serviços 

2. No painel Serviços, localize e realce IBM WebSphere Application Server VS­
ITSANM - Manager. 

3. Dê um clique com o botão direito do mouse em IBM WebSphere Application 
Server VS - ITSANM-Manager. 

4. Dê um clique em Iniciar. 
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Para parar o gerenciador, siga estas etapas: 

1. Na barra de ferramentas, clique no seguinte: 

Iniciar _. Configurações _. Painel de Controle _. 
Ferramentas Administrativas _. Serviços 

2. No painel Serviços, localize e realce IBM WebSphere Application Server VS -
ITSANM - Manager . 

3. Dê um clique com o botão direito do mouse em IBM WebSphere Application 
Server VS - ITSANM-Manager . 

4. Clique em Parar . 

Verificando os Arquivos de Log 
Depois de instalar o gerenciador, verifique este log para determinar se ocorreram 
erros (utilizando o diretório padrão): 

c:\tivoli\itsanm\manager\mgrlog.txt 

Se você encontrar erros de instalação, existem outros logs que podem ser 
verificados para determinar o local em que os problemas ocorreram. Os logs 
encontram-se neste diretório: 

c:\tivoli\itsanm\manager\log\install\ 
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Capítulo 6. Instalando o Gerenciador do AIX 

Para poder instalar o gerenciador, você deve ter concluído as etapas no Capítulo 4, 
"Preparando-se para a Instalação (Gerenciador do AIX)", na página 35 . 

Nota: 

• Se você já tiver instalado o Tivoli Storage Area Network Manager e quiser 
salvar as informações no banco de dados antes de reinstalar o 
gerenciador, deverá utilizar comandos do DB2 para fazer o backup desse 
banco de dados. Para obter informações sobre os comandos do DB2 para 
fazer backup de um banco de dados, consulte DB2 Universal Database: 
Referência de Comandos. O nome padrão do banco de dados Tivoli Storage 
Area Network Manager é itsanmdb . 

• O IBM Tivoli Storage Area Network Manager não oferece suporte para o 
console da Web Tivoli NetView. 

• O Tivoli NetView não está instalado e não é suportado no gerenciador do 
AIX. Se desejar ver a exibição da GUI do IBM Tivoli Storage Area 
Network Manager, instale o console remoto no Windows 2000 ou no 
Windows XP . 

• Se a instalação falhar, resolva o problema revendo os arquivos de log . 
Depois reinicialize o sistema para limpar a instalação parcial antes de 
tentar reinstalar o gerenciador . 

• O IBM Tivoli Storage Area Network Manager somente oferece suporte 
para grupos e IDs de usuário locais. O IBM Tivoli Storage Area Network 
Manager não oferece suporte para grupos e IDs de usuário de domínios . 

• Se estiver instalando o produto de um diretório e não do CD, certifique-se 
de que os nomes de diretório sejam nomes simples (sem espaços, nem 
caracteres hífen ou sublinhado) . 

• Quando instalar o IBM Tivoli Storage Area Network Manager, será criado 
automaticamente um banco de dados DB2. O nome padrão do banco de 
dados é itsanmdb . 

Antes de instalar o gerenciador, você precisará dos IDs dos usuários e das senhas 
mostradas em Tabela 13. Você pode utilizar a mesma senha para todos os IDs do 
usuário e autenticação do host. 

Tabela 13. /Os de Usuários e Senhas Obrigatórios para a Instalação (Gerenciador do A/X) 

Item Obrigatório Suas Informações 

ID de proprietário e Este é um ID do usuário para criar o banco 
senha da instância de dados do IBM Tivoli Storage Area 

1ae uoL ll'llerwon<. 1na.tta0 <::1. '--Ull"Ul'" u Ha .1:-'.;o;lla ,.7 . 

Certifique-se de que a senha não tenha 
expirado ao instalar ou executar o IBM 
Tivoli Storage Area Network Manager. 
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Tabela 13. /Os de Usuários e Senhas Obrigatórios para a Instalação (Gerenciador do 
A /X) (continuação) 

Item Obrigatório Suas Informações 

ID do usuário e ID de usuário do AIX para acessar o banco 
senha do DB2 para de dados do IBM Tivoli Storage Area 
acessar o banco de Network Manager. 
dados 

Certifique-se de que a senha não tenha 
expirado antes de instalar ou executar o 
IBM Tivoli Storage Area Network Manager. 

Se desejar alterar a senha de ID do usuário, 
siga essas etapas: 

1. Altere a senha no sistema operacional. 

2. Altere a senha no IBM Tivoli Storage 
Area Network Manager (consulte o 
comando srmcp ConfigService setPw 
no IBM Tivoli Storage Area Network 
Manager: Guia do Usuário) . 

ID do usuário e Deve ser um ID do usuário e urna senha 
senha para o existentes. 
WebSphere 

Somente senha de Você insere essa senha durante a instalação 
auten ticação do host para permitir a comunicação de hosts 
(ID do usuário não gerenciados e consoles remotos com o 
obrigatório) gerenciador. Se for alterada no computador 

do gerenciador, também deverá ser alterada 
em qualquer host gerenciado ou console 
remoto que se comunique com esse 
gerenciador. 

É possível alterar essa senha utilizando o 
comando srmcp ConfigService 
SetAuthenticationPw. Para obter 
informações sobre esse comando, consulte a 
IBM Tivoli Storage Area Network Manager: 
Guia do Usuário . 

Instalando o Gerenciador do AIX 
Estas instruções utilizam painéis semelhantes à instalação do gerenciador no 
Windows e referem-se a esses painéis. 

Siga estas instruções para instalar o gerenciador: 

1. É necessário ter um ID de administrador DB2 para instalar o Tivoli Storage 
Area Network Manager. 

2. Utilize esses comandos para criar o diretório e determine o diretório de 
montagem. O comando também executa o script de instalação. O script de 
instalação está localizado no diretório manager. Execute estes comandos: 

mkdir /cdrom 
mount -v'cdrfs' -r' ' /dev/cd0 / cd rom 
cd /cdrom/manager 
. /setup . aix 

Observe que a opção -r é acompanhada de d uas aspas. 
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3. O painel Selecione um Idioma é exibido. Selecione um idioma na lista drop vÂ' , 

down e clique em OK. Esse será o idioma utilizado para a instalação deste 
produto. Consulte a etapa 4 na página 63. 

4. O painel Bem-vindo é exibido. Clique em Avançar para continuar . 

5. O painel Contrato de Licença de Software é exibido. Leia os termos do 
contrato de licença. Se você concordar com os termos do contrato de licença, 
selecione o botão de opções Eu aceito os termos no contrato de licença. 
Clique em Avançar para continuar. Se você não aceitar os termos do contrato 
de licença, o programa de instalação será encerrado sem instalar o Tivoli 
Storage Area Network Manager . 

6. O painel Informações sobre o Diretório é exibido. Insira um nome de diretório 
diferente ou aceite o nome de diretório padrão. O programa de instalação 
criará o diretório padrão se ele ainda não existir. Clique em Avançar para 
continuar . 

Nota: Não utilize espaços ou hifens em nomes de diretório . 

7. O painel Número de Porta é exibido. Ele consiste em uma faixa de sete 
números de porta a serem utilizados pelo Tivoli Storage Area Network 
Manager. O primeiro número de porta que você especificar será considerado o 
número de porta base. Somente é necessário inserir esse número de porta base. 
O número de porta base e os 6 números seguintes serão reservados para uso 
por parte do Tivoli Storage Area Network Manager. Por exemplo, se você 
especificar o número de porta 9550, o Tivoli Storage Area Network Manager 
utilizará os números de porta entre 9550 e 9556 . 

Certifique-se de que os números de porta que você utilizar não sejam 
utilizados por outros aplicativos . 

Insira o número de porta base e clique em Avançar para continuar . 

8. O painel ID do Usuário e Senha do Administrador DB2 é exibido. Este ID do 
usuário e esta senha são do proprietário da instância do DB2 (por exemplo, 
db2instl). Consulte Tabela 13 na página 79. Digite o ID do proprietário da 
instância do DB2 e digite a senha duas vezes. Certifique-se de que a senha 
não tenha expirado. Clique em Avançar para continuar . 

9. O painel ID do Usuário e Senha DB2 é exibido. Para obter informações sobre 
esse ID de usuário, consulte a Tabela 13 na página 79. Insira um ID do usuário 
DB2 e uma senha duas vezes. 

O nome padrão do banco de dados é itsanmdb. Se esse não for o seu banco 
de dados, insira o nome correto do banco de dados. O nome do banco de 
dados deve conter no máximo oito caracteres. Clique em Avançar para 
continuar . 

Nota: Se você estiver utilizando um ID de usuário e uma senha existentes, o 
programa de instalação não validará essa senha. Certifique-se de que o 
ID do usuário e a senha se·am válidos. Antes de continuar o programa 
de instalação, certifique-se também de que a senha nao tenha expirado . 

1 O. O ID do Usuário e a Senha para o painel WebSphere é exibido. Insira o ID de 
usuário e a senha duas vezes . 

11 . O painel Senha para Autenticação do Host é exibido. É possível inserir 
qualquer senha desejada, mas essa mesma senha deve ser utilizada para todos 
os hosts gerenciados e consoles remotos que se comunicam com esse 
gerenciador. Para obter informações sobre essa senha, consulte a Tabela 13 na 
página 79. Insira a senha duas vezes. Clique em Avançar para continuar . 

12. O painel Instalação do Tivoli Storage Area Network Manager é exibido. Clique 
em Avançar para continuar . 



13. O painel Status do Tivoli Storage Area Network Manager é exibido. Esse 
procedimento pode levar aproximadamente de 15 a 20 minutos para ser 
concluído. Você verá outras janelas de prompt de comandos se abrindo e 
fechando conforme a instalação continua. 

14. Quando a instalação estiver concluída, o painel Instalado com Êxito será 
exibido. 

Clique em Concluir para sair do assistente. 

15. É recomendado configurar o banco de dados DB2 após instalar o IBM Tivoli 
Storage Area Network Manager. Consulte "Configurando o Banco de Dados 
DB2" na página 201. 

Iniciando e Parando o Gerenciador 
Para iniciar o gerenciador no AIX, vá para o diretório de trabalho e execute este 
comando (utilizando o diretório padrão): 

/tivoli/itsanm/manager/bin/aix/startSANM.sh 

Para parar o gerenciador no AIX, vá para o diretório de trabalho e execute este 
comando (utilizando o diretório padrão): 

/tivoli/itsanm/manager/bin/aix/stopSANM.sh 

Verificando os Arquivos de Log 
Depois de instalar o gerenciador, verifique este log para determinar se ocorreram 
erros (utilizando o diretório padrão): 
/tivoli/itsanm/manager/mgrlog .txt 

Se você encontrar erros de instalação, existem outros logs que podem ser 
verificados para determinar o local em que os problemas ocorreram. Os logs estão 
neste diretório: 
/tivoli/itsanm/manager/log/install/ 
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Capítulo 7. Instalando o Agente no Host Gerenciado 

Importante -----------------------------------------------------. 
Antes de instalar o Tivoli Storage Area Network Manager, certifique-se que a 
SAN esteja operacional. Verifique o seguinte: 

• Você deve ter instalado as placas HBA (adaptador de barramento de host) 
apropriadas e drivers de dispositivo (por exemplo, o HBA QLogic e drivers 
de dispositivo). Para EDFI, a API HBA comum da fase 2 deve ser instalada 
no host gerenciado. Isto é obrigatório para reunir estatísticas de portas . 
Para obter uma lista de compatibilidade de dispositivos, consulte o 
seguinte endereço da Web: 

http://www-3.ibm.com/software/sysmgmt/products/support/ 

Selecione IBM Tivoli Storage Area Network Manager na lista drop down. 

• Certifique-se de que o pacote de driver de dispositivo para o HBA possua 
suporte instalado para a API HBA comum ou que você tenha executado 
um programa de instalação separado para esse pacote. Em caso de 
dúvidas, entre em contato com o fabricante do HBA . 

Atenção: 

Recomendamos que você não instale os agentes do Tivoli Storage Area Network 
Manager em servidores que se comunicam com dispositivos de núdia removível. 
Sempre que um processo de discovery é executado, os agentes enviam comandos 
SCSI aos dispositivos para identificar o tipo desses dispositivos. Se o destino for 
um dispositivo de núdia removível que não consegue manipular o enfileiramento 
de comandos, poderá haver uma falha de comando de leitura ou gravação de fita 
extensa . 

Nota: 

• Para poder instalar o agente do Tivoli Storage Area Network Manager, é 
necessário ter um ID do usuário Windows com autoridade administrativa 
ou um ID do usuário UNIX com autoridade raiz. Também é necessário ter 
as informações descritas na Tabela 8 na página 21. 

• Você deve ter 150MB de espaço em disco temporário para instalar o 
agente . 

• Para alterar o número de porta para um host gerenciado, você deve 
remover a instalação do agente e, em seguida, reinstalá-lo. O gerenciador 
considerará o host gerenciado com o número de porta alterado como um 
novo host gerenciado . 

Instalando o Agente do IBM Tivoli Storage Area Network Manager no 
Windows 2000 ou NT 

Você deve ter autoridade de administrador para instalar o agente. Siga es tas 
instruções para instalar o agente do Tivoli Storage Area Network Manager: 

1. Verifique se o sistema está utilizando um nome de host completo. Consulte 
"Verificando Nomes de Host Completos" na página 204 
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2. Somente para Windows NT: o programa msi da Microsoft deve estar 
instalado. Se esse programa não estiver instalado, visite o Web site a seguir: 

http://www.microsoft .com/downloads/release.asp?releaseid=32832&Newlist=l 

Instale o programa rnsi da Microsoft a partir desse Web site antes de instalar o 
agente do IBM Tivoli Storage Area Network Manager. 

3. Insira o CD Tivoli Storage Area Network Manager Agents na unidade de 
disco de CD-ROM. Se o autorun do Windows estiver ativado, o programa de 
instalação deverá ser iniciado automaticamente. Se isso não acontecer, abra o 
Windows Explorer e acesse a unidade de CD-ROM do IBM Tivoli Storage 
Area Network Manager. Dê um clique duplo em setup.exe. 

4. O painel Selecione um Idioma é exibido. Selecione um idioma na lista drop 
down e clique em OK. Esse será o idioma utilizado para a instalação deste 
produto. 

Assistente lnstaiiShield :~ ~~~: . ~ · · · ······ ~) 

Selecione um idioma a ser usado para e.ste assistente. 

Figura 57. Painel Selecione um Idioma 

5. O painel Bem-vindo é exibido. Clique em Avançar para continuar. 

Bem-vindo ao Assistente lnstaiiShield para IBM Tivoli storage Area Network 
Manager. AgenteV1.2.0 

O Assistente InstaiiShield instalará IBM Tivoll Storage Are a Network Manager­
Agente em seu computador. 

Para continuar, escolha Avançar. 

IBM Tivoli Storage Are a Network Manager- Agente 
Tivoli Soflware, IBM 
httpJtwww.tivoli.com 

lnstaiiShield ---------,----:c---,::--,---------------

Figura 58. Painel Bem-vindo ao Tivoli Storage Area Network Manager 
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6. O painel Contrato de Licença de Software é exibido. Leia os termos do 
contrato de licença. Se você concordar com os termos do contrato de licença, 
selecione o botão de opções Eu aceito os termos no contrato de licença. 
Clique em Avançar para continuar. Se você não aceitar os termos do contrato 
de licença, o programa de instalação será encerrado sem instalar o agente do 
Tivoli Storage Area Network Manager. 

~Instalador . · ·&J · 

Conlralo de Lrcença de ~-oft,'lo·are 

il..tiA ESTE CONTRATO bOM MUfJiAATENÇÃO ANTES I;l.!; I;JTI LlZAR O 
~PRôGRAMA 1\ IBM SOMENTE UOENCIARAESTE PROGRAMA PARA O QUENTE . 
SE O CLIENTE ACElTAFVPREVII\MEN:nt OBT ERMOS DEStE CONTRATO, AO 

. i!JtiUZI\R O PROORAMA. ()>Cl!I.ENJE.'ESTARÁ CONCOR.DANDO GOM ESTES 

. JERMOS. SE O cUSN'lE' NÃO CONCORDAR COM OS TERMOS 11>ESTE 
CoNTRATO, DEVERÁDEVOLVER 11i1EDIATAMEN!E O PROGRAMA 

· !NÃO•VFIUZADO f>ARA A<I9M. 

Figura 59. Painel Contrato de Licença 
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7. O painel Informações sobre o Diretório é exibido. Insira um nome de diretório 
diferente ou aceite o nome de diretório padrão. Insira um caminho absoluto 
para o destino, por exemplo, no Windows, c:\ ti v o li\ i tsanm\agent. Clique 
em Avançar para continuar . 

Nota: 
• Não utilize espaços ou hífens em nomes de diretório . 

• Esse painel terá um caminho de diretório diferente para a instalação 
no UNIX, por exemplo, 

/tivoli/itsanm/agent 

~Instalador lm!l ' 
Clique em Avançar para Instalar o "IBM Tivoll Storage Are a Network Manager 
-Agente" neste diretório ou clique em Procurar para instalar em outro diretório . 

Nome do.Oiretórlo: 

. Procurar ... I 

:lnstalll:lhiefq .. ~....,.,=~~...,.--~...,.----------~~--------

<Voltar ~~~r~l '~ Cancelar 

Figura 60. Painel Informações sobre o Diretório 

8. O painel Informações sobre o Gerenciador é exibido. Insira um nome de host 
completo e um número de porta base para o Tivoli Storage Area Network 
Manager. O número de porta base é o primeiro número de porta especificado 
na etapa 8 na página 67. Clique em Avançar para continuar . 

Capítulo 7. Instalando ~ .Ag~n~-~ ?? H.os Ge, renciado 87 
. [ol!t..;v i ,.,,.. ' ' · .. · 
i C:Jr.l l- - _:,·- .... -, ·::: 
' . ,f ~ ~ 1""1 

_::,~ . l J Lj: ~ 
r.::l.. j\J(;. ____ _ 

o ' "l 6 9 8· 
=1 oo~ . __ J ___ _ 



• -!nstalador · .-_:-:.: 

ln"ira o NQmé· e o l'tlmero da P01ta 'do Gerençiador obrigatóriO$. o nome 
(jq g.~(!)nciador qeve ser 00fi1P!~to. ÇliqufH~m .1\_ve,f\çar para conUnuar 

j myh~t.ctora(laoar1~'ce:~-com 
Insira o Ni)l'lie(o dli Porta d:o Gerenciador: 

- ~ :~~nçar>l _ Qan~el.ar 

Figura 61. Painel informações sobre o Gerenciador 

9. O painel Número de Porta é exibido. Esse número de porta consiste em uma 
faixa de quatro números de porta. O número de porta inicial inserido é 
considerado o número de porta base. Você precisa inserir apenas o número de 
porta base nesse painel. Para obter informações sobre números de porta, 
consulte a Tabela 8 na página 21. Insira o número de porta base. Clique em 
Avançar para continuar. 

base. 
neíí&lls4rios t7lUiOfi1ero!> qe port$. Eles•s.é.r;io ófrtldos., etn!l:et:tU~nc.l~, <i ·pgrtlr 

insl~ I I S .h ie ld --

<Voltar Çance.lar 

Figura 62. Painel Número de Porta 
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O painel Senha para Autenticação do Host é exibido. Essa senha deve ser a \;Â . 
mesma senha do gerenciador com o qual este host gerenciado se comunica . 
Para obter informações sobre essa senha, consulte a Tabela 12 na página 60. 
Insira a senha duas vezes. Clique em Avançar para continuar . 

• """··:;:·;;<.;< 

cancetar J : 

Figura 63. Painel Senha para Autenticação do Host 

11. O painel Confirmação é exibido. Clique em Avançar para concluir . 

Nota: Nos sistemas UNIX, o caminho do diretório é /ti vol i /i tsanm/agent . 

. ..... -~ ' 

· RQS r'' '~~;~GC • -: ;:' 
'DH' ''" ·) ' · · ~ . 
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~Instalador , · ''~ 

IBM Tivoli Storage Are a Network Manager- Agente será instalado na seguinte 

localização: 

c :\tivol~itsanm\agent 

para um tamanho total : 

62,5MB 

lnstaiiShield ----------------------------

<Voltar IL~Y.:ãn~:~r. :~JI Cancelar 

Figura 64. Painel Confirmação 
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12. O painel Status é exibido . 

~ Instalador : · · " , 

Instalando IBM Tivoli storage Area Network Manager - Agente •.. Aguarde, por 
favor . 

.. _____________ __ ~-4~%~ 

lnstaliShield ~~---,-,---~'"""'----~~--------,------~---

Figura 65. Painel Status 

13. Quando a instalação estiver concluída, o painel Instalado com Êxito será 
exibido. Clique em Concluir para concluir a instalação . 

~Instalador • ·. , ,...,. . 

O Assistente lnslaliShiel.d instalou o;produto·JBM Tivoli Storage Are a Network 
·Manager- Agente com êxito. Escolha Concluir para s air do assistente . 

lnstaliShield ----,----,-..,..,-----------,-------------

Figura 66. Painel Instalado com Êxito 

14. O agente é iniciado automaticamente após a instalação . 
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Iniciando e Encerrando o Agente no Windows 
Se for necessário iniciar ou encerrar manualmente o agente, clique em: 

Iniciar~ Configurações ~ Painel de Controle ~ 
Ferramentas Administrativas ~ Serviços 

O painel Serviços é exibido. Você pode encerrar ou iniciar o serviço do agente 
nesse painel. 

Para parar o agente, clique com o botão direito do mouse em Agente ITSANM. 
Clique em Parar. Um painel de confirmação é exibido indicando que o serviço foi 
encerrado. 

Para iniciar o agente, clique com o botão direito do mouse em Agente ITSANM. 
Dê um clique em Iniciar. Um painel de confirmação é exibido indicando que o 
serviço foi iniciado. 

Instalando o Agente no Solaris 
Você deve ter autoridade root para instalar o agente. Siga estas instruções para 
instalar o agente do Tivoli Storage Area Network Manager: 

1. Insira o CD do Agente IBM Tivoli Storage Area Network Manager na unidade 
de CD-ROM. 

2. A unidade deve ser montada manualmente. O script de instalação está 
localizado no diretório do agente. Utilize estes comandos para determinar o 
diretório de montagem (por exemplo, /cdrom/agent) e executar o script de 
instalação: 

df -k (para procurar sistema montado) 
cd /cdrom/agent 
./setup.sol (para o Solaris) 

3. Siga as orientações nos painéis de instalação, começando com a etapa 4 na 
página 84. 

4. O agente é iniciado automaticamente após a instalação. 

Iniciando e Encerrando o Agente no Solaris 
Caso seja necessário iniciar o agente, acesse o diretório de trabalho e execute este 
comando: 

/tivoli/itsanm/agent/bin/solaris2/tcstart.sh 

Para encerrar os serviços, acesse o diretório de trabalho e execute este comando: 

/tivoli/itsanm/agent/bin/solaris2/tcstop.sh 

Instalando o Agente no AIX 
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Você deve ter autoridade root para instalar o agente. Siga estas instruções para 
instalar o agente do Tivoli Storage Area Network Manager: 

1. Insira o CD do Agente IBM Tivoli Storage Area Network Manager na unidade 
de CD-ROM. 

2. Utilize os comandos a seguir para determinar o diretório de montagem e 
executar o script de instalação. O script de instalação está localizado no 
diretório do agente. Execute estes comandos: 

mkdir /cdrom 
mount -v'cdrfs' - r'' /dev/cdO /cdrom 
cd /cdrom/agent 
. /setup.aix 
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3. Siga as orientações nos painéis de instalação, começando com a etapa 4 na 
página 84 . 

4. O agente é iniciado automaticamente após a instalação . 

Iniciando e Encerrando o Agente no AIX 
Para iniciar o agente no AIX, vá para o diretório de trabalho e execute estes 
comandos (utilizando o diretório padrão): 

/tivoli/itsanm/agent/bin/aix/tcstart.sh 

Para encerrar agente no AIX, vá para o diretório de trabalho e execute este 
comando (utilizando o diretório padrão): 

/tivoli/itsanm/agent/bin/aix/tcstop.sh 

Instalando o Agente no Linux 
Antes de instalar o agente do Linux, observe os seguintes requisitos: 

• Você deve ter autoridade root para instalar o agente. 

• O APMD (Advanced Power Management Daemon) deve estar desativado nas 
máquinas Linux. O APMD encerra a placa de rede quando o protetor de tela é 
exibido (após alguns minutos de inatividade). O agente pára a comunicação com 
o gerenciador quando a placa de rede está desativada . 

Siga estas instruções para instalar o agente do Tivoli Storage Area Network 
Manager: 

1 . Insira o CD do Agente IBM Tivoli Storage Area Network Manager na unidade 
de CD-ROM . 

2. Execute os comandos a seguir. Os comandos criam o diretório de CD-ROM, 
montam o diretório de CD-ROM, alternam para o diretório do agente, e em 
seguida executam o script de instalação. 
mkdir /cdrom 
mount /dev/cdO /cdrom 

cd /cdrom/agent 
./setup.lin 

3.. Siga as orientações nos painéis de instalação, começando com a etapa 4 na 
página 84. 

4. O agente é iniciado automaticamente após a instalação . 

Iniciando e Encerrando o Agente no Linux 
Caso seja necessário iniciar o agente, execute este comando: 

/tivoli/itsanm/agent/bin/linux/tcstart 

Para parar o agente, execute este comando: 

/tlvOil/ltsanm/agent/bln/llnux/tcstop 

Verificando os Arquivos de Log 
Depois de instalar o agente do Windows, verifique este log para determinar se 
ocorreram erros (utilizando o diretório padrão): 

c:\tivoli\itsanm\agent\agentlog.txt 

Depois de instalar o agente do UNIX, verifique este log para determinar se 
ocorreram erros (utilizando o diretório padrão): 

tivoli/itsanm/agent/agentlog.txt 
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.A· 
Capítulo 8. Instalando o Console Remoto do IBM Tivoli 
Storage Area Network Manager 

O console remoto permite acessar o IBM Tivoli Storage Area Network Manager em 
qualquer local. Se você possui vários operadores que precisam exibir a topologia 
do ambiente, a existência de vários consoles remotos instalados facilita o acesso 
para a monitoração desse ambiente . 

Você deve ter um ID de usuário do Windows com autoridade administrativa para 
instalar o console do IBM Tivoli Storage Area Network Manager. Esse console deve 
ser instalado em uma plataforma Windows 2000 ou XP. Se você tiver o Tivoli 
NetView 7.1.3 instalado, o IBM Tivoli Storage Area Network Manager configurará 
o Tivoli NetView, mas não o instalará. Se o Tivoli NetView 7.1.3 não estiver 
instalado, o IBM Tivoli Storage Area Network Manager instalará o Tivoli NetView . 

Nota: 

• O IBM Tivoli Storage Area Network Manager não oferece suporte para o 
console da Web Tivoli NetView . 

• É necessário parar o Windows Terminal Services antes de instalar o 
console remoto. Não é possível utilizar o Windows Terminal Services para 
acessar o console. 

• Certifique-se de ter instalado o serviço SNMP e de ter definido o nome da 
comunidade SNMP como Público. Consulte "Etapa 5: Instale o Serviço 
SNMP" na página 29 . 

• Se a instalação do console remoto falhar, resolva o problema revendo os 
arquivos de log. Em seguida reinicialize o sistema para que a instalação 
parcial com falha seja limpa antes de tentar reinstalar o console remoto . 
Exclua todos os arquivos abaixo do diretório de instalação base (do 
console para baixo). Por exemplo, exclua todos os arquivos começando a 
partir deste diretório para baixo: 

c:\tivoli\itsanm\console 

Antes de Instalar o Console Remoto 
Após instalar o Service Pack 3 para o Windows 2000 nos computadores, é preciso 
seguir essas etapas para evitar problemas de endereçamento com o Tivoli Storage 
Area Network Manager. O problema é causado pelo protocolo de resolução de 
endereços, que retoma o nome abreviado (nome do host incompleto) . É possível 
evitá-lo alterando as entradas nas tabelas de host correspondentes no servidor DNS 
e no computador local. O nome do host completo deve estar listado antes do nome 
abte'v iado. Para corrigir esse problema, siga as etapas em "Alterando o Arquivo 
HOSTS" na página 206 . 
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Instalando o Console Remoto 
Antes de instalar o console remoto, verifique se você possui 150 MB de espaço em 
disco temporário disponível. É possível localizar o disco temporário informando 
este comando: 

echo %TEMP% 

Siga estas instruções para instalar o console remoto: 

1. Se você tiver o Tivoli NetView 7.1.3 instalado, certifique-se de que os 
seguintes aplicativos estejam encerrados: 

• Web Console 

• Web Console Security 

• MIB Loader 

• MIB Browser 

• Netmon Seed Editor 

• Tivoli Event Console Adaptor Configurator 

2. Instale o Serviço SNMP. Consulte "Etapa 5: Instale o Serviço SNMP" na 
página 29. 

3. Insira o CD do Tivoli Storage Area Network Manager Manager and Remote 
Console na unidade de disco do CD-ROM. Se o autorun do Windows estiver 
ativado, o programa de instalação deverá ser iniciado automaticamente. Se 
isso não acontecer, abra o Windows Explorer e acesse a unidade de CD-ROM 
do IBM Tivoli Storage Area Network Manager. Dê um clique duplo em 
IaU:nch.exe. 

4. O painel Ativar é exibido. Selecione Remote Console. Clique em Avançar 
para continuar. 

~IBM Tovoh Storage Area Network Manager ~-f 

Digite as informações requeridas 

Selecione um produto da família "IBM Tivoli Storage Are a Network Manager'' . 

lnstaiiShield -----------------------------

Avançar > Canc elar 

Figura 67. Painel Ativar 
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5. O painel Selecione um Idioma é exibido. Selecione um idioma na lista drop V 
down e clique em OK. Esse será o idioma utilizado para a instalação deste 
produto . 

Assistente lnstaiiShield . -;:ti\ 
~ ' "<~h • ~ 

Selecíolle um idioma a ser usado para este assistante .. 

Figura 68. Painel Selecione um Idioma 

6. O painel Bem-vindo é exibido. Clique em Avançar para continuar . 

.Bem-vindo ao Assistente lnstaiiShield para IBM íNDii storage Area Network 
Manager- ConsoleV1.2.0 

O Assistente lnstaiiShleld Instalará IBM Tivoli Storage Area Network Manager­
Console em seu computador. 
Para continuar, escolha Avançar . 

IBM Tivoli Slorage Area Network Manager- Console 

Tivoli Software, IBM 

http:ltwww.tivoli .• com 

X 

lnstai/Shield ~- -,-...,.....~...,.--,.--~-------~-------------

Avançar> Cancelar 

Figura 69. Painel Bem-vindo ao IBM Tivoli Storage Area Network Manager 

7 O painel Contrato de I jçença de Software é exibido I eia os termos do 
contrato de licença. Se você concordar com os termos do contrato de licença, 
selecione o botão de opções Eu aceito os termos no contrato de licença. 
Clique em Avançar para continuar. Se você não aceitar os termos do contrato 
de licença, o programa de instalação será encerrado sem instalar o IBM Tivoli 
Storage Area Network Manager . 

NR l Doe 
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t:EIA ESTE CONTRATO COM!MUITAATENÇÃOMJTES OE UTIUZAA O . 
PROGRAMA AIBM SOr.!ENT:E UCENCIARÃ.ESTE PROGRAMA PARA O eLlEN'FE 
SE O CUENTEACE!TAR PREVVWENTEOSTERMOS DESTE CONTRATO. AO 
IJ;J;ILJZliR O PROGRAMA, O CLIENTE. ESTARÁ CONCORDANDO COM ESTES 
TERMOS.. SE O CLIENTE NÃO-CONCORDAR COM OS U:RMOS:b.ESTE 
c.ONJ'RATO,J:>E;VERÁ OEI/OLVÉR lltlE:ml\tAMENTE (). PROORAMA 
'Nâo"UTJI,;IlADO PARAAJBM. 

Cancelar 

Figura 70. Painel Contrato de Licença de Software 

8. O painel Informações sobre o Diretório é exibido. Insira um nome de diretório 
diferente ou aceite o nome do diretório padrão no qual o IBM Tivoli Storage 
Area Network Manager será instalado. Clique em Avançar para continuar. 

No ta: Não utilize espaços ou hifens em nomes de diretório. 

~Instalador 

Clique em Avançar para instalar o "IBM Tivolí Storage Are a Network Manager 
- -Console" neste diretório ou clique em Procurar para instalar em outro diretório. 

Nome do Diretório: 

; Procurar .. . I 

lnstaiiShield -------------------------------

Cancelar 

Figura 71 . Painel Informações sobre o Diretório 

9. O painel Informações sobre o Gerenciador é exibido. Essas informações 
consistem no nome de host completo e no número de porta base para o 
computador do gerenciador. O número de porta base é o primeiro n 'p1~e 
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10J g . 
porta especificado na etapa 8 na página 67. Insira suas informações e clique ) . 
em Avançar para continuar . 

• · lnstalaclor ·.,:~~4.0: , 

. .... ........ .. ... ... .. . .............. "' .... . .... ,...... :::·::· ... .. :··:: ·::::::.:.~--~ . . 

Figura 72. Painel Informações sobre o Gerenciador 

1 O. O painel Número de Porta é exibido. Esse número de porta corresponde a 
uma faixa de seis números de porta. O número de porta inicial inserido é 
considerado o número de porta base. Para obter informações sobre números de 
porta, consulte a Tabela 7 na página 20. Insira o número de porta base. Clique 
em Avançar para continuar . 

Doe 
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• · lnstalador : ; . ' 

Insira. U!11 na~~o '~porta ba$e.. 
Saà .ne<:e$sáJios ~I n6rneros de po<la. Ele$ Sê!l<> ol>l~, em seqil~cia, a partir daQilele que wx:~ inseJÍr. 
:Certíflqu.-sa daqu.a esseo ntlnMfos deporta n~ 'l$laj;lm sendo ulili<•do• po< outr<>s•aplicoliloos 

Ndmer.oda.R>rta: 

Figura 73. Painel Número de Porta 

11. O painel Senha para Autenticação do Host é exibido. Essa senha deve utilizar 
a mesma senha do gerenciador com o qual este console remoto se comunica. 
Para obter informações sobre essa senha, consulte a Tabela 12 na página 60. 
Insira a senha duas vezes. Clique em Avançar para continuar. 

<Voltar j[~iftiê.:J Canceiar 

Figura 74. Painel Senha para Autenticação do Host 
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12. O painel Nome da Unidade do Tivoli NetView é exibido. Insira o nome da 
unidade na qual você deseja instalar o Tivoli NetView. Clique em Avançar 
para continuar . 

Nota: Esse painel não será exibido se o Tivoli NetView 7.1.3 estiver instalado . 

• • • • • • ••••••••••• •• • • m ••• • • • • ••••• ••••• •• • ••••••••••••• • • ••• •• • ~'trif!l 

~Instalador %:;}~~~ 

Figura 75. Painel Nome da Unidade do Tivoli NetView 

13. O painel Senha do Tivoli NetView é exibido. Para obter informações sobre o 
ID do usuário e a senha, consulte a Tabela 12 na página 60. Insira a senha duas 
vezes. Clique em Avançar para continuar . 

Nota: Esse painel não será exibido se o Tivoli NetView 7.1.3 estiver instalado . 

/J-;::7 
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Canc.elar 

Figura 76. Painel Senha do Tivoli NetView 

14. O painel Confirmação da Instalação é exibido. Confirme se o diretório 
especificado é o local em que você deseja instalar o console. Clique em 
Avançar para continuar. 

~ Instalador i!B . 

IBMTivoli Storage Area Nelwork Manager- Console será instalado na seguinte 
localização: 

c:\tivomitsanm\console 

para um tamanho total: 

264,5MB 

lnstaiiShield --------------------------------

Cance lar 

Figura 77. Painel Confirmação da Instalação 

15. O painel Status é exibido. Esse procedimento demorará aproximadamente de 
15 a 20 minutos. Você verá várias janelas de prompt de comandos se abrindo 
e fechando durante a instalação. 
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~Instalador , lJ!' 

Instalando IBM Tivoli storage Area Network Manager - Console ••• Aguarde, por 
riMir. · 

0% 

lnstaiiShield --~------,-----=-------------------

Figura 78. Painel Status 

16. Quando a instalação estiver concluída, o painel Instalado com Êxito será 
exibido. Clique em Avançar para continuar . 

~Instalador ~~);.~ --, ':. 

o Assistente lnstaiiShield.instalou o produto IBM Tivoli Storage Are a NetworK 

Manager- Console com -êxito. Escolha ·Avançar para continuar com o assistente . 

Cancelar 

Figura 79. Painel Instalado com Êxito 

17 . O painel Instalação Concluída é exibido. Para iniciar o computador 
novamente, clique em Sim, reinicialize meu sistema. Clique em Concluir 
para concluir a instalação. 

qf= 
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~Jnstalador . ' !Sr.~,. 

Para concrvtr esiaAnstalaçã~. relntctali~e o;Sisrema. · 

(ê Sim, reinicializB meu sistema. 

r Não, reinlcialiZaret meu·srslêma pQs!linormeme. 

Figura 80. Painel Instalação Concluída 

18. Se o painel de prompt na etapa 17 na página 103 não for exibid o, você deverá 
reinicializar o computador. Reinicialize o comp utador. 

19. Depois de reinicializar o computador, verifique se o console do Tivoli Storage 
Area Network Manager foi iniciado. Clique no seguinte: 

Iniciar_. Configurações_. Painel de controle_. Ferramentas 
administrativas _. Serviços (Serviços do NT) _. Console do ITSANM 

20. Depois de instalar o console do IBM Tivoli Storage Area Network Manager, 
você precisará criar entradas de trap no arquivo trapd.conf do Tivoli NetView. 
Consulte "Configurando o Arquivo MIB no Tivoli NetView" na página 113. 

Iniciando e Parando o Console Remoto 
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Para iniciar o console remoto, siga estas etapas: 

1. Na barra de ferramentas, clique no seguinte: 

Iniciar_. Definições _. Painel de Controle -~ Ferramentas Administrativas -• 
Serviços 

2. No painel Serviços, localize e destaque ITSANM - Console. 

3. Clique com o botão direito do mouse em ITSANM - Console. 

4. Dê um clique em Iniciar. 

Para parar o console remoto, siga estas etapas: 

1 . Na barra de ferramentas, clique no seguinte: 

Iniciar_. Definições_. Painel de Controle -• Ferramentas Administrativas -• 
Serviços 

2. No painel Serviços, localize e destaque ITSANM- Console. 

3. Clique com o botão direito do mouse em ITSANM - Console. 

4. Clique em Parar. 
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Depois de instalar o console remoto, verifique este log para determinar se 
ocorreram erros (utilizando o diretório padrão): 

c:\tivoli\itsanm\console\log.txt 

Outros logs recomendados para a verificação de condições de erro são os logs do 
Tivoli NetView localizados neste diretório padrão: 

c:\tivoli\itsanm\console\nv\log\* 

Se você estiver reinicializando o console remoto e o gerenciador estiver sendo 
executado, você poderá ver essas mensagens de erro: 
BTASD1863E Ocorreu um erro ao enviar a cadeia por meio de 

socket.com.tivoli .sanmgmt.tsanm.console.network.MsgSendersendCheckMsg 
BTASD1865E Ocorreu um erro ao gravar em 

socket.com.tivoli . sanmgmt.tsanm.console.network.ClientSockCleintSock 
BTASD1856E A conexão ao daemon do IBM Tivoli NetView é 

down .com.tivoli.sanmgmt.tsanm.console.SanManagerDaemon$MapperWatchThreadrun 

Estas mensagens são normais neste ambiente . 

36 9 
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Capítulo 9. Configurando o IBM Tivoli Storage Area Network 
Manager 

Esta seção fornece informações sobre as diferentes opções de configuração que 
podem ser selecionadas, bem como os procedimentos que você pode seguir para 
atingir esses objetivos . 

Siga estas etapas gerais para configurar o IBM Tivoli Storage Area Network 
Manager: 

1. Selecione urna opção de configuração e siga as etapas para concluir a 
configuração. Consulte "Opções de Configuração" na página 108. 

2 . Configure os agentes fora de banda. Consulte "Configurando os Agentes Fora 
de Banda" na página 112 . 

3. Configure o arquivo mib. Consulte "Configurando o Arquivo MIB no Tivoli 
NetView" na página 113. 

4. Configure o IBM Tivoli Storage Area Network Manager para enviar eventos. 
Consulte "Configurando o IBM Tivoli Storage Area Network Manager para 
Enviar Eventos" na página 113 . 

Outras informações sobre a configuração incluem: 

• Configuração de dispositivos para enviar eventos ao Tivoli Enterprise Console . 
Consulte "Configurando Dispositivos para Enviar Eventos ao Tivoli Enterprise 
Console" na página 116 . 

• Configuração do IBM Tivoli Storage Area Network Manager para a descoberta 
de iSCSI. Consulte "Configurando o IBM Tivoli Storage Area Network Manager 
para a Descoberta de iSCSI" na página 118 . 

• Configuração do IBM Tivoli Storage Area Network Manager para EDFI . 
Consulte "Configurando o IBM Tivoli Storage Area Network Manager para 
EDFI" na página 123 . 

Para obter mais informações sobre eventos em banda e traps SNMP fora de banda, 
consulte "Informações Adicionais" na página 210 . 

Controlando e Filtrando Eventos 
O IBM Tivoli Storage Area Network Manager executa descobertas quando recebe 
eventos para atualizar as informações no banco de dados. Geralmente, esses 
eventos são traps SNMP de chaves que indicam as alterações da SAN. Os 
subsistemas de armazenamento e outros dispositivos podem ser configurados para 
enviar traps SNMP ao IBM Tivoli Storage Area Network Manager para iniciar 
novamente o processo discovery de varredura . 

Nem todos os traps que podem ser publicados por dispositivos indicam alterações 
no status da SANou na configuração. Por exemplo, muitos dispositivos suportam 
vários níveis de traps SNMP e a monitoração de parâmetros e contadores internos. 
Esses traps causariam muitas redescobertas não desejadas pelo IBM Tivoli Stora ge 
Area Network Manager. Evite enviar esses traps ao IBM Tivoli Storage Area 
Network Manager. Isto pode ser configurado no nível do dispositivo ou pode ser 
filtrado com o Tivoli NetView . 
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O Tivoli NetView fornece um serviço de envio de eventos. Esse ambiente é 
configurado quando os dispositivos enviam traps SNMP para o Tivoli NetView e o 
NetView é configurado para enviar traps SNMP ao IBM Tivoli Storage Area 
Network Manager. Isto permite visualizar os eventos no monitor de eventos do 
Tivoli NetView. Isto também faz com que o IBM Tivoli Storage Area Network 
Manager execute uma redescoberta com base na recepção desses eventos. 

Os únicos eventos que devem ser encaminhados do Tivoli NetView para o IBM 
Tivoli Storage Area Network Manager são aqueles que indicam uma alteração no 
status ou na configuração da SAN. Outros traps proprietários de chaves e 
dispositivos de armazenamento que indiquem alterações de status ou de 
configuração da SAN, também devem ser configurados para encaminhamento. Por 
exemplo, eventos provenientes de um Enterprise Storage Server que indiquem 
alterações internas, como alterações de configuração de LUN, devem ser 
encaminhados ao IBM Tivoli Storage Area Network Manager. Isto é importante 
para a obtenção de informações sobre eventos de nível da LUN. 

Opções de Configuração 

108 

As seções a seguir fornecem informações sobre as diferentes opções de 
configuração que podem ser selecionadas. Consulte a Figura 81 durante a leitura 
dessas opções. 

Host 
Gerenciado 

(Agente) '"' \ \ 
\ 

3 

Porta 162 
do Console 

SNMP 

Figura 81 . Opções de Configuração do IBM Tivoli Storage Area Network Manager 

Configurando Dispos1t1vos e Programas para Env1ar Todos os 
Traps SNMP ao Console Tivoli NetView 

Essa é a configuração para a qual o Tivoli Storage Area Network Manager foi 
desenvolvido para oferecer o melhor suporte. Ela corresponde ao caminho 1 da 
Figura 81. Nesse caso, o Tivoli NetView é o console SNMP. Por padrão, o Tivoli 
NetView escuta traps SNMP na porta 162. Vários subsistemas de dispositivos e 
armazenamento na sua rede de armazenamento podem ser configurados para 
enviar traps SNMP a esse número de porta. Configure esses dispositivos 
individuais de forma a apontá-los para a máquina que está executando o Tivoli 
NetView. 
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O procedimento abaixo descreve como configurar o IBM Tivoli Storage Area 
Network Manager para enviar traps ao IBM Tivoli Storage Area Network Manager . 
Consulte "Configurando Dispositivos para Enviar Traps ao IBM Tivoli Storage 
Area Network Manager" na página 110. O Tivoli Storage Area Network Manager 
pode atualizar a exibição da topologia para refletir o status da rede de 
armazenamento com base nas informações reunidas a parir de seus hosts 
gerenciados . 

Se você também tiver configurado o Tivoli Storage Area Network Manager para 
enviar traps SNMP ao console Tivoli NetView (caminho 3), essa configuração 
rastreará todos os traps SNMP na rede de armazenamento. Isso pode ser feito a 
partir de um único console. O console Tivoli NetView pode ser utilizado como o 
console de gerenciamento SNMP. Você pode exibir informações sobre dispositivos e 
monitorar as alterações no status desses dispositivos no Navegador de Eventos do 
Tivoli NetView . 

Se você tiver um gerenciador AIX edesejar gerenciar para receber traps de um 
processo discovery com base em eventos, então os traps de chave devem ser 
enviados para a porta 162 em um console do SNMP. Utilize o console remoto em 
uma máquina Windows como console SNMP. Depois associe este console ao 
gerenciador AIX. O arquivo t rapfrwd. conf no console remoto deve ser modificado 
com o endereço IP do gerenciador AIX (no lugar do host local). A porta é 9556 por 
padrão . 

Procedimento para Configurar Dispositivos e Programas 
Se você já tiver o Tivoli NetView instalado e, em seguida, instalar o gerenciador, 
deverá executar a etapa 1. Para implementar essa configuração, faça o seguinte: 

1. Configure o encaminhamento de traps do Tivoli NetView . 

Siga estas etapas para configurar o Tivoli NetView: 

a. Configure o daemon trapfrwd do Tivoli NetView. Edite o arquivo 
trapfrwd. conf no diretório \usr\ov\conf. Esse arquivo contém duas seções: 
a seção Hosts e a seção Traps. Modifique a seção Hosts para especificar o 
nome do host e a porta para o encaminhamento de traps. Modifique a seção 
Traps para especificar quais traps devem ser encaminhados pelo Tivoli 
NetView. Os traps a serem encaminhados para o Tivoli Storage Area 
Network Manager são: 
#mgmt 
1.3.6.1.2 * (Inclui traps MIB-2 e 

traps FC Management MIB de McDATA) 
#experimenta 1 
1.3.6.1.3 * (Inclui traps FE MIB e traps FC Management MIB) 
1.3.6.1.4 * (Inclui traps MIB de propriedade e traps FC Management MIB de 
McDATA) 
#Andiamo 
1.3.6.1.4.1.9524 * 
#Brocade 
1.3.6.1.4.1.1588 * 
#Cisco 
1.3.6.1.4.1.9 * 
#Gadzoox 
1.3.6.1.4.1.1754 * 
#Inrange 
1.3.6.1.4.1.5808 * 
#McData 
1.3.6.1.4.1.289 * 
#Nishan 
1.3.6.1.4.1.4369 * 
#Qlogic 
1.3.6.1.4.1.1663 * 
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b. Configure o Tivoli NetView para iniciar o daemon trapfrwd. O daemon 
trapfrwd deve estar em execução antes que os traps sejam encaminhados. O 
Tivoli NetView não inicia esse daemon como padrão. Para configurar o 
Tivoli NetView para iniciar o daemon trapfrwd, insira estes comandos: 

ovaddobj \usr\ov\lrf\trapfrwd.lrf 
ovstart trapfrwd 

Para verificar se o daemon trapfrwd está em execução, clique no seguinte item 
da barra de menus: 

Opções _. Configuração do Servidor 

Verifique se o daemon trapfrwd está em execução. 

2 . Configure o comutador para enviar traps SNMP ao número da porta do 
console de gerenciamento SNMP. Certifique-se de que o console de 
gerenciamento SNMP esteja escutando esse número de porta. 

3. Configure o console de gerenciamento SNMP p ara encaminhar traps ao Tivoli 
Storage Arca Network Manager. 

Configurando Dispositivos para Enviar Traps ao IBM Tivoli 
Storage Area Network Manager 

É possível configurar os dispositivos na rede de armazenamento para enviar traps 
SNMP diretamente ao Tivoli Storage Area Network Manager. Essa configuração 
corresponde ao caminho 2 da Figura 81 na página 108. Configure os dispositivos 
para enviar seus respectivos traps ao Tivoli Storage Area Network Manager 
(servidor de gerenciamento). Altere o número da porta no dispositivo. Essa 
configuração descobre novamente a topologia da rede em resposta aos traps SNMP 
recebidos. Entretanto, os traps enviados ao Tivoli Storage Area Network Manager 
não são registrados no Navegador de Eventos do Tivoli NetView. A capacidade de 
exibir as informações sobre traps em um console não estaria disponível nessa 
situação. Como alguns dispositivos não oferecem suporte para a alteração do 
número da porta à qual enviam traps SNMP, essa configuração não está disponível 
em todos os ambientes de hardware. 

Procedimento para Enviar Traps ao Tivoli Storage Area Network 
Manager 
Para implementar essa configuração, siga estas etap as: 

1. Configure o comutador para enviar traps à porta do Tivoli Storage Arca 
Network Manager (máquina do gerenciador). O número da porta corresponde 
ao número de porta base mais 6. Esse número de porta base é especificado 
durante a instalação da máquina do gerenciador na etapa 8 na página 67. Por 
exemplo, se você tiver especificado 9550 como o número de porta principal, o 
comutador deverá ser definido para o número de porta 9550 (9550+6). 

2 . Defina o nome da comunidade SNMP como PUBLIC, que é o nome padrão. Se 
você não quiser utilizar esse nome padrão, poderá definir outro nome como o 
nome da comunidade. Consulte "Alterando o Nome da Comunidade SNMP" 
na página 208. 

Configurando Dispositivos para Enviar Traps ao IBM Tivoli 
Storage Area Network Manager e ao Console SNMP 

Alguns dispositivos podem ser configurados para encaminhar seus traps SNMP a 
mais de uma localização. Essa configuração corresponde aos caminhos 1 e 2, como 
mostra a Figura 81 na página 108. Com essa configuração, é possível exibir todos os 
eventos gerados pelo Tivoli Storage Arca Network Manager e pelos disposifvos de 
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armazenamento. Você pode exibir esses eventos em um console de gerenciamento 
SNMP comum. O Tivoli Storage Area Network Manager pode responder aos traps 
SNMP que recebe dos dispositivos na rede de armazenamento. Isso determina o 
momento em que ele deve descobrir novamente a topologia da rede. Como nem 
todos os dispositivos oferecem suporte para essa capacidade, essa configuração 
pode não estar disponível em todos os ambientes . 

Procedimento para Enviar Traps ao Tivoli Storage Area Network 
Manager e ao Console de Gerenciamento SNMP 
Para utilizar essa opção, defina o comutador para enviar traps ao console de 
gerenciamento SNMP e ao IBM Tivoli Storage Area Network Manager . 
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Configurando os Agentes Fora de Banda 
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O IBM Tivoli Storage Area Network Manager utiliza agentes para descobrir o 
ambiente de armazenamento e monitorar seu status. Utilize o painel Configuração 
de Agentes para executar os procedimentos a seguir: 

• Exibir ou remover agentes em banda inativos 

• Exibir, incluir, remover ou configurar agentes fora de banda (agen tes SNMP) 

É possível acessar o painel Configuração de Agentes (consulte a Figura 82) 
selecionando o seguinte item no menu do console Tivoli NetView: 

SAN -~ Configurar Agentes 

Observe que a metade superior do painel mostra os agentes do IBM Tivoli Storage 
Area Network Manager, enquanto a metade inferior mostra os agentes SNMP. 

!51Jconfiguraçâo do Agente ~~., 

... . ! 

Figura 82. Painel Configuração do Agente 

Os agentes do IBM Tivoli Storage Area Network Manager descobrem informações 
sobre cada host gerenciado e seu armazenamento local. Os adaptadores de 
barramento de host no host gerenciado utilizam protocolos de descoberta em 
banda para reunir informações. Esse painel mostra um agente em cada host 
gerenciado. Todos os agentes devem estar no estado Contactado. É possível 
remover um agente em banda inativo selecionando esse agente e clicando em 
Remover. 
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Os agentes SNMP utilizam protocolos de descoberta fora de banda que, por sua 
vez, utilizam consultas SNMP em uma conexão TCP /IP para reunir informações 
sobre topologia e atributos. Para incluir um agente SNMP, siga estas etapas: 

1. Clique em Incluir . 
2. A caixa de diálogo Inserir Endereço IP é exibida. Insira um nome ou endereço 

IP e clique em OK. 

3. O agente SNMP é incluído na lista de agentes SNMP. O estado desse agente 
deve ser Contactado. Clique em OK. Se você não visualizar um estado 
Contactado, verifique se o nome ou endereço IP está correto. Em seguida, 
verifique se o comutador realmente oferece suporte para descoberta fora de 
banda . 

Nota: O botão Avançado é válido somente para comutadores Brocade®. Quando 
você selecionar um agente no painel Configuração de Agentes e clicar no 
botão Avançado, deverá inserir um ID do usuário e uma senha para o 
comutador Brocade. Será necessário inserir as informações de login para a 
conta "admin" no Comutador Brocade. Nenhuma outra conta será 
suportada. 

Depois de inserir o ID do usuário e a senha e o próximo poli ser executado, 
verifique a seguinte mensagem no log de mensagens: 

The user ID or password entered for the outband agent target 
address <target_address> is incorrect . 

Se você vir essa mensagem, insira novamente o ID do usuário e a senha 
corretos . 

Configurando o Arquivo MIB no Tivoli NetView 
Depois de instalar o Tivoli NetView, você precisará criar entradas de trap no 
arquivo trapd.conf do Tivoli NetView. Não edite o arquivo manualmente. A edição 
é feita por meio de um arquivo em batch criado pelo programa mib2trap do Tivoli 
NetView. O arquivo ITSANM.mib está localizado no diretório /misc/utils do CD 
do Tivoli Storage Area Network Manager. Siga estas etapas: 

1. Execute o programa mib2trap no arquivo ITSANM.rrúb. Especifique o nome 
completo do caminho para um diretório gravável ao criar o arquivo 
ITSANM.bat. Por exemplo, execute este comando para criar o arquivo bat no 
diretório trnp: 

mib2trap c:\tmp\ITSANM.mib c : \tmp\ITSANM.bat 

É possível especificar qualquer nome desejado para o arquivo bat. O exemplo a 
seguir cria o arquivo ITSANM.bat. 

2. Execute o arquivo ITSANM.bat. 

3. Inicie novamente o Tivoli NetView e tome o monitor visível para ver todos os 
eventos . 

Configurando o IBM Tivoli Storage Area Network Manager para Enviar 
Eventos 

O IBM Tivoli Storage Area Network Manager oferece suporte para a monitoração 
centralizada de eventos em toda a sua empresa. Se você utiliza um sistema como o 
Tivoli Enterprise Console ou um aplicativo capaz de receber eventos SNMP, o IBM 
Tivoli Storage Area Network Manager pode ser facilmente configurado para enviar 
eventos a esse sistema ou aplicativo. Se você não estiver utilizando um aplicativo 
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de gerenciamento centralizado no momento, poderá configurar o Tivoli NetView 
para receber traps SNMP. É possível controlar todos os eventos relacionados à rede 
de armazenamento detectados pelo IBM Tivoli Storage Area Network Manager no 
Navegador de Eventos do Tivoli NetView. 

A configuração de relatórios de eventos é um processo de duas fases. Em primeiro 
lugar, é necessário definir o trap SNMP ou o destino do evento do Tivoli 
Enterprise Console (ou ambos) no painel Destino do Evento para enviar traps e 
eventos. Em seguida, é necessário configurar o Servidor do Tivoli En terprise 
Console ou o aplicativo SNMP (ou ambos) para receber traps e eventos. 

Os dispositivos que oferecem suporte para o envio de traps SNMP p odem ser 
configurados para enviar esses traps a um console de traps, como o Tivoli NetView 
ou o IBM Tivoli Storage Area Network Manager. O envio de traps para o Console 
Tivoli NetView permite exibir informações sobre traps. Em seguida, é possível 
tomar decisões com base em informações específicas do fornecedor incluídas no 
trap. O envio de traps para o IBM Tivoli Storage Area Network Manager 
possibilita processos de rediscovery automáticos como resultado desses traps. 

Durante a instalação, o Console Tivoli NetView é configurado para escutar traps 
SNMP na porta 162. 

Para configurar o IBM Tivoli Storage Area Network Manager para enviar traps 
SNMP ou eventos do Tivoli Enterprise Console às localizações apropriadas, siga 
estas etapas: 

1. Abra o ícone do Console Tivoli NetView no desktop. 

2 . No menu Tivoli NetView, clique em: 
SAN _. Definir Destino do Event o 

3. O painel Definir Destino do Evento é exibido. 
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Figura 83, Painel Definir Destino do Evento 

A parte superior do painel permite definir o destino do evento SNMP Quando 
você digita um Endereço IP, uma Porta e urna Comunidade, os botões Incluir e 
Excluir são ativados, Os campos que podem ser definidos são os seguintes: 

Endereço IP 
O endereço IP de um host ou um dispositivo que pode receber traps do 
SNMP . 

Porta O número da porta que o host ou o dispositivo utilizará para atender 
traps do SNMP. O padrão é 162 . 

Comunidade 
O nome da comunidade à qual o host ou o dispositivo do SNMP é 
atribuído. O padrão é Público . 

Utilize o botão Incluir para incluir um destino de evento SNMP ao quadro de 
listagem, na parte superior. Utilize o botão Excluir para excluir um destino de 
evento SNMP da lista . 

Se você selecionar Sim para ativar o logging do Tivoli Enterprise Console, 
poderá inserir informações nestes campos: 
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IBM Tivoli Enterprise Console 
Esse é o endereço IP do seu servidor Tivoli Enterprise Console. Ele será 
obrigatório se você estiver utilizando o Tivoli Enterprise Console. 

Porta do Servidor Tivoli Enterprise Console 
Esse é o número da porta do seu servidor Tivoli Enterprise Console. Ele 
será obrigatório se você estiver utilizando o Tivoli Enterprise Console . . 

4. Quando terminar de inserir as informações, clique em OK. 

Configurando Dispositivos para Enviar Eventos ao Tivoli Enterprise 
Console 
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O produto Tivoli Enterprise Console é um eficiente aplicativo de gerenciamento de 
eventos com base em regras que integra o gerenciamento de redes, sistemas, 
bancos de dados e aplicativos. Ele corresponde ao caminho 3, como mostra a 
Figura 81 na página 108. Nesse caso, o console SNMP é o Tivoli Enterprise Console. 
Esse produto oferece uma visão global centralizada da sua empresa de computação 
ao mesmo tempo em que garante a alta disponibilidade dos recursos de 
computação e aplicativo. O produto Tivoli Enterprise Console coleta, processa e 
responde automaticamente a eventos de gerenciamento comuns. Esses eventos de 
gerenciamento comuns incluem um servidor de banco de dados que não está 
respondendo, a perda de uma conexão de rede ou um job de processamento em 
batch concluído com êxito. O Tivoli Enterprise Console age como um ponto de 
coleta central para alarmes e eventos a partir de várias origens. Essas origens 
incluem alarmes e eventos de aplicativos Tivoli, aplicativos de associados Tivoli, 
aplicativos personalizados, plataformas de gerenciamento de redes e sistemas de 
banco de dados relaciona!. 

O Tivoli Enterprise Console permite processar de forma efetiva o grande volume 
de eventos em um ambiente cliente/servidor desempenhando as seguintes funções: 

• Priorizar eventos de acordo com o nível de importância 

• Filtrar eventos redundantes e de baixa prioridade 

• Correlacionar eventos a outros eventos de origens diferentes 

• Determinar quem deve exibir e manipular eventos específicos 

• Iniciar ações corretivas automáticas quando apropriado 

Para obter mais informações sobre o Tivoli Enterprise Console, consulte o Tivoli 
Enterprise Console: Manual do Usuário. 

Vários dispositivos na rede de armazenamento podem ser configurados para 
enviar traps SNMP ao número de porta 162. Configure esses dispositivos 
individuais de forma a apontá-los para a máquina que está executando o Tivoli 
Enterprise Console. Se você também tiver configurado o Tivoli Storage Area 
Network Manager para enviar traps SNMP ao Tivoli Enterprise Console, essa 
corif1guraçao rastreara todos os traps SNMP na rede de armazenamento. Isso pode 
ser feito a partir de um único console. 

Configurando o Tivoli Enterprise Console para Receber 
Eventos do IBM Tivoli Storage Area Network Manager 

Para configurar o Tivoli Enterprise Console para receber eventos do IBM Tivoli 
Storage Area Network Manager, siga estas etapas. O arquivo ITSANM_120.baroc 
está localizado no diretório /mi sc/uti 1 s do CD do IBM Tivoli Storage Area 
Network Manager. 

1. No Tivoli Enterprise Console, clique em Configuração na barra de menu~ 
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2. Clique com o botão direito do mouse em Operadores. Inclua você mesmo como 
o operador. Operadores são usuários que exibem, confirmam e fecham eventos 
recebidos pelo servidor de eventos. 

3. Crie um grupo de eventos denominado ITSANM_Event_Group. Grupos de 
eventos são utilizados para organizar dados de eventos em exibições diferentes . 
Também são freqüentemente utilizados para agrupar eventos logicamente de 
acordo com o tipo, por exemplo, Rede ou Segurança. Grupos de eventos são 
basicamente um meio de organização e controle do acesso a eventos . 

Para obter mais informações sobre como configurar grupos de eventos e 
consoles de eventos, consulte a ajuda on-line fornecida com o produto Tivoli 
Enterprise Console . 

4. Crie um console de eventos denominado ITSANM_Console . 

5. Atribua ITSANM_Event_Group ao console de eventos . 

6. Atribua todas as funções ao Tivoli Enterprise Console: super, sênior, admin e 
usuário. Atribua você mesmo como o operador. 

7. Clique no seguinte para visualizar o resumo de eventos: 

Janelas ~ Exibição do Quadro de Resumo 

Dê um clique duplo nessa exibição para tornar visível o Visualizador de 
Eventos, que contém uma lista de todos os eventos recebidos. É possível clicar 
em cada evento para exibir seus detalhes . 

8. Clique no seguinte para ver a exibição de prioridades: 
Janelas ~ Exibição de Prioridades 

Dê um clique duplo nessa exibição para tornar visível o Visualizador de 
Eventos, que contém uma lista de todos os eventos recebidos. É possível clicar 
em cada evento para exibir seus detalhes . 

Para ver os eventos do Tivoli Storage Area Network Manager, siga estas etapas: 

1. No desktop Tivoli, clique com o botão direito do mouse em: 

Servidor de Eventos ~ Bases de Regras 

2. Crie uma nova regra clicando em: 

Criar~ Opção de Base de Regras 

Nomeie a opção de base de regras. Por exemplo, utilize o nome 
MeuArmazenamento. Salve essa opção em um diretório da máquina local. 

3. Copie a base de regras padrão para a base de regra MeuArmazenamento. 
Clique com o botão direito do mouse na base de regras padrão e selecione a 
opção Copiar. Selecione MeuArmazenamento como o base de regras de 
destino. Selecione as opções Copiar regras e Copiar classes . 

4. Importe o arquivo ITSANM_120.baroc. Clique com o botão direito do mouse 
na base de regras MeuArmazenamento e selecione a opção Importar . 

5. Na caixa de diálogo Importar Base de Regras de Informações, selecione 
Importar Definições de Classe . 

6. Selecione o arquivo ITSANM_l20.baroc utilizando o navegador de arquivos. 

7. Insira o arquivo de classe importado no final de todos os arquivos baroc 
listados no quadro de listagem . 

8. Compile a base de regras MeuArmazenamento. Clique com o botão direito do 
mouse na base de regras MeuArmazenamento e selecione à opção Compilar . 

9. Carregue a base de regras MeuArmazenamento. 

10 . Desligue e inicie novamente o Servidor de Eventos. - 1, 
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11. Você receberá todos os eventos do Tivoli Storage Area Network Manager no 
visualizador de eventos. 

Eventos do IBM Tivoli Storage Area Network Manager 
Os diferentes tipos de classes de eventos que um servidor de eventos pode receber 
são definidos nos arquivos BAROC (Basic Recorder of Objects in C). Esses arquivos 
às vezes são referidos como arquivos de definições de classe de even tos. Essas 
classes são armazenadas em uma base de regra. Quando um o servidor de eventos 
recebe um evento, a classe do evento é comparada à armazenadas na base de regra 
ativa. Se a classe de eventos existir na base de regra, o evento será aceito como 
válido pelo servidor de eventos. Se a classe não existir na base de regra, o evento 
será descartado. 

Uma placa de eventos determina a classe de um evento antes de enviá-lo a um 
servidor de eventos. Quando um evento nativo é recebido na origem monitorada 
por uma placa, a placa constrói uma instância do evento da classe de eventos que 
corresponde ao evento nativo. Isto é baseado em informações sobre a classe de 
eventos definida em um arquivo BAROC. 

As classes de eventos são organizadas em uma hierarquia. Na parte superior da 
hierarquia está a classe de eventos base, denominada EVENT. As subclasses 
herdam suas definições de atributos da classe base assim como definem novos 
atributos. 

As classes de eventos e atributos do IBM Tivoli Storage Area Network Manager 
são mostradas na Tabela 19 na página 214. 

Configurando o IBM Tivoli Storage Area Network Manager para a 
Descoberta de iSCSI 

Antes de executar a descoberta de iSCSI, primeiro você deve ativar a descoberta da 
rede IP. Saiba que quando você ativa a descoberta da rede IP, pode haver muitas 
atividades, dependendo de quantos dispositivos você pode na rede. 

O IBM Tivoli Storage Area Network Manager fornece suporte básico para 
descoberta e monitoração de dispositivos iSCSI através do Tivoli NetView. O IBM 
Tivoli Storage Area Network Manager requer o seguinte para a descoberta de 
iSCSI: 

• O dispositivo deve ter o suporte MIB iSCSI e SNMP. 

• O dispositivo deve ser configurado de modo que o suporte a iSCSI MIB esteja 
ativado. Alguns dispositivos não ativam automaticamente o suporte iSCSI (por 
exemplo, os roteadores do comutador iSCSI). A configuração pode ser feita pela 
interface de gerenciamento da configuração do dispositivo. 

O dispositivo iSCSI deve ser descoberto piimeiio como um dispositivo IP antes 
que nvsniffer possa descobri-lo como um dispositivo iSCSI. 

Arquivos MIB iSCSI 
Os arquivos MIB iSCSI estão localizados no diretório \usr\ov \ snmp_rnib. Esses 
arquivos não são carregados no Tivoli NetView na hora da instalação. Você deve 
carregar explicitamente esses arquivos MIB utilizando a função de carregamento 
MIB do NetView. O objetivo de carregar uma MIB é defirúr os seus objetos para 
que os aplicativos do programa NetView possam utilizar essas definições da MIB. 
As MIBs nas quais você tem interesse devem ser carregadas no sistema em ue 

. I você deseja utilizar o MIB Data Collector ou o MIB Tool Builder. Não é pos 1 e! 
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carregar todos os arquivos iSCSI MIB no Tivoli Netview de uma só vez. É 
necessário excluir o arquivo atual antes de carregar o próximo . 

Os arquivos MIB devem ser carregados na seguinte seqüência: 
o MIB iSCSI 
o MIB Auth iSCSI 
o MIB FC_MGMT 
o MIB iSNS 

Carregue o nível apropriado do arquivo MIB iSCSI que corresponde ao nível do 
suporte MIB iSCSI no dispositivo iSCSI correspondente que você deseja procurar . 

Para carregar ou descarregar MIBs, siga estas etapas: 

1. Abra o ícone do Console Tivoli NetView no desktop . 

2. No menu Tivoli NetView, selecione: 

Ferramentas -~ MIB -~ Loader SNMP Vl 

3. O painel do MIB Loader é exibido. Para carregar uma MIB, clique no botão 
Carregar. Para descarregar, selecione uma MIB e clique em Descarregar. 

4. Se estiver carregando uma MIB, o painel Carregar será exibido. Realce a MIB 
que deseja e clique em Abrir. A MIB será carregada no Tivoli NetView. Você 
verá o indicador de carregamento da MIB para carregá-la. Esse processo deve 
ser repetido para carregar as MIBs na ordem de suas interdependências . 

Ativando a Descoberta da Rede IP 
Para ativar a descoberta da rede IP, siga estas etapas: 

1. Abra o Console do Tivoli NetView no desktop . 

2. No menu Tivoli NetView, selecione: 

Opções -~ Polling 
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Figura 84. Menu do Tivo/i NetView 

3. O painel Opções de Polling é exibido. Selecione Poli Ali Nodes. Clique em OK. 
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Figura 85. Painel Polling Options 

Iniciando a Descoberta iSCSI 
Para iniciar a descoberta do iSCSI, siga as próximas etapas. Observe que se você já 
estiver executando uma descoberta iSCSI, iniciá-la novamente ativará outra 
instância do programa nvsniffer. O tempo de polling padrão é a cada 60 minutos. 
Para alterar o tempo de polling, consulte o comando nvsniffer no IBM Tivoli 
Storage Area Network Manager: Guia do Usuário . 

Para iniciar a descoberta iSCSI, siga estas etapas: 

1. Vá para o menu Tivoli NetView e selecione: 
Ferramentas ->Operações iSCSI -> Descobrir Todos os Dispositivos iSCSI 

Somente é preciso iniciar a descoberta iSCSI uma vez. Se você selecionar esta 
opção uma segunda vez, terá várias descobertas em andamento. Esta ação pode 
produzir resultados inesperados . 
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O tempo de polling padrão é a cada 60 minutos. Se você desejar alterar o 
tempo de polling, utilize o comando nvsniffer. Para obter informações sobre o 
comando nvsniffer, consulte IBM Tivoli Storage Area Network Manager: Guia do 
Usuário. 

2. O processo de descoberta cria um SmartSet. Para obter um exemplo de um 
SmartSet, consulte Figura 87. Dê um clique duplo no iSCSI para visualizar seus 
membros. 

Figura 87. Exemplo de SmartSet iSCS/ 

3. Dê um clique duplo no SmartSet iSCSI para visualizar o dispositivo iSCSI. 

Parando a Descoberta iSCSI 
Para parar a descoberta iSCSI, utilize o comando at do Windows. A seguir, um 
exemplo do comando at: 

at <ID_do_job> /d 
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Em que ID_do_job indica o 10 do job de descoberta iSCSI (programa nvsniffer) que) -
você desejar parar. Você deve parar todas as instâncias dos programas nvsniffer 
que estão sendo executados. Você pode executar um comando at separado para 
cada programa que deseja parar . 

Você pode obter o ID_do_job clicando na barra de tarefas e depois em Gerenciador 
de Tarefas. Clique na guia Processos. Localize nvsniffer.exe. A coluna PIO 
identifica o ID_do_job de nvsniffer.exe para uso no comando at. Você também pode 
parar nvsniffer.exe no painel do Gerenciador de Tarefas realçando-o e dando um 
clique com o botão direito do mouse nele e depois em Concluir Processo . 

Para obter informações sobre como planejar novamente a descoberta iSCSI, 
consulte o comando nvsniffer no IBM Tivoli Storage Area Network Manager: Guia do 
Usuário . 

Configurando o IBM Tivoli Storage Area Network Manager para EDFI 
A função EDFI executa a análise de falhas previstas nos links de interconexão da 
SAN do Fibre Channel, à procura de problemas potenciais. Para utilizar a função 
EDFI é necessário que ela seja configurada adequadamente. Primeiro, carregue um 
conjunto de regras e depois inicie a EDFI. Você pode selecionar o conjunto de 
regras adequado para a sua empresa . 

É altamente recomendável que a EDFI seja desativada durante a instalação e a 
reconfiguração de hardware da SAN. Isto evitará que apareçam eventos falsos de 
erros nos logs de propriedades da EDFI assim como nos ícones do NetView. 

Carregando um Conjunto de Regras 
Um aspecto chave da configuração da EDFI é o conjunto de regras. Os conjuntos 
de regras contêm os limites e critérios específicos utilizados pela análise de falhas 
previstas e funções associadas de isolamento de falhas do IBM Tivoli Storage Area 
Network Manager. Os produtos de hardware são alterados com freqüência e os 
conjuntos de regras permitem que o IBM Tivoli Storage Area Network Manager 
acompanhe todas as alterações específicas necessárias para a EDFI. Recomenda-se 
que os conjuntos de regras disponíveis com o IBM Tivoli Storage Area Network 
Manager sejam verificados com relação aos conjuntos de regras recomendados 
disponíveis no site de suporte do IBM Tivoli Storage Area Network Manager. Se o 
site recomendar um conjunto de regras diferente, copie-o para o diretório 
apropriado na máquina do gerenciador. Depois que o conjunto de regras estiver no 
diretório adequado, ele aparecerá automaticamente na lista de conjuntos de regras 
disponíveis para seleção . 

Se urna nova regra for copiada para o diretório correto mas não aparecer na lista 
de regras disponíveis para seleção, ela pode ter sido danificada. Os testes de 
consistência da EDFI verifica a existência de regras danificadas As regras 
danificadas resultarão em uma entrada no arquivo msg ITSANM. 1 og . 

No Windows, o conjunto de regras está localizado no diretório 
<install_dir> \conf\edfi. Por exemplo: 

C:\tivoli\itsanm\manager\conf\edfi 

No AIX, um exemplo de diretório do conjunto de regras é o seguinte: 
/tivoli/itsanm/manager/conf/edfi 

Os conjuntos de regras são identificados pelos seguintes campos: 



Estado 
O estado é definido como: 

Ativo O conjunto de regras com o estado ativo está sendo utilizado 
atualmente pela EDFI. Somente um conjunto de regras pode estar 
ativo por vez. 

Não Ativo 
O conjunto de regras não está selecionado e atualmen te não está 
sendo utilizado pela EDFI. 

Selecionado 
O conjunto de regras foi selecionado. Somente um conjunto de 
regras pode ser selecionado por vez. No estado selecionado, o 
conjunto de regras está qualificado para se tornar o conjunto de 
regras ativo, isso é possível clicando-se no botão Aplicar ou OK. 

Arquivo 

Versão 

Nome do arquivo no sistema de arquivos local. 

O número da versão do conjunto de regras. O número da versão está no 
formato de XX.YY.ZZ, em que: 
• XX - é o número da revisão principal. 
• YY - é o número da revisão secundário. 
• ZZ - é o número da revisão incrementai. 

Descrição do Conjunto de Regras 
Um nome resumido que identifica o conjunto de regras. Ele descreve 
resumidamente as características exclusivas do conjunto de regras. 

Iniciando e Parando a EDFI 
Para iniciar a EDFI, siga estas etapas: 

1. Abra o ícone do Console Tivoli NetView no desktop. No menu Tivoli NetView, 
selecione: 
SAN -~ Configuração ED/FI 

c 
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2. É exibido o painel de Configuração EDFL Certifique-se de que o botão de 
opções Ativar Detecção de Erro e Isolamento de Falha esteja selecionado . 
Clique em OK ou Aplicar . 

Figura 89. Painel de Configuração de EDFI 

Para parar a EDFI, faça o seguinte: 

1. Abra o ícone do Console Tivoli NetView no desktop. No menu Tivoli-NetView, 
selecione: ROS 1 ° ~?/200: :·:,\' 
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SAN -~ Configuração ED/FI 

2 . No painel Propriedades de Configuração de EDFI, desmarque o botão de 
opções Ativar Detecção de Erros e Isolamento de Falha. Clique em OK ou 
Aplicar para consolidar a alteração. 

Nota: Para evitar que notificações de erro falsas apareçam na SAN, desative a 
EDFI durante a instalação e reconfiguração de hardware da SAN. 

Selecionando um Conjunto de Regras 
Para selecionar um conjunto de regras, siga estas etapas: 

1 . Abra o ícone do Console Tivoli NetView no desktop. No menu Tivoli NetView, 
selecione: 

SAN -~ Configuração ED/ FI 

2 . O painel Propriedades de Configuração de EDFI é exibido. 

3. Depois que o conjunto de regras estiver no diretório adequado, ele aparecerá 
automaticamente na lista de conjuntos de regras disponíveis para seleção. 
Consulte Figura 89 na página 125. No painel Propriedades de Configuração da 
EDFI, realce o conjunto de regras desejado e clique no botão Selecionar. Em 
seguida, clique em OK ou Aplicar para consolidar a alteração. 

4 . Você poderá exibir um conjunto de regras realçando um no painel Propriedades 
de Configuração da EDFI e clicando no botão Exibir. O painel Regras da EDFI 
é exibido. Um exemplo de um painel de regras é mostrado na Figura 90. 

~Rules descriptron goes here ~ 
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Figura 90. Exemplo do Painel Regras da EDFI 

Relatório de Eventos EDFI 
A EDFI gera eventos padrões do Tivoli Enterprise Console que podem ser 
utilizados para fins de relatório. Os tipos de eventos para a EDFI são: 

Início do Serviço EDFI 
Esse evento é emitido quando a EDFI tiver sido iniciada com êxito. 
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Parada do Serviço EDFI 
Este evento é emitido quando a EDFI foi parada . 

Notificação do Dispositivo EDFI 
Este evento é emitido quando a EDFI tiver uma notificação para relatar . 

Limpeza da Notificação do Dispositivo EDFI 
Esse evento é emitido quando o evento tiver sido limpo . 

Os OIDs (Identificadores de Objetos) desses eventos são os seguintes: 

Tabela 14. O/Os {Identificadores de Objetos) 

Início do serviço EDFI 1.3.6.1.4.1.2.6.173.5.1 

Parada do serviço EDFI 1.3.6.1.4.1.2.6.173.5.2 

Notificação do dispositivo EDFI 1.3.6.1.4.1.2.6.173.3.36 

Limpeza da notificação do dispositivo EDFI 1.3.6.1.4.1.2.6.173.3.36 

Para obter mais informações sobre o relatório de erro e a configuração do relatório 
de eventos da EDFI, consulte IBM Tivoli Storage Area N etwork Manager: Guia do 
Usuário . 

Configurando uma SAN sem Hosts Gerenciados 
Há casos em que podem não existir agentes na SAN. Estes casos são: 

• Os hosts não têm atualmente um agente instalado . 

• O sistema operacional do host não é suportado pelo agente IBM Tivoli Storage 
Area Network Manager . 

• Os requisitos do cliente não exigem a implementação de um agente IBM Tivoli 
Storage Area Network Manager (somente o mapa de topologia) . 

Nestes casos, recomenda-se que um agente seja instalado no próprio IBM Tivoli 
Storage Area Network Manager (componente do gerenciador). Isto permite que o 
IBM Tivoli Storage Area Network Manager utilize os recursos avançados como 
RNID (Remate Node Identification) e a coleta de dados da EDFI do dispositivo 
que requer um agente. Consulte Figura 91. 

Host nio gerenciado 
(nenhum agente) 

Host nio gerwnclado 
(nenhum agente) 

Host nio gerenciado 
(nenhum agente) 

~------------~;!~ .~': 

IBMTivoll 
Storage Area Networ1< 

Manager 
(Com Conexão SAN + 

Agente) 

Figura 91. IBM Tivoli Storage Area Network Manager- Gerenciando uma SAN sem Hosts 

Gerenciados oos .,o ~ -~·-·u"~ 
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Normalmente o gerenciador não tem uma placa do barramento do host Fibre 
Channel. Nesta configuração, são seguidas as etapas: 

1. Uma placa do barramento do host Fibre Channel é adicionada ao gerenciador. 

2. Um agente é instalado no gerenciador. (O gerenciador é instalado primeiro). 

3. Todos os dispositivos de armazenamento são verificados para assegurar que 
utilizem as técnicas de mascaragem de LUN. Essas técnicas evitam que o IBM 
Tivoli Storage Area Network Manager acesse os discos utilizados pelos sistemas 
host. 

4 . A placa do barramento do host Fibre Channel é anexada à SAN que será 
gerenciada. Esse host é adicionado a cada zona que deve ser gerenciada pelo 
IBM Tivoli Storage Area Network Manager. 
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Capítulo 1 O. Fazendo Upgrade do IBM Tivoli Storage Area 
Network Manager 

Esta seção descreve como fazer upgrade do IBM Tivoli Storage Area Network 
Manager da versão 1.1.0 ou 1.1.1 para a versão 1.2.0 . 

Para utilizar o mesmo banco de dados da versão 1.1.0 ou 1.1.1, você deve 
especificar o mesmo nome do banco de dados e o ID do usuário e a senha do DB2 
que especificou quando instalou a versão anterior . 

Estas são as alterações que ocorrerão na instalação do IBM Tivoli Storage Area 
Network Manager: 

• Será feito o upgrade do JVM 1.3.0 para 1.3.1. 

• Será feito o upgrade do Tivoli NetView de 7.1.1 para 7.1.3 para o gerenciador e o 
console remoto do Windows. 

• O MQSeries será removido. 

• O WebSphere Application Server será substituído pelo Embedded WebSphere 
Application Server - Express, Versão 5.0 no gerenciador . 

Fazendo o Upgrade do Gerenciador do Windows 
Para fazer o upgrade do gerenciador do Windows, siga estas etapas: 

1 . É necessário ter um ID de administrador do DB2 para fazer o upgrade do 
Tivoli Storage Area Network Manager . 

2. Se o DB2 FixPak 8 não tiver sido instalado, instale-o agora. Consulte "Fazendo 
o Upgrade do DB2 com o FixPak 8" na página 28. 

3. Se o Tivoli NetView 7.1.3 estiver instalado, certifique-se de que os seguintes 
aplicativos estejam encerrados: 
• Web Console 
• Web Console Security 
• MIB Loader 
• MIB Browser 
• Netmon Seed Editor 
• Tivoli Event Console Adaptar Configurator 

Além disso, certifique-se de que os Serviços de Terminal do Windows 2000 
não estejam em execução . 

4. Insira o CD do Tivoli Storage Area Network Manager (Manager and Remate 
Console) na unidade de disco de CD-ROM. Se o autorun do Windows estiver 
ativado, o pwgrama de instalação de\lerá ser iniciado autontatieanrente. Se 
isso não acontecer, abra o Windows Explorer e acesse a unidade de CD-ROM 
do IBM Tivoli Storage Area Network Manager. Dê um clique duplo em 
launch.exe. O painel Ativar é exibido. Selecione Manager. Clique em Avançar 
para continuar . 

© Copyright IBM Corp. 2002, 2003 
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~IBM Tivoll Storage Area Network Manager R 

Digite as informações requeridas 

Selecione um produto da família "IBM Tivoli Storage .ll.rea Network Manage(' . 

@:, Manager 

C Remate Console 

lnstaiiShield ----------------------------

Avançar > Cancelar 

Figura 92. Painel Ativar 

5. O painel Selecione um Idioma é exibido. Selecione um idioma na lista drop 
down e clique em OK. Esse será o idioma utilizado para fazer o upgrade 
desse produto. 

Assistente lnstaiiShield ~- ··~~~r . 

Figura 93. Painel Selecione um Idioma 
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6. O painel Bem-vindo é exibido. Clique em Avançar para continuar . 

~lnstalador ~ 

Bem-vindo ao Assistente lnstaiiShield para IBM Tivoli storage Area Network 
Manager- GerenciadorV1.2.0 

O Assistente lnstaiiShield instalará IBM Tivoli Storage Are a Network Manager­
Gerenciadorem·seu computador. 
Para continuar, escolha ·Avançar . 

IBM Tivoli Storage Are a Network Manager ·Gerenciador 
Tivoli Sottware, IBM 
http:Jtwww.tivoli.com 

lnstaiiShield ·~. --=-....,.,-,..,.-,,.,--..,.,,..----.,.--~,..-..,...,--------~------

Cancelar 

Figura 94. Painel Bem-vindo ao IBM Tivoli Storage Area Network Manager 

7. O painel Contrato de Licença de Software é exibido. Leia os termos do 
contrato de licença. Se você concordar com os termos do contrato de licença, 
selecione o botão de opções Eu aceito os termos no contrato de licença . 
Clique em Avançar para continuar. Se você não aceitar os termos do contrato 
de licença, o programa de instalação será encerrado sem instalar o Tivoli 
Storage Area Network Manager . 

-~ Instalador > ~~ . ~ 

lnstoiiSiliõtid .,,., ...... 

Cancetár f 

Figura 95. Painel Contrato de Licença de Software I RQS r 0 03f2.:]J~ ·- . ·; 
~ CPM: r;c,~ · :;· r 
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8. Este painel de informação é exibido e informa que um componente do 
WebSphere está sendo implementado. 

Figura 96. Painel Informações 

9. O painel Número de Porta é exibido. Este painel utiliza as mesmas 
informações que você forneceu quando instalou o produto anterior. Clique em 
Avançar para continuar. 

Insira um número· de porta base. 
São:necessários{T}números de porta. Eles serão obtidos, em seqüência, a partir 
daquele que você inserir. 
; ~nmm,~-''" de que esses números de porta não estejam sendo utilizados por 

Insira um Número de Porta 

lnstaiiShield ------------------------- ------

Cancelar 

Figura 97. Painel Número de Porta 
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1 O. O painel ID do Usuário e Senha do Administrador DB2 é exibido. Para obter u4 

informações sobre esse ID de usuário do administrador do DB2, consulte a 
Tabela 12 na página 60. Insira o ID do administrador DB2 e insira a senha 
duas vezes. Certifique-se de que a senha não tenha expirado. Clique em 
Avançar para continuar . 

Figura 98. Painel/O do Usuário e Senha do Administrador 082 

11. O painel ID do Usuário e Senha DB2 é exibido. Este painel utiliza as mesmas 
informações que você forneceu quando instalou o produto anterior. 

Observe que o nome do banco de dados padrão para a versão 1.1 era tivolsan . 
Se esse não for o nome do seu banco de dados, insira o nome correto. Se o 
nome do banco de dados, o ID do usuário e a senha não forem os mesmos 
que da instalação anterior, os dados não serão migrados. Clique em Avançar 
para continuar . 

Nota: Se você estiver utilizando um ID de usuário e urna senha existentes, o 
programa de instalação não validará essa senha. Certifique-se de que o 
ID do usuário e a senha sejam válidos. Antes de continuar o programa 
de instalação, certifique-se também de que a senha não tenha expirado . 

~-1_: [ foi, Wf. i r, o -" I 
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~lnstaladar · :-: >rtrt ~-

O 10 do u10uáriD não deve ser o mesmo que o lO dD usuário do Administrador 082. 
nslra o nome do banco de dados, o ID do usuárfc e a senha 
l)brigatórios. Obnrve que n senhas falem distinção enlre 
maióscuias e mlnóscuias. CUque em Avansar para conllnuar. 

nsira o nome do banco de dados: 

ara 'ierlftcaç§o,lnslra a senha novamente: 

rnztálfStlrerd ........................................................................................ .. 

<VI)ilar T Avençar> I ·. Cancelar 

Figura 99. Painel /0 do Usuário e Senha 082 

12. O ID do Usuário e a Senha para o painel WebSphere é exibido. Digite o ID do 
usuário e senha que você utilizou quando instalou o produto anterior. 

<Voltar llvaliçar.> 

Figura 100. /0 do Usuário e Senha para o Painel WebSphere 

13. O painel Senha para Autenticação do Host é exibido. Este painel utiliza as 
mesmas informações que você forneceu quando instalou o produto anterior. 
Essa mesma senha deve ser utilizada para todos os hosts gerenciados e 

IBM Tl"oll S<omg• A"' N::::l:::::·::,~:~ :,:n::::::·:,.:::
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informações sobre essa senha, consulte a Tabela 12 na página 60. Clique em 
Avançar para continuar . 

Figura 101. Painel Senha para Autenticação do Host 

14. O painel Senha do Tivoli NetView é exibido. Para obter informações sobre o 
ID do usuário e a senha, consulte a Tabela 12 na página 60. Digite a mesma 
senha que você utilizou quando instalou o produto anterior. Clique em 
Avançar para continuar . 

\0 



~Instalador } ~,7 
-=~~~·"'1l'~~:w;--,w~"' ... · 

~~:,.,ff..i..: .~. ~>:XW>~ 

lhsita·i.ima. senha. pt!fa o lO' de usuário 'tl!lM~W' , que será Vlilizado 
para Jlxecutar .() selYI&O·NllMew. 

·· ····;: :;: ;··. 

Figura 102. Painel Senha do Tivoli NetView 
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15. O painel Instalação do Tivoli Storage Area Network Manager é exibido. Clique 

em Avançar para continuar . 

~\IIVOii\lts~nmlmaflage:r; 

Figura 103. Painel Instalação do Tivoli Storage Area Network Manager 

16. O painel Status do Tivoli Storage Area Network Manager é exibido. Esse 
procedimento pode levar aproximadamente de 15 a 20 minutos para ser 
concluído. Você verá outras janelas de prompt de comandos se abrindo e 
fechando conforme a instalação continua . 

17. Quando a instalação estiver concluída, o painel Instalado com Êxito será 
exibido. 

Se a versão correta do Tivoli NetView tiver sido instalada antes da instalação 
do gerenciador, o botão Concluir será exibido. (O Tivoli NetView não será 
instalado com o gerenciador.) Você não verá o painel seguinte que solicita a 
reinicialização do sistema . 

Se o Tivoli NetView não tiver sido instalado anteriormente e for instalado com 
essa instalação do gerenciador, o painel seguinte será exibido. Esse painel 
solicita a reinicialização do sistema. 

Clique em Concluir ou Avançar para continuar . 

'~ º · - . ~ ~9.s ,o m;;:(lo.~ . ~: .,~ 
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~ lnstalador • '' ' [:t,]t: 

O Assistente lnstaiiShleld Instalou g ~rodlllo IBM Tlvoll Slorage Are a Network ltl~nager • 
Gerenc la dor com êxllo. Escolha Avançar parn comlnuar com o assistEnte. 

rn$t'tltrsnterd ~-.·. ························-·.-.·.-·····.-.-.·.-.-···.-··-.·.·.-.-.--.-.-·.-·:··--.-·.-·.-.·.-.- ··.-:·.-.-.-.-.-.-.-.-.-.---.-.-.-.-.-.-.--.--.-.--.-.·.-."·:.-.-.-.-.-... ·.·-.-.·.-.-.-.-.-.--.-.-.--·.-.-·--.-.-.·.-·:··.-.-.-.-- -····················--····-·· 

<Voltar IU.va~_,.JI · · · Cancelar I 

Figura 104. Painel Instalado com Êxito 

18. O painel Instalação Concluída é exibido. Para iniciar o computador 
novamente, clique em Sim, reinicialize meu sistema. Clique em Concluir 
para concluir a instalação. 

~lnstalador u;m· 

···.· ... · ~:Ifl-. 
(i' Sim. reinlcialittr meu sístemac 

(" Não. reíniclaliZarilí met(<si$1érrta posteriormente. 

lnsrsHShteld --·····-······» 

Figura 105. Painel Instalação Concluída 

19. Depois de iniciar novamente o sistema, o serviço do Tivoli Storage Area 
Network Manager será automaticamente iniciado. 

IBM ~i vo l i Storage Area Network Manager: Guia de Planejamento e Instalação 
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Fazendo o Upgrade do Console Remoto 

Siga estas etapas para fazer o upgrade do console remoto: 

1. Certifique-se de que os seguintes aplicativos estejam encerrados: 

• Web Console 

• Web Console Security 

• MIB Loader 

• MIB Browser 

• Netmon Seed Editor 

• Tivoli Event Console Adaptor Configurator 

2. Insira o CD do Tivoli Storage Area Network Manager Manager and Remote 
Console na unidade de disco de CD-ROM. Se o autorun do Windows estiver 
ativado, o programa de instalação deverá ser iniciado automaticamente. Se 
isso não acontecer, abra o Windows Explorer e acesse a unidade de CD-ROM 
do IBM Tivoli Storage Area Network Manager. Dê um clique duplo em 
launch.exe. O painel Ativar é exibido. Selecione Remote Console. Clique em 
Avançar para continuar. 

~IBM T1voh 5torage Area Network Manager ~~1@J;j;J 

Digite as informações requeridas 

Selecione um produto da família "IBM Tivoli Storage Are a Network Manage(' . 

C Manager 

@: Remete Console 

lnstaiiShield ------------------------------

Figura 106. Painel Ativar 

3. O painel Selecione um Idioma é exibido. Selecione um idioma na lista drop 
down e clique em OK. Esse será o idioma utilizado para fazer o upgrade 
desse produto . 

' . 
\_, 1\ , .. ,, ~ -· ,f ... ~ , -. 

\.A 'J\'l, /. f,: ~. 9~ 
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Selecione um idioma a ser usado para ~este .ass'isterl'te. 

Figura 107. Painel Selecione um Idioma 

4. O painel Bem-vindo é exibido. Clique em Avançar para continuar. 

~lnstalador ~- ' . , r::IBL8.1: .. . ... . .. 

Bem-vindo ao Assistente lnstaiiShield para IBM Tivoli storage Area Network 
Manager- ConsoleV1.2.0 

O Assistente lnstallShield instalará IBM Tivoll Storage Are a Network Manager­
Console em seu computador. 
Para continuar, escolha Avançar. 

IBM Tivoll Storage Are a Network Manager- Console 
Tivoll So1!ware, IBM 
http:/twww.tivoll.com 

lnstaiiS.hield ~- ------..,---------------,-,.-----------

Avançar> Cancelar 

Figura 108. Painel Bem-vindo ao IBM Tivoli Storage Area Network Manager 

5. O painel Contrato de Licença de Software é exibido. Leia os termos do 
contrato de licença. Se você concordar com os termos do contrato de licença, 
selecione o botão de opções Eu aceito os termos no contrato de licença. 
Clique em Avançar para continuar. Se você não aceitar os termos do contrato 
de licença, o programa de instalação será encerrado sem instalar o IBM Tivoli 
Storage Area Network Manager. 
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~Instalador ' ' · ~'Jl-~ 

Conlrato de Llce111 a de Software 

<Voltar l .r,va:m!Jar '' .• l eancelar .. J 

Figura 109. Painel Contrato de Licença de Software 

6. O painel Informações sobre o Gerenciador é exibido. Este painel utiliza as 
mesmas informações que você forneceu quando instalou o produto anterior . 
Clique em Avançar para continuar . 

Figura 110. Painel Informações sobre o Gerenciador 

7. O painel Número de Porta é exibido. Este painel utiliza as mesmas 
informações que você forneceu quando instalou o produto anterior. Para obter 
informações sobre números de porta, consulte a Tabela 7 na página 20. Clique 
em Avançar para continuar . 

/ Ros ;;,;;(:c: 
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lnsira um·ndmero. <11! porta base., 
Sao.n...,essl!íos (61 n!lme= de. porta, Eles sert<>-obliPos. em !Seqükciá, a_·parlir clliQUel<> 4Ue W>C! inserir. 
Certifiqu••• de qu• ..,... na..,...os ôo pOrto. n&o é5t9jam sencb ülilizodós>por oottos .aplicaWO$ 

· < Vôltar 

Figura 111. Painel Número de Porta 

8. O painel Senha para Autenticação do Host é exibido. Este painel utiliza as 
mesmas informações que você forneceu quando instalou o produto anterior. 
Essa senha deve utilizar a mesma senha do gerenciador com o qual este 
console remoto se comunica. Para obter informações sobre essa senha, 
consulte a Tabela 12 na página 60. Clique em Avançar para continuar. 

. ~lnstalador • ~.,' ., 

cancelar 

Figura 112. Painel Senha para Autenticação do Host 
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9. O painel Senha do Tivoli NetView é exibido. Para obter informações sobre o 
ID do usuário e a senha, consulte a Tabela 12 na página 60. Insira a senha duas 
vezes. Clique em Avançar para continuar. 

~lnstalador ~m ... : 

Figura 113. Painel Senha do Tivoli NetView 

1 O. O painel Confirmação da Instalação é exibido. Confirme se o diretório 
especificado é o local em que você deseja instalar o console. Clique em 
Avançar para continuar. 

~lnstalador f~/ 

IBM tivoli srorage Are~ NétwtlrK)M~nager• Console$e:r~ inst<~ladQ !li'a sg.g.vinw 
ló.c,alizaç·ão: 

c:\liVO!i\itsanmtcon$'Qie 

pata um tamanbo total: 

----·-·-----~~----

Cançelar I 

Figura 114. Painel Confirmação da Instalação 
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O painel Status é exibido. Esse procedimento demorará aproximadamente de . A 
15 a 20 minutos. V' 

12. Quando a instalação estiver concluída, o painel Instalado com Êxito será 
exibido. Clique em Avançar para continuar . 

~Instalador · - : • 

O Assistente lnstaiiShleld Instalou o produto IBM Tlvoli Storage Are a Network 
Manager- Console com êxito. Escolha Avançar para continuar com o assistente . 

lnstaliShield ----'------------------------------

<voltar ICAv~r~JI Cancelar 

Figura 115. Painel instalado com Êxito 

13. O painel Instalação Concluída é exibido. Para iniciar o computador 
novamente, clique em Sim, reinicialize meu sistema. Clique em Concluir 
para concluir a instalação . 

fil:: ; 
. . CPI ~1 r /)..,r, .. .. 
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~ln<talador "';L , , 

· Par.H onciulr es.l<! instalação, rernlciali~e o sistema: . .;;.· 

(iõ $im,r~ihi .cial~ meu sistema, 

I Não, relril t lalízareJ me.u,s.l$!8ma post~rlorment!l. 

Figura 116. Painel Instalação Concluída 

14. Depois de reinicializar o computador, verifique se o serviço do console do 
Tivoli Storage Area Network Manager foi iniciado. Clique no seguinte: 

Iniciar_. Configurações_. Painel de controle_. Ferramentas 
administrativas _. Serviços (Serviços do NT) _. Console do ITSANM 

Fazendo o Upgrade dos Agentes 
Esta seção descreve como fazer o upgrade de agentes em plataformas diferentes. 

Fazendo o Upgrade do Agente no Windows 
Para fazer o upgrade do agente no Windows, siga estas etapas: 

1. Insira o CD Tivoli Storage Area Network Manager Agents na unidade de 
disco de CD-ROM. Vá para o diretório do agente e dê um clique duplo em 
setup.exe. 

2. O painel Selecione um Idioma é exibido. Selecione um idioma na lista drop 
down e clique em OK. Esse será o idioma utilizado para fazer o upgrade 
desse produto. 
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Cancelar f 

Figura 117. Painel Selecione um Idioma 

3. O painel Bem-vindo é exibido. Clique em Avançar para continuar . 

~lnstalador .: .• ·'fi~ 

Bem-vindo ao -Assistente lnstaiiShield para IBM Tivoli Storage Area Network 
Manager- AgenteV1.2.0 

O Assistente lnstaiiShleld instalará IBM Tivoli Storage Are a Network Manager­
Agente em seu computador. 

Pa.ra continuar, escolha Avançar . 

IBM Jivoli Storage Are a Network Manager- Agente 
Tivoli Software, IBM 
httpJ~:tiyoli. com 

lnstaiiShield ~------...,,...--'----.,....----,-----.,..-------------

Figura 118. Painel Bem-vindo ao Tivoli Storage Area Network Manager 

4. O painel Contrato de Licença de Software é exibido. Leia os termos do 
contrato de licença. Se você concordar com os termos do contrato de licença, 
selecione o botão de opções Eu aceito os termos no contrato de licença . 
Clique em Avançar para continuar. Se você não aceitar os termos do contra to 
de licen a, o ro rama de instalação será encerrado sem instalar o agente do 
Tivoli Storage Area Network Manager . 

RQS .,o n'l,''l lt' : . i . ' I~ ' . I ! --- ~IP-- // 
';P~·li ··n -, . . . 
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Contrato de Licença de Soitware 

LE!A BaTE CON:J;RATO COM ~VJTAATENÇÃO AN~B DJ~ !;JTILJZAR O • 
PROGRAMA 1\JE!MBOMI;:NTF$ UOSNCIARAESTE PROGRAMA PARA O CtiEiNTE 
SE O CUENT!; ACEITAR PREVIAMENTE OS TERMOS DESTE CONTRATO, AO 

TJIJ.tAR o PROG.RAMA, O CUENTE ESTARÁ CONCORDANDO COM ESTES 
RMOS. SE O CLIENTE NÃO GONCORD.AR COM OS TERMOS DESTE 

ON'i"RATO, DEVERÁOEVOLVER IME.DIATAMENTE O PROGRAMA . 
TILIZADO PARAAIBM. 

Figura 119. Painel Contrato de Licença 

5. O painel Informações sobre o Gerenciador é exibido. Este painel utiliza as 
mesmas informações que você forneceu quando instalou o produto anterior. 
Clique em Avançar para continuar. 

< Vôltar J Avençar ;> j Cancelar I 

Figura 120. Painel Informações sobre o Gerenciador 

6. O painel Número de Porta é exibido. Este painel utiliza as mesmas 
informações que você forneceu quando instalou o produto anterior. Clique em 
Avançar para continuar. 
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~lnstalador '· , , " 

Insira um nútn~ro dé J)ôí\ta base. 
$âo nacess.ári(l$ {1:l n.:u:nêt!):S. da porta. ~las serão' çbJJeo:s, am s'Sqo~m:ía, a patllt 
daquele que -Vôtê ítrserjr. 
Ceffitiqu.11-se de·quê esses números éle porta não ·estejam ·sen.da utrl:ltados pqr 
outros apll~ll -

:::·:::_;:.:.:.:.;r·:.c-:.:;:.;.::··« 

Caneélar .f 

Figura 121. Painel Número de Porta 

7. O painel Senha para Autenticação do Host é exibido. Este painel utiliza as 
mesmas informações que você forneceu quando instalou o produto anterior . 
Essa senha deve ser a mesma senha do gerenciador com o qual este host 
gerenciado se comunica. Para obter informações sobre essa senha, consulte a 
Tabela 12 na página 60. Clique em Avançar para continuar . 

"Vollat j [}.~~Jj Cancelar. 

Figura 122. Painel Senha para Autenticação do Host 

8. O painel Confirmação é exibido. Clique em Avançar para coneiuir. -· 
j ROS n° 01/2CC:.~ ,: : 
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Nota: Nos sistemas UNIX, o caminho do diretório é /tivoli/itsrm/agent. 
Observe que o caminho do diretório padrão para a versão 1.1.0 ou 1.1.1 
era c: \ tivoli \itsrm \ agent. 

~Instalador , ' 

IBM Tivoll Storage Are a Network Manager - Agente será Instalado na seguinte 
localização: 

c:\tivoli\ltsanm\agent 

para um tamanho total : 

62,5MB 

lnstaiiShield-------------------------------

Cancelar 

Figura 123, Painel Confirmação 

9. O painel Status é exibido. 

1 O. Quando a instalação estiver concluída, o painel Instalado com Êxito será 
exibido. Clique em Concluir para concluir a instalação. 

~Instalador , 

o Assistente lnstaiiShield instalou o produto IBM TiVoll Storage Are a Network 
Manager- Agente com êXito. Escolha Concluir para sair do assistente. 

lnslaiiShield -------------------------------

Figura 124. Painel Instalado com Êxito 
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11 . O serviço do agente é automaticamente iniciado após a instalação . 

Fazendo o Upgrade do Agente no AIX 
Você deve ter autoridade root para fazer o upgrade do agente. Siga estas instruções 
para fazer o upgrade do agente do Tivoli Storage Area Network Manager: 

1. Insira o CD do Agente IBM Tivoli Storage Area Network Manager na unidade 
de CD-ROM . 

2. Utilize os comandos a seguir para determinar o diretório de montagem e 
executar o script de instalação. O script de upgrade da instalação está 
localizado no diretório do agente. Execute estes comandos: 

mkdir /cdrom 
mount -v'cdrfs 1 -r' 1 /dev/cdO /cdrom 
cd /cdrom/agent 
./setup.aix 

3. Siga as orientações nos painéis de instalação, começando com a etapa 2 na 
página 146 . 

4. O serviço do agente é automaticamente iniciado após a instalação. 

Fazendo o Upgrade do Agente no Solaris 
Você deve ter autoridade root para fazer o upgrade do agente. Siga estas instruções 
para fazer o upgrade do agente do Tivoli Storage Area Network Manager: 

1. Insira o CD do Agente IBM Tivoli Storage Area Network Manager na unidade 
de CD-ROM . 

2. A unidade deve ser montada manualmente. O script de upgrade da instalação 
está localizado no diretório do agente. Utilize estes comandos para determinar 
o diretório de montagem (por exemplo, /cdrom/agent) e executar o script de 
instalação: 

df -k (para procurar sistema montado) 
cd /cdrom/agent 
./setup.sol (para o Solaris) 

3. Siga as orientações nos painéis de instalação, começando com a etapa 2 na 
página 146. 

4. O serviço do agente é automaticamente iniciado após a instalação . 

I ROS ~~ fl---: CP~1' ~~:~rv~~: 
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Capítulo 11. Instalando o Pacote de Idiomas do IBM Tivoli 
Storage Area Network Manager 

O Pacote de Idiomas permite visualizar mensagens, ajuda on-line e textos em um 
idioma diferente do inglês. Antes de instalar o Pacote de Idiomas, é necessário 
instalar o IBM Tivoli Storage Area Network Manager. O Pacote de Idiomas requer 
40 MB de espaço em disco temporário para cada componente: o gerenciador, o host 
gerenciado e o console remoto . 

Esta seção fornece informações sobre os seguintes itens: 

Item Consulte 

Como instalar o Pacote de Idiomas no "Instalando o Pacote de Idiomas no 
gerenciador do Windows Gerenciador do Windows" 

Como instalar o Pacote de Idiomas no "Instalando o Pacote de Idiomas no 
gerenciador do Windows Gerenciador do AIX" na página 162 

Como instalar o Pacote de Idiomas no "Instalando o Pacote de Idiomas no Console 
console remoto Remoto" na página 163 

Como instalar o Pacote de Idiomas no host "Instalando o Pacote de Idiomas no Host 
gerenciado Gerenciado" na página 163 

Como remover a instalação do Pacote de "Removendo a Instalação do Pacote de 
Idiomas Idiomas" na página 165 

Instalando o Pacote de Idiomas no Gerenciador do Windows 
O Pacote de Idiomas também instala o Kit de Idiomas do Tivoli NetView. 

Para instalar o Pacote de Idiomas, siga estas etapas: 

1 . Pare o serviço do gerenciador. Para parar o serviço do gerenciador, clique em: 

Iniciar -~Configurações -~ Painel de Controle -~ 
Ferramentas Administrativas -~ Serviços 

O painel Serviços é exibido. Dê um clique com o botão direito do mouse em 
IBM WebSphere Application Server V5 - ITSANM-Manager. Clique em 
Parar. 

2. Pare o console. No Painel de serviços, clique com o botão direito do mouse 
em ITSANM - Console. Clique em Parar. Pare também o serviço do Tivoli 
NetView . 

3. Insira o CO do Pacote de Idiomas do IBM Tivoli Storage Area Network 
Manager na urúdade de CD=ROM. Se o autorun do Windovvs estiver ativado, 
o programa de instalação deverá ser iniciado automaticamente. Se o programa 
não se iniciar automaticamente, abra o Windows Explorer e vá para a unidade 
de disco de CD-ROM do Pacote de Idiomas do IBM Tivoli Storage Area 
Network Manager . 

4. No diretório da unidade de CD-ROM, dê um clique duplo em setup.exe . 

© Copyright IBM Corp. 2002, 2003 



5. O painel Selecione um Idioma é exibido. Selecione um idioma na caixa drop 
down e clique em OK. Esse será o idioma utilizado para a instalação deste 
produto. 

~Instalador 01 
Selecione um idioma a ser usado para este assistente. 

e mão 
Chinês 
Ch inês (Taiwan) 
Coreano 
Espanhol 
Francês 

Figura 125. Painel Selecione um Idioma 

6. O painel Bem-vindo é exibido. Clique em Avançar para continuar. 
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~lnstalador , , 

Bem-vindo ao Assistente lnstaiiShield para IBM Tivoli storage Area Network 
Manager language Pack 

o Assistente lnstaiiShield instalará IBM Tivoli Storage Are a Network Manager 
Language Pack em seu computador . 
Para continuar, escolha Avan çar. 

IBM Tivoli Storage Are a Network Manager Language Pack 
Tivo li Systems, Inc . 
http:ltwww.tivoiLcom 

lnsta liShie;d ----- ------------ ---- ---------

Figura 126. Painel Bem-vindo 

\ o~ '6 9 _a ____ .\ 
._.,.., 



7. O painel Contrato de Licença de Software é exibido. Leia os termos do 
contrato de licença. Se você concordar com os termos do contrato de licença, 
selecione o botão de opções Eu aceito os tennos no contrato d e licença. 
Clique em Avançar para continuar. Se você não aceitar os termos do contrato 
de licença, o programa de instalação será encerrado sem instalar o Pacote de 
Idiomas do IBM Tivoli Storage Area Network Manager. 

Contrato de Lrcença de Software 

LEIA ESTE GoNTRATO COM Ml)ITAATENÇÂéiANTES El.t= l,JTIJJZAR O 
\PROGRAMA A ISM SOMENTE t)CENCIARAF;Sil'E PR0!3f<M!A PA.RA o· CLIENTE . 
'SE O QUENTE AeE;fFAR PREVIM!ENTE OS TERMOS O.E$TE. CONTRATO AO 
UTIUZAR O PROGRAJiAA. ú CLIENTE ES1'ARJ\i<>ONCORIDANOO COM ES'FES 
TERMOS. S,E Q CLIENTE NÃO ÇONÓOROAR CO~ oS TERMOS DESTE 
CQ.NtRATO~'DE\IERÁ OEVOLVER IMEDIA!AM.EN~ O PROORAMA 
NAO·UTILIZAOOPARAAI9M. 

cancelar 

Figura 127. Painel Contrato de Licença de Software 
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8. O painel Nome do Diretório é exibido. Os nomes de diretório e caminho não 
devem conter espaços ou lúfens. Insira um nome de diretório diferente ou 
aceite o nome de diretório padrão. O programa criará o nome do diretório 
padrão se ele ainda não existir. Clique em Avançar para continuar . 

Nota: O nome do caminho UNIX no painel é diferente do utilizado no 
Windows. Por exemplo, no UNIX, o nome do caminho seria 
I tivoli/ itsanm/LangPacks . 

J ~li:i{]I 
Olh1UI! 11m Av<lnç<~r par<~ instalar o "IBM TM!Ii Slorage Area Network lll<~nagl!r l.ilnguagl! 
Pacl<' nEste diretório ou clique em Procur.-r par<~ instalar em outro djretórlo . 

Nome !lo Olr11tório; 

I c:\IÍVOII\Its~nm\LangPaç ks 

ln$lal1Sil!eld ----------------------------

Figura 128. Painel Nome do Diretório 

CPMI i'~()oQ-.·.~ 
Capítulo 11. Instalando b Pacote de Idiomas 157 

1 h g_2 
8 



158 

9. O painel Selecione os Recursos é exibido. As informações nesse painel são 
alteradas dependendo do componente que você está instalando e dos idiomas 
instalados no sistema. 

Se você estiver instalando o Pacote de Idiomas para o gerenciador, marque as 
caixas para o Gerenciador e os idiomas em que deseja exibir o IBM Tivoli 
Storage Area Network Manager. 

Se estiver instalando o Pacote de Idiomas para o host gerenciado, marque as 
caixas para o Agente e os idiomas em que deseja exibir o IBM Tivoli Storage 
Area Network Manager. Se você tiver um agente e o gerenciador na mesma 
máquina, poderá instalar o Pacote de Idiomas para os dois componentes ao 
mesmo tempo. 

Se estiver instalando o Pacote de Idiomas para o console remoto, marque as 
caixas para o Console Remoto e os idiomas em que deseja exibir o IBM Tivoli 
Storage Area Network Manager. Clique em Avançar para continuar. 

~lnstalador 

Selecione os recursos para "IBM Tivoli Storage Are a Network Manag er Language 
Pacl<' que você gostaria de instalar: 

B Instalação do Produto 

B PJ IBM Tivoli Storage Are a Network Manager Language Pack 

B P: Manager 

P" Recursos em alemão 

P" Recursos em espanhol 

P" Recursos em francês 

P" Recursos em italiano 

P" Recursos em japonês 

P" Recursos em coreano 

P" Recursos em português 

P" Recursos em chinês simplificado 

P" Recursos em chinês tradicional 

B [7 Agent 

I?" Recursos em alemão 

P" Recursos em espanhol 

F Recursos em francês 

P" Recursos em italiano 

P" Recursos em japonês 

P" Recursos em coreano 

P" Recursos em português 

P" Recursos em chinês simplificado 

P" Recursos em chinês tradicional 

~ :'JS!-:": ! l:3 1:!t:.!Cl .···· ········-·-····-···-······- ······························· 

Figura 129. Painel Selecione os Recursos 
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1 O. O painel Idioma para o Tivoli NetView é exibido. Esse painel permite escolher 
o idioma no qual você deseja exibir as informações do Tivoli NetView. O 
Tivoli NetView somente é fornecido com os idiomas listados no painel. 
Selecione uma opção e clique em Avançar para continuar . 

Nota: 

• O IBM Tivoli Storage Area Network Manager não oferece suporte 
para o console da Web Tivoli NetView . 

• Este painel não aparece na instalação do Pacote de Idiomas para o 
gerenciador ou agentes do AIX . 

~Instalador >;S:~ '""' 

Escolha um idioma para os itens do menu do Netview da Tivoli. 

(i Inglês 

C Japonês 

C Coreano 

C Chinês Simplificado 

Figura 130. Painel Idioma para o Tivoli NetView 
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11. O painel Informações é exibido. Esse painel exibe suas opções de instalação. 
Revise essas informações e clique em Avançar para continuar. 

Nota: Se você estiver instalando Pacote de Idiomas no UNIX, o caminho do 
diretório será diferente do Windows. Por exemplo, o caminho do 
diretório do UNIX seria / tivoli/itsanm/LangPacks. 

f:;1Instalador 

18111 Tívotl Storage Are a Network lotanager L.anguage Pack será Instalado na 
seguinte localização: 

c:\woli\its an m\LangP!icks 

com os seguintes recursos: 

Mansger 

Recursos em alemão 

Recursos em espanhol 

Recursos em francês 

Recursos em italiano 

Recursos em japonês 

Recursos em coreano 

Recursos em porluQuês 

Recursos em chinês simplificado 

Recursos em chinês ltallícfonal 

Agenl 

Recursos em alemão 

Cancelar 

Figura 131 . Painel Informações 
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10\~3 
12. O painel Status da Instalação é exibido. Depois de concluída a instalação, você ~ . 

verá o painel seguinte . 

~lnstalador . , ' · . • , . ~: ·' :::Jr:t l .2~J 
Instalando IBI'il íwoli Storage Area NetworJt Manilger ~noua~Je Pack ... Aguarde, 
por favor. 

lnstaiiShielcl --------------------------

Figura 132. Painel Status da Instalação 
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13. O painel Instalado com Êxito é exibido. Clique em Concluir para concluir a 
instalação. 

~Instalador · i,l$ 

O Assistente lnstaiiShield instalou o produto IBM Tivo li Storage Are a Network 
Manager Language Pack com êxito. Escolha Concluir para s air do assistente. 

Figura 133. Painel Instalado com Êxito 

14. Para o gerenciador do Windows, inicie novamente o ITSANM-Manager e o 
Tivoli NetView Service pelo painel Serviços do Windows. 

15. Para o console remoto, inicie novamente o Serviço do Tivoli NetView e o 
Console do ITSANM. Na barra de ferramentas, clique no seguinte: 

Iniciar_. Configurações_. Painel de Controle_. Ferramentas 
Administrativas _. Serviços (Serviços do NT) _. Serviço do Tivoli NetView 

Clique com o botão direito do mouse em Serviço do Tivoli NetView e, em 
seguida, clique em Iniciar. Faça o mesmo para o Console do ITSANM. 

16. Para os hosts gerenciados, inicie novamente o Agente ITSANM. Para iniciar 
novamente os hosts gerenciados, consulte "Instalando o Pacote de Idiomas no 
Host Gerenciado" na página 163. 

Instalando o Pacote de Idiomas no Gerenciador do AIX 
Para instalar o Pacote de Idiomas, siga estas etapas: 

1. Pare o serviço do gerenciador. Vá para o diretório de trabalho e execute este 
comando (utilizando o diretório padrão): 

/tivoli/itsanm/manager/bin/aix/stopSANM.sh 

2. Insira o CO do Pacote de Idiomas do IBM Tivoli Storage Area Network 
Manager na unidade de CD-ROM. 

3. Utilize esses comandos para criar o diretório e determine o diretório de 
montagem. O comando também executa o script de instalação. O script de 
instalação está localizado no diretório manager. Execute estes comando./1 si(: _w 
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mkdir /cdrom 
mount -v'cdrfs' -r'' /dev/cdO /cdrom 
cd /cdrom/manager 
./setup.aix 

Observe que a opção -r é acompanhada de duas aspas. 

4. Siga as orientações nos painéis de instalação, começando com a etapa 5 na 
página 154. 

5. Inicie novamente o gerenciador. Para iniciar o gerenciador no AIX, vá para o 
diretório de trabalho e execute este comando (utilizando o diretório padrão): 
/tivoli/itsanm/manager/bin/ai x/startSANM.sh 

Instalando o Pacote de Idiomas no Console Remoto 
Siga estas etapas para instalar o Pacote de Idiomas no console remoto: 

1. Pare o console remoto e o Serviço do Tivoli NetView por meio do painel 
Serviços do Windows. Na barra de ferramentas, clique no seguinte: 

Iniciar~ Configurações ~ Painel de Controle~ Ferramentas 
Administrativas ~ Serviços (Serviços do NT) ~ Console do ITSANM 

Clique com o botão direito do mouse em Console do ITSANM e, em seguida, 
clique em Parar. Faça o mesmo para o Serviço do Tivoli NetView. 

2. Insira o CO do Pacote de Idiomas do Tivoli Storage Area Network Manager na 
unidade de CD-ROM. Se o autorun do Windows estiver ativado, o programa 
de instalação deverá ser iniciado automaticamente. Se isso não acontecer, abra o 
Windows Explorer e acesse a unidade de CD-ROM do Pacote de Idiomas do 
IBM Tivoli Storage Area Network Manager. Dê um clique duplo em setup.exe . 

3. Siga as orientações nos painéis de instalação, começando com a etapa 5 na 
página 154 . 

Instalando o Pacote de Idiomas no Host Gerenciado 
Esta seção descreve como instalar o Pacote de Idiomas nos hosts gerenciados . 

Instalando o Pacote de Idiomas no Windows 
Siga estas etapas para instalar o Pacote de Idiomas no Windows: 

1. Pare o serviço do agente. Para parar o serviço do agente, clique em: 

Iniciar ~ Configurações ~ Painel de Controle~ 
Ferramentas Administrativas ~ Serviços 

O painel Serviços é exibido. Clique com o botão direito do mouse em Agente 
ITSANM. Clique em Parar . 

2. Insira o CD do Pacote de Idiomas do Tivoli Storage Area Network Manager na 
unidade de CD ROM Se a autanm do Windows estiver ativado. o programa 
de instalação deverá ser iniciado automaticamente. Se isso não acontecer, abra o 
Windows Explorer e acesse a unidade de CD-ROM do Pacote de Idiomas do 
IBM Tivoli Storage Area Network Manager. Dê um clique duplo em setup.exe. 

3. Siga as orientações nos painéis de instalação, começando com a etapa 5 na 
página 154 . 

4. Inicie novamente o serviço do agente . 

Para iniciar novamente o serviço do agente, clique em: 

Iniciar ~ Configurações ~ Painel de Controle ~ 
Ferramentas Administrativas ~ Serviços 

'2 
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O painel Serviços é exibido. Clique com o botão direito do m ouse em Agente 
ITSANM. Dê um clique em Iniciar. 

Instalando o Pacote de Idiomas no AIX 
Siga estas etapas para instalar o Pacote de Idiomas no host gerenciado para o AIX: 

1 . Pare o serviço do agente. Para parar o serviço do agente no AIX, acesse o 
diretório de trabalho e execute este comando (utilizando o diretório padrão): 

/tivoli/itsanm/agent/bin/ai x/tcstop.sh 

2. Insira o CD do Pacote de Idiomas do IBM Tivoli Storage Area Network 
Manager na unidade de CD-ROM. 

3. Execute estes comandos para executar o script de instalação: : 

mount -v'cdrfs' -r'' /dev/cd0 /cdrom 
cd I cdrom 
./setup . aix 

4. Siga as orientações nos painéis de instalação, começando com a etapa 5 na 
página 154. 

5. Inicie novamente o serviço do agente. Para iniciar novamente o serviço do 
agente no AIX, acesse o diretório de trabalho e execute este comando 
(utilizando o diretório padrão): 

/tivoli/itsanm/agent/bin/ai x/tcstop.sh 

Instalando o Pacote de Idiomas no Solaris 
Siga estas etapas para instalar o Pacote de Idiomas no host gerenciado para o 
Solaris: 

1 . Pare o serviço do agente. Para parar o serviço do agente, acesse o diretório de 
trabalho e execute este comando: 

/tivoli/itsanm/agent/bin/solaris2/tcstop.sh 

2 . Insira o CD do Pacote de Idiomas do IBM Tivoli Storage Area Network 
Manager na unidade de CD-ROM. 

3 . A unidade deve ser montada manualmente. Utilize estes comandos para alterar 
para o diretório de montagem e executar o script de instalação: 

cd /cdrom 
. /setup. sol (para o Solaris) 

4. Siga as orientações nos painéis de instalação, começando com a etapa 5 na 
página 154. 

5. Inicie novamente o serviço do agente. Para iniciar novamente o serviço do 
agente, acesse o diretório de trabalho e execute este comando: 

/tivoli/itsanm/agent/bin/solaris2/tcstart.sh 

Instalando o Pacote de Idiomas no Linux 
Siga estas etapas para instalar o Pacote de Idiomas no host gerenciado para o 

1 . Pare o serviço do agente. Para parar o serviço do agente, acesse o diretório de 
trabalho e execute este comando: 

/tivoli /itsanm/agent/b i n/linux/tcstop 

2. Insira o CD do Pacote de Idiomas do IBM Tivoli Storage Area Network 
Manager na unidade de CD-ROM. 

3. Execute os comandos a seguir. Os comandos criam o diretório de CD-ROM, 
montam o diretório de CD-ROM, alternam para o diretório do agente e depois 
executam o script de instalação. 
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mkdi r I cdrom 
mount /dev/cd0 /cdrom 

cd /cdrom/agent 
./setup. lin 

4 . Siga as orientações nos painéis de instalação, começando com a etapa 5 na 
página 154. 

5. Inicie novamente o serviço do agente. Para iniciar novamente o serviço do 
agente, acesse o diretório de trabalho e execute este comando: 

/tivoli/itsanm/agent/bin/linux/tcstart 

Removendo a Instalação do Pacote de Idiomas 

Nota: No gerenciador e no console remoto do Windows: A desinstalação do Pacote 
de Idiomas do IBM Tivoli Storage Area Network Manager não desinstala o 
Kit de Idiomas do Tivoli NetView. 

Para remover a instalação do Pacote de Idiomas, siga estas etapas: 

1 . Para o gerenciador do Windows, pare o serviço ITSANM-Manager e o Tivoli 
NetView Service utilizando o painel Serviços do Windows. 

Para o gerenciador do AIX, pare o gerenciador a partir do diretório de 
trabalho (utilizando o diretório padrão): 

/tivoli/itsanm/manager/bin/aix/stopSANM.sh 

2. Se você estiver removendo a instalação do Pacote de Idiomas para o console 
remoto, pare o Serviço do Tivoli NetView e, em seguida, o serviço do Console 
do ITSANM por meio do painel Serviços do Windows . 

3 . Se estiver removendo a instalação do Pacote de Idiomas para o host 
gerenciado, pare o serviço do Agente ITSANM. Para obter informações sobre 
como parar o Agente ITSANM, consulte "Instalando o Pacote de Idiomas no 
Host Gerenciado" na página 163 . 

4 . No diretório em que o Pacote de Idiomas foi instalado, execute estes 
comandos: 

• Para o Windows, utilize Adicionar ou remover programas. Na barra de 
ferramentas, clique no seguinte: 
Iniciar -~ Configurações -~ Painel de Controle 

No Painel de Controle, dê um clique duplo em Adicionar ou remover 
programas. Localize e realce o componente que deseja remover. Clique em 
Remover . 

• Para o UNIX, execute _uninstall. Se você tiver utilizado o diretório padrão, 
poderá executar este comando: 

tivoli/itsanm/LangPacks/_uninstall 

5 . O painel Selecione um Idioma é exibido. Selecione um idioma e clique em OK 

Nt- h~ ~6 t · t.LQ.!L. 

") 3 6 9 8 
LDoc. _____ .. l 



Selecione um idioma a ser usado para este assistente. 

OK Cancelar I 
Figura 134. Painel Selecione um Idioma 
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6. O painel Bem-vindo é exibido. Clique em Avançar para continuar. 

Bem-vindo ao Assistente lnstaiiShield para IBM Tivoli storage Area Network 
Manager language Pack 

O Assistente lnstaiiShield remove rá a instalação IBM Tivoli Storage Are a Network 
Manager Language Pack de seu computador. 

Para continuar, escolha Avançar . 

Figura 135. Painel Bem-vindo 

IBM Tivoli Storage Are a Network Manager Language Pack 

Tivoli Systems, Inc. 
http:ltwww.tivoli .com 

Capítulo 11. Insta lan do 



7. O painel Selecione os Recursos é exibido. As informações n esse painel são 
alteradas dependendo do componente do qual você está removendo a 
instalação e dos idiomas instalados no sistema. 

Se você estiver desinstalando o Pacote de Idiomas para o gerenciador, marque 
as caixas para o Gerenciador e os idiomas que deseja desinstalar. 

Se estiver desinstalando o Pacote de Idiomas para o host gerenciado, marque 
as caixas para o Agente e os idiomas que deseja desinstala r. 

Se estiver removendo a instalação do Pacote de Idiomas p ara o console 
remoto, marque as caixas para o Console Remoto e os idiomas que deseja 
desinstalar. 

Clique em Avançar para continuar. 

Selecione- G:!! re~ursos QQ ptodUlo ·reM TNijli $tOra~ e Ale-a NelWI!Ik wanages 
um ·u~oe P3.fK' a scr&m temO\itlf-os: 

8 Remoçiliocl.a Instalação elo Psoduto 

8 P' 191.! T'M)II S1Ml~é Ale à Ne!Yrork P!lana~er Un~~agto Paek 

Sfo' ~a!'l~lW 
F Recursos em ~lemú 

J7 Recursos ern espan.IIOI 

17 Recursos em t'íancês 

17 Recursos em nar.ano 

F R~cursos ~m jal)onlr> 

F' Recursos em core~n.o 

J7 Recursos ern por11.1114lh 

J7 Recursos Prn chlflês slmplilka~o 

F RPcurlõos em drlflês 1radid onal 

SI" ~elll 
F Recursos em <~lemão 

F' Recur-sos em espa.nliol 

F' Recursos ern B'ancê~ 

P" FIPtUN;o.s em italiano 

F Récursos em Jáponk 

F R~ cursos ~m corear'tO­

F Recursos em portug.ds 

P" Recursos ern (lltrrês slmplinndo 

17 Recursos em clllnés 1radl.clonal 

Figura 136. Painel Selecione os Recursos 
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8. O painel Informações é exibido. Esse painel exibe suas opções de instalação. A_ 

Revise essas informações e clique em Avançar para continuar . 

Nota: Se você estiver desinstalando o Pacote de Idiomas no UNIX, o caminho 
do diretório será diferente do Windows. Por exemplo, o caminho do 
diretório do UNIX seria /tivoli/itsanm/LangPacks. 

fgoesínstalador ;:;1\~,~ 

18111 Tivoll Storage Area Network ldanager Language Pack será removido da 
seguinte iocaliZaçío: 

c:\tiYo iMsan m\Lang Pac ks 

com os seguintes recursos: 

Mana !ler 

Recursos em alemão 

Recursos em espanhol 

Recursos em francês 

Racursos em llallano 

Recursos em japonês 

Recursos em coreano 

Recursos em português 

Recursos em chinês slmpll~cado 

Recursos em chinês tradicional 

Agent 

Recursos em alemão 

Figura 137. Painel Informações 

Cancelar I 

9. O prompt para a caixa de diálogo Remover Arquivo Existente é exibido. 
Selecione uma opção: 
• Sim para remover o arquivo atual. 
• Sim para todos para remover todos os arquivos sem exibir prompts. 
• Não para não remover o arquivo atual. 
• Não para todos para não remover nenhum arquivo . 
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1 O. O painel Instalação Removida com Êxito é exibido. Clique em Concluir para 
concluir a remoção da instalação. 

O Assistente lnsta11Shlelci rem()Veu o produl() i8M Tivoll Slorage Area Network 
ManagerLan!'luage Patl( com êxito. Escolha Concluir para sair do assisten.te. 

Concluir ~ 

Figura 138. Painel Instalação Removida com Êxito 

11. Para o gerenciador do Windows, inicie o Serviço do Tivoli NetView e o serviço 
ITSANM por meio do painel Serviços do Windows. 

Para o gerenciador do AlX, inicie o gerenciador a partir diretório de trabalho e 
execute este comando (utilizando o diretório padrão): 

/tivoli/itsanm/manager/bin/aix/startSANM.sh 

12. Para o console remoto, inicie o Serviço do Tivoli NetView e, em seguida, inicie 
o Console do ITSANM por meio do painel Serviços do Windows. 

13. Para os hosts gerenciados, inicie novamente o agente. Para obter informações 
sobre como iniciar novamente os agentes, consulte "Instalando o Pacote de 
Idiomas no Host Gerenciado" na página 163. 
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Capítulo 12. Removendo a Instalação do IBM Tivoli Storage 
Area Network Manager 

Esta seção descreve como remover a instalação do IBM Tivoli Storage Area 
Network Manager nas máquinas do gerenciador, console e host gerenciado . 

Nota: 

• No gerenciador do Windows: Se você instalou o gerenciador e o Tivoli 
NetView foi instalado com ele, o procedimento de desinstalação também 
desinstalará o Tivoli NetView. Se tiver instalado o gerenciador e o Tivoli 
NetView não tiver sido instalado com esse gerenciador (o Tivoli NetView 
já estava instalado), a instalação do Tivoli NetView não será removida . 

• Se tiver instalado o console remoto e o Tivoli NetView tiver sido instalado 
com esse console remoto, o procedimento de remoção da instalação 
também removerá a instalação do Tivoli NetView. Se tiver instalado o 
console remoto e o Tivoli NetView não tiver sido instalado com esse 
console remoto (o Tivoli NetView já estava instalado), a instalação do 
Tivoli NetView não será removida . 

• Se estiver desinstalando o IBM Tivoli Storage Area Network Manager e o 
DB2, deverá desinstalar os produtos nesta seqüência: 
1 . IBM Tivoli Storage Area Network Manager 
2. DB2 

Esta seção fornece informações sobre os seguintes itens: 

Item Consulte 

Como Instalar o Gerenciador no Windows "Desinstalando o Gerenciador no Windows" 

Como Instalar o Gerenciador no AIX "Desinstalando o Gerenciador no AIX" na 
página 177 

Como Desinstalar os Agentes "Desinstalando os Agentes" na página 182 

Como Desinstalar o Console Remoto "Removendo a Instalação do Console 
Remoto do IBM Tivoli Storage Area 
Network Manager" na página 178 

Como Desinstalar o DB2 "Removendo a Instalação do DB2" na 
página 186 

Desinstalando o Gerenciador no Windows 
Antes de remover a instalação do gerenciador, feche todas as janelas do Tivoli 

et 1ew. uan o o IVO 1 orage rea e or anager e 1ns a a o, 
também instala o pacote GUID Tivoli. A instalação desse pacote GUID não é 
removida quando você remove a instalação do IBM Tivoli Storage Area Network 
Manager. Se você planeja reinstalar o IBM Tivoli Storage Area Network Manager, 
não deve excluir os arquivos e diretórios específicos do GUID Tivoli. Isso pode 
fazer com que o IBM Tivoli Storage Area Network Manager funcione 
incorretamente. Os arquivos e diretórios específicos do GUID Tivoli são os 
seguintes: 
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Tabela 15. Diretórios do GUIO Tivoli 

Plataforma Diretório 

AIX I usr I tivoli l guid 

Solaris I optl tivoli l guid 

Windows Arquivos de programas\ tivoli \ guid 

Normalmente, você não removeria a instalação do pacote GUIO Tivoli. Entretanto, 
se quiser limpar o computador, poderá remover a instalação desse pacote 
manualmente. Para obter informações sobre como remover a instalação do GUIO 
Tivoli, consulte "Removendo a Instalação do Pacote GUIO Tivoli" na p ágina 177. 

Para remover a instalação do gerenciador, siga estas etapas: 

1. Na barra de ferramentas, clique no seguinte: 

Iniciar~ Configurações ~ Painel de Controle 

2 . No Painel de Controle, dê um clique duplo em Adicionar ou remover 
programas. 

3. Dê um clique com o botão direito do mouse em IBM WebSphere Application , .._. 
Server VS - ITSANM-Manager. ~ 

4. Clique em Remover. 

5. O painel Selecione um Idioma é exibido. Selecione Português (Brasil) e clique 
em OK. 

~- ///(1 ~$"' 

Assistente lnstaiiShield ·.>,~;~ ,., 

Figura 139. Painel Selecione um Idioma 
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6. O painel Bem-vindo é exibido. Clique em Avançar para continuar . 

Bem-vindo ao Assistente lnstaiiShield para IBM Tivoli storage Area Network 
Manager- GerenciadorV1.2.0 

O Assistente lnstaiiShield removerá a instalação IBM Tivoli Storage. Are a Network 
Manager- Gerenciador de seu computador. 
Para co ntinuar, escolha Avançar . 

IBM Tivoll Storage Are a Network Manager- Gerenciador 
Tivoli Software, IBM 
http:Jtwww.tivoli.com 

lnstai!Shield ~~-~-------~--~-~----..,...-~-------

Figura 140. Painel Bem-vindo 

7. O painel Localização é exibido. Ele fornece informações sobre a localização da 
qual a instalação do gerenciador será removida. Clique em Avançar para 
continuar . 

Nota: O nome do caminho UNIX no painel é diferente do utilizado no 
Windows. Por exemplo, no UNIX, o nome do caminho seria 
I tivoli/ itsanm/ manager . 

~· (f1P f I"') r'\- , •.• '1 . '\ 

l \~~r: .. " . ·. . . . : ': 
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~Desmstalador , M\~~ 

IBM Tivoli Storage Are a Network Manager- Gerenciador será removido da 

seguinte localização: 

c:\tivoli\itsanm\manager 

lnstaiiShield --------------------------------

Cancelar 

Figura 141. Painel Localização 
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8. O painel Removendo a Instalação é exibido. Essa etapa pode demorar algum 
tempo para remover a instalação . 

~Desinstalador {7', ~-~ v j 

RemQvendO.•Iilllls~ay.4q ;JB~ Tilvolfsto~gel\rea Ne1v>Prk Mtinager 
• Gerencl<!:dPL 

Figura 142. Painel Removendo a Instalação 

9. O prornpt para a caixa de diálogo Remover Arquivo Existente é exibido . 
o Sim para remover o arquivo atual. 
o Sim para todos para remover todos os arquivos sem exibir prornpts. 
o Não para não remover o arquivo atual. 
o Não para todos para não remover nenhum arquivo. 

Selecione urna opção . 

C:lusrl ovlconf/clexplore.conf existe neste sistema e foimo.dificado. desde 
a instal.ação. Deseja remover este arquivo ? 

:!···- ""'" 8i;:;;m ·- ...... l l1 8i;;; · p~~~f~d·~~w ~ ~~c:::: :: ::::::: :·:~:~:9.: :::::::~:::~:] i[ Nã~ p~r·~ --t~.d~~ -~ 

Figura 143. Caixa de Diálogo Remover Arquivo Existente 
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1 O. O painel Instalação Removida com Êxito é exibido. Clique em Avançar. 

O Assistente lnstaiiShield removeu o produto IBM Tivoli Storage Are a Network 
Manager- Gerenciador com êxito. Escolha Avançar para continuar com o 

assistente. 

lnstaiiShield ------.,---------------------------~ 

Cancelar 

Figura 144. Painel Instalação Removida com Êxito 

11. O painel Inicie Novamente o Sistema é exibido. É possível selecionar Sim para 
iniciar novamente o sistema agora ou Não para iniciá-lo novamente mais 
tarde. O sistema deve ser reinicializado após a remoção da instalação do 
gerenciador para que essa remoção seja concluída com êxito. 

~~Oes1nstalador t'1ff'r-$. 

(i: Sim, .nlini.Clal~meu $1$t!lm;~: 

(' N.ão. relnlclaltzatei meu; slsléma posletlotmentéc 

iilf~f;~i,$1)1?-lil <"---· -· -·-----------~~~~--

Figura 145. Painel Inicie Novamente o Sistema 
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Removendo a Instalação do Pacote GUIO Tivoli 
O pacote GUIO Tivoli é utilizado para resolver a identificação de um computador . 
Computadores podem ter vários nomes de domínio, um endereço IP dinâmico que 
é alterado ou um nome de host que é alterado. O pacote GUIO permite que o 
computador tenha um identificador exclusivo global. Isso garante que um 
computador que esteja executando vários aplicativos possa ser exclusivamente 
identificado. Por exemplo, um computador pode estar executando o cliente Tivoli 
Storage Manager e o agente do IBM Tivoli Storage Area Network Manager . 

Nota: Normalmente, você não removeria a instalação do pacote GUIO Tivoli. As 
informações a seguir são fornecidas caso você queira ter um computador 
limpo. Se você tiver outros aplicativos Tivoli utilizando o pacote GUIO, não 
remova a instalação desse pacote . 

Para remover a instalação do pacote GUIO Tivoli no AIX, insira este comando: 
installp -u tivoli . tivguid 

Também é possível remover a instalação do pacote GUIO Tivoli utilizando smitty. 

Para remover a instalação do pacote GUIO Tivoli no Solaris, insira este comando: 
pkgrm TIVgui d 

Para remover a instalação do pacote GUIO Tivoli no Windows, siga estas etapas: 

1 . Acesse a barra de ferramentas e clique em: 
Iniciar -~ Configurações -~ Painel de Controle 

2. No Painel de Controle, dê um clique duplo em Adicionar ou remover 
programas . 

3. A caixa de diálogo Adicionar ou remover programas é exibida. Na guia 
Instalar /Oesinstalar, selecioneTivGUID . 

4. Clique em Remover . 

Desinstalando o Gerenciador no AIX 
Quando o IBM Tivoli Storage Area Network Manager é instalado, também instala 
o pacote GUIO Tivoli. A instalação desse pacote GUID não é removida quando 
você remove a instalação do IBM Tivoli Storage Area Network Manager. Se você 
planeja reinstalar o IBM Tivoli Storage Area Network Manager, não deve excluir os 
arquivos e diretórios específicos do GUIO Tivoli. Isso pode fazer com que o IBM 
Tivoli Storage Area Network Manager funcione incorretamente . 

Para remover a instalação do gerenciador, siga estas etapas: 

1. O programa de remoção da instalação é criado no diretório de instalação após a 
instalação do agente. Execute uninstall no diretório installdir/manager/ uninst 
para desinstalar o gerenciador. No diretóno réUZ, Insira este comando: 

/tivoli/itsanm/manager/_uninst/uninstall 

2. Siga as etapas da desinstalação do Windows a partir da etapa 5 na página 172 
(o painel Selecione um Idioma) . 

3. Não é necessário reinicializar o sistema. Porém, para reutilizar as portas do 
gerenciador (9550-9556), você deverá reinicializar o sistema . 

ooc3 6 9 8 
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Removendo a Instalação do Console Remoto do IBM Tivoli Storage 
Area Network Manager 

\Ü \ ~~ ~ Antes de remover a instalação do console remoto, feche todas as janelas do Tivoli 
)>' NetView. 

Para remover a instalação do Console remoto do IBM Tivoli Storage Area Network 
Manager, siga estas etapas: 

1. Na barra de ferramentas, clique no seguinte: 
Iniciar_. Configurações_. Painel de Controle 

2. No Painel de Controle, dê um clique duplo em Adicionar ou remover 
programas. 

3. Localize e realce ITSANM - Console. 

4. Clique em Remover. 

5. O painel Selecione um Idioma é exibido. Selecione um idioma. Clique em OK. 

~Desinstalador >. '~·:rrà 

Selecione um Idioma a ser usado para e;ste assístente. 

Figura 146. Painel Selecione um Idioma 
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6. O painel Bem-vindo é exibido. Clique em Avançar para continuar . 

Bem-vindo ao Assistente lnstaiJShield para IBM Tivoli storage Area Network 
Manager. ConsoleV1.2.0 

O Assistente lnstaiiShield removerá a instalação IBM Tivoli Slorage Are a Nelwork 
Manager · Console de seu computador. 
Para.continuar, escolha Avançar . 

IBM Tivoli Storage Are a Network Manager · Console 

Tivoli Sollware, IBM 
hltp1twwvv.tivoli.com 

JnstaliShiela ~~--,.-;c,...--7'""""-.,...---~--___,.~....,...--___,.-~-~~-------

[~~:n"ÇEJI . Cancelar 

Figura 147. Painel Bem-vindo 

7. O painel Localização é exibido. Clique em Avançar para continuar . 

~ Desmstalador $:t'iff ~- v 

IBM Tivoli Slorage Area•Network Manager- Console será removido -da seguinte 

localização: 

c:\tivoli\itsanm\console 

lnstaiiShield -------------,....----.,,--------------~--

Cancelar 

Figura 148. Painel Localização 

I. ' 
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8. O painel Removendo a Instalação é exibido. 

~Desinstalador ~X·•~ 

Removençlo a ln$!al~gão 113M Tivoli Storage Areà Netwofk:Marta.Qer 
"Console .•. 

Lr;staiiShieJrJ ....,. ,-"--~-~----,.----...._,~_,...~~-------c-~~-----

Figura 149. Painel Removendo a Instalação 

9. O prompt para a caixa de diálogo Remover Arquivo Existente é exibido. 
Selecione uma opção: 
• Sim para remover o arquivo atual. 
• Sim para todos para remover todos os arquivos sem exibir prompts. 
• Não para não remover o arquivo atual. 
• Não para todos para não remover nenhum arquivo. 
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1 O. O painel Instalação Removida com Êxito é exibido. Clique em Avançar . 

O Assistente lnstaiiShield removeu o produto IBM Tivoli Storage Are a Network 
Manager- Console com êxito. Escolha Avançar para continuar com o assistente. 

lnstaliSI'!ield -------~...,...---~~~~,..-----------------

Cancelar 

Figura 150. Painel Instalação Removida com Êxito 

11. O painel Inicie Novamente o Sistema é exibido. É possível selecionar Sim para 
iniciar novamente o sistema agora ou Não para iniciá-lo novamente mais 
tarde. O sistema deve ser reinicializado após a remoção da instalação do 
console remoto para que essa remoção seja concluída com êxito. Clique em 
Concluir . 

'""' -. .. .,. . ~ ' .. 

,(i' Slfti, ralnielaliZe®~u s!s.tema, 
Í MiQ, ralriftlali.Zarei meu Sl'$!llma:;j)Cll!llr!Ormejlle . 

'· 

Figura 151 . Painel Inicie Novamente o Sistema 
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Desinstalando os Agentes 
Esta seção descreve como desinstalar os agentes em plataformas diferentes. 

Desinstalando o Agente no Windows 
Para remover a instalação do agente no Windows, siga estas etapas: 

1. Verifique se o serviço do agente está parado. 

2. No diretório de remoção da instalação, dê um clique duplo em Adicionar ou 
remover programas. 

3. Localize e realce ITSANM - Agent. 

4. Clique em Remover. 

5. O painel Selecione um Idioma é exibido. Selecione um idioma. Clique em OK. 

~Desinstalador t;}' 

Selecíttne um iclloma a serusacl>cll para este assistente. 

Figura 152. Painel Selecione um Idioma 

6. O painel Bem-vindo é exibido. Clique em Avançar para continuar. 
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~Oesmstalador , ~WJI~ 

Bem-vindo ao Assistente lnstaiiShield para IBM Tivoli storage Area Network 
Manager - AgenteV1.2.0 

O Assistente lnstaiiShield removerá a instalação IBM Tivoli Storage Are a Network 
Manager- Agente de seu computador . 
Para continuar, escolha Avançar. 

IBM Tivoli Storage Are a Network Manager- Agente 
Tivoli Software, IBM 
http:Jtwww.tivoli.com 

lnstaJIShleld ------------------------------

Figura 153. Painel Bem-vindo 
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7. O painel Remover Instalação do Diretório é exibido. Clique em Avançar para 
continuar. 

~Desmstalador ·" 

IBM Tivoli Storage Are a Nel\ovork Manager- Agente será removido da seguinte 
localização: 

c:\tivoli\itsanm\agent 

lnstaiiShield -------------------------------

<Voltar ICAV~:~JI Cancelar 

Figura 154. Painel Remover Instalação do Diretório 

8. O prornpt para a caixa de diálogo Remover Arquivo Existente é exibido. 
Selecione urna opção: 
• Sim para remover o arquivo atual. 
• Sim para todos para remover todos os arquivos sem exibir prompts. 
• Não para não remover o arquivo atual. 
• Não para todos para não remover nenhum arquivo. 

9. O painel Removendo a Instalação é exibido. 
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1 O. O painel Instalação Removida com Êxito é exibido. Clique em Avançar . 

~Desmstalador *":-

O Assistente lnstai iShie ld removeu o produto IBM Tivoli Storage Are a Network 
Manager - Agente com êxito. Escolha Avançar para continuar com o assistente . 

lnstai/Shield ~...,...----~~---~--~---------------

Figura 155. Painel Instalação Removida com Êxito 

Desinstalando o Agente no AIX ou Solaris 
Para remover a instalação do agente no AIX ou Solaris, siga estas etapas: 

1. Verifique se o serviço do agente está parado.Execute este comando: 

ps -aef I grep "java.*tsnm.baseDir" 

Se você não visualizar esta entrada, significa que o serviço do agente foi 
parado: 

root 96498 158924 0 Aug 17 ptsl3 24:53 lt ivolilitsanml 
agentljrelbinljava 

-Dtsnm.baseDir=ltivolilitsanmlagent -Dtsnm.loca1Port=9570 
-Dtsnm.protocol=http: 
11 -Djlog.nologCmd=true -classpath ltivolil itsanmlagentll ib l 

classes:ltivolilitsanm 
I agentl servl e ti common/1 i bl servl et. ja r: lt i v o 1 i I i tsanml agent/1 i bl 

com .i bm .mq .jar: lti 
volilitsanmlagentlliblcom.ibm.mqjms.jar:ltivolilitsanmlagentllibl 

jms.jar:ltivolil 
itsanmlagentllibiServi ceManager.jar: : ltivolilitsanmlagent/servletl 

binlbootstrap.jar 
-Djavax.net.ssl . keyStore=ltivolilitsanmlagentlcon f/server.keystore 

-Djavax.net.s 
sl.keyStorePassword YourServerKeystorePassword -Dca ta l1na . 

base=ltivolilitsanmlage 
ntlservlet -Dcatalina. home=ltivolil itsanmlagentlserv let 

org.apache.catalina.start 
up.Bootstrap start 
root 471386 448550 1 14:35:03 ptsl4 0:00 

grep java .*tsnm.baseDir 

2. O programa de remoção da instalação é criado no diretório de instalação após a 
instalação do agente. Execute uninstall no diretório installdir/agent/_uninst 
para remover a instalação do agente. No diretório raiz, insira este comando: 

ltivoli/itsanm/agentl_uninstluninstall 1· k---- . 
r ,J r, li ·:vi' ''(' 18 
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3 . Siga as etapas da remoção da instalação do Windows começando na etapa 5 na 
página 182 (o painel Selecione um Idioma). 

Desinstalando o Agente com Linux 
Para desinstalar o agente com o Linux, siga estas etapas: 

1 . O programa de remoção da instalação é criado no diretório de instalação após a 
instalação do agente. Execute uninstall sob o diretório 
<install_dir>/agent/_uninst para desinstalar o agente. No diretório raiz, insira 
este comando: 

/tivoli/itsanm/agent/_uninst/uninstall 

2. Siga as etapas da remoção da instalação do Windows começando na etapa 5 na 
página 182 (o painel Selecione um Idioma). 

Removendo a Instalação do 082 
Esta seção descreve como desinstalar o DB2 no Windows e no AIX. 

Desinstalando o 082 no Windows 
Para desinstalar o DB2 no Windows, siga estas etapas: 

1. Utilizando o DB2, elimine o banco de dados itsanmdb. ltsanmdb é o nome 
padrão. Se você tiver renomeado esse banco de dados, elimine o banco de 
dados do IBM Tivoli Storage Area Network Manager. Para obter informações 
sobre como eliminar um banco de dados, consulte"Eliminando um Banco de 
Dados DB2" na página 204. 

2. Acesse a barra de ferramentas e clique em: 

Iniciar _. Configurações _. Painel de Controle 

3. No Painel de Controle, dê um clique duplo em Adicionar ou remover 
programas. 

4. A caixa de diálogo Adicionar ou remover programas é exibida. Na guia 
Instalar/Desinstalar, selecioneiBM DB2. 

5. Clique em Adicionar/Remover. 

6. A caixa de diálogo Confirm DB2 deletion é exibida. Clique em Yes. 

' (.' ?\?··.· ... · .. 
~ 

·················· ............ ... .... .. .. ... .. .... ........... .. .... ... q"""~ 

Figura 156. Caixa de diálogo Confirm 082 deletion 

i. O painel Information é exibido. Clique em Yes. 
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Figura 157. Painellnformation 

8. A caixa de diálogo Uninstall é exibida. Quando a remoção da instalação 
estiver concluída, clique em OK. 

Figura 158. Caixa de Diálogo Uninsta/1 

9. A caixa de diálogo Uninstall com êxito é exibida. Clique em OK. 

Figura 159. Caixa de Diálogo Uninsta/1 com êxito 

1 O. Certifique-se de ter excluído todas as pastas do DB2 relacionadas . 

Desinstalando o 082 no AIX 
Para desinstalar o DB2, siga as próximas etapas. O DB2 Administration Server é 
tido como db2as. Você deve ter autoridade root para desinstalar o DB2 . 

1. Elimine todos os bancos de dados do DB2. Cada Instância do DB2 pode ter um 
ou mais bancos de dados. Vá para cada Instância do DB2 e elimine todos os 
bancos de dados de cada instância. Efetue log in como proprietário da 

instância. Execute estes comandos: . - r:i\~ 

. RQ~ ,: u~,· .... ~ l~ 3 · C 1\ 
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su - <Nome do Proprietário da Instância> (efetue login como proprietário 
da instância)- - -

db2 list application (lista todos os bancos de dados) 
db2 drop db <Nome_do_BD> 

Em que Nome_do_Proprietário_da_Instância é a Instância do DB2 (por exemplo, 
db2instl) . Nome_do_BD é o nome do banco de dados que será eliminado. 
Depois de eliminar o banco de dados você verá esta mensagem: 

DB20000I O comando DROP DATABASE foi concluído com êxito. 

2. Pare o servidor de administração. O ID do usuário padrão é db2as. Para parar 
o servidor de administração, execute estes comandos: 

su - db2as (efetue login como administrador do DB2) 
db2admin stop 

Depois de parar o servidor de administração você verá esta mensagem: 
SQL4407W O DB2 Administration Server foi parado com êxito . 

3. Pare todas as Instâncias do DB2. Para obter uma lista de Instância do DB2, 
execute este comando: 

<DB2_DIR>/bin/db2list 

DB2_DIR é o diretório do DB2. O padrão é /usr/lpp/ db2_07_01. Para cada 
instância na lista, execute os seguintes comandos: 

su - <Nome_do_Proprietário_da_Instância> 
db2 force application all 
db2stop 
db2 termina te 

Nome_da_Instância é uma Instância do DB2, por exemplo, db2instl. 

4. Remova o servidor de administração. Execute este comando no diretório raiz: 
/usr/lpp/<programa_DB2>/instance/dasidrop db2as 

programa_DB2 é o programa do DB2, por exemplo db2_07 _01. 

5. Remova todas as Instâncias do DB2. Para cada Instância do DB2, execute o 
seguinte comando: 

<DB2_DIR>/instance/db2idrop <Nome_da_Instância> 

DB2_DIR é o diretório do DB2 e Nome_da_Instância o nome da instância, por 
exemplo, db2instl . 

6. Remova o DB2. Execute este comando: 

installp -u <programa_DB2> 

Em que programa_DB2 é o nome do programa DB2, por exemplo, db2_07 _01. 

7. Remova o nome da instância na lista de usuários (opcional, pmém 
recomendado). Execute smit e vá para estes painéis: 

Segurança & Usuários 
Usuários Remover um usuário 

Remover um Usuário do Sistema 

Remova o nome da instância (por exemplo, db2instl) e o nome do Servidor de 
Administração (por exemplo, db2as) . 

8. Reinicialize a máquina (opcional, porém recomendado). 
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----------------------------------------------------------------------
Apêndice A. Instalação Silenciosa do IBM Tivoli Storage Area 
Network Manager 

Antes de instalar o gerenciador, certifique-se de que fez o trabalho de planejamento 
da pré-instalação, conforme descrito no Capítulo 3, "Preparando-se para a 
Instalação (Gerenciador do Windows)", na página 19 para Windows ou no 
Capítulo 4, "Preparando-se para a Instalação (Gerenciador do AIX)", na página 35 
para AIX. 

O IBM Tivoli Storage Area Network Manager suporta instalações silenciosas e 
não-assistidas. Modificando os parâmetros apropriados no arquivo de opções do 
gerenciador, console remoto ou agente, você poderá então executar o script para 
instalar o componente. Se você instalar o IBM Tivoli Storage Area Network 
Manager utilizando a instalação silenciosa, deverá desinstalar o produto utilizando 
o mesmo procedimento. 

Instalando o Gerenciador 
O arquivo de opções do gerenciador localiza-se no diretório de instalação do 
gerenciador. O arquivo de opções chama-se manager.opt. Para poder instalar o 
gerenciador, você deve alterar os parâmetros apropriados no arquivo de opções . 
Consulte Figura 160 . 

############################################################################### 
# InstallShield Options File Template for Manager silent install 
# 
# This file can be used to create an options file (i .e., response file) for the 
# wizard "Setup". Options files are used with "-options" on the command line to 
# modify wizard settings . 
# 
# The settings that can be specified 
# this template, follow these steps: 

for the wizard are listed below. To use 

# 
# 
# 
# 
# 

1. Specify a value for a setting by replacing the characters 'value'. 
Read each settings documentation for information on how to specify its 
value. 

2. Save the changes to the file. # 
# 
# 
# 
# 
# 
# 
# 

3. To use the otpions file with the wizard, specify -options filename 
as a command line argument to the wizard, where filename is the name 
of this options file. 
example: 

setup.exe -silent -options manager.opt 

############################################################################### 

#------------------------------------------------------------------------------
# Selecione o idioma padrão 
# Exemplo: 
# -P defaultlocale="English" 
#------------------------------------------------------------------------------
#-P defaultlocale="English" 

Figura 160. Arquivo Manager.opt (Parte 1 de 3) 
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#------------------------------------------------------------------------------
# Installation destination directory. Specify a valid directory into which the 
# product should be installed. If the directory contains spaces , enclose it in 
# double-quotes. For example, to install the product to C:\Prog ram Files\My 
# Product in Windows, use 
# -P installlocation="C :\Program Files\My Product" 
# -P installlocation="C:/tivoli/itsanm/manager " 
# For Unix 
# -P installlocation="/tivoli/itsanm/manager" 
#------------------------------------------------------------------------------
-P installlocation="C:/tivoli/itsanm/manager" 
#------------------------------------------------------------------------------
# Base port number for this installation 
# Example: 
# -W portNoBean.portNumber=9550 
#------------------------------------------------------------------------------
-W portNoBean.portNumber=9550 

#------------------------------------------------------------------------------
# DB2 administrator user ID 
# Example: 
# -W DBPassword.useriD="db2admin" 
#------------------------------------------------------------------------------
-W DBPassword.useriD="db2admin" 

#------------------------------------------------------------------------------
# DB2 administrator password 
# 
# Example: 
# -W DBPassword. password= "password" 
#------------------------------------------------------------------------------
-W DBPassword.password="password" 

#------------------------------------------------------------------------------
# Name of database to be created and used by SANM (SANM databas e) 
# 
# Exemplo: 
# -W SANPasswordl. dbName=" i tsanmdb" 
#------------------------------------------------------------------------------
-W SANPasswordl.dbName="itsanmdb" 

#------------------------------------------------------------------------------
# SANM database user ID, must be different than DB2 administrator user ID 
# 
# Example: 
# -W SANPasswordl.useriD="db2userl" 
#------------------------------------------------------------------------------
-W SANPasswordl.useriD="db2userl" 

#------------------------------------------------------------------------------
# SANM database password 
# Example: 
# -W SANPasswordl.useriD="password" 
#--------------------------- ------------ -------------- --- ----------------
-W SANPasswordl. password="password" 

Figura 160. Arquivo Manager.opt (Parte 2 de 3} 

190 IBM Tivoli Storage Area Network Manager: Gui11 de Plnneja mento e Instalação 



• • • • • • I 
I 

• I 
I • I 
I 

t I 

• I 
I 

• I 
I 

t I 
I • I 

• I 
I 

• I 
I 

I I 
I 

I I 

:\J I 
I 
I 
I 

t I 
I 

I I 
I • I 

I 
I 
I 

I I 
I 

• I 
I 

I I 
I 

I I 

I 
I 

I 

• 
b 
I 
I 
I 
I 
t 
I 
I 
I 
I 

• • I 
I 

• 

#------------------------------------------------------------------------------
# Websphere user ID 
# Example: 
# -W WASPassword.useriD="wasuserl" 
#------------------------------------------------------------------------------
-W WASPassword.useriD="db2userl" 

#------------------------------------------------------------------------------
# Websphere password for the user above 
# Examp 1 e: 
# -W WASPassword.password="password" 
#------------------------------------------------------------------------------
-W WASPassword.password="password" 

#------------------------------------------------------------------------------
# Manager , Agent, Console communication password 
# Example: 
# -W comPassword.password="password" 
#------------------------------------------------------------------------------
-W comPassword.password="password" 

#------------------------------------------------------------------------------
# Drive Letter where Netview to be installed. 
# Exemplo : 
# -W beanNVDrivelnput.chcDriveName="C" 
#------------------------------------------------------------------------------
-W beanNVDrivelnput.chcDriveName="C" 

#------------------------------------------------------------------------------
# Netview password . 
# Example : 
# -W beanNetViewPasswordPanel.password="password" 
#------------------------------------------------------------------------------
-W beanNetViewPasswordPanel.password="password" 

#------------------------------------------------------------------------------
# Property use by installation program. Do not remove or modify. 
#------------------------------------------------------------------------------
-W setWinDestinationBean.value="$P(installlocation)" 

Figura 160. Arquivo Manager.opt (Parte 3 de 3) 

Altere apenas os parâmetros listados a seguir. Não altere nenhum outro parâmetro. 

• Especifique o diretório de destino de instalação. No Windows, para que o 
diretório de destino da instalação seja C: /myhost/itsanm/manager, insira o 
exemplo da seguinte forma: 
-P installlocation="C:/myhost/itsanm/manager" 

No gerenciador do AIX, insira o exemplo da seguinte forma : 

-P installlocation="/myhost/itsanm/manager" 

Nota: Este procedimento aceita as barras normal e invertida para cam inhos de 
diretórios em uma plataforma Windows. 

• Especifique o número da porta base. Por exemplo, você deseja que esse número 
seja 9800. 

-W portNoBean.portNumber=9800 

• Especifique o ID do usuário administrador do DB2. Por exemplo, você deseja 
que o ID do usuário do DB2 seja mydb2id . 

-W DBPassword.useriD="mydb2id" 
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• Especifique a senha do ID do usuário administrador do DB2 (mydb2id). Por 
exemplo, você deseja que a senha seja mypass. 

-W DBPassword. password="mypass" 

• Especifique o nome do banco de dados que será criado e utilizado pelo IBM 
Tivoli Storage Area Network Manager. Por exemplo, você deseja que o nome do 
banco de dados seja mydb. 
_W SANPasswordl.dbName="mydb" 

• Especifique o ID do usuário do banco de dados que é diferen te do ID do usuário 
administrativo do DB2. Por exemplo, você deseja utilizar m ydbuser. 

-W SANPasswordl. useriD="mydbuser" 

• Especifique uma senha para o ID do usuário do banco de dados (mydbuser) . 
Por exemplo, você deseja utilizar a senha mydbpass. 

-W SANPasswordl.password="mydbpass" 

• Especifique um ID do usuário WebSphere. Por exemplo, você deseja utilizar 
mywebid. 
-W WASPassword.useriD="mywebid" 

• Especifique uma senha do ID do usuário WebSphere (mywebid). Por exemplo, 
você deseja utilizar mywebpass. 
-W WASPassword.password="mywebpass" 

• Especifique uma senha para comunicações do gerenciador, agente e console. Por 
exemplo, você deseja utilizar hostcomm. 
-W comPassword.password="hostcomm" 

• Especifique a letra da unidade em que o Tivoli NetView será instalado. Isto é 
requerido somente para o gerenciador do Windows. Por exemplo, você deseja 
instalar o Tivoli NetView na unidade E. 

-W beanNVDrivelnput.chcDriveName="E" 

• Especifique a senha do Tivoli NetView. Isto é requerido somente para o 
gerenciador do Windows. Por exemplo, você deseja utilizar n etviewpass. 

-W beanNetViewPasswordPanel.password="netviewpass" 

Como Instalar o Gerenciador 
Para instalar o gerenciador do Windows utilizando o arquivo m anager.opt, execute 
este comando: 

setup -silent -options <install_dir>\manage r .opt 

Onde install_dir é o diretório onde o arquivo de opções está localizado. 

Para instalar o gerenciador do AIX utilizando o arquivo manager.opt, execute este 
comando: 

setup.aix -silent -options <i nstall_dir>/manager.opt 

Onde mstall_dzr e o drretono onde o arqmvo de opçoes esta localizado. 
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Instalando o Agente 11 
O arquivo de opções do agente localiza-se no diretório de instalação do agent/. O 
arquivo de opções chama-se agent.opt. Para poder instalar o agente, você deve 
alterar os parâmetros apropriados no arquivo de opções. Consulte Figura 161. 

############################# ############### #################### ############### 
# InstallShield Options File Template for Agent silent install 
# 
# 
# 
# 
# 

This file can be used to create an options file (i.e., response file) for the 
wizard "Setup" . Options files are used with "-options" on the command line to 
modificar definições do assistente. 

# The settings that can be specified for the wizard are listed below. To use 
# this template, follow these steps: 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

1. Specify a value for a setting by replacing the characters 'value'. 
Read each settings documentation for information on how to specify its 
valor. 

2. Save the changes to the file. 

3. To use the options file with the wizard, specify -options filename 
as a command line argument to the wizard, where filename is the name 
deste arquivo de opções . 
example: 

setup.exe -silent -options agent.opt 

# 
############################################################################### 

#------------------------------------------------------------------------------
# Select default language 
# Exampl e: 
I -P defaultlocale="English" 
1------------------------------------------------------------------------------
#-P defaultlocale="English" 

#------------------------------------------------------------------------------
# Installation destination directory: 
I 
I The install location of the product. Specify a valid directory into which the 
# product should be installed. If the directory contains spaces, enclose it in 
I double-quotes. For example, to install the product to C:\Program Files\My 
I Produto no Windows, utilize 
# -P installlocation="C:\Program Files\My Product" 
I -P installlocation="C:/tivoli/itsanm/agent" 
# For Unix 
# -P installlocation="/tivoli/itsanm/agent" 
1------------------------------------------------------------------------------
-P installlocation="c:/tivoli/itsanm/agent" 

1------------------------------------------------------------------------------
# Speci fy full qual i fied narne of rerrrote nranager macnine. 
I Example: 
# -W managerNamePort.managerName="manager.sanjose.ibm.com" 
1------------------------------------------------------------------------------
-W managerNamePort.managerName="manager.sanjose . ibm.com" 

Figura 161. Arquivo Agent.opt (Parte 1 de 2) 
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#------------------------------------------------------------------------------
# Spec ify base port number of remate manager : 
# Examp le: 
# -W managerNamePort.managerPort=9550 
#------------------------------------------------------------------------------
-W managerNamePort.managerPort=9550 

#------------------------------------------------------------------------------
# Base port number for this instal l ation 
# Examp le: 
# -W portNoBean.portNumber=9570 
#------------------------------------------------------------------------------
-W portNoBean.portNumber=9570 

#------------------------------------------------------------------------------
# Manager, Agent, Console communication pa ssword 
# Exemplo: 
# -W comPassword.password="password" 
#------------------------------------------------------------------------------
-W comPassword.password="password" 

#------------------------------------------------------------------------------
# Property use by installation program. Do not remove or modify. 
#------------------------------------------------------------------------------
-W setWinDestinationBean.value="$P{installlocation)" 

Figura 161. Arquivo Agent.opt (Parte 2 de 2} 

Altere apenas os parâmetros listados a seguir. Não altere nenhum outro parâmetro. 

• Especifique o diretório de destino de instalação. No Windows, para que o 
diretório de destino da instalação seja C: /myagent/ i tsanm/ agent, insira o 
exemplo da seguinte forma: 

-P installlocation="C:/myagent/itsanm/agent" 

No agente UNIX, insira o exemplo da seguinte forma: 
-P installlocation="/myagent/itsanm/agent" 

Nota: Este procedimento aceita as barras normal e invertida para caminhos de 
diretórios em uma plataforma Windows. 

• Especifique o nome completo da máquina do gerenciador remoto. Por exemplo, 
você deseja que o nome seja mydivision.mycompany.com. 

-W managerNamePort .managerName="mydivision .mycompany.com" 

• Especifique o número da porta base da máquina do gerenciador remoto. Por (_ 
exemplo, você deseja utilizar 9800. 

-W managerNamePort .managerPort=9800 

• Especifique o número da porta base para este host gerenciado. Por exemplo, 
você deseja que a base seja 9820. 
-W por tNoBea1t.pot tNumbet 9820 

• Especifique urna senha para comunicações do gerenciador, agente e console. Por 
exemplo, você deseja utilizar hostcomm. 

-W comPassword . password="hostcomm" 

Como Instalar o Agente 
Para instalar o agente do Windows utilizando o arquivo agent.opt, execute este 
comando: 

setup -si lent -options <install_dir>/agent.opt 
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Onde install_dir é o diretório onde o arquivo de opções está localizado. 

Para instalar o agente do AIX utilizando o arquivo agent.opt, execute este 
comando: 

./setup.aix -silent -options <install_dir>/agent.opt 

Onde install_dir é o diretório onde o arquivo de opções está localizado . 

Para instalar o agente do Solaris utilizando o arquivo agent.opt, execute este 
comando: 

./setup.sol -silent -options <install_dir>/agent.opt 

Onde install_dir é o diretório onde o arquivo de opções está localizado. 

Para instalar o agente do Linux utilizando o arquivo agent.opt, execute este 
comando: 

./setup.lin -silent -options <install_dir>/agent.opt 

Onde install_dir é o diretório onde o arquivo de opções está localizado. 

Instalando o Console Remoto 
O arquivo de opções do console remoto localiza-se no diretório de instalação do 
console. O arquivo de opções chama-se console.opt. Para poder instalar o agente, 
você deve alterar os parâmetros apropriados no arquivo de opções. Consulte 
Figura 162 na página 196 . 
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############################### ############### ################################# 
# InstallShield Options File Template for Remate Console silent install 
# 
# 
# 
# 
# 

This file can be used to create an options file (i .e., respon se file) for the 
wizard "Setup". Options files are used with "-options" on the command line to 
modificar definições do assistente . 

# The settings that can be specified for the wizard are listed below . To use 
# this template , follow these steps : 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

1. Specify a value for a setting by repla cing the characte rs 'value' . 
Read each settings documentation for info rmation on how to specify its 
valor. 

2. Save the changes to the file . 

3. To use the options file with the wizard , specify -options filename 
as a command line argument to the wizard, where filename i s the name 
deste arquivo de opções. 
exemplo : 

setup . exe -silent -options console.opt 

# 
############################################################################### 

#------------------------------------------------------------------------------
# Select default language 
# Example : 
# -P defaultlocale="English" 
#------------------------------------------------------------------------------
#-P defaultlocale="English" 

Figura 162. Arquivo Console.opt (Parte 1 de 2) 
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#------------------------------------------------------------------------------
# Installation dest i nation directory. 
# 
# The install location of the product. Specify a valid directory into which the 
# product should be installed . If the directory contains spaces, enclose it in 
# double-quotes. For example , to install the product to C:\Program Files\My 
# Produto no Windows , utilize 
# -P installlocation="C:\Program Files \My Product" 
# -P instal l location="C:/tivoli/itsanm/console" 
#------------------------------------------------------------------------------
-P installlocation="c : /t i voli/itsanm/console" 
#------------------------------------------------------------------------------
# Specify full qualifi ed name of remate manager machine: 
# Exemplo : 
# -W beanManagerlocation.HostName="manager. sanjose.ibm.com" 
#------------------------------------------------------------------------------
-W beanManagerlocation . HostName="manager.sanjose . ibm.com" 

#------------------------------------------------------------------------------
# Specify base port number of remate manager : 
# Exemplo: 
# -W beanManagerlocation . PortNo=9550 
#------------------------------------------------------------------------------
-W beanManagerlocation.PortNo=9550 

#------------------------------------------------------------------------------
# Base port number for this installation 
# Exemplo: 
# -W po r tNoBean .portNumber=9560 
#------------------------------------------------------------------------------
-W portNoBean.portNumber=9560 

#------------------------------------------------------------------------------
# Manager, Agent, Console communication password 
# Exemplo: 
# -W comPassword. password="password" 
#------------------------------------------------------------------------------
-W comPassword.password="password" 

#------------------------------------------------------------------------------
# Drive Letter where Netview to be installed. 
# Exemplo: 
# -W beanNVDriveinput . chcDriveName="C" 
#------------------------------------------------------------------------------
-W beanNVDriveinput.chcDriveName="C" 

#------------------------------------------------------------------------------
# Netview password. 
# Exemplo: 
# -W beanNetVi ewPasswordPanel.password="password" 
#------------------------------------------------------------------------------
-W beanNetViewPasswordPanel . password="password" 

Figura 162. Arquivo Conso!e.opt (Par:t8 2 de 2) 

Altere apenas os parâmetros listados a seguir. Não altere nenhum outro parâm etro . 

• Especifique o diretório de destino de instalação. Para que o diretório de destino 
da instalação seja C:/myconsole/itsanm/console, insira o exemplo da seguinte 
forma: 
-P installlocation="C:/myconsole/itsanm/console" 

Nota: Este procedimento aceita as barras normal e invertida para caminhos de 
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o Especifique o nome completo da máquina do gerenciador remoto. Por exemplo, 
você deseja que o nome seja mydivision.mycompany.com. 

-W beanManagerlocation.HostName="mydivision.mycompany.com" 

o Especifique o número da porta base da máquina do gerenciador remoto. Por 
exemplo, você deseja utilizar 9800 .. 

-W beanManagerlocation.PortNo=9800 

o Especifique o número da porta base para este console. Por exemplo, você deseja 
que a base seja 9830. 

-W portNoBean.portNumber=9830 

o Especifique uma senha para comunicações do gerenciador, agente e console. Por 
exemplo, você deseja utilizar hostcomm. 
-W comPassword.password="hostcomm" 

o Especifique a letra da unidade em que o Tivoli NetView será instalado. Isto é 
requerido somente para o gerenciador do Windows. Por exemplo, você deseja 
instalar o Tivoli NetView na unidade E. 

-W beanNVDrivelnput.chcDriveName="E" 

o Especifique a senha do Tivoli NetView. Por exemplo, você deseja utilizar 
netviewpass. 

-W beanNetViewPasswordPanel . password="netviewpass" 

Como Instalar o Console Remoto 
Para instalar o console remoto utilizando o arquivo console.opt, execute este 
comando: 

setup -silent -options <install_dir>\console .opt 

Onde install_dir é o diretório onde o arquivo de opções está localizado. 

Desinstalando o IBM Tivoli Storage Area Network Manager 
Esta seção descreve como desinstalar o IBM Tivoli Storage Area N etwork Manager 
se o produto foi instalado pela instalação silenciosa. 

Removendo a Instalação do Gerenciador 
Para desinstalar o gerenciador no Windows, siga esta etapa: 

1 . A partir do diretório de instalação, execute o seguinte comando: 

c:\tivoli\itsanm\manager\_uninst\uninstall - silent 

Para desinstalar o gerenciador do AIX, siga esta etapa: 

1 . A partir do diretório de instalação, execute este comando: 

/tivoli/itsanm/manager/_uninst/uninstall -si l ent 

Desinstalando Console Remoto 
Para desinstalar o console remoto, siga esta etapa: 

1. Execute este comando no diretório de instalação: 

c:\tivoli\itsanm\console\_uninst\uninstall -silent 

Desinstalando os Agentes 
Para desinstalar o agente do Windows, siga esta etapa: 

1 . A partir do diretório de instalação, execute este comando: 

c:\tivoli\itsanm\agent\_uninst\uninstall -silent 
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Para desinstalar o agente do UNIX, siga esta etapa: 

1. A partir do diretório de instalação, execute este comando: 

/tivoli/itsanm/agent/_uninst/uninstall -silent 
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Apêndice B. Sugestões e Dicas 

Esta seção fornece informações sobre os seguintes itens: 

Tabela 16. Informações sobre Sugestões e Dicas para o Tivoli Storage Area Network 
Manager 

Item Consulte 

Dicas sobre execução com o DB2 "Dicas sobre Execução com o DB2" 

Como verificar um nome de host completo "Verificando Nomes de Host Completos" na 
página 204 

Como alterar o arquivo HOSTS "Alterando o Arquivo HOSTS" na 
página 206 

Como verificar um endereço IP estático "Verificando um Endereço IP Estático" na 
página 207 

Como alterar o nome da comunidade SNMP "Alterando o Nome da Comunidade SNMP" 
na página 208 

Dicas sobre execução com o Tivoli NetView "Dicas sobre Execução com o Tivoli 
NetView" na página 209 

Informações adicionais sobre o Tivoli "Informações Adicionais" na página 210 
Storage Area Network Manager 

Como Ativar a MIB de Gerenciamento de "Ativando a MIB de Gerenciamento FC" na 
FC página 213 

Classes de Eventos e Atributos do Tivoli "Classes de Eventos e Atributos do Tivoli 
Enterprise Console Enterprise Console" na página 213 

Dicas sobre Execução com o D82 
Esta seção fornece dicas sobre execução com o DB2 . 

Configurando o Banco de Dados 082 
O banco de dados DB2 aumentará de tamanho à medida em que as informações 
forem coletadas pelo IBM Tivoli Storage Area Network Manager. Para evitar ficar 
sem espaço, é recomendado seguir as etapas abaixo para configurar o banco de 
dados DB2 . 

Siga estas etapas: 

1. Pare o gerenciador . 

Para parar o gerenciador no Windows, siga essas etapas: 

a. Na barra de ferramentas, clique no seguinte: 

Iniciar_. Config urações _. Pa i ne l de Contro l e -~ 

Ferrament as Administrativas -~ Serviços 

b. No painel Serviços, localize e realce IBM WebSphere Application Server 
VS - ITSANM - Manager. 

c. Dê um clique com o botão direito do mouse em IBM WebSphere 
Application Server VS - ITSANM- Manager. 

d. Clique em Parar. 
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Para parar o gerenciador no AIX, vá para o diretório de trabalho e execute este 
comando (utilizando o diretório padrão): 

/tivo li/itsanm/manager/bin/aix/stopSANM.sh 

2. Inicie um ambiente de DB2. 

No Windows, digite db2cmd em uma janela de prompt de comandos. É exibida 
uma nova janela db2cmd. 

No AIX, em um prompt do shell, execute o db2profile de seu proprietário de 
instância de DB2. Por exemplo, se o ID de proprietário da instância de DB2 for 
db2instl, execute este comando: 

$ . ~/db2instl/sql l ib/db2profile 

3. Execute os seguintes comandos. Esses exemplos utilizam o nome de banco de 
dados padrão, que é itsanmdb. Se o nome de seu banco de dados for diferente, 
utilize o nome de seu banco de dados. 

db2 update db cfg for itsanmdb using LOGFILSIZ 2500 
db2 update db cfg for itsanmdb using LOGPRIMARY 4 
db2 update db cfg for itsanmdb using LOGSECOND 20 

4. Inicie novamente o gerenciador. 

No Windows, siga estas etapas: 

a. Na barra de ferramentas, clique no seguinte: 

Iniciar_. Configurações _. Painel de Controle -~ 
Ferramentas Administrativas -~ Serviços 

b. No painel Serviços, localize e realce IBM WebSphere Application Server 
VS - ITSANM - Manager. 

c. Dê um clique com o botão direito do mouse em IBM WebSphere 
Application Server VS - ITSANM-Manager. 

d. Dê um clique em Iniciar. 

No AIX, vá para o diretório de trabalho e execute este comando (utilizando o 
diretório padrão): 

/tivoli/itsanm/manager/bin/aix/startSANM.sh 

Gerenciando os Logs de Transação 
O banco de dados que é utilizado pelo gerenciador tem a opção de recuperação de 
banco de dados ativada, por padrão. Isso permite a recuperação do banco de 
dados em caso de falha do sistema. Ativando a opção de recuperação, o DB2 irá 
gerar logs de transação e salvá-los em um diretório do sistema do DB2. Com o 
tempo, esses logs aumentarão de tamanho. O modo recomendado para liberar 
espaço é utilizar a função userexit do DB2, conforme descrito n o Guia de 
Administração do DB2. Outro modo de liberar espaço no sistema de arquivos é 
mover os logs inativos para outro sistema de arquivos. Este método é descrito 
abaixo. Para mover os logs inativos para outro sistema de arquivos, siga as etapas 
abaixo. 

Siga estas etapas: 

1 . Inicie um ambiente de DB2. 

No Windows, abra uma janela de prompt de comandos. Digite db2cmd. 

No AIX, em um prompt do shell, execute o db2profile do proprietário de sua 
instância de DB2. Se o proprietário da instância de DB2 for db2instl, digite o 
seguinte: 
$ . ~/db2instl/sqllib/db2profile 
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2. Emita o seguinte comando. Este exemplo utiliza o nome padrão itsanmdb de 
banco de dados. Se você utiliza um nome de banco de dados diferente, utilize o 
nome de seu banco de dados. 

db2 get db cfg for itsanmdb 

3. É exibida uma lista de sua configuração de banco de dados. Procure os valores 
Path to log files e First active log file. O valor Path to log files é onde os 
arquivos de log estão localizados. O valor First active log file indica o log ativo 
atual. O exemplo a seguir mostra essa saída . 
Path to log files = C:\DB2\NODEOOOO\SQL00014\SQLOGDIR\ 
First active log file = S0000014.LOG 

No AIX, o caminho será: DB2/NODEOOOO/SQL00014/SQLOGDIR/. Você pode 
mover os arquivos, SOOOOOOl.LOG até S0000013.LOG para outro sistema de 
arquivos ou para backup e remover os arquivos de log para liberar espaço de 
log. (Não mova o arquivo de log ativo.) 

Este é um método para gerenciamento rápido de seus logs de transação. Contudo, 
o modo recomendado para liberar espaço é utilizar o programa userexit do DB2. 

Utilizando o 082 no Windows 
Esta seção fornece algumas dicas e sugestões para a utilização do DB2 no 
Windows . 

Verificando o 082 
Para ver se o DB2 está ativo e em execução, siga estas etapas: 

1 . Clique no seguinte: 

Iniciar -~ Programas -~ DB2 for Windows NT 
-~ Control Center 

2. Você obterá um log em uma janela de diálogo. Insira o ID de administrador do 
DB2 e a senha e clique em OK. 

3. Você verá a janela DB2 Control Center com o nome do host no qual o banco 
de dados DB2 está instalado . 

4. Após a instalação do IBM Tivoli Storage Area Network Manager, será possível 
verificar se os bancos de dados DB2 estão criados como mostra a Figura 163 na 
página204 . 
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Figura 163. 082 Contra/ Center com 082 Oatabases 

Parando e Iniciando Novamente um Servidor 082 
Para abrir uma janela de comando do DB2, clique em: 
Iniciar -~ Programas 
-~ 082 for Windows NT -~ Command Window 

.... ·.Ll 

Para parar o DB2, insira o seguinte comando na janela de comando do DB2: 
db2stop. 

Para iniciar novamente o DB2, insira o seguinte comando na janela de comando do 
DB2: db2start. 

Eliminando um Banco de Dados 082 
Para eliminar um banco de dados DB2, siga estas etapas: 

1. Vá para o Centro de Controle DB2. Consulte "Utilizando o DB2 no Windows" 
na página 203. 

2 . Em Bancos de Dados DB2, clique com o botão direito do mouse no seu banco 
de dados (o exemplo na Figura 163 mostra TIVOLSAN). Clique em Drop. Um 
painel de confirmação é exibido. Clique em OK. 

Utilizando o 082 no AIX 
Esta seção fornece algumas dicas e sugestões para a utilização do DB2 no AIX. 

Para verificar se o DB2 está sendo executado, execute este comando: 
ps -ef 

Esse comando exibe os processos em execução. 

Verificando Nomes de Host Completos 

204 

O IBM Tivoli Storage Area Network Manager exige nomes de host completos. 
Algumas máquinas podem estar configuradas para retornar um nome de host 
abreviado, como ddunham, em vez de um nome de host completo, como 
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Sistemas Windows 2000 v4 · 

Para verificar se um sufixo DNS (Domain Name System) primário está definido, 
siga estas etapas: 
1. No desktop, clique com o botão direito do mouse em Meu computador. 
2. Clique em Propriedades . 
3 . Clique na guia Identificação de rede . 
4 . Verifique se o campo Nome completo do computador contém um nome 

completo de domínio. Em caso negativo, siga estas etapas: 
a. Clique em Propriedades na guia Identificação de rede . 
b. Na janela Alterações de identificação, clique em Mais. 
c. No campo Sufixo DNS primário deste computador, digite o sufixo DNS 

primário e, quando solicitado, inicie novamente o computador . 

Sistemas Windows NT 
Para verificar se um sufixo DNS primário está definido, siga estas etapas: 

1 . Na barra de tarefas do Windows, clique em Iniciar - Configurações - Painel 
de Controle. 

2 . Na janela Painel de Controle, dê um clique duplo em Rede. 

3. Clique na guia Protocolos. 

4. Selecione o protocolo TCP /IP e clique em Propriedades . 

5. Clique na guia DNS . 

6 . Verifique se o campo Domínio contém um sufixo de domínio. Em caso 
negativo, digite o sufixo, clique em OK e, quando solicitado, inicie novamente 
o computador . 

Sistemas AIX 
A ordem de pesquisa de nomes de domínio padrão é a seguinte: 

1. Servidor DNS (Domain Name System) 

2. NIS (Network lnformation Service) 

3. Arquivo /etc/hosts local 

Se o arquivo /etc/resolv.conf não existir, o arquivo /etc/hosts será utilizado. Se 
apenas o arquivo /etc/hosts for utilizado, o nome completo do computador 
deverá ser o primeiro nome listado após o endereço IP. 

Verifique se o arquivo /etc/resolv.conf existe e se contém as informações 
apropriadas, como: 

domínio minhadivisão.minhaempresa.com 
servidordenomes 123.123.123.123 

Se o NIS estiver instalado, o arquivo /etc/irs.conf substituirá o padrão do 
sistema Essa variável contém as seguintes informações: 

hosts = bind,local 

O arquivo /etc/netsvc.conf, se houver, substituirá o arquivo /etc/irs.conf e o 
padrão do sistema. Essa variável contém as seguintes informações: 

host s = bind,local 

Se a variável de ambiente NSORDER estiver definida, substituirá todos os arquivos~ 
precedentes. Essa variável contém as seguintes informações: 

export NSORDER=bind, local ~
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Sistemas Solaris 
Verifique se o arquivo I etc/ reso l v. con f existe e se contém as informações 
apropriadas, como: 

domínio minhadivisão.minhaempresa.com 
servidordenomes 123.123.123 . 123 

Um nome abreviado será utilizado se o arquivo /etc/nsswitch . conf contiver uma 
linha iniciada conforme mostrado a seguir e se o arquivo /etc/hosts contiver o 
nome abreviado para o computador: 

hosts: files 

Para corrigir esse problema, siga estas etapas: 

1. Altere a linha no arquivo /etc/nsswitch. conf para o seguinte: 

hosts: dns nis files 

2. Insira o seguinte comando para parar o serviço inet: 

/etc/init.d/inetsvc stop 

3. Insira o seguinte comando para iniciar novamente o serviço inet: 
/etc/init.d/inetsvc start 

Sistemas Linux 
Execute este comando para exibir o nome completo do host do computador: 

more /etc/hosts 

É exibido um exemplo da saída: 

123.123.123.123 mydivision.mycompany.com short name 

O endereço IP é exibido seguido do nome completo e do nome resumido do host. 

Alterando o Arquivo HOSTS 

206 

Ao instalar o Service Pack 3 para o Windows 2000 nos computadores, você deverá 
seguir estas etapas para evitar problemas de endereçamento com o Tivoli Storage 
Area Network Manager. O problema é causado pelo protocolo de resolução de 
endereços, que retoma o nome abreviado (nome do host incompleto). É possível 
evitá-lo alterando as entradas nas tabelas de host correspondentes no servidor DNS 
e no computador local. O nome do host completo deve estar listado antes do nome 
abreviado. 

Para corrigir esse problema, siga estas etapas: 

1. Você localizará o arquivo HOSTS no diretório 
%SystemRoot%\system32\drivers\etc\. 

2. Será necessário editar esse arquivo HOSTS.Um exemplo de arquivo HOSTS está 
ex1 1 o a seguir. 
# Copyright (c) 1993-1995 Microsoft Corp. 
# 
# This is a sample HOSTS file used by Microsoft TCP/IP for Windows NT. 
# 
# This file contains the mappings of IP addresses to host names. Each 
# entry should be kept on an individual line. The IP address should 
# be placed in the first column followed by the corresponding host name . 
# The IP address and the host name should be separated by at least one 
# space. 
# 
# Additionally, comments (such as these) may be inserted on individual 
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# lines or following 
# 
# For example: 
# 
# 102.54.94.97 
# 38.25.63.10 

the machine name denoted by a '#' symbol . 

rhino.acme.com 
x.acme.com 

# source server 
# x client host 

192.168.123.146 jason jason.groupa.mycompany.com 

3. Insira o nome db host completo como a primeira linha a ser pesquisada na 
tabela. (As linhas precedidas pelo sinal# são linhas de comentário.) Por 
exemplo, inclua a linha realçada em negrito no arquivo: 
# For example: 
# 
# 102.54.94.97 rhino.acme.com # source server 
# 38.25.63.10 x.acme.com # x client host 

192.168.123.146 
192.168.123.146 

jason.groupa.mycompany.com jason 
jason jason.groupa.mycompany.com 

Nota: Nomes de host fazem distinção entre maiúsculas e minúsculas. Essa é uma 
limitação do WebSphere. Verifique o nome do host. Consulte "Etapa 2: 
Verificar o Nome do Computador" na página 21. Por exemplo, se o 
computador mostrar o nome como JASON (letras maiúsculas), será 
necessário inserir JASON no arquivo HOSTS . 

Verificando um Endereço IP Estático 
O IBM Tivoli Storage Area Network Manager (componente gerenciador) deve 
possuir um endereço IP estático. O servidor DNS remoto deve conhecer o endereço 
IP estático de cada máquina . 

Para o Windows 2000: Para localizar o endereço IP estático, execute as etapas a 
seguir: 

1. Clique com o botão direito do mouse em Meus locais de rede . 

2. Selecione Propriedades . 

3. Clique com o botão direito do mouse em Conexão de rede local . 

4. Selecione Propriedades . 
5. Selecione Protocolo Intemet (TCPIIP) . 

6. Clique em Propriedades. 

7. A janela Propriedades de Protocolo Intemet (TCP/IP) é exibida . 
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Propriedades de Protocolo Internet-(,;r~~f ~ , 

Geral I 
As configurações liP podem ser atribuídas autornc;~ticamente se a rede 
oferecer suporte a esse rec1.1nso. Caso contrário, você precisa solicitar ao 
administrador de rede as configurações IP adequadas. 

r Obter um endereço IP autornaticamen~e 

(:' Usar o seguinte endereço IP: ......,..,....,..'="'......,.,,...-c----.,...----....._.. 

Endereço1lP: 

Máscara de sub•tede: 

G ateWêi.Y padrão: 

1 . 9 . 186 . 161 . 175 , 

1 ... · 255 . 255 . 252 . o 
1 9 . 186 . 163 . 254 

r Cl:t:Jt?r 't ~nd~reçp ~o~; servfí:!on~:sC~N$ 

r. Usar os seguintes endeJeços de serviâorDNS: 

S er"lidí.11r tONS .pJteferencial: 

ServidQr tíNS alternativo: 

Figura 164. Janela Propriedades de Protocolo Internet (TCP/IP) 

Se a opção Usar o seguinte endereço IP estiver selecionada, significa que você 
possui um endereço IP estático. 

Alterando o Nome da Comunidade SNMP 

208 

O valor padrão do nome da comunidade SNMP é PUBLIC. 

Nota. O IBM Tivoli Storage Area Nehvork Manager oferece suporte para apenas 
um nome de comunidade SNMP. Um comutador pode ter vários nomes de 
comunidade, mas o IBM Tivoli Storage Area Network Manager somente 
pode se comunicar com um desses nomes. Além disso, se o nome da 
comunidade SNMP inserido no comando não for um nome de comunidade 
no comutador, as consultas SNMP do IBM Tivoli Storage Area Network 
Manager atingirão o tempo limite. O IBM Tivoli Storage Area Network 
Manager não poderá se comunicar com o comutador. 

Se você quiser alterar o nome da comunidade, siga estas etapas: 

1. Abra uma janela de prompt de comandos na máquina do gerenciador. 
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2. Altere para o seguinte diretório: 

tsnm\manager\bin\w32-ix86 

3. Insira os seguintes comandos: 

setenv 
srmcp -u ID_do_usuário -p senha ConfigService set SnmpCommunityName nome 

Em que: 
• ID_do_usuário é o ID do usuário 
• senha é a senha do usuário 
• nome é o nome da comunidade 

Dicas sobre Execução com o Tivoli NetView 

1009J 
fi· 

Esta seção descreve como iniciar um aplicativo a partir do Console do IBM Tivoli 
Storage Area Network Manager. 

Como Ativar um Aplicativo a partir do Console Remoto 
Os dispositivos que iniciam seus próprios aplicativos de gerenciamento em vez de 
utilizarem urna interface da Web ou Telnet devem ter a variável de ambiente PA1H 
definida. A variável PA1H deve ser definida como a localização do aplicativo. Se 
você não defini-la, obterá um erro de aplicativo não encontrado ao tentar iniciar o 
aplicativo de gerenciamento para o dispositivo . 

Para definir a variável PA1H, siga estas etapas: 

1. No desktop, clique com o botão direito do mouse em Meu computador . 

2. Selecione Propriedades . 

3. Selecione a guia Avançado - Variáveis de ambiente . 

4. Em Variáveis do sistema, selecione PATH. 

5. Edite a variável PA1H para incluir a localização do aplicativo . 

Como Verificar o Daemon do NetView 
Se você quiser verificar se o daernon do NetView está em execução, siga estas 
etapas: 

1. No menu principal do Tivoli NetView, clique em Options. 

2. Selecione Server Setup . 

3. A caixa de diálogo Server Setup é exibida. Clique na guia Daemons. 
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gtmd 
, netmon 
nvcold 

weiL.behaved 
well_ behaved 
wel\_behaved 

n·.,daemon weiL.behaved 
: nvpagerd 
ovtopmd 
ovwdb 
polld 
snmpcollect 
snmpserver 
trapd 
traplrwd 
webserver 
xxmd 

well_ behaved 
wel\_behaved 
wel\_behaved 
well_behaved 
well_behaved 
wel\_behaved 
well behaved 
we(behaved 
wel\_behaved 
well behaved 

running 
running 
running 

running 
running 
running 
running 
running 
running 
running 
running 
running 
running 

Figura 165. Caixa de Diálogo Server Setup 

ln~ialization complete. 
I nKializa!ion complete. 
lnitialization complete. 

ln~ialization complete. 
ln~ialization complete. 
I nrtialization complete 
I nrtialization complete. 
lnKialization complete. 
I nitialization complete. 
I nitialization complete. 
I nitializat ion complete. 
I nitialization complete. 
lnrtialization complete. 

A coluna Estado indica se o daemon do NetView (nvdaemon) está ou não em 
execução. 

Para parar o daemon NetView, realce nvdaemon e clique em Stop. 

Para iniciar o daemon NetView, realce nvdaemon e clique em Start. 

Informações Adicionais 

210 

Esta seção fornece informações adicionais sobre a operação do IBM Tivoli Storage 
Area Network Manager. 

Como o Tivoli Storage Area Network Manager Utiliza Eventos 
em Banda e Traps SNMP Fora de Banda 

O Tivoli Storage Area Network Manager utiliza eventos em banda e traps SNMP 
fora de banda para iniciar uma operação de descoberta na SAN. 

Eventos em banda e traps SNMP fornecem as mesmas informações, como uma 
alteração ocorrida na SAN indicando que uma operação de descoberta deve ser 
executada. Eventos em banda e traps SNMP permitem que o Tivoli Storage Area 
Network Manager saiba o momento em que algo ocorreu na SAN e, em seguida, 
que uma operação de descoberta foi executada para identificar as alterações. Os 
agentes do Tivoli Storage Area Network Manager em execução nos hosts 
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gerenciados detectam eventos em banda. O agente de alteração fora de banda do c,A 
Tivoli Storage Area Network Manager detecta os traps SNMP. Para que o Tivoli 
Storage Area Network Manager receba os traps SNMP, configure o dispositivo, 
como um comutador, para enviar traps ao Tivoli Storage Area Network Manager 
(servidor de gerenciamento) . 

O Tivoli Storage Area Network Manager descobre as informações sobre a SAN 
desempenhando as seguintes operações: 

• Comunica-se com os agentes do Tivoli Storage Area Network Manager. Os 
agentes são executados nos hosts gerenciados (descoberta em banda) . 

• Envia consultas MIB (Management lnformation Base) diretamente a comutadores 
e outros dispositivos (descoberta fora de banda). 

As informações sobre hosts e dispositivos são reunidas pela operação em banda. 
As informações sobre topologia são reunidas com o uso da operação de descoberta 
em banda e/ ou fora de banda. Essas duas operações de descoberta da topologia 
fornecem o mesmo nível de informações. Entretanto, as informações sobre zonas 
somente estão disponíveis por meio da operação de descoberta em banda. O uso 
simultâneo de operações de descoberta em banda e fora de banda estende a faixa 
de dispositivos suportados pelo Tivoli Storage Area Network Manager. Alguns 
comutadores somente oferecem suporte para o mecanismo em banda, enquanto 
outros somente oferecem suporte para o mecanismo fora de banda . 

Se não houver agentes em execução nos sistemas host, será possível utilizar as 
operações de descoberta fora de banda e a monitoração de traps SNMP para 
monitorar a SAN. Nessa configuração, o console do Tivoli Storage Area Network 
Manager somente pode indicar informações em nível de conexão e comutador. Os 
dispositivos e hosts serão exibidos como entidades desconhecidas. Você pode 
alterar o ícone e os rótulos dessas entidades desconhecidas para algo mais 
apropriado à sua empresa. Se quiser utilizar o Tivoli Storage Area Network 
Manager dessa maneira, configure-o para receber traps SNMP. Os traps SNMP 
determinam quando iniciar uma operação de redescoberta. Considere essa 
configuração se as seguintes condições forem verdadeiras: 
• Você deseja incluir sistemas não suportados na SAN 
• Você deseja monitorar máquinas sobre as quais não possui controle direto . 

Os traps SNMP enviados pelos dispositivos e pelo Tivoli Storage Area Network 
Manager podem ser enviados ao Console do Tivoli Storage Area Network 
Manager. Os eventos podem ser exibidos no navegador de eventos ou enviados a 
outro console de traps para monitoração. Em seguida, você pode providenciar uma 
recuperação após erros ou outro processamento avançado, como a paginação . 

A tabela a seguir mostra os tipos de informações reunidas para operações de 
descoberta em banda e fora de banda. Os mecanismos de varredura de topologia e 
atributo são executados quando possível. Por exemplo, se uma varredura em 
banda for executada, informações sobre topologia e atributo serao reurudas caso 
seja possível. Essa tabela também mostra quais informações serão reunidas se 
apenas uma varredura de topologia ou atributo for executada . 
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J""' Tipos de Somente Varredura em Banda Somente Varredura Fora de Varreduras em Banda e Fora 
de Banda Informações Banda 

Topologia 

Atributo 

• Comutadores e conexões 
• Informações sobre zonas 
• Hosts e dispositivos são 

exibidos como entidades 
desconhecidas 

• Identificar hosts 
• Identificar dispositivos de 

nó de extremidade 
• Informações centralizadas 

em dispositivo e 
centralizadas em host 

• Comutadores e conexões 
• Hosts e dispositivos são 

exibidos como entidades 
desconhecidas 

• Comutadores e conexões 
• Informações sobre zonas 
• Hosts e dispositivos são 

exibidos como entidades 
desconhecidas 

• Identificar hosts 
• Identificar dispositivos de 

nó de extremidade 
• Informações centralizadas 

em dispositivo e 
centralizadas em host 

Topologia e atributo • Comutadores e conexões • Comutadores e conexões • Comutadores e conexões 
• Informações sobre zonas 
• Identificar hosts 
• Identificar dispositivos de 

nó de extremidade 
• Informações centralizadas 

em dispositivo e 
centralizadas em host 

• Hosts e dispositivos são 
exibidos como entidades 
desconhecidas 

• Informações sobre zonas 
• Identificar hosts 
• Identificar dispositivos de 

nó de extremidade 
• Informações centralizadas 

em dispositivo e 
centralizadas em host 

Informações Coletadas com o Uso de Comutadores e HBAs 
de Fornecedores 

A tabela a seguir mostra as informações coletadas com o uso de comutadores e 
HBAs de fornecedores. Essa tabela assume que os comutadores de fornecedores 
oferecem suporte para descoberta fora de banda. O RNID (Request Node 
Identification Data) é um ELS (Extended Link Service) de Canal de Fibra 
especificado no padrão FC-FS (Fibre Channel Framing and Signaling). O RNID ELS 
permite que uma porta envie solicitações a outras portas para reunir informações. 
Essas informações, como informações sobre tipos (HBA, comutador, dispositivo de 
armazenamento e assim por diante), são reunidas com o uso do protocolo de Canal 
de Fibra. 

Tabela 18. Informações Reunidas pelo Tivoli Storage Area Network Manager com o Uso de Comutadores e HBAs de 
Fornecedores 

Nível de Informações 
Coletadas 

Bom 

Nível de Suporte para Drivers de Quais Informações Podem Ser Reunidas e Mostradas 
Dispositivos HBA de 
Fornecedores 

Sem utilizar uma API comum O Tivoli Storage Area Network Manager pode 
executar o gerenciamento fora de banda nessa 
situação. Além disso, se outros agentes em banda 
possuírem níveis melhores ou máximos de HBAs o 
Tivoli Storage Area Network Manager poderá executar 
descoberta em banda por meio desses agentes. 

Informações mostradas: 

• Comutadores com conexões IP com o gerenciador. 

• Topologia que pode ser visualizada a partir dos 
comutadores com conexões IP com o gerenciador. 

• Hosts e outros dispositivos mostrados como 
entidades desconhecidas na exibição da topologia. 
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Tabela 18. Informações Reunidas pelo Tivoli Storage Area Network Manager com o Uso de Comutadores e HBAs de 
Fornecedores (continuação) 

Nível de Informações 
Coletadas 

Melhor 

Máximo 

Nível de Suporte para Drivers de 
Dispositivos HBA de 
Fornecedores 

Utiliza wna API comum sem o 
suporte do RNID 

Quais Informações Podem Ser Reunidas e Mostradas 

O Tivoli Storage Area Network Manager pode 
executar o gerenciamento fora de banda e em banda 
nessa situação. Outros agentes em banda não poderão 
obter informações RNID a partir desse HBA . 

Além do nível satisfatório de informações, você 
visualizará: 

• Hosts gerenciados com agentes instalados (não 
mostrados como entidades desconhecidas na 
exibição da topologia). 

• Alguns dispositivos de armazenamento não serão 
mais exibidos como entidades desconhecidas na 
exibição da topologia . 

API comum com suporte do RNID Existe suporte total para informações fora de banda, 
em banda e RNID . 

Além do nível satisfatório e melhor de informações, 
você visualizará: 

• Todos os hosts gerenciados contendo HBAs que 
respondem ao RNID. Mesmo que o agente não 
esteja instalado, esses hosts não serão mostrados 
como entidades desconhecidas na exibição da 
topologia . 

• Os dispositivos de armazenamento que respondem 
ao RNID também não serão mais mostrados como 
entidades desconhecidas na exibição da topologia . 

Ativando a MIB de Gerenciamento FC 
Quando você tiver um comutador do tipo Brocade 2400 ou 2800, deverá ativar a 
MIB de gerenciamento FC no comutador. Para ativar o comutador, siga estas 
etapas: 

1. Utilize Telnet para o comutador. 

2. Efetue login. 

3. No prompt, insira srunpmibcapset. 

4. Certifique-se que a MIB de gerenciamento FC esteja marcada corno sim para 
ser ativada. Caso contrário, digite yes e continue . 

5. Não é necessário reinicializar o comutador neste ponto. 

Classes de Eventos e Atributos do Tivoli Enterprise Console 
As classes de eventos e atributos do Tivoli Enterprise Console aparecem na 
Tabela 19 na página 214 . 
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I Classe de Eventos Atributos da Classe de Eventos 

SANManagerEvent - esta classe herda seus 
atributos da classe de EVENTOS base e 
conseqüentemente inclui os atributos mostrados. 
Todas as classes restantes nessa tabela herdam os 
atributos desta classe e assim conterão esses 
atributos além daqueles exclusivos para cada classe 
de eventos específica. 

EventClass 
A classe de eventos. 

HostName 

Origem 

Origem 

Nome do sistema no qual ocorre o evento. 

O endereço IP do sistema host no qual ocorre o 
evento. 

A origem do evento. Uma origem é um recurso do 
aplicativo ou do sistema. A origem deste programa é 
"Tivoli Storage Area Network Manager". 

Suborigem 
Uma classificação adicional da origem. 

Mensagem 
Um resumo em texto do evento. 

MessageiD 
O ID da mensagem. 

Gravidade 
A gravidade do evento. Os diferentes tipos de 
gravidade estão definidos na classe do utilitário. Os 
níveis de gravidade predefinidos, em ordem de 
gravidade decrescente, são: FATAL, CRÍTICO, 
SECUNDÁRIO, AVISO, INOFENSIVO E 
DESCONHECIDO. 
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Tabela 19. Classes de Eventos e Atributos do Tivoli Enterprise Console (continuação) 

Classe de Eventos 

PhysicalEntityEvent- um evento que indica que 
ocorreu uma alteração relativa a um dispositivo 
físico . 
Nota: PhysicalEntityEvents derivam-se de 
EntityEvents que, por sua vez, derivam-se de 
SANManagerEvents. Os atributos listados são 
EntityEvent. 

Atributos da Classe de Eventos 

Uniqueld 
Identifica exclusivamente uma linha em uma coluna 
do banco de dados. 

EntityType 
Identifica a coluna na tabela do banco de dados que 
contém informações sobre a entidade a que se destina 
esse evento . 

Rótulo É o nome inserido manualmente no console deste 
dispositivo em particular. Se nenhum nome inserido 
manualmente estiver disponível, será utilizado o nome 
relatado pelo agente de descoberta. Se nenhum deles 
estiver disponível, o WWN será utilizado . 

Tipo É o valor de tipo retomado pelos agentes de 
descoberta. Um exemplo de nó descoberto seria 
"Controlador Interno" . 

HighLevel Device 
Identifica o dispositivo em que a entidade física está 
contida. Por exemplo, o HLD de uma porta em uma 
chave poderia ser o nome da chave e o número da 
porta física da porta . 

Estado Este valor é recuperado do banco de dados e reflete o 
estado da entidade para a qual o evento foi enviado. O 
valor será "faltando" ou "normal" . 

EventType 
Indica o tipo de evento. Os valores de exemplos são: 
"novo evento de dispositivo", "faltando evento de 
dispositivo" ou "evento de atributo modificado." 
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1 Tabela 19. Classes de Eventos e Atributos do Tivoli Enterprise Console (continuação) 

Classe de Eventos 

PhysicalRelationshipEvent - um evento que indica 
que ocorreu uma alteração relativa a um 
relacionamento entre as duas entidades físicas. As 
entidades são referidas como "ToObject" e 
"FromObject". 
Nota: PhysicalRelationshipEvents derivam-se de 
RelationshipEvents que, por sua vez, derivam-se de 
SANManagerEvents. Os atributos listados são 
RelationshipEvents. 

Atributos da Classe de Eventos 

Uniqueld 
Identifica exclusivamente a linha na tabela do banco 
de dados que contém informações relativas à entidade 
para a qual recebemos esse even to. 

EntityType 
Identifica a tabela do banco de dados que contém 
informações sobre a entidade de relacionamento a que 
se destina esse evento. 

ToObjectUniqueld 
Identifica exclusivamente a linha na tabela do banco 
de dados que contém informações relativas à 
"ToObject" deste evento de relacionamento. 

ToObj ectLabel 
Este é o nome inserido manualmente, nome descoberto 
ou WWN do "ToObject". 

ToObjectType 
Identifica a tabela do banco de dados que contém 
informações relativas à "ToObject" deste evento de 
relacionamento. 

ToHighLevelDevice 
Identifica o dispositivo que contém o "ToObject". Por 
exemplo, em um evento de relacionamento de uma 
entidade PortToPort, isto identificaria o dispositivo em 
que "to port" está: por exemplo, switch6a. 

FromObjectUniqueld 
Identifica exclusivamente a linha na tabela do banco 
de dados que contém informações relativas à 
"ToObject" deste evento de relacionamento. 

FromObjectLabel 
Este é o nome inserido manualmente, nome descoberto 
ou WWN do "ToObject". 

FromObjectType 
Identifica a tabela do banco de dados que contém 
informações relativas à "ToObject" deste evento de 
relacionamento. 

FromHighLevelDevice 
Identifica o dispositivo que contém o "FromObject". 

Estado Este valor é recuperado do banco de dados e reflete o 
estado da entidade de relacionamento para a qual o 
evento foi enviado. O valor será "faltando" ou 

EventType 
Indica a razão pela qual o evento foi enviado. Os 
valores de exemplos são: "novo evento de dispositivo", 
"faltando evento de dispositivo", "evento de atributo 
modificado." 
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Tabela 19. Classes de Eventos e Atributos do Tivoli Enterprise Console (continuação) 

Classe de Eventos 

LogicalEntityEvent - um evento que indica que 
ocorreu uma alteração relativa a uma entidade 
lógica. 
Nota: LogicalEntityEvents derivam-se de 
EntityEvents que, por sua vez, derivam-se de 
SANManagerEvents. Os atributos listados são 
EntityEvent. 

Atributos da Classe de Eventos 

Uniqueld 
Identifica exclusivamente uma linha em uma coluna 
do banco de dados. 

EntityType 
Identifica a coluna na tabela do banco de dados que 
contém informações sobre a entidade a que se destina 
esse evento . 

Rótulo É o nome inserido manualmente no console desta 
entidade em particular. Se nenhum nome inserido 
manualmente estiver dispmúvel, será utilizado o nome 
relatado pelo agente de descoberta. Se nenhum deles 
estiver disponível, o WWN será utilizado . 

Tipo É o valor de tipo retomado pelos agentes de 
descoberta . 

HighLevelDevice 
Identifica o dispositivo em que a entidade lógica está 
contida. Por exemplo, o HLD de uma porta poderia 
ser a chave e o número da porta física da porta . 

Estado Este valor é recuperado do banco de dados e reflete o 
estado da entidade para a qual o evento foi enviado. O 
valor será "faltando" ou "normal" . 

EventType 
Indica a razão pela qual o evento foi enviado. Os 
valores de exemplos são: "novo evento de dispositivo", 
"faltando evento de dispositivo" ou "evento de 
atributo modificado." 
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Tabela 19. Classes de Eventos e Atributos do Tivoli Enterprise Console (continuação) 

Classe de Eventos 

LogicalRelationshipEvent- Um evento que indica 
que ocorreu uma alteração relativa a um 
relacionamento entre as duas entidades lógicas ou 
uma entidade física. As entidades são referidas 
como "ToObject" e "FromObject". 
Nota: LogicalRelationshipEvents derivam-se de 
RelationshipEvents que, por sua vez, derivam-se de 
SANManagerEvents. Os atributos listados são 
R ela tionshi p E vents. 

SANManagerStatusEvent- eventos do produto Try 
and Buy ou quando Limpar Alterações é concluído. 

Atributos da Classe de Eventos 

Uniqueld 
Identifica exclusivamente a linha na tabela do banco 
de dados que contém informações relativas à entidade 
para a qual recebemos esse evento. 

EntityType 
Identifica a tabela do banco de dados que contém 
informações sobre a entidade de relacionamento a que 
se destina esse evento. 

ToObjectUniqueid 
Identifica exclusivamente a linha na tabela do banco 
de dados que contém informações relativas à 
"ToObject" deste evento de relacionamento. 

ToObjectLabel 
Este é o nome inserido manualmente, nome descoberto 
ou WWN do "ToObject". 

ToObjectType 
Identifica a tabela do banco de dados que contém 
informações relativas à "ToObject" deste evento de 
relacionamento. 

ToHighLevelDevice 
Identifica o dispositivo que contém o "ToObject". Por 
exemplo, em um evento de relacionamento de uma 
entidade PortToPort, isto identificaria o dispositivo em 
que "to port" está, por exemplo, switch6a. 

FromObjectUniqueld 
Identifica exclusivamente a linha na tabela do banco 
de dados que contém informações relativas à 
"ToObject" deste evento de relacionamento. 

FromObjectLabel 
Este é o nome inserido manualmente, nome descoberto 
ou WWN do "ToObject". 

FromObjectType 
Identifica a tabela do banco de d ados que contém 
informações relativas à "ToObject" deste evento de 
relacionamento. 

FromHighLevelDevice 
Identifica o dispositivo que contém o "FromObject". 

Estado Este valor é recuperado do banco de dados e reflete o 
estado da entidade de relacionam ento para a qual o 
evento foi enviado. O valor será "faltando" ou 

EventType 
Indica a razão pela qual o evento foi enviado. Os 
valores de exemplos são: "novo evento de dispositivo", 
"faltando evento de dispositivo", "evento de atributo 
modificado." 

ActionPerformed 
A ação executada para este evento. 
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Tabela 19. Classes de Eventos e Atributos do Tivoli Enterprise Console (continuação) 

Classe de Eventos 

SANRegionEvent - eventos relacionados a uma 
alteração na SAN ou zona. 

ServiceEvent - eventos relacionados a um início ou 
uma parada do serviço IBM Tivoli Storage Area 
Network Manager . 

Atributos da Classe de Eventos 

SANName 
O nome da SAN . 

ZoneName 
O nome da zona . 

Estado Origina-se nas tabelas do banco de dados e teria um 
valor "faltando" ou "normal" . 

EventType 
Indica a razão pela qual o evento foi enviado . 

ServiceName 
O nome do serviço. 

ServiceState 
O estado do serviço . 
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Apêndice C. Detecção de Problemas 

A seção contém informações sobre resolução de problemas e como recuperar-se de 
uma condição de erro. Para obter mais informações, consulte: 
o Documentação do DB2 no CD-ROM do DB2 . 
o Documentação do Tivoli NetView . 

Detectando Problemas do Tivoli NetView 
Tabela 20. Problemas do Tivo/i NetView 

Problema 

Se você receber a seguinte mensagem de erro: 

Tivoli NetView has determined that 
the SNMP service is not 
available. Please install this 
service before continuing. 

O Serviço SNMP não foi instalado . 

Se você receber a seguinte mensagem de erro: 

O ID do usuário ou a senha inseridos 
para o endereço de destino do agente fora 
de banda <endereço_de_destino> estão 
incorretos. 

Recuperação 

Jnstale o Serviço SNMP. Consulte "Etapa 5: Jnstale o Serviço 
SNMP" na página 29. 

Um scanner fora de banda encontrou um erro ao tentar utilizar 
o ID do usuário ou a senha inseridos para o endereço de destino 
do agente fora de banda. Jnsira o ID do usuário ou a senha 
correto para o endereço de destino. Consulte "Configurando os 
Agentes Fora de Banda" na página 112. Se o problema continuar, 
entre em contato com o suporte ao cliente IBM . 

Detectando Problemas do IBM Tivoli Storage Area Network Manager 
Tabela 21. Problemas do Tivoli Storage Area Network Manager 

Problema 

O Tivoli Storage Area Network Manager não 
consegue criar o banco de dados itsanmdb. 

Você recebe a mensagem de erro: 

JVM not found 

© Copyright IBM Corp. 2002, 2003 

Recuperação 

Se você possui um banco de dados denominado itsanmdb e ele 
não está no formato aceitável para o Tivoli Storage Area 
Network Manager, a instalação será parada porque não é 
possível recriar o banco de dados itsanmdb. Supõe-se que você 
utilizará o nome do banco de dados padrão itsanmdb. O 
programa de instalação remove todos os componentes 
instalados . 

Você pode eliminar ou renomear o banco de dados itsanmdb 
por meio do DB2 no console do DB2 . 

Se você não conseguir eliminar o banco de dados itsanmdb, 
siga es~as e~apas no console do Dll2 no 1Nindows: 
1. Crie o catálogo do banco de dados . 
2. Elimine o banco de dados itsanmdb. 
3. Remova o catálogo do banco de dados . 
4. Reinstale o Tivoli Storage Area Network Manager . 

É necessário verificar se existe espaço temporário em disco 
suficiente para instalar o gerenciador, o host gerenciado e o 
console remoto do IBM Tivoli Storage Area Network Manager . 
Consulte Tabela 4 na página 10 . 
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Tabela 21. Problemas do Tivoli Storage Area Network Manager (continuação) 

Problema 

O console remoto não está funcionando e existem 
erros de conexão DB no log desse console remoto. 

A topologia não é atualizada após um disco ser 
removido ou incluído em um JBOD. 

Você recebe a mensagem de erro: 

BTATG0004I A GUIO already 
exists on this 
host. A new GUIO will not be created. 

Você recebe a mensagem de erro: 

"Unable to invoke outband scan" 
on an IP address that is not on a SAN 

ou 

BTAQE1112E During an outband scan, 
the scanner was unable to identify 
the target host. 

Após a configuração de um agente fora de banda e 
a definição do nome de usuário e da senha para 
comutadores Brocade SNMP fora de banda, a 
seguinte mensagem de aviso é exibida nos consoles 
telnet desses Comutadores Brocade. Esta mensagem 
será exibida nos consoles telnet para os quais as 
informações corretas de login foram inseridas, uma 
vez para cada processo de discovery : 

Current Zoning Transaction was 
aborted. Reason code = Unknown (0) 

Você não consegue parar um daemon de agente. 

Você recebe a mensagem de erro: 

Sending RNID command to dev1ce that does 
not support RNID. 

Recuperação 

Isso pode ser causado pelo uso de um nome de host abreviado 
para o servidor DB. O servidor DB deve ter um nome de host 
completo. Verifique se o URL do DB no arquivo de 
propriedades pode ser resolvido no console remoto. Para 
verificar isso, insira um ping a partir do console remoto. 
Consulte "Etapa 3: Alterar o Arquivo HOSTS" na página 22. 

Um comutador pode não gerar um evento para notificar o IBM 
Tivoli Storage Area Network Manager sobre a remoção ou 
adição. A topologia pode não ser atualizada neste caso. No 
entanto, o comutador pode enviar uma notificação se estiver 
executando outra atividade e perceber que o disco foi incluído 
ou removido. Isso é específico para dispositivos de loop 
arbitrados. 

Restaram alguns arquivos na máquina após a remoção da 
instalação de um GUID Tivoli. Esses arquivos não devem afetar 
as operações do IBM Tivoli Storage Area Network Manager. 
Alguns exemplos de arquivos deixados na máquina são: 

70 Aug 5 17:24 TIVGUID 
259 Aug 5 17:23 K90itsrm_agent 
265 Aug 5 17:23 S90itsrm_agent 

Para exibir os eventos do sensor para um comutador que 
apenas é descoberto por meio do processo de discovery em 
banda, o nome especificado para o comutador deve 
corresponder ao nome abreviado utilizado para identificar esse 
comutador na rede IP. Entre em contato com o fabricante do 
comutador para obter informações sobre como configurar esse 
campo. 

Esse é o comportamento esperado e é gerado pelo comutador. 
Não é necessária nenhuma ação do usuário. O Tivoli Storage 
Manager for SAN Management trava a transação de Zonas no 
comutador antes de ler os dados de zonas a partir desse 
comutador. Essa trava é liberada após a operação de leitura ser 
executada. A mensagem de aviso que indica que a transação de 
Zoneamento foi liberada é exibida nesse momento, no console 
do comutador. 

Certifique-se de que um processo de evento, topologia ou 
atributo não esteja em execução antes de parar o agente. 

Um comando RNID foi enviado a um dispositivo que não 
oferece suporte para o RNID. Essas mensagens são 
informativas e podem ser ignoradas. 
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Tabela 21. Problemas do Tivoli Storage Area Network Manager (continuação) 

Problema 

O processo discovery fora de banda não está 
trabalhando com um comutador Brocade 2400/2800 
ou IBM 2109 . 

Ao instalar o gerenciador do Windows, você recebe 
uma mensagem dizendo que o arquivo 
datastore.properties foi modificado. O programa 
perguntará se você deseja excluir ou não o arquivo. 
Responda "Yes, delete it" . 

Recuperação 

É possível que a MIB FA (também conhecida como FC 
Management) MIB não foi ativada no comutador. Para verificar 
e ativar, siga estas etapas: 

1. Utilize Telnet para o comutador . 

2. Efetue login . 

3. No prompt, insira snmpmibcapset. 

4. Certifique-se que a MIB FA esteja marcada como sim para 
ser ativada. Caso contrário, digite yes e continue . 

5. Não é necessário reinicializar o comutador neste momento . 

A instalação falhou . Procure nos logs de instalação o motivo da 
falha . 
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Apêndice D. Acessibilidade 

Os recursos de acessibilidade ajudam os usuários com deficiências físicas, como 
movimentos restritos ou visão limitada, a utilizar produtos de software com 
sucesso. Os principais recursos de acessibilidade neste produto permitem que os 
usuários desempenhem as seguintes funções: 

• Utilizar tecnologias de assistência, como softwares de leitor de tela e 
sintetizadores digitais de voz, para ouvir o conteúdo exibido na tela. Consulte a 
documentação do produto de tecnologia de assistência para obter detalhes sobre 
como utilizar essas tecnologias com este produto . 

• Operar recursos específicos ou equivalentes utilizando apenas o teclado. 

• Ampliar o conteúdo exibido na tela . 

Além disso, a documentação deste produto foi modificada para incluir recursos de 
assistência à acessibilidade: 

• Toda a documentação está disponível nos formatos HTML e PDF conversível 
para fornecer aos usuários a melhor oportunidade de aplicar softwares de leitor 
de tela. 

• Todas as imagens na documentação são fornecidas com texto alternativo para 
que os usuários com deficiência visual possam compreender o conteúdo dessas 
imagens . 

Navegando pela Interface Utilizando o Teclado 
O produto utiliza o atalho padrão e as teclas de atalho que são documentados pelo 
sistema operacional. Consulte a documentação fornecida pelo seu sistema 
operacional para obter informações adicionais . 

Ampliando o que É Exibido na Tela 
Você pode ampliar as informações nas janelas do produto utilizando os recursos 
fornecidos pelos sistemas operacionais nos quais o produto é executado. Por 
exemplo, em um ambiente Microsoft Windows, você pode diminuir a resolução da 
tela para ampliar os tamanhos das fontes do texto na tela. Consulte a 
documentação fornecida pelo seu sistema operacional para obter informações 
adicionais . 
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Apêndice E. Avisos 

Estas informações foram desenvolvidas para produtos e serviços oferecidos nos 
Estados Unidos. É possível que a IBM não ofereça os produtos, serviços ou 
recursos discutidos neste documento em outros países. Consulte um representante 
IBM local, para obter informações sobre os produtos e serviços atualmente 
disponíveis em sua área. Qualquer referência a produtos, programas ou serviços 
IBM não significa que apenas produtos, programas ou serviços IBM possam ser 
utilizados. Qualquer produto, programa ou serviço funcionalmente equivalente, 
que não infrinja nenhum direito de propriedade intelectual da IBM poderá ser 
utilizado em substituição a este produto, programa ou serviço. Entretanto, a 
avaliação e verificação da operação de qualquer produto, programa ou serviço 
não-IBM são responsabilidade do Cliente. 

A IBM pode ter patentes ou solicitações de patentes pendentes relativas a assuntos 
tratados nesta publicação. O fornecimento desta publicação não garante ao Cliente 
nenhum direito sobre tais patentes. Pedidos de licença devem ser enviados, por 
escrito, para: 

Gerência de Relações Comerciais e Industriais da IBM Brasil 
Av. Pasteur, 138/146 
Botafogo 
Rio de Janeiro, RJ 
CEP 22290-240 

Para dúvidas relacionas a informações de DBCS (byte duplo), entre em contato 
com o Departamento de Propriedade Intelectual da IBM em seu país ou envie as 
dúvidas, por escrito, para: 

IBM World Trade Asia Corporation 
Licensing 
2-31 Roppongi 3-chome, Minato-ku 
Tokyo 106, Japan 

O parágrafo a seguir não se aplica a nenhum país em que tais disposições não 
estejam de acordo com a legislação local. A INTERNATIONAL BUSINESS 
MACHINES CORPORATION FORNECE ESTA PUBLICAÇÃO "NO ESTADO EM 
QUE SE ENCONTRA", SEM GARANTIA DE NENHUM TIPO, SEJA EXPRESSA 
OU IMPLÍCITA, INCLUINDO, MAS NÃO SE LIMITANDO ÀS GARANTIAS 
IMPLÍCITAS DE NÃO-VIOLAÇÃO, MERCADO OU ADEQUAÇÃO A UM 
DETERMINADO PROPÓSITO. Alguns países não permitem a exclusão de 
garantias explícitas ou implícitas em certas transações; portanto, esta disposição 
pode não se aplicar ao Cliente. 

Estas informações podem conter imprecisões técnicas ou erros tipográficos. 
Alterações são periodicamente realizadas nas informações aqui constidas; tais 
alterações serão incorporadas em futuras edições desta publicação. A IBM pode a 
qualquer momento, aperfeiçoar e/ ou alterar os produtos e/ou programas descritos 
nesta publicação, sem aviso prévio. 

Referências nestas informações a Web sites não-IBM são fornecidas apenas por ~ 
conveniência e não representam de forma alguma um endosso a estes Web sites. ~ 
Os materiais contidos nesses Web sites não fazem parte deste produto IBM e seu 
uso é de responsabilidade do Cliente. ' · 
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Marcas 

A IBM pode utilizar ou distribuir as informações fornecidas, da forma que julgar 
apropriada sem que incorrer em qualquer obrigação para com o Cliente. 

Os licenciados deste programa que pretendam obter mais informações com o 
objetivo de permitir: (i) a troca de informações entre programas criados 
independentemente e outros programas (incluindo este) e (ii) a utilização mútua 
das informações trocadas, devem entrar em contato com a: 

Gerência de Relações Comerciais e Industriais da IBM Brasil 
Av. Pasteur, 138/146 
Botafogo 
Rio de Janeiro, RJ 
CEP 22290-240 

Tais informações podem estar disponíveis, dependendo dos termos e condições 
apropriadas, incluindo, em alguns casos, o pagamento de uma taxa. 

O programa licenciado descrito nestas informações e todo o m aterial licenciado 
disponível para o mesmo são fornecidos pela IBM sob os termos do Contrato com 
o Cliente IBM, do Contrato de Licença do Programa Internacional IBM ou qualquer 
acordo equivalente. 

As informações relativas a produtos não-IBM foram obtidas junto aos fornecedores 
dos respectivos produtos, de seus anúncios publicados ou de outras fontes 
disponíveis publicamente. A IBM não efetuou testes nestes produtos e não pode 
confirmar a precisão de seu desempenho, compatibilidade ou qualquer outro 
requisito relacionado a produtos não-IBM. Dúvidas sobre os recursos de produtos 
não-IBM devem ser encaminhadas diretamente a seus fornecedores. 

Estas informações contêm exemplos de dados e relatórios utilizados em operações 
diárias de negócios. Para ilustrá-las ao máximo possível, os exemplos incluem 
nomes de pessoas, empresas, marcas e produtos. Todos estes nomes são fictícios e 
qualquer semelhança a esses nomes e endereços utilizados por uma empresa 
comercial real é mera coincidência. 

Se estas informações estiverem sendo exibidas em cópia eletrônica, as fotografias e 
ilustrações coloridas podem não aparecer. 

Os termos a seguir são marcas da International Business Machines Corporation nos 
Estados Unidos e/ ou em outros países: 

AIX 
Database 2 
DB2 
DB2 Universal Database 
Enterprise Storage Server 
ESCON 
IBM 
IBMLink 

Magstar 
MQSeries 
NetView 
Redbooks 
RISC System/6000 
RS/6000 
Tivoli 
Tivoli Enterprise Console 

Lotus, Lotus Notes e Domino são marcas ou marcas registradas da International 
Business Machines Corporation e da Lotus Development Corporation nos Estados 
Unidos e/ou em outros países. 

Intel e Pentium são marcas ou marcas registradas da Intel Corporation nos Estad , s 
Unidos e / ou em outros países. 
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Microsoft, Windows, Windows NT e o logotipo do Windows são marcas da 
Microsoft Corporation nos Estados Unidos e/ou em outros países. 

!O o~ E 
. ,,4· 

UNIX é uma marca registrada da Open Group nos Estados Unidos e/ ou em outros 
países. 

Java e todas as marcas e logotipos baseados em Java são marcas ou marcas 
registradas da Sun Microsystems, Inc., nos Estados Unidos e/ ou em outros países. 

Outros nomes de empresas, produtos e serviços podem ser marcas ou marcas de 
serviços de terceiros . 
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1004t ________________________ ., 
Glossário 

Os termos neste glossário são definidos como pertencentes à biblioteca do IBM Tivoli Storage Area Network 
Manager. Se você não encontrar o termo necessário, consulte o IBM Software Glossary neste Web site: 
http:/ /www.ibm.com/ibm/ terminology I . 

A 
agente. Uma entidade que representa um ou mais 
objetos gerenciados (a) pela emissão de notificações 
referentes aos objetos e (b) pelo manuseio de 
solicitações de gerenciadores para operações de 
gerenciamento para modificar ou consultar os objetos . 
Consulte também agente do IBM Tivoli Storage Area 
Network Manager. 

agente do IBM Tivoli Storage Area Network 
Manager. O software em um host gerenciado que 
executa funções locais, como monitoração do sistema 
de arquivos e discovery em banda. As funções são 
executadas em coordenação com o gerenciador. 

c 
coleta de dados. Consulte discovery. 

console remoto. Um console do IBM Tivoli Storage 
Area Network Manager que é instalado em uma 
máquina diferente daquela em que o gerenciador está 
instalado. Um console remoto permite acessar o IBM 
Tivoli Storage Area Network Manager de qualquer 
localização. 

D 
discovery. O processo de localização de recursos 
dentro de uma empresa, incluindo a localização do 
novo local de recursos monitorados que foram 
movidos. No IBM Tivoli Storage Area Network 
Manager, o processo detecta recursos de 
armazenamento lógico e físico no ambiente de 
armazenamento e suas interconexões (também chamada 
de to ologia). O IBM Tivoli Storage Area Network 
Manager também coleta atri utos e recursos e 
armazenamento, tais como dados vitais do produto e 
medidas de capacidade e utilização. Discovery inclui a 
detecção de alterações na topologia da rede, tal como 
nós novos e excluídos ou interfaces novas e excluídas. 
Consulte também intervalo de discovery. 

discovery em banda. O processo de descobrir 
informações sobre a SAN, incluindo dados de topologia 
e atributos, por meio de caminhos de dados do Canal 
de Fibras. Compare com discovery fora da banda. 
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discovery fora da banda. O processo de descobrir 
informações sobre a SAN, incluindo dados de topologia 
e dispositivos, sem utilizar os caminhos de dados do 
Canal de Fibras. Um mecanismo comum para discovery 
fora da banda é o uso de consultas MIB do SNMP, que 
são chamadas sobre uma rede TCP /IP. Compare com 
discovery em banda. 

E 
evento. No ambiente Tivoli, qualquer alteração 
significativa no estado de um recurso do sistema, 
recurso da rede ou aplicativo de rede. Um evento pode 
ser gerado para um problema, para a resolução de um 
problema ou para a conclusão de uma tarefa com êxito. 
Exemplos de eventos são: o inicio e a parada normais 
de um processo, a finalização anormal de um processo 
ou a falha de um servidor . 

G 
gerenciador. O componente do IBM Tivoli Storage 
Area Network Manager que é instalado em um host e 
fornece controle centralizado do produto. O 
gerenciador reúne dados de agentes SNMP e agentes 
em hosts gerenciados e fornece exibições gráficas de 
SANs. O gerenciador também pode transferir eventos 
para o Tivoli Enterprise Console ou um console do 
SNMP . 

GUIO (identificador globalmente exclusivo). Um 
código de 16 bytes que identifica uma interface para 
um objeto em todos os computadores e redes. O 
identificador é exclusivo porque contém uma data e 
hora e um código com base no endereço da rede que é 
conectado à placa da interface da LAN do computador 
host. 

H 
host. Um computador que é conectado a uma rede 
(como a Internet ou uma SAN) e fornece um ponto de 
acesso a essa rede. Além disso, dependendo do 

ambiente, o host pode fornecer controle centralizado da'" ~ 
rede. O host pode ser um cliente, um servidor, um 
cliente e um servidor, um gerenciador ou um host 
gerenciado. (J) 
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host gerenciado. Um host que é gerenciado pelo IBM 
Tivoli Storage Area Network Manager. O host tem um 
agente do IBM Tivoli Storage Area Network Manager 
instalado e ativo nele. Os hosts gerenciados são 
utilizados para discovery em banda da SAN e para 
gerenciamento do sistema de arquivos . 

intervalo de discovery. A freqüência na qual as 
informações de topologia e atributos são reunidas pelos 
agentes do IBM Tivoli Storage Area Network Manager 
e enviadas ao gerenciador. O intervalo de discovery é 
definido por um planejamento para que ocorra 
periodicamente ou em períodos específicos. Discovery 
também pode ocorrer em outros momentos, como 
quando disparada por um evento a partir da opção 
SAN. 

L 
LUN. Consulte número da unidade lógica. 

N 
nome da comunidade. A parte de uma mensagem do 
SNMP que representa um nome parecido com uma 
senha e que é utilizada para autenticar a mensagem do 
SNMP. 

número da unidade lógica (LUN). Um identificador 
utilizado em um barramento SCSI para diferenciar 
entre dispositivos (unidades lógicas) com o mesmo ID 
do SCSI. 

T 
topologia. A disposição física e lógica de dispositivos 
em uma rede de área de armazenamento (SAN). A 
topologia pode ser exibida graficamente, mostrando os 
dispositivos e suas interconexões. 
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