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Democracy and fundamental 
rights: foundations of  Artificial 

Intelligence regulation



AI for what and for whom? 

• Deep social and economic implications

• Impact in human development

• Therefore, touched by the State human rights obligations
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So, what is expected from a Law that attempt to 
regulate AI? 

• Principles and ethics reference are not enough

• Fundamental rights in Constitution and International HHRR 
obligations already provide a framework

• AI regulation should cover the concrete ways in which we ensure
the promotion, respect and protection of  fundamental rights

Regulation for AI as a matter of process, not technological optimism
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Context matter for AI a positive impact
Ø What should countries ask themself  prior to implement AI solutions?

• Who is in the data? 
• What are the unknown – unknown? (Data desserts)
• Internet penetration
• Availability of  devices
• Digital skills in different population groups

Equity & impact in democracy of AI are more the result of the policy 
development for those element than chosen ethical principles or AI 
goals to be generally affirmed in regulation.



AI build on top of  other policies
Ø AI legislation it does not work in isolation, it has to land in broader 

public policy directed to:

• Personal Data Protection
• Open data access
• Digital skills for the broader population
• Public Servant capacity development

Inclusive growth, sustainable development, improvement in the
quality and efficiency of the services offered to the population
are not the result of AI deployment in isolation.



Human Rights Council. Resolution 48/4. Right to privacy in 
the digital age. Adopted October, 2021. 

https://undocs.org/A/HRC/RES/48/4 

“Acknowledges that risks to the right to privacy and other human 
rights can and should be minimized by adopting adequate
regulation or other appropriate mechanisms, in accordance with
applicable obligations under international human rights law in the
conception, design, development and deployment of  new and 
emerging digital technologies, such as artificial intelligence, by
ensuring a safe, secure and high-quality data infrastructure, by
exercising due diligence to assess, prevent and mitigate adverse 
human rights impacts, and by establishing human oversight, as 
well as redress mechanisms.”



What should regulation cover?

• Human Rights Impact Assessment

• Participatory design and ongoing assessment

• Equity

• Transparency
• Explainability

• Safety

• Liability

• Redress 

• Independent oversight https://ia.derechosdigitales.org/



Recommendation on the Ethics of  Artificial Intelligence, 
UNESCO, adopted 23 November 2021

“Governments should adopt a regulatory framework that sets out a 
procedure, particularly for public authorities, to carry out ethical
impact assessments on AI systems to predict consequences, mitigate
risks, avoid harmful consequences, facilitate citizen participation
and address societal challenges. The assessment should also
establish appropriate oversight mechanisms, including auditability, 
traceability and explainability, which enable the assessment of  
algorithms, data and design processes, as well as include external
review of  AI systems. Ethical impact assessments should be 
transparent and open to the public, where appropriate. Such
assessments should also be multidisciplinary, multi-stakeholder, 
multicultural, pluralistic and inclusive.”



“Member States should ensure that harms caused through AI 
systems are investigated and redressed, by enacting strong
enforcement mechanisms and remedial actions, to make certain
that human rights and fundamental freedoms and the rule of  law
are respected in the digital world and in the physical world. Such
mechanisms and actions should include remediation mechanisms
provided by private and public sector companies. The auditability
and traceability of  AI systems should be promoted to this end. In 
addition, Member States should strengthen their institutional
capacities to deliver on this commitment and should collaborate
with researchers and other stakeholders to investigate, prevent and
mitigate any potentially malicious uses of  AI systems.”

Recommendation on the Ethics of  Artificial Intelligence, 
UNESCO, adopted 23 November 2021



Precautionary AI deployment

• The « guarantee of  a progressive adoption of  Artificial Intelligence » 
should not be considered as a goal by itself. 

• AI adoption only should be fostered there where is evidence of  its 
benefits for human development. 

• Human oversight “when necessary” is problematic. 

• Human rights impacts assessments and clear regulatory prohibitions 
would help to prevent harmful uses the AI.



United Nations High Commissioner for Human Rights, Report 
“The right to privacy in the digital age”, September 2021

“Expressly ban AI applications that cannot be operated in 
compliance with international human rights law and impose
moratoriums on the sale and use of  AI systems that carry a high
risk for the enjoyment of  human rights, unless and until adequate
safeguards to protect human rights are in place.

Adopt legislative and regulatory frameworks that adequately
prevent and mitigate the multifaceted adverse human rights
impacts linked to the use of  AI by the public and private sectors.”



Final thoughts…

• Decision-making processes about AI adoption from governments 
& companies should be much more transparent for the society at 
large than what they currently are, often taken as an opaque 
administrative matter. 

• The choices involved AI adoption cannot be taken in isolation of  
other policies & regulations that provide the contextual conditions 
for the AI to have an equitable impact in the population.



Final thoughts…

• There are AI implementations that can pose severe risk to 
fundamental rights. Human rights impacts assessments and clear 
regulatory prohibitions would help to prevent harmful uses the AI.

• The choices involved in AI adoption cannot be taken for rational 
and efficient without a transparent exercise of  assessment open to 
the public, otherwise we will be at risk of  abandoning fundamental 
human rights along with democratic decision-making.
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