
r 

I 
J ç· 
11 

l 
1. 
l 

I 
I 

I 

I 

' 

;\ 
~· 

I 

\ 

CPL/AC 

PREGÃO 
050/2003 

' ,l. -y 

LOCAÇÃO DE 
EQUIPAMENTOS 

DE INFORMÁTICA 
INCLUINDO 

" ASSISTENCIA 
TÉCNICA E 

TREINAMENTO 

NEC DO BRASIL 
S/A - MANUAL 

VOLUME H 

2003 
PASTA24 

Yoc _ 
Ooo23 $ 

I 

I 

' ' 

'•' 

~ 
0001 

.. 
.. 3s9o ~-~ . - J. -

i -
I, 

;· 

._ ..... ~. 

i . 
~ 
~ 
f 

~- . 
~ ; 



.-' 

c 
••• 

c • 

Switch Tipo 5 doe 6 

. . ..... ... 
; 0002 

3690 



.-' 

( 

·• 

( . 

• 

Switch Tipo 5 doe 6 

. .. . " • . 

• 1 . 
J ' 

l j.. • ôtio3 
,· -

s 9 o 

"' ' • • • ' • 1 , .. • , , • < • , • ~ I ~ • • •, , •-. , v • 1,,. • , • • . • .,. 1, , "; • • • , • , : -. ' • 



• t 

c • 

78-13273-01 

IP Routing 

In a typical installation, the VPN Concentrator is connected to the public network through an externai 
router, which routes data traffic between networks, and it might also be connected to the private network 
through a router. 

The VPN Concentrator itself includes an IP routing subsystem with static routing, RIP (Routing 
lnformation Protocol), and OSPF (Open Shortest Path First) functions. RIP and OSPF are routing 
protocols that routers use for messages to other routers within an internai or private network, to 
determine network connectivity, status, and optimum paths for sending data traffic. 

Once the IP routing subsystem establishes the data paths, the routing itself occurs at wire speed. The 
subsystem looks at the destination IP address in ali packets coming through the VPN Concentrator, even 
tunneled ones, to determine where to send them. If the packets are encrypted, it sends them to the 
appropriate tunneling protocol subsystem (PPTP, L2TP, IPSec) for processing and subsequent routing. 
If the packets are not encrypted, it routes them in accordance with the configured IP routing parameters. 

To route packets, the subsystem uses learned routes first (learned from RIP and OSPF), then static routes, 
then uses the default gateway. If you do not configure the default gateway, the subsystem drops packets 
that it cannot otherwise route. The VPN Concentrator also provides a tunnel default gateway, which is a 
separate default gateway for tunneled traffic only. 

You configure static routes, the default gateways, and system-wide OSPF parameters in this section. This 
section also includes the system-wide DHCP (Dynamic Host Configuration Protocol) parameters. You 
configure RIP and interface-specific OSPF parameters on the network interfaces; see Configuration I 
Interfaces . 

This section of the Manager also lets you configure VPN Concentrator redundancy using VRRP (Virtual 
Router Redundancy Protocol). This feature applies to installations of two or more VPN Concentrators 
in a parallel, redundant configuration. lt provides automatic switchover to a backup system in case the 
primary system is out of service, thus ensuring user access to the VPN. This feature supports user access 
via IPSec LAN-to-LAN connections, IPSec client (single-user remote-access) connections, and PPTP 
client connections. 

3 6 9 o 
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This section of the Manager lets you configure system-wide IP routing parameters: 

Static Routes : Manually configured routing tables. 

Default Gateways: Routes for otherwise unrouted traffic . 

OSPF: Open Shortest Path First routing protocol. 

OSPF Areas: Subnet areas within the OSPF domain. 

DHCP: Dynamic Host Configuration Protocol global parameters. 

Redundancy: Virtual Router Redundancy Protocol parameters. 

You configure RIP and interface-specific OSPF parameters on the network interfaces; click the 
highlighted link to go to the Configuration I Interfaces screen. 

Figure 8-1 Conlíguration I Systern I IP Routing Screen 

Sav11 Neededfil 

Ths section lets you configure system-wide IP Routing options. RIP and interface-specific OSPF parameters are 
configured on an interface. Click here to configw-e interfaces. 

In the left frame, or in the list oflinks below, click the option you want: 

• Static Routes 
• Detàult Gatewavs 
• OSPF -- Open Shortest Path First. 
• OSPF Are as -- OSPF subnet are as. 
• DHCP -- Dynamic Host Configuration Protocol global parameters. 
• Redundancv -- Redundancy using VRRP (Virtual Router Redundancy Protocol). 

• 
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Configuration I System IIP Routing I Static Routes 

Static Routes 

This section of the Manager lets you configure static routes for IP routing. You usually configure static 
routes for privare networks that cannot be learned via RIP or OSPF. 

Figure 8-2 Configuration I System I IP Routing I Static Routes Screen 

This sectlon lets you configure static routes for IP routing. 

Static Routes 

Defeult-> 192.168.12.77 
192.168.12.0/255.255.255.0 -) 10.1 0.0.2 

Save Needed~ 

Actions 

:: ... ); 

The Static Routes list shows manual IP routes that have been configured. The formar is [destination 
network address/subnet mask -> outbound destination], for examp1e: 
192.168.12.0/255.255.255.0 -> 10.10.0.2. lf you have configured the default gateway, it appears first in 
the 1ist as Default -> default router address. If no static routes have been configured, the Iist shows 
--Empty--. 

Add I Modify I Delete 

Reminder: 

78-13273-01 

~ .. 

To configure and add a new static route, c1ick Add. The Manager opens the Configuration I System I 
IP Routing I Static Routes I Add screen. 

To modify a configured static route, select the route from the list and click Modify. The Manager opens 
the Configuration I System I IP Routing I Static Routes I Modify screen . If you select the default gateway, 
the Manager opens the Configuration I System I IP Routing I Default Gateways screen. 

To delete a configured stat ic route, se lect the route from the list and click De1ete. 

Note There is no confirmation and no undo. 

The Manager refreshes the screen and shows the remaining static routes in the li st. You cannot delete the 
default gateways here; to doso, see the Configuration I System I IP Routing I D,ef~Últ G,ateways screen. 

The Manager immediately includes your changes in the active configuration. 
configuration and make it the boot configurat ion, cli ck the Save Needed icon 
window. 
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Configuration I System IIP Routing I Static Routes I 
Add or Modify 

These Manager screens let you: 

Add: Configure and add a new static, or manual, route to the IP routing table . 

Modify: Modify the parameters for a configured static route. 

Figure 8-3 Configuration I System I /P Routing I Static Routes I Add or Modify Screen 

Configure and add a static route. 

Network Address 

SubnetMask 

Melric 

Destination 

Router Address r. 

Enter the network address. 

Enter the subnet mask. 

Enter the numeric metric for this route (1 through 16). 

Enter the router/gateway IP address. 

Interface r jEthernet 1 (Privete)(1 0 .. 1.0,99.30).8 Select the interface to route to. 

Network Address 

Subnet Mask 

Metric 

Enter the destination network IP address to which this static route applies. Packets with this destination 
address will be sent to the destination you enter. Used dotted decimal notation, for example: 
192.168.12.0. 

Enter the subnet mask for the destination network IP address. Use dotted decimal notation, for example: 
255.255.255.0. The subnet mask indicates which part ofthe IP address represents the network and which 
part represents hosts. The router subsystem looks at only the network part. 

The Manager automatically supplies a standard subnet mask appropriate for the IP address you just 
entered . For example, the IP address 192.168.12.0 is a Class C address, and the standard subnet mask is 
255.255 .255.0. You can accept this entry or change it. Note that 0.0.0.0 is not allowed here, since that 
would resolve to the equivalent of a default gateway. 

Enter the metric, or cost, for this route. Use a number from 1 to 16, where 1 is the lowést cost. The 
routing subsystem always tries to use the least costly route. For example, i f a route-:.:-u~es .a 1ow-s _ ,... 

You might assign a high metric so the sys tem will use it only if ali hi gh-speed rc\u tesw~nava irable. 
~ ~· ~ ~ '' '"' "'"' ~ 7 
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Destination 

Router Address 

Interface 

Configuration I System llP Routing I Static Routesl Add orlillodify 

. ""' 
\ \ ~ 
\.""-<._ ~ > ··I . 

Click a radio button to choose the outbound destination for these packets. You can choose only one 
destination: either a specific router/gateway, ora VPN Concentrator interface. 

Enter the IP address of the specific router or gateway to which to route these packets; that is, the IP 
address of the next hop between the VPN Concentrator and the ultimate destination of the packet. Use 
dotted decimal notation, for example: 10.10.0.2. 

Click the Interface drop-down menu button and choose a configured VPN Concentrator interface as the 
outbound destination. The menu lists ali interfaces that have been configured. 

For example, in a LAN-to-LAN configuration where remote-access clients are assigned IP addresses that 
are not on the private network, you could configure a static route with those addresses outbound to the 
Ethernet 1 (Private) interface. The clients could then access the peer VPN Concentrator and its networks. 

Add or Apply I Cancel 

Reminder: 

78-13273-01 

To add a new static route to the list of configured routes, click Add. Or to apply your changes to a static 
route, click Apply. Both actions include your entries in the active configuration. The Manager returns to 
the Configuration I System I IP Routing I Static Routes screen. Any new route appears at the bottom of 
the Static Routes list. 

To save the active configuration and make it the boot configuration, click the Save Needed icon at the 
top of the Manager window. 

To discard your entries, click Cancel. The Manager returns to the Configuration I System I IP Routing I 
Static Routes screen, and the Static Routes list is unchanged. 
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Configuration I System IIP Routing I Default Gateways 
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This screen lets you configure the default gateway for IP routing, and configure the tunnel default 
gateway for tunneled traffic. You use this same screen both to initially configure and to change default 
gateways. You can also configure the default gateway on the Configuration I Quick I System Info screen. 

The IP routing subsystem routes data packets first using learned routes, then static routes, then the 
default gateway. If you do not specify a default gateway, the system drops packets it cannot otherwise 
route. 

For tunneled data, if the system does not know a destination address, it tries to route the packet to the 
tunnel default gateway first. If that route is not configured, it uses the regular default gateway. 

Figure 8-4 Configuration I System I IP Routing I Oe/'ault Gateways Screen 

Configure the default gateways for your system. 

...,.~,...---- Enter lhe IP address o f lhe default gateway or router. · Enter O. O. O. O 
Default Gateway lO 0 0:0 for no default router . 

.-------
Metric : Enter lhe metric , from 1 to 16. 

Twmel Default .--------:. Enter lhe IP address ofthe default gateway or router for tunnels. 
Gateway 1°:0·

0 0 
Enter O O 0.0 for no default router. 

Override Default f?: Check to allow learned default gateways to override lhe configured 
Gateway · default gateway. 

Default Gateway 

( 

• 
Metric 

Enter the IP address of the default gateway or router. Use dotted decimal notation, for example: 
192.168.12.77. This address must not be the same as the IP address configured on any VPN Concentrator 
interface. If you do not use a default gateway, enter 0.0.0.0 (the default entry). 

To dele te a configured default gateway, enter o. o. o. o. 

The default gateway must be reachable from a VPN Concentrator interface, and it is usually on the public 
network. The Manager displays a warning screen if you enter an IP address that is not on one of its 
interface networks, and it displays a dialog box i f you enter an IP address that is not on the public 
network. 

Enter the metric, or cost, for the route to the default gateway. Use a number from I to 16, where I is the 
lowest cost. The routing subsystem always tries to use the least costly route. For example, if this route 
uses a low-speed line, you might assign a high metric so the system will use it only if ali high-speed 
routes are unavailable . .--• . , 

f?( ,.. , • I , 
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' -~> T unnel Default Gateway \ .. ~ 

~ .. 

Enter the IP address of the default gateway for tunneled data. Use dotted decimal notation,'for.example: 
10.1 0.0.2. If you do not use a tunnel default gateway, enter o. o. o. o (the default entry) . · · 

To delete a configured tunnel default gateway, enter o. o. o. o. 

This gateway is often a firewall in parallel with the VPN Concentrator and between the public and private 
networks. The tunnel default gateway applies to ali tunneled traffic, including IPSec LAN-to-LAN 
traffic . 

Note If you use an externai device instead of the VPN Concentrator for NAT (Network Address 
Translation), you must configure the tunnel default gateway. 

Override Default Gateway 

To allow default gateways learned via RIP or OSPF to override the configured default gateway, check 
the Override Default Gateway check box (the default). To always use the configured default gateway, 
uncheck the box. 

Apply I Cancel 

Reminder: 

78-13273-01 

To apply the settings for default gateways, and to include your settings in the active configuration, click 
Apply. The Manager returns to the Configuration I System I IP Routing screen . I f you configure a Default 
Gateway, it also appears in the Static Routes list on the Configuration I System I IP Routing I 
Static Routes screen. 

To save the active configuration and make it the boot configuration, click the Save Needed icon at the 
top of the Manager window. 

To discard your entries, click Cancel . The Manager returns to the Configuration I System I IP Routing 
screen. 

.• 
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Configuration I System IIP Routing I OSPF 

c • 
Enabled 

c • 

This screen lets you configure system-wide parameters for the OSPF (Open Shortest Path First) routing 
protocol. You must also configure interface-specific OSPF parameters on the Configuration I Interfaces 
screens. 

OSPF is a protocol that the IP routing subsystem uses for messages to other OSPF routers within an 
internai or private network, to determine network connectivity, status, and optimum paths for sending 
data traffic. The VPN Concentrator supports OSPF version 2 (RFC 2328). 

The complete private network is called an OSPF Autonomous System (AS), or domain. The subnets 
within the AS are called areas. You configure OSPF areas on the Configuration I System I IP Routing I 
OSPF Areas screens. 

Figure 8-5 Conliguration I Systern I IP Houting I OSPF Screen 

Configure· system-wide parameters for OSPF (Open Shortest Path First) IP routing protocol. 

Enabled r Check to enable OSPF. 

Router ID 1.-º-o.-º-0-... -----. Enter the Router ID. 

Autonomous r Check to indicate that this is an Autonomous System boundary 
System ···· router. 

To enable the VPN Concentrator OSPF router, check the Enabled check box. (By default it is 
unchecked.) You must also enter a Router ID. You must check this box for OSPF to work on any interface 
that uses i t. 

To change a configured Router ID, you must disable OSPF here. 

To enable OSPF routing on an interface, you must also configure and enable OSPF on the appropriate 
Configuration I Interfaces screen . 

. 
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Router ID 

~ .. 

Configuration I System IIP Routing l-O~F • 
.( ..•. / . y-- · 

.1!2"' 
\ \ :;f 
\':. >o. ' j) 

\"· >-.. 
The router ID uniquely identifies the VPN Concentrator OSPF router to other OSPF routers in its -
domain. While the format is that of an IP address, it functions only as an identifier and not an address. 
B y convention, however, this identifier is the same as the IP address of the interface that is connected to 
the OSPF router network. 

Enter the router ID in the field. Use dotted decimal IP address format, for example: 10.10.4.6. The 
default entry is 0.0.0.0 (no router configured). If you enable the OSPF router, you must enter an ID. 

Note Once you configure and apply a router ID, you must disable OSPF before you can change it. You 
cannot change the ID back to 0.0.0.0. 

Autonomous System 

An OSPF Autonomous System (AS), or domain, is a complete internai network. An AS boundary router 
exchanges routing information with routers belonging to other Autonomous Systems, and advertises 
externai AS routing information throughout its AS. 

Check the Autonomous System check box to indicate that the VPN Concentrator OSPF router is the 
boundary router for an Autonomous System. If you check this box, the VPN Concentrator also 
redistributes RIP and static routes into the OSPF areas. By default, the box is unchecked. 

Apply I Cancel 

Reminder: 

78-13273-01 

To apply your OSPF settings, and to include your settings in the active configuration, click Apply. The 
Manager returns to the Configuration I System I IP Routing screen. 

To save the active configuration and make it the boot configuration, click the Save Needed icon at the 
top of the Manager window. 

To discard your settings, click Cancel. The Manager returns to the Configuration I System I IP Routing 
screen . 

Ro~ · 
CP ' r 

• • • • , • • , • f , , • • •- 1:"' • , ~ .,: -. ·. I .. ·~ • . .'·' • ...... ~ ~ , • , . •' .- • , ~ . < :_ "- ' ' I .: :. · . .; 



.~ 

. ' 

• Configuration I System IIP Routing I OSPF Areas 
Chapter 8 Jp ~oútin.gÇ'f) 

. / ~ "" 
\._ \ ·v 

'- ~ 

Configuration I System IIP Routing I OSPF Areas 
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• 

This section of the Manager lets you configure OSPF areas, which are the subnets within an OSPF 
Autonomous System or domain. You should configure entries for ali areas connected to this VPN 
Concentrator OSPF router. 

You can also identify an OSPF area on a VPN Concentrator network interface (see Configuration I 
Interfaces). Those area identifiers appear in the OSPF Area list on this screen. 

Figure 8-6 Conlíguration I System I IP Houting I OSPF Areas Screen 

lbis section lets you configure OSPF Are as. 

OSPF Area Actions 

0.0.0.0 
1 0.10.0.0 

:. r~~ .. ] 
'; f·· M'í{il~i I 
' ~~ oéi&tê"'l 

Save Neededfil 

OSPF Area 

The OSPF Area list shows identifiers for ali areas that are connected to this VPN Concentrator OSPF 
router. The format is the same as a dotted decimal IP address, for example: I 0.10.0.0. The default entry 
is 0.0.0.0. This entry identifies a special area known as the backbone that contains ali area border routers, 
which are the routers connected to multiple areas. 

Add I Modify I Delete 

c • 

Reminder: 

To configure and add a new OSPF area, click Add. The Manager opens the Configuration I System I 
IP Routing I OSPF Areas I Add screen. 

To modify a configured OSPF area, select the area from the list and click Modify. The Manager opens 
the Configuration I System I IP Routing I OSPF Areas I Modify screen. 

To delete a configured OSPF area, select the area from the list and click Delete. 

Note There is no confirmation or undo. 

The Manager refreshes the screen and shows the remaining entries in the OSPF Area, li~t. 

r::-::: . ·~-., 
~ ti l.; ~i ~ . 

The Manager immediately includes your changes in the active configuration. ;~ave ~hQJ}ii3 
configuration and make it the boot configuration, click the Save Needed icon at the top· of the Manager 
window. 

3 690 ' 
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Configuration I System IIP Routing I OSPF Areas I Add or Moa(ry 

Area ID 

These Manager screens let you: 

• Add: Configure and add an OSPF area. 

• Modify: Modify parameters for a configured OSPF area. 

Note Once you have configured an OSPF Area, you cannot modify its ID. To change an area ID, delete the 
existing area and add a new one. 

Figure 8-7 Configuration I System I IP Routing I OSPF Areas I Add or Modif'y Screen 

Configure and add an OSPF .Area. 

Enter the .Are a ID. 0.0.0.0 is used for the OSPF backbone. 

Check to generate summary LSAs. 

Specify whether to irnport externai AS LSAs. 

Add: Enter the area ID in the field. Use IP address dotted decimal notation, for example: 10.10.0.0. 
The default entry is 0.0.0.0, the backbone. 

• Modify: Once you have configured an area ID, you cannot change it. See preceding note. 

The Area ID identifies the subnet area within the OSPF Autonomous System or domain. While its format 
is the same as an IP address, it functions only as an identifier and not an address. The 0.0.0.0 area ID 
identifies a special area-the backbone-that contains ali area border routers. 

( Area Summary 

• 

78-13273-01 

Check the Area Summary check box to have the OSPF router generate and propagate summary LSAs 
(Link-State Advertisements) into OSPF stub areas. LSAs describe the state of the router's interfaces and 
routing paths. Stub areas contain only final-destination hosts and do not pass traffic through to other 
areas. Sending LSAs to them is usually not necessary. By default this box is unchecked . 

' 

. , ~· C' I I · 
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Externai LSA lmport 

Click the Externai LSA lmport drop-down menu button and choose whether to bring in LSAs from 
neighboring Autonomous Systems. LSAs describe the state of the AS router's interfaces and routing 
paths. lmporting those LSAs builds a more complete link-state database, but it requires more processing. 
The choices are: 

• Externai = Yes, import LSAs from neighboring ASs (the default). 

• No Externai =No, do not import externai LSAs. 

Add or Apply I Cancel 

.minder: 

• 

To add this OSPF area to the list of configured areas, click Add. Or to apply your changes to this OSPF 
area, click Apply. Both actions include your entry in the active configuration . The Manager returns to 
the Configuration I System I IP Routing I OSPF Areas screen. Any new entry appears at the bottom of 
the OSPF Area Iist. 

To save the active configuration and make it the boot configuration, click the Save Needed icon at the 
top of the Manager window. 

To discard your entries, click Cancel. The Manager returns to the Configuration I System I IP Routing I 
OSPF Areas screen, and the OSPF Area list is unchanged . 

·, 

VPN 3000 Series Concentrator Reference Volume 1: Configuration 
78-13273-01 

, , , • • , • • ~ , : , , , ,"' .,... ._' '. 
1
• I ~ .. • - ~ • r • ,. , 



( 

e 

c • 

~ Ghapter 8 IP Routing 
Configuration I System IIP Routi~g~ DI:ICP - 11 · .. 

. · _, ~ . ~ 
Configuration I System IIP Routing I DHCP 

. \ :::j? 
·\. ~ 

Enabled 

This screen lets you configure DHCP (Dynamic Host Configuration Protocol) parameters that apply to 
DHCP functions within the VPN Concentrator. You can use externai DHCP servers to assign IP 
addresses to clients as a VPN tunnel is established. 

lf you check the Use DHCP check box on the Configuration I System I Address Management I 
Assignment screen, you must configure at least one DHCP server on the Configuration I System I 
Servers I DHCP screens. You configure global DHCP parameters here. 

Figure 8-8 Conliguration I System I IP Routing I DHCP Screen 

Configure system-wide DHCP (Dynamic Host Configuration Protocol) parameters. 

Enabled P' Check to enable DHCP. 

Lease Timeout "'!1"'20:-_ ----minutes 

Listen Port 167 .. . We recommend that you not change this dejaul!. 

Tirneout Periodl r=2-... -----.,: seconds 

Check the Enabled check box to enable DHCP functions within the VPN Concentrator. The box is 
checked by default. To use DHCP address assignment, you must enable DHCP functions here. 

Lease Timeout 

78-13273-01 

Enter the timeout in minutes for addresses that are obtained from a DHCP server. The minimum timeout 
is 5 minutes. The default is 120 minutes. The maximum is 500000 minutes. DHCP servers "lease" IP 
addresses for this period of time. Before the lease expires, the VPN Concentrator asks to renew it on 
behalf o f the client. If for some reason the I e as eis not renewed, the connection terminates when the lease 
expires. The DHCP server's lease period takes precedence over this setting. 
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Listen Port 

rt-­
r-t-) 

·-v-· 
~ 

Enter the UDP port number on which DHCP server response messages are accepted. The default is 67, 
which is the well-known port. To ensure proper communication with DHCP servers, we strongly 
recommend that you not change this default. 

Timeout Period 

Enter the initial time in seconds to wait for a response to a DHCP request before sending the request to 
the next configured DHCP server. The minimum time is 1 second. The default time is 2 seconds. The 
maximum time is 10 seconds. This time doubles with each cycle through the list of configured DHCP 
servers. 

~r,ply I Cancel 

• 

To apply the settings for DHCP parameters, and to include your settings in the active configuration, click 
Apply. The Manager returns to the Configuration I System I IP Routing screen . 

Reminder: 

• 

To save the active configuration and make it the boot configuration, click the Save Needed icon at the 
top of the Manager window. 

To discard your entries, click Cancel. The Manager returns to the Configuration I System I IP Routing 
screen . 

Do<. 3 5 9 O 
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Configuration I System IIP Routing I Redundancy 
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' Note 

This screen lets you configure parameters for Virtual Router Redundancy Protocol (VRRP), which 
manages automatic switchover from one VPN Concentrator to another in a redundant installation. 
Automatic switchover provides user access to the VPN even if one VPN Concentrator is out of service 
for some reason, for example a system crash, power failure, hardware failure, physical interface failure, 
system shutdown or reboot. 

These functions apply only to installations where two or more VPN Concentrators are in parallel, with 
the Public interfaces of ali systems on a common LAN and with the Private and/or Externai interfaces 
of ali systems on different common LANs. One VPN Concentrator is the Master system, and the others 
are Backup systems. A Backup system acts as a virtual Master system when a switchover occurs. 

VRRP works only on LAN (Ethernet) interfaces, not on WAN interfaces . 

If VRRP is configured on a VPN Concentrator, you cannot also enable load balancing. In a VRRP 
configuration, the backup device remains idle unless the active VPN Concentrator fails. Load 
balancing does not permit idle devices . 

This feature supports user access via IPSec LAN-to-LAN connections, IPSec client (single-user 
remote-access) connections, and PPTP client connections. 

• For IPSec LAN-to-LAN connections, switchover is fully automatic. Users do not need to do 
anything. 

• For single-user IPSec and PPTP connections, users are disconnected from the failing system but they 
can reconnect without changing any connection parameters. 

Switchover typically occurs within 3 to I O seconds. 

Note Before configuring or enabling VRRP on this screen, you must configure ali Ethernet interfaces that 
apply to your installation, on ali redundant VPN Concentrators. See the Configuration I Interfaces 
screens. 

~ .. 
Note You must also configure identical IPSec LAN-to-LAN parameters on the redundant VPN 

Concentrators. See the Configuration I System I Tunneling Protocols I IPSec LAN-to-LAN screens . 
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Enable VRRP 

Group ID 

FigureB-9 Conliguration I System I IP Routing I Redundancy Screen 

Configure the Vutual Router Redundancy Protocol (VRRP) for your system. Ali interfaces that you want to 
configure VRRP on should already be configured. Ifyou !ater configure an additional interface, you need to 
revisit this screen. 

Enable VRRP r 
Group ID r.,-----~ 

Group Password 

Role I Master :::::J 
Advertis ernent 

1 
Interval 

Group Shared 
Addresses 

1 (Private) j1 00.200.147.2 

2 (Public) j192_16812.34 

Check to enable VRRP. 

Enter the Group ID for this set of redundant routers. 

Enter the shared group password, or leave blank for no 
password. 

Select the Role for this system within the group. 

Enter the Advertisement interval (seconds)_ 

( 

/' 

Check the Enable VRRP check box to enable VRRP functions . The box is unchecked by default. 

Enter a number that uniquely identifies this group of redundant VPN Concentrators. This number must 
be the same on ali systems in this group. Use a number from I (default) to 255. Since there is rarely more 
than one virtual group on a LAN, we suggest you accept the default. 

( '?UP Password 

• 
Role 

Enter a password for additional security in identifying this group of redundant VPN Concentrators. The 
maximum password length is 8 characters . The Manager shows your entry in clear text, and VRRP 
advertisements contain this password in clear text. This password must be the same on ali systems in this 
group. Leave this field blank to use no password. 

Click the Role drop-down menu button and choose the role of this VPN Concentrator in this redundant 
group. 

Master = This is the Master system in this group (the default choice). Be sure to confi gute only one 
Master system in a group with a given Group ID. r-' : . ~ 

Backup I through Backup 5 = Thi s is a Backup system in thi s group. 

0019 
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Advertisement lnterval 

Enter the time interval in seconds between VRRP advertisements to other systems in this group. Only 
the Master system sends advertisements; this field is ignored on Backup systems while they remain 
Backup. The minimum interval is 1 second. The default interval is 1 second. The maximum is 255 
seconds. Since a Backup system can become a Master system, we suggest you accept the default for ali 
systems. 

Group Shared Addresses 

1 (Private) 

2 (Public) 

3 (Externa I) 

Enter the IP addresses that are treated as configured router addresses by ali virtual routers in this group. 
The Manager displays fields only for the Ethernet interfaces that have been configured. 

On the Master system, these entries are the IP addresses configured on its Ethernet interfaces, and the 
Manager supplies them by default. 

On a Backup system, the fields are empty by default, and you must enter the same IP addresses as those 
on the Master system. 

The IP address for the Ethernet 1 (Private) interface shared by the virtual routers in this group. 

The IP address for the Ethernet 2 (Public) interface shared by the virtual routers in this group. 

The IP address for the Ethernet 3 (Externai) interface shared by the virtual routers in this group. 

C Apply I Cancel • 
Reminder: 

78-13273-01 

To apply the settings for VRRP, and to include your settings in the active configuration, click Apply. The 
Manager returns to the Configuration I System I IP Routing screen. 

To save the active configuration and make it the boot configuration, click the Save Needed icon at the 
top of the Manager window. 

To discard your entries, click Cancel. The Manager returns to the Configuration I System I I!? -~outing 

screen. 

... 0020 
\ 

lt i 

3690 1 
.-._J 
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Sessions 

Monitoring I Sessions 

78-15415-01 

The following screen shows comprehensive data for ali active user and administrator sessions on the 
VPN Concentrator. 

Figure 16-1 Monitoring / Sessions Screen 

Reset~ Refresh@ 

Tbis screen shows statistics for sessions. To refresh the statistics, click Refresh. Select a Group to filter the sessions. For more 
infonnation on a session, click on thal session's name. 

Group l-Ali- :::::J 

Session Summary 
~--~~---~~--~-----

:Aclive Remo te I Aclive LAN­
to-LAN 
Sessions 

, Access , 
' Sessions I 

LAN-to-LAN Sessiom 

Conneclion N ame 

Aclive 
Management 

Sessions 

Assigned IP Address 
Public IP Address 

J Total Aclive 
i Sessions 

...... ········r 

Peak 

~Concurrent T -Total. --~ 
Concurrent . 1 . . 

1

1 Cumuiatl.ve I 
e s s1ons lllU.t 1 

Sessions Sessions J 

················--··r ············-ia·a················· ·r .. ···••····•·•····•· 1?. ·! 

Client Type 
Version 

B11.es Tx 
B)-1.esRx 

[ LAN-to-LAN Sess10ns I Remote Access Sessions ] 

Admirústrator IP Address ··- p;oto~~~ --- i · E;:;~;;pti-~;:; --1----- - -r:;;-;;r;;:;;;·------ r ·--D~~ti~;:; 
[~dmin -------------"lõ-10"9ii1 ____ 1ITrP - ----iN~~~----------- [May24 16 4832 ________ [õ~O:ai·-------
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Reset 

R estore 

Refresh 

c 
e 

Group 

c • 

·· · --. _ 

To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle ' s trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

Choose a group from the menu to monitor sessions for that group only. The default value is --Ali--, which 
displays sessions for ali groups. 
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Session Summary T able 

This table shows summary totais for LAN-to-LAN, remote access, and management sessions. 

A session is a VPN tunnel established with a specific peer. In most cases, one user connection = one 
tunnel = one session. However, one IPSec LAN-to-LAN tunnel counts as one session, but it allows many 
host-to-host connections through the tunnel. 

Active LAN-to-LAN Sessions 

The number of IPSec LAN-to-LAN sessions that are currently active. 

Active Remote Access Sessions 

The number of PPTP, L2TP, IPSec remote-access user, L2TP over IPSec, and IPSec through NAT 
sessions that are currently active. 

Active Management Sessions 

The number of administrator management sessions that are currently active. 

Total Active Sessions 

The total number of sessions of all types that are currently active. 

Peak Concurrent Sessions 

The highest number of sessions of all types that were concurrently active since the VPN Concentrator 
was last booted or reset. 

Concurrent Sessions Limit 

The maximum number of concurrently active sessions permitted on this VPN Concentrator. This number 
is model-dependent, for example, model 3060 = 5000 sessions . 

• Total Cumulative Sessions 

78-15415-01 

The total cumulative number of sessions of ali types since the VPN Concentrator was last booted or reset. 

I r r 

'. 
r 

~~... . --
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LAN-to-LAN Sessions T able 

This table shows parameters and statistics for ali active IPSec LAN-to-LAN sessions, initially sorted 
alphanumerically by connection name. Each session here identifies only the outer LAN-to-LAN 
connection or tunnel, not individual host-to-host sessions within the tunnel. 

I Remote Access Sessions I Management Sessions ] 

Click these active links to go to the other session tables on this Manager screen. 

Connection Name 

• Address 

The name of the IPSec LAN-to-LAN connection. 

To display detailed parameters and statistics for this connection, click this name. See the Monitoring I 
Sessions I Detail screen . 

The IP address of the remote peer VPN Concentrator or other secure gateway that initiated this 
LAN-to-LAN connection. 

Protocol, Encryption, Login Time, Duration, Bytes T x, Bytes Rx 

See Table 16-1 for definitions of these parameters . 

Remote Access Sessions T able 

This table shows parameters and statistics for ali active remote-access sessions. Each session is a 
single-user connection from a remote client to the VPN Concentrator. Remote-access sessions include 
PPTP, L2TP, IPSec remote-access user, L2TP over IPSec, and IPSec through NAT sessions. 

Click a column header in this table to sort the table entries in ascending alphanumeric order, using that 
column as the sort key field. 

tlAN-to-LAN Sessions I Management Sessions] 

Username 

Click these active links to go to the other sess ion tables on thi s Manager screen . 

The username or Iogin name for the sess ion. The field shows Authenti c at ing ... i f the remote-access 
client is still negotiating authentication. If the client is using a di gital certificate for authenticati on, the 
field shows the Subject CN or Subject ou from the certificate . r .. I ZJ 
To display detailed parameters and stati sti cs for this session , click thi s name. See the .Monitoring I ,~< I 
Sess ions I Detail screen . ' O Ü 2 6 

f 
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Monitoring 'l Sessions 

J:r 
Public IP Address 

~> 
~ 

The public IP address of the client for this remote-access session. This is also known as the "outer" IP 
address . It is typically assigned to the client by the ISP, and it lets the client function as a host on the 
public network. 

Assigned IP Address 

Group 

The private IP address assigned to the remote client for this session. This is also known as the "inner" 
or "virtual" IP address, and it lets the client appear to be a host on the private network. 

The group name of the client for this remote-access session. Clicking the column head for Group sorts 
the table entries in ascending alphanumeric order and also sorts the usernames within each group in 
ascending alphanumeric order. 

Client Type and Operating System 

Version 

The client type of connected clients, and, when available, the associated operating system, sorted by 
username. For example: 

Client Type Operating System 

VPN 3000 Hardware Client VPN3002 

Windows NT client Windows NT 4.0, Windows 2000, and Windows XP 

Windows 98 client Windows 98 

Windows 95client Windows 95 

The software version number (for example, rei. 3.6,_int 50) for connected clients, sorted by username. 

• Protocol, Encryption, Login Time, Duration, Bytes T x, Bytes Rx 

See Table 16-1 for definitions of these parameters . 
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Management Sessions T able 

This table shows parameters and statistics for ali active administrator management sessions on the VPN 
Concentrator. 

[ LAN-to-LAN Sessions I Remote Access Sessions ] 

Administrator 

IP Address 

Click these active links to go to the other session tables on this Manager screen. 

The administrator username or login name for the session. 

The IP address of the manager workstation that is accessing the system. Local in di cates a direct 
connection through the Console port on the system. 

Protocol, Encryption, Login Time, Duration, Bytes T x, Bytes Rx 

See Table 16-1 for definitions of these parameters. 

lãble 16-1 Parameter detínitions For Monitoring f Sessions Screen 

Parameter Definition 

Pro toco! The protocol this session is using. console indicates a direct connection 
through the Console port on the system. 

See Monitoring I Sessions I Protocols for a graphical representation of 
sessions by protocol. 

Encryption The data encryption algorithm this session is using, i f any. 

See Monitoring I Sessions I Encryption for a graphical representation of 

c • Login Time 

Duration 

sessions by encryption algorithm used. 

The date and time (MMM oo HH :MM : ss) that the session Jogged in . Time is 
displayed in 24-hour notation. 

The elapsed time (HH :MM :ss) between the session login time and the last 
screen refresh. 

Bytes Tx The total number of bytes transmitted to the remote peer or client by the 
VPN Concentrator. 

Bytes Rx The total number of bytes received from the remo te peer or client by the VPN 
Concen trator. 

0028 
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Monitoring I Sessions I Detail_ • 

Monitoring I Sessions I Detail 

78-15415-01 

These Manager screens show detailed parameters and statistics for a specific remote-access or 
LAN-to-LAN session. The parameters and statistics differ depending on the session protocol. There are 
unique screens for: 

• IPSec LAN-to-LAN (IPSec/LAN-to-LAN) 

• IPSec remote access (IPSec User) 

• IPSec through UDP (IPSec/UDP) 

• IPSec through TCP (IPSec/TCP) 

• L2TP 

• L2TP over IPSec (L2TP/IPSec) 

• PPTP 

The Manager displays the appropriate screen when you click a highlighted connection name or username 
on the Monitoring I Sessions screen . Figure Figure 16-2 shows an example of one kind of detail screen. 
Depending on the type of connection you select, your detail screen might look somewhat different from 
the example shown. But, each session detail screen shows three tables: summary data, bandwidth 
management information, and detail data. The summary data echoes the session data from the 
Monitoring I Sessions screen. The Bandwidth Statistics table shows information about the effect of 
policing on that session. The session detail table shows ali the relevant parameters for each session and 
subsession. 

See Table 16-2 for definitions of the possible session detail parameters, in alphabetical order. 

0~29 

VPN 3000 Series Concentrator Reference Volume 11: Administration and Monitoring 

• 
0 

" ~ ,... ' ' ' ~ • • ' .-~ I,.:. 0 ' ' I < • ' ~~ • f~ ~ • ' • • • , ~ • ,_ , • • ~ ' ~ 1 I : •' I 

1 
~ • • •• • • 



'• Chapter 16 Sessions 

• Monitoring I Sessions I Detail ·----. 

Refresh 

Figure 16-2 Example of a Monitoring I Sessions I Detail Screen 

~-· ... 
Reset"' Refresh@ 

Bad. to 'rssiDns 

B&Mwidth Staliltia 

r · U.er N.- bo~Erfoce Tnllic Raio (ldopo) :, Tnllic Vo! .... ~J'"•) "I 
~.;;;;!a.-,-----!EI~oemei2(Pub_lii:_l _______________ c-f~~~~c~·-,..-~-,..==·=~~-_-::688-_·_ ci __:c..n..=--ttld-=-=-7-_ 4&-, J.i-.-----:eoo-..--=-..,...-60,-346_841_ ! nu..llle~768608 1 
Juserl (Out) !Ethelll!t 2 (Public) 1568 ) . . . 682.1 5580624) ; · _ 24230672 1 

JKE ses,;.ns: 1 
IPSet Se•••ru: 2 

""' ""' ~ 
L-----------------------------------------------------------------------------------------~~ 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

~ ck to Sessions 

• To return to the Monitoring I Sessions screen, click Back to Sessions. 

. I 

OÓ30 -1 
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Monitoring I Sessions I Detail Parameters 
Tãble 16-2 Parameter Defínitions ror Monitoring I Sessions I Detail Screens 

Para meter Definition 

Assigned IP Address The private IP address assigned to the remote client for this session. 
This is also known as the "inner" or "virtual" IP address, and it lets 
the client appear to be a host on the private network. 

Authentication Mode The protocol or mode used to authenticate this session. 

Bytes Rx The total number of bytes received from the remote peer or client 

Bytes Received by the VPN Concentrator. 

Bytes Tx The total number of bytes transmitted to the remote peer or client 

Bytes Transmitted by the VPN Concentrator. 

Compression The data compression algorithm this session is using. LZS is the 
data compression algorithm used by IPComp. MPPC uses LZ . 

Connection Name The name of the IPSec LAN-to-LAN connection. 

Diffie-Hellman Group The algorithm and key size used to generate IPSec SA encryption 
keys. 

Duration The elapsed time (HH:MM:SS) between the session login time and 
the last screen refresh. 

Dynamic Filter RADIUS user filter applied to this session. 

Dynamic Rules The rules that make up the dynamic filter. For the syntax of these 
rules, see Dynamic Filters, page 13-3. 

Encapsulation Mode The mode for applying IPSec ESP (Encapsulation Security Payload 
protocol) encryption and authentication, in other words, what part 
of the original IP packet has ESP applied . 

Encryption The data encryption algorithm this session is using, i f any. 

Encryption Algorithm 

Hashing Algorithm The algorithm used to create a hash of the packet, which is used for 
IPSec data authentication. 

Idle Time The elapsed time (HH:MM:SS) between the last communication 
activity on this session and the last screen refresh. 

IKE Negotiation Mode The IKE (IPSec Phase 1) mode for exchanging key information and 
setting up SAs: Aggressive or Main . 

IKE Sessions The total number of IKE (IPSec Phase I) sessions; usually 1. These 
sessions establish the tunnel for IPSec traffic. 

IP Address The IP address o f the remo te peer VPN Concentrator o r other secure 
gateway that initiated the IPSec LAN-to-LAN connection . 

IPSec Sessions The total number ofiPSec (Phase ~sions, which are data traffic 
sessions through the tunnel. Each 1 Sec remote-access.sê~sion may 
h ave ~wo IPSec_ sessions: one show~~ijhe tunnel endpoints, and one 
showm g the pnvate networks reacliable th1~Ufth~1 tunnel. 

L2TP Sessions The total number of user sess ions through this L2 TP or L2TP I 
IPSec tunnel; usually 1. . I 

~ 

'" ' 3 __ ~ ~_Q_ J 
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lãble 16-2 Parameter Delinitions for Monitoring I Sessions I Detail Screens {continued) 

Para meter Definition 7 

Local Address The IP address (and wildcard mask) of the destination host (or 
network) for this session. 

Login Time The date and time (MMM DD HH:MM:SS) that the session logged 
in. Time is displayed in 24-hour notation. 

Perfect Forward Secrecy Group The Diffie-Hellman algorithm and key size used to generate IPSec 
SA encryption keys using Perfect Forward Secrecy. 

PFS Group The Perfect Forward Secrecy group : I, 2, 3, 4, or 7. 

PPTP Sessions: The total number of user sessions through this PPTP tunnel; usually 
I. 

Protocol The tunneling protocol that this session is using. 

Public IP Address The public IP address of the client for this remote-access session. 
This is also known as the "outer" IP address . It is typically assigned 
to the client by the ISP, and it lets the client function as a host on the 
public network. 

Rekey Data Interval The lifetime in kilobytes of the IPSec (IKE) SA l,'!ncryption keys. 

Rekey Time Interval The lifetime in seconds of the IPSec (IKE) SA encryption keys. 

Remote Address The IP address (and wildcard mask) ofthe remote peer (or network) 
that initiated this session . 

SEP The Scalable Encryption Module that is handling cryptographic 
processing for this session. 

Session ID An identifier for session components (subsessions) on this screen. 
With IPSec, there is one identifier for each SA. 

UDP Port The UDP port number used in an IPSec through NAT connection. 

Username The username or login name for the session. If the client is using a 
digital certificate for authentication, the field shows the Subject CN 
or Subject OU from the certificate. 

-0032 
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Monitoring I Sessions I Protocols 
This screen graphically displays the protocols used by currently active user and administrator sessions 
on the VPN Concentrator. 

Figure 16-3 Monitoring I Sessions I Protocols Screen 

Group l-Ali- :::J 
Aclive Sessions: 12 
Total Sessions: 149 

---------- --·------=----
Protocol jSessions i----1Percenta2e l 

!Other 

:PPTP 
ÜTP 
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: .............. .................. .. .. ! 
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( Refresh 

• 
Group 
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To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

Choose a group from the menu to show protocols used by currently active users in that group only. The 
default value is --Ali-- , which displays protocols for users in ali groups. 
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• Monitoring I Sessions I Protocols 

Chapter 16 Sessions ··-J- . 

Active Sessions 

The number of currently active sessions. 

To ta I Sessions 

Protocol 

( 
e 

( 

• 

The total number of sessions since the VPN Concentrator was last booted or reset. 

The protocol that the session is using: 

• Other = Protocol other than those listed here. 

• PPTP = Point-to-Point Tunneling Protocol. 

• L2TP = Layer 2 Tunneling Protocol. 

• IPSec = Internet Protocol Security tunneling protocol (remote-access users). 

• HTTP = Hypertext Transfer Protocol (web browser). 

• FTP = File Transfer Protocol. 

• Telnet = Terminal emulation protocol. 

• SNMP = Simple Network Management Protocol. 

• TFTP = Trivial File Transfer Protocol. 

• Console = Directly connected console; no protocol. 

• Debug/Telnet = Debugging via Telnet (for Cisco use only). 

• Debug/Console = Debugging via console (for Cisco use only). 

• L2TP/IPSec = L2TP over IPSec . 

• IPSec/LAN-to-LAN = IPSec LAN-to-LAN connection. 

• IPSec/UDP = IPSec through NAT (Network Address Translation) via UDP. 

• SSH = Secure SHell protocol. 

• VCA/IPSec = Virtual Cluster Agent via IPSec. (For Cisco use only.) 

• IPSec/TCP = IPSec through NAT (Network Address Translation) via TCP. 

• IPSec/NAT-T = IPSec over NAT Traversal. 

• IPSec/LAN-to-LAN/NAT-T = IPSec LAN-to-LAN connection over NAT Traversal. 

• L2TP/IPSec/NAT-T = L2TP/IPSec connection over NAT Traversal. 
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Olapter 16 Sessions 

Sessions 

Monitoring I Sessions I ProtocoJ~ 

The number of active sessions using this protocol. The sum of this column equals the total number of 
Active Sessions shown above. 

Bar Graph ----

Percentage 

78-15415-01 

The percentage of sessions using this protocol relative to the total active sessions, as a horizontal bar 
graph. Each segment of the bar in the column heading represents 25 percent. 

The percentage of sessions using this protocol relative to the total active sessions, as a number. The sum 
of this column equals 100 percent (rounded). 
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.. Chapter 16 Sessions 

Monitoring I Sessions I SEPs 

Monitoring I Sessions I SEPs 

Refresh 

Group 

( 

~ .. 
Note This screen appears on models 3015-3080 only. 

This screen graphically displays the SEP (Scalable Encryption Processing) or SEP-E (Enhanced SEP) 
modules used by currently active user and administrator sessions on the VPN Concentrator. SEP 
modules perform data encryption functions in hardware. 

Figure 16-4 Monitoring I Sessions I SEPs Screen 

Group 1-Aif- iJ 
Aclive Sess:ions: 14 
Total Seuions: 188 

~ ~ - - -· · · ·· -· ·- ·· ··- - -·--· ··-----····-·--·------·-··-r··--··-----------• 
SEP :----!Percentage ! 

iN'~t~;;s'E.P [iiiiiiii - ····-·········,-----28_5%! 
ii :ililiiiiiiii- 35 7"/o 1 

[2---- :---------c,--3-5-~-Yc I 

L. . . o' 
: a:õõx: ..... _, 

0.0% ! 
... 
"' 

··------------·-·-····-·- -··· __ __________ .:.._ _______________ j ~ 
L---------------------=======-=-=-===-----------------------~~ 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

• 
Choose a group from the menu to display SEP modules for that group only. The default value is --Ali--, 
which displays SEP modules for ali groups . 

Active Sessions 

The number of currently active sessions . 

Total Sessions 

The total number of sessions since the VPN Concentrator was last booted on reset. 00 3R 

3 6 9 o 

VPN 3000 Series Concentrator Reference Volume 11: Administration and Monitoring 

78-15415-01 

, " I ' ' • ' ~ • 
0 

1 I 

• • • • • ... .~..., • .. ~':..:,. • •• r .,...,... .: ... ' .. ... • , ' ... ' • " -. ~ • - " , ._,.. • ..,• ~ . t .• f '• , . •' • : • •--'' • •'" , ~ ' .• , • '"'"" ~ • ... ' , • . ~~ ' • .~:. I . ·, • • . • 



· , , C,hapter 16 Sessions 

SEP 

Sessions 

The SEP module that the sessions are using. 

• Not on SEP = using software encryption, or not using encryption. 

1, 2, 3, 4 = SEP module I, 2, 3, and 4, respectively. 

Monitoring I Sessions I SEPs • 

~ 

/Q ~> 
v 
~ 

The number of active sessions using this SEP module. The sum of this column equals the total number 
of Active Sessions shown above. 

Bar Graph ----

c • 

c • 

Percentage 

78-15415-01 

The percentage of sessions using this SEP module rei ative to the total active sessions, as a horizontal bar 
graph. Each segment of the bar in the column heading represents 25 percent. 

The percentage of sessions using this SEP module relative to the total active sessions, as a number. The 
sum of this column equals 100 percent (rounded). 
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Monitoring I Sessions I Encryption 

Monitoring I Sessions I Encryption 

( 

e 

Refresh 

( lUp 

• 

This screen graphically displays the data encryption algorithms used by currently active user and 
administrator sessions on the VPN Concentrator. 

Figure 16-5 Monitoring I Sessions I Encryption Screen 

Active Sessions: 1 
Total Sessions: 9 

l. En_c_'rl'tion ' S~s~o~s 1-~~~jWer~;.;;_~ge, j 
lOther . O I . _ O: ~lo! j 
r!N~o~ne~--~ _1_1 I __ 100.00/ojl 
iDES-56 o I o oo;.:J 
DES-40 o i" o ~;. · ! 
t . ' .l 

' J~DES-168 __ _ O I O 00/oi! 

o 

: j~~-ll~_t,.teless 1 .. ~ 
[R;O!~~St.rtef.i" --- - 0 

.jAES-128 ___ _ o 
!AES-192 L. - o 

~~s-256-- -· ·1 .. _. o 

I __ õ~~~~ 
I_-- _ OO.~!i 
I. OO%il 

- 'i 

Refresh@ 

"' "' ~ o 
L-------------------------------------------------------------~w 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

Choose a group from the menu to monitor data encryption algorithms used by currently active users in 
that group only. The default value is --Ali-- , which di splays data encryption algorithms for ali groups. 

Active Sessions 

The number of currently active sessions. 

T ota I Sessions .. 
The total number of sess ions since the VPN Concentrator was last booted or reset. 
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Encryption 

Sessions 

Monitoring I Sessions I Encryption 

...... 

The data encryption algorithm that the sessions are using: 

• Other = other than listed below. 

• Nane = no data encryption. 

• DES-56 = Data Encryption Standard algorithm with a 56-bit key. 

• DES-40 = DES encryption with a 56-bit key, 40 bits of which are private. 

• 3DES-168 = Triple-DES encryption with a 168-bit key. 

• RC4-40 Stateless = RSA RC4 encryption with a 40-bit key, and with keys changed on every packet. 

• RC4-40 Stateful = RSA RC4 encryption with a 40-bit key, and with keys changed after some number 
of packets or whenever a packet is lost. 

• RC4-128 Stateless = RSA RC4 encryption with a 128-bit key, and with keys changed on every 
packet. 

• RC4-128 Stateful = RSA RC4 encryption with a 128-bit key, and with keys changed after some 
number of packets or whenever a packet is Iost. 

• AES-128 = Advanced Encryption Standard (AES) encryption with a 128-bit key. 

• AES-192 = AES encryption with a 192-bit key. 

• AES-256 = AES encryption with a 256-bit key. 

The number of active sessions using this encryption algorithm. The sum of this column equals the total 
number of Active Sessions shown above. 

Bar Graph ---• 

( 

ePercentage 

78·15415-01 

The percentage of sessions using this encryption algorithm relative to the total active sessions, as a 
horizontal bar graph. Each segment of the bar in the column heading represents 25 percent. 

The percentage of sessions using this encryption algorithm relative to the total active sessions, as a 
number. The sum of this column equals 100 percent (rounded). 
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Monitoring I Sessions I Top Ten Lists ~ 

( 

e 

( 

• 

This section o f the Manager shows statistics for the top 1 O currently active VPN Concentrator sessions, 
sorted by: 

Data: total bytes transmitted and received. 

Duration: total time connected. 

Throughput: average throughput (bytes/sec). 

Figure 16-6 Monitoring I Sessions I lóp Ten lists Screen 

lbis section shows statistics for lhe top I O currently aclive sessions, sorted by: 

• D>.ta -- total bytes transmitted and received. 
• Duraton --total time connected. 
• :l.ll!..-<!!1\!ll?..S -- average throughput (bytes/sec). 

In lhe left frame •. or in lhe list oflinks above, click lhe sort order you want. "' :;1; 
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Monitoring I Sessions I Top Ten lists I Data • 

Monitoring I Sessions I Top Ten Lists I Data 

Refresh 

Group 

78-15415-01 

This screen shows statistics for the top 10 currently active VPN Concentrator sessions, sorted by data, 
total bytes transmitted and received. 

Figure 16-7 Monitoring I Sessions I Top Ten lists I Data Screen 

Top Ten users in Group J-AII- ::J based on Data as of01/10/2001 09:02:22. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated . 

Choose a group from the menu to show session statistics for that group only. The default value is --Ali--, 
which displays session statistics for ali groups. 
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Monitoring I Sessions I Top Ten lists I Data 

Username 

Group 

IP Address 

( 
.rotocol 

( 
e 

The login username for the session . 

The user's group. 

The IP address of the session user. This is the address assigned to or supplied by a remate user, or the 
host address of a networked user. Local identifies the console directly connected to the VPN 
Concentrator. 

The protocol that the session is using: 

• Console = Directly connected console; no protocol. 

Debug/Console = Debugging via console (for Cisco use only). 

Debug/Telnet = Debugging via Telnet (for Cisco use only). 

• FTP =File Transfer Protocol. 

HTTP = Hypertext Transfer Protocol (web browser). 

IPSec = Internet Protocol Security tunneling protocol (remote-access user). 

IPSec/LAN-to-LAN = IPSec LAN-to-LAN connection. 

IPSec/NAT = IPSec through NAT (Network Address Translation). 

• L2TP = Layer 2 Tunneling Protocol. 

L2TP/IPSec = L2TP over IPSec . 

Other = Protocol other than those listed here. 

PPTP = Point-to-Point Tunneling Protocol. 

SNMP = Siml-'le Network Management Protocol. 

• Telnet =Terminal emulation protocol. 

• TFTP = Trivial File Transfer Protocol. 
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Encryption 

Login Time 

Total Bytes 

78-15415-01 

Monitoring I Sessions I Top Ten Lists I Data • 

The data encryption algorithm that the session is using: 

• None =No data encryption. 

::; 
fi-..} 
-:::i 
~ 

• DES-40 = Data Encryption Standard algorithm with a 56-bit key, 40 bits of which are priva te. 

• DES-56 = DES encryption with a 56-bit key. 

• 3DES-168 = Triple-DES encryption with a 168-bit key. 

• RC4-40 Stateless = RSA RC4 encryption with a 40-bit key, and with keys changed on every packet. 

• RC4-40 Stateful = RSA RC4 encryption with a 40-bit key, and with keys changed after some number 
of packets or whenever a packet is lost. 

• RC4-128 Stateless = RSA RC4 encryption with a 128-bit key, and with keys changed on every 
packet. 

• RC4-128 Stateful = RSA RC4 encryption with a 128-bit key, and with keys changed after some 
number of packets or whenever a packet is lost. 

• AES-128 = Advanced Encryption Standard (AES) encryption with a· 128-bit key. 

• AES-192 = AES encryption with a 192-bit key. 

• AES-256 = AES encryption with a 256-bit key. 

The date and time that this session logged in: MM/DD/YYYY HH:MM:SS. Time is in 24-hour notation. 

The total number of bytes transmitted and received by this session. N/A = the session is not passing data, 
in other words, it is an administrator session. 
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• Monitoring I Sessions I Top Ten Lists I Duration 

Monitoring I Sessions I Top Ten Lists I Duration 

c • 

Refresh 

( 

• Group 

This screen shows statistics for the top 10 currently aclive VPN Concentrator sessions, sorted by 
duration: total time connected. 

Figure 16-8 Monitoring I Sessions I lóp lén lists I Duration Screen 

....... 
Refmsh® 

Top Ten users in Group 1-I>JI- 3 based on Duration as of01/11/2001 16:34:50. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated . 

Choose a group from the menu to show session statistics for that group only. The default value is --Ali--, 
which displays session statistics for ali groups. "'- "'-
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Username 

Group 

IP Address 

Protocol 

78-15415-01 

Monitoring I Sessions I T op T en Lists I Duration 

The login username for the session. 

The user's group. 

The IP address of the session user. This is the address assigned to or supplied by a remote user, or the 
host address of a networked user. Local identifies the console directly connected to the VPN 
Concentrator. 

The protocol that the session is using: 

• Console = Directly connected console; no protocol. 

• Debug/Console = Debugging via console (for Cisco use only). 

• Debug/Telnet = Debugging via Telnet (for Cisco use only). 

• FTP = File Transfer Protocol. 

• HTTP = Hypertext Transfer Protocol (web browser). 

• IPSec = Internet Protocol Security tunneling protocol (remote-access user) . 

• IPSec/LAN-to-LAN = IPSec LAN-to-LAN connection. 

• IPSec/NAT = IPSec through NAT (Network Address Translation). 

• L2TP = Layer 2 Tunneling Protocol. 

• L2TP/IPSec = L2TP over IPSec. 

• Other = Protocol other than those listed here. 

• PPTP = Point-to-Point Tunneling Protocol. 

• SNMP = Simple Network Management Protocol. 

• Telnet = Terminal emulation protocol. 

• TFTP = Trivial File Transfer Protocol. 
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Monitoring I Sessions I Top Ten Lists I Duration 

Encryption 

( 

e 

Login Time 

Duration 

c • 

The data encryption algorithm that the session is using. 

• None = no data encryption. 

• DES-40 = Data Encryption Standard algorithm with a 56-bit key, 40 bits of which are private. 

• DES-56 = DES encryption with a 56-bit key. 

• 3DES-168 = Triple-DES encryption with a 168-bit key. 

• RC4-40 Stateless = RSA RC4 encryption with a 40-bit key, and with keys changed on every packet. 

• RC4-40 Stateful = RSA RC4 encryption with a 40-bit key, and with keys changed after some number 
of packets or whenever a packet is lost. 

• RC4-128 Stateless = RSA RC4 encryption with a 128-bit key, and with keys changed on every 
packet. 

• RC4-128 Stateful = RSA RC4 encryption with a 128-bit key, and with keys changed after some 
number of packets or whenever a packet is lost. 

• AES-128 = Advanced Encryption Standard (AES) encryption with a 128-bit key. 

• AES-192 = AES encryption with a 192-bit key. 

• AES-256 = AES encryption with a 256-bit key. 

The date and time that this session logged in: MM/DD/YYYY HH:MM:SS. Time is in 24-hour notation. 

The total amount of time that this session has been connected: HH:MM:SS. 
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Monitoring I Sessions I T op T en Lists I Throughput ~ > .;r 
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This screen shows statistics for the top 10 currently active VPN Concentrator sessions, so~by average 
throughput (bytes/sec ). 

Figure 16-9 Monitoring I Sessions I Top Ten lists I Throughput Screen 

Top Ten users in Group l-Ali- :=:J based on Throue}lput as of01/1912001 11:05:23. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated . 

Choose a group from the menu to show session statistics for that group only. The default value is --Ali-- , 
which displays session statistics for ali groups. 
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Monitoring I Sessions I T op T en Lists I Throughput 

Username 

Group 

IP Address 

( 
- ~rotocol 

c 

• 

The login username for the session. 

The user's group. 

The IP address of the session user. This is the address assigned to or supplied by a remate user, or the 
host address of a networked user. Local identifies the console directly connected to the VPN 
Concentrator. 

The protocol that the session is using: 

Console = Directly connected console; no protocol. 

Debug/Console = Debugging via console (for Cisco use only). 

Debug/Telnet = Debugging via Telnet (for Cisco use only). 

FTP = File Transfer Protocol. 

HTTP = Hypertext Transfer Protocol (web browser). 

IPSec = Internet Protocol Security tunneling protocol (remote-access user). 

IPSec/LAN-to-LAN = IPSec LAN-to-LAN connection. 

IPSec/NAT = IPSec through NAT (Network Address Translation). 

L2TP = Layer 2 Tunneling Protocol. 

L2TP/IPSec = L2TP over IPSec . 

Other = Protocol other than those listed here. 

PPTP = Point-to-Point Tunneling Protocol. 

SNMP = Simple Network Management Protocol. 

Telnet =Terminal emulation protocol. 

• TFTP = Trivial File Transfer Protocol. 
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Monitoring I Sessions I Top Ten Lists I Throughput 

The data encryption algorithm that the session is using. 

• None = No data encryption. 

• DES-40 = Data Encryption Standard algorithm with a 56-bit key, 40 bits of which are private. 

• DES-56 = DES encryption with a 56-bit key. 

• 3DES-168 = Triple-DES encryption with a 168-bit key. 

• RC4-40 Stateless = RSA RC4 encryption with a 40-bit key, and with keys changed on every packet. 

• RC4-40 Stateful = RSA RC4 encryption with a 40-bit key, and with keys changed after some number 
o f packets or whenever a packet is lost. 

• RC4-128 Stateless = RSA RC4 encryption with a 128-bit key, and with keys changed on every 
packet. 

• RC4-128 Stateful = RSA RC4 encryption with a 128-bit key, and with keys changed after some 
number of packets or whenever a packet is Iost. 

• AES-128 = Advanced Encryption Standard (AES) enctyption with a 128-bit key. 

• AES-192 = AES encryption with a 192-bit key. 

• AES-256 = AES encryption with a 256-bit key. 

The date and time that this session logged in: MM/00/YYYY HH:MM:SS. Time is in 24-hour notation. 

Avg. Throughput (bytes/sec) 

c 
• 

78-15415·01 

The average throughput of the session, which is [total bytes transmitted and received] divided by total 
connect time. N/ A= the session is not passing data, in other words, it is an administrator session . 
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P-TER 17 
Statistics 

Monitoring I Statistics 
This sec tion of the Manager shows statistics for traffic and activity on the VPN Concentrator since it was 
last booted or reset, and for current tunneled sessions, plus statistics in standard MIB-11 objects for 
interfaces, TCP/UDP, IP, ICMP, and the ARP table. 

Figure 17-1 Monitoling f Statistics Screen 

Tbis sect:ion shows stat:ist:ics for VPN 3000 Concentrator tunneled sessions, traffic , connect:ion 
act:ivity, and standard :MIB-II objects. 

In the left frame, or in the list oflinks below, click the stat:ist:ics you want to view: 

• Accowlti.ng 
.Address P ools 
Adrninistrative .A.A. .. !J,. 

• Authent:lcat:ion 
Authorization 
Bandv.ridth l·.1anagement 
Compressii)n 
DHCP 

• DNS 
Events 
Ftltenng 

• HTTP 
• Jl>Sec 
• L2TP 
• Load Balancing 
• NAT 
• PPTP 
• SSH 
• SSL 
• Teh1et 
• VRRP 

• hfiB-II --interfaces, TCPfUDP, Jl>, RJl> , OSPF, ICMP, ARP table , etc . 
,.__ 
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Chapter 17 Statistics 

Statistics include: 

Accounting: total requests , responses, timeouts, etc. 

Address Pools : configured pools, allocated and available addresses. 

Administrative AAA: requests , accepts, rejects, challenges, timeouts, etc. 

Authentication: total requests , accepts, rejects, challenges, timeouts , etc. 

Authorization : total requests, accepts, rejects, challenges, timeouts, etc. 

Bandwidth Management: volume and rate of traffic managed by bandwidth policies . 

Compression: pre and post-compression byte totais for IPComp and MPPC. 

DHCP: leased addresses, duration, server addresses, etc. 

DNS: total requests , responses , timeouts, etc. 

Events: total events sorted by class, number, and count. 

Filtering: total inbound and outbound filtered traffic by interface. 

HTTP: total data traffic and connection statistics . 

IPSec : total Phase 1 and Phase 2 tunnels, received and transmitted packets, failures, drops, etc. 

L2TP: total tunnels, sessions, received and transmitted control and data packets; and detailed current 
session data. 

Load Balancing: device role; device Joad; and cluster peers' sessions, IP addresses, priority, etc . 

NAT: Network Address Translation session data. 

PPTP: total tunnels, sessions, received and transmitted control and data packets; and detailed current 
session data. 

SSH: total and active sessions, bytes and packets sent and received, etc. 

SSL: total sessions, encrypted vs. unencrypted traffic, etc . 

• Telnet: total sessions, and current session inbound and outbound traffic. 

VRRP: total advertisements, Master router roles, errors, etc. 

MIB-11 Stats : interfaces, TCP/UDP, IP, RIP, OSPF, ICMP, ARP table, Ethernet, and SNMP. 

<I • 
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--~hapter 17 Statistics . 

Monitoring I Statistics~ Accounting • 

Monitoring I Statistics I Accounting 

( 

This screen shows statistics for RADIUS user accounting activity on the VPN Concentrator since it was 
last booted or reset. 

To configure the VPN Concentrator to communicate with RADIUS accounting servers, see the 
Configuration I System I Servers I Accounting screens. 

Figure 17-2 Monitoring I Statistics I Accounting Screen 

m 
m 
N 
<D 

L---------------------------------------------------------------------------------~w 

• Reset 

Restore 

Refresh 

To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only if you 
previously clicked the Reset icon . 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
(_ updated. 

e 
Serve r I P Address: Port 

Group 

78-15415-01 

The IP address of the configured RADIUS user accounting server, and the port number that the VPN 
Concentrator is using to access the server. Each configured accounting server is a row in this table . The 
wcll-known port number for RADIUS accounting is 1646. 

The group on which the server is contigured. 
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Chapter 17 Statistics 

Requests 

The number of accounting request packets sent to this RADIUS accounting server. This number does not 
include retransmissions . 

Retransmissions 

The number of accounting request packets retransmitted to this RADIUS accounting server. 

Responses 

The number of accounting response packets received from this RADIUS accounting server. 

Í~Jformed Responses 

• The number of malformed accounting response packets received from this RADIUS accounting server. 
Malformed packets include packets with an invalid length . Bad authenticators are not included in this 
number. 

Bad Authenticators 

The number of accounting response packets received from thi s server that contained invalid 
authenticators. 

Pending Requests 

i-11eouts 

The number of accounting request packets sent to thi s RADIUS accounting server that have not yet timed 
out or received a response. 

The number of accounting timeouts to thi s RADIUS server. After a timeout the system may retry the 
same server, se nd to a different server, or give up. Retrying the same server is counted as a retransmission 
as we ll as a timeout. Sending to a different server is counted as a request as we ll as a timeout. 

Unknown Type -. , . r 
The number of RADIUS packets of unkn own type received from thi s server o~ the~aê"coOn iT5'=5"t. 

"' 
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, Chapter 17 Statistics 

Monitoring I Statistics I Address Pools 

Monitoring I Statistics I Address Pools 

Reset 

R estore 

Refresh 

This screen shows statistics for address pool activity on the VPN Concentrator since it was last booted 
or reset. This data appears if the VPN Concentrator is configured to assign IP addresses to clients from 
an internai address pool. 

To configure address pools, see the Configuration I System I Address Management screens. 

Figure 17-3 Monitoring I Statistics I Address Poo/s Screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device . You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated . 

IP Address Range: Start I End 

The startin g and end ing IP addresses in the co nfi gured address pool. Each·c~f:igured ran ge is a row in 

th e table. .: . O Ü 56 
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Chapter 17 Statistics · 

Monitoring I Statistics I Address Pools 

T ota I Addresses 

The total number of IP addresses in this configured pool. 

Available Addresses 

The number of IP addresses available (unassigned) in this pool. 

Allocated Addresses 

The number of IP addresses currently assigned from this pool. 

'(""'x Allocated Addresses 

e The maximum number of IP addresses assigned from this pool at any one time. 

Group 

The names of configured groups. 

IP Address Range: Start I End 

The starting and ending IP addresses in the group's address pool. Each configured rangeis a row in the 
table . 

To ta I Addresses 

( 
The total number of IP addresses in the address pool of this group. 

&ailable Addresses 

The number of IP addresses ava il able (unass igned ) in thi s group 's pool. 

Allocated Addresses 

The number of IP addresses currently assigned from thi s group 's pool. 

--
Max Allocated Addresses 005_7 

The max imum number of IP addresses ass igned from thi s group's pool at any one time. 3 6 9 O 
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i 

Monitoring I Statistics I Administrative AAA • 

·~ 
Monitoring I Statistics I Administrative AAA M--: ~ 3$- ) 

If you h ave configured a TACACS+ server, this screen shows statistics for communicatio~tween the 
VPN Concentrator and the TACACS+ server since the VPN Concentrator was last booted .or reset. 

~eset 

e 

R estore 

Refresh 

•• t» Address 

Requests 

Accepts 

78-15415-01 

Figure 17-4 Monitoring I Statistics I Administra tive AAA Screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only if you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated . 

The IP address of the TACACS+ server. 

The number ofrequests fo r authentication, informat ion , or authori zation from -th :VPN Concentmto.r to 
th e TACACS+ server. .-, ~~ .\) \. ... 

c~~ .t. .:.: 

~~j 005 8 
The number of successful authenticati ons. 6 9 o 
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Chapter 17 Statistics 

Monitoring I Statistics I Administrative AAA 

Rejects 

The number of rejected authentications. 

Challenge 

This field is not used. 

Pending Requests 

The number o f requests that have not yet been answered. 

~111eouts 

e The number of times the VPN Concentrator timed out waiting for a request. 

Refresh 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 
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'1. C~apter 17 Statistics 
Monitoring I Statistics I Authentication • 

~ 
::! 

Monitoring I Statistics I Authentication ;- / 
This screen shows statis tics for user authentication activity on the VPN Concentrator sinc~was las t 
booted or reset. 

Reset 

R estore 

~ .. 
Note Not ali fields apply to ali types of authentication servers. 

To configure the VPN Concentrator to communicate with authentication servers, see the Configuration 
I System I Servers I Authentication screens . 

Figure 17-5 Monitoring I Statistícs I Authenticatíon Screen 

CD 
C) 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device . You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon. 

( 
.l{efresh 

78-15415-01 

To update the screen and its data , click Refresh . The date and time indicate when the sc reen was las t 
updated. 

0060 
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•• Mon'itoring I Statistics I Authentication 

Chapter 17 Statistics I 

r'rf 
Server IP Address:Port 

,...__ . ~ 

::;f '; 

Requests 

~ 
The IP address of the configured authentication server, and the port number that the VPN Concentrator 
is using to access the server. Each configured authentication server is a row in this table. Internai 
identifies the internai VPN Concentrator authentication server. 

When the authentication server is an SDI 5.0 server, this field becomes a link. Click the link to view the 
Monitoring I Statistics I Authentication I Replicas screen, which displays alisto f replicas, and data about 
them (see the next section). 

The default, or well-known, port numbers identify an authentication server type: 

139 = NT Domain 

389 = LDAP 

1645 = RADIUS 

5500 = SDI 

The group on which the server is configured. 

The total number of authentication reqié~fp.ãckets .sent to this server. This number does not include 
retransmissions. ~ -''"" . .,.;....~ ·'-":;,_,-. - · _.,:.:.. :.:.. ·· · 

Retransmissions 

The number of authentication request packets retransmitted to this server. 

Accepts 
( • The number of authentication acceptance packets received from this server. 

Rejects 

The number of authentication rejection packets received from this server. 

Challenges 

The number of authentication chall enge packets received from this server. 
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j , Ch.apter 17 Statistics 

Monitoring I Statistics I Authentication ·•· 

Malformed Responses 

The number of malformed authentication response packets received from this server. Malformedpackets 
include packets with an invalid length. Bad authenticators are not included in this number. 

Bad Authenticators 

The number ofbad authentication response packets received from this server. Bad authenticators contain 
invalid authenticators or signature attributes. 

Pending Requests 

The number of authentication request packets destined for this server that have not yet timed out or 
received a response. 

e Timeouts 

The number of authentication timeouts to this server. After a timeout the system might retry the same 
server, send to a different server, or glve up. Retrying the same server is counted as a retransmission as 
well as a timeout Sending to a different server is counted as a request as well as a timeout 

Unknown T ype 

The number of authentication packets of unknown type received from this server. 

I 
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Chapter 17 Statist_i_çs 

Monitoring I Statistics I Authentication I Replicas ,çy 
·-r-.. 

Monitoring I Statistics I Authentication I Replicas 
~7 

( 

,. 

This screen shows statistics for SDI 5.0 user authentication activity on the VPN Concentrator since it 
was last booted or reset. 

Figure 17-6 Monitoring I Statistics I Authentication I Replicas Screen 

Back to Authentication Stails!Jcs 

SDI 5.0 Senl'rs: 

d:J 

ill 
L---------------------------------------------------------------~~ 

eerver IP Address:Port 

Group 

The IP address of the configured SDI authentication server, and the port number that the VPN 
Concentrator is using to access the server. 

The default, or well-known, port numbers for an SDI 5.0 authentication server is 5500. 

The group on which the server is configured . 

Retransmissions 

The number of authentication request packets retransmitted to this server. 

The number of authentication acceptance packets received from thi s server. 

Rejects 

The number of authenticati on rej ection packets received from thi s server. 

...... .!! 
- ·l 
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• Chapter 17 Statistics 

Timeouts 

BadCodeSent 

BadPinSent 

78-15415-01 

Monitoring I Statistics I Authentication-1 Replica~ 

The number of authentication timeouts to this server. After a timeout the system might retty the same 
server, send to a different server, or give up. Retrying the same server is counted as a retransmission as 
well as a timeout. Sending to a different server is counted as a request as well as a timeout. 

The number of bad code packets received from this server. Bad code packets indicate invalid SecuriD 
token code. 

The number of bad pin packets received from this server. Bad pin packets indicate invalid user 
identification . 
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•.----rii10n"itoring I Statistics I Authorization 

Monitoring I Statistics I Authorization 

( 

• 
Reset 

R estore 

( 

• Refresh 

This screen shows statistics for user authorization activity on the VPN Concentrator since it was last 
booted or reset. 

To configure the VPN Concentrator to communicate with authorization servers, see the Configuration I 
System I Servers I Authorization screens. 

Figure 17-7 Monitoring I Statistics I Authorization Screen 

To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device . You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only if you 
previously clicked the Reset icon . 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

.,. --
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j. Ch,apter 17 Statistics 

Monitoring I Statistics I Authorization . lliii · 

Server IP Address:Port 

Group 

The IP address of the configured authorization server, and the port number that the VPN Concentrator 
is using to access the serve r. Each configured authorization server is a row in this table. Internai identifies 
the internai VPN Concentrator authorization server. 

The default, or well-known, port numbers identify an authorization server type: 

• 389 = LDAP 

1645 = RADIUS 

The group on which the server is configured. 

( _.equests • 

( 

e 

The total number of authorization request packets sent to this server. This number does not include 
retransmissions. 

Retransmissions 

The number of authorization request packets retransmitted to this server. 

Accepts 

The number of authorization acceptance packets received from this server. 

Rejects 

The number of authorization rejection packets received from this server. 

Challenges 

The number of a uthori zation challenge packets received from this server. 

Ma lformed Responses 

The number of ma lformed authori zation response packets received from thi s server. Malformed~)cets 
include packets with an invalid len gth . Bad authorizations are not included in thi s'tumber. ( . 
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Chapter 17 Statistics I 
·• Monltoring I Statistics I Authorization 

Bad Authenticators 

The number of bad authorization response packets received from this server. Bad authenticators contain 
invalid authenticators or signature attributes . 

Pending Requests 

Timeouts 

c • 

The number of authorization request packets destined for this server that have not yet timed out or 
received a response. 

The number of authorization timeouts to this server. After a timeout the system might retry the same 
server, send to a different server, or give up. Retrying the same server is counted as a retransmission as 
well as a timeout. Sending to a different server is counted as a request as well as a timeout. 

Unknown Type 

( 

e 

The number of authorization packets of unknown type received from this server. 
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Monitoring I Statistics I Bandwidth Management ·· --· 

Monitoring I Statistics I Bandwidth Management 

Group · 

User Name 

This screen shows details of the effects of bandwidth management policies on each tunnel. Only tunnels 
on which bandwidth management policies are enabled appear on this screen. 

Figure 17-8 Monitoring I Statistics I Bandwidth Managernent Screen 

Ths screen shows bandwidth informations. To refresh the statistics, click Refresh. Select a Group to filter the 
users . 

Group l-Ali- i] 
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Choose a group from the Group menu to show bandwidth statistics for users in that group only. The 
default value is --Ali--, which displays bandwidth statistics for users in ali groups. 

The user name identifying a tunnel using a bandwidth management policy. 

( T raffic Rate (kbps) 

.onformed 

Throttled 

78-15415-01 

The current rate of session traffic (as set by the bandwidth man agement policy). 

The rate at which packets are being throttled to maintain the conformed rate. 

0068 · 
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Chapter 17 Statistics I 

Traffic Volume (bytes) 

Conformed 

The number of bytes of session traffic (as set by the bandwidth management policy). 

Throttled 

( 

e 

( 

• 

The number of bytes being throttled to maintain the conformed rate . 
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Monitoring I Statistics I Compression • 

~· 

I I ~ . Monitoring Statistics Compression ~~ ) 
- ~ 

( 

e 

Reset 

( qestore 

• 
Refresh 

78-15415-01 

If you have enabled data compression, this screen shows statistics for data compression on the VPN 
Concentrator since it was last booted or reset. 

Figure 17-9 Monitoring I Statistics I Compression Screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device . You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle 's trip odometer, versus the regular odometer. 

To restare the screen contents to their actual stati stical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon. 

To update the screen and its data , click Refresh. The date and time indicare when the screen was last 
updated. 

IOl 
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Monitoring I Statistics I Compression 

IPSec Using IPComp 

This screen shows statistics for IPSec data compression using the IPComp compression protocol. 

~~ 
Note The following IPComp statistics measure the results of compression on all incoming and outgoing data, 

including data not intended for compression and data that is not compressible. 

Outbound Pre-Compression 

The total number of bytes of ali outbound data before compression. 

Outbound Post-Compression 

c 
~tio 

The total number of bytes of ali outbound data after compression. 

The ratio of Outbound Pre-Compression to Outbound Post-Compression. 

lnbound Pre-Decompression 

The total number of bytes of ali incoming data before any of it is decompressed . 

lnbound Post-Decompression 

Ratio 

( 

e 

The total number of bytes of ali incoming data after decompression. 

The ratio of Inbound Post-Decompression to Inbound Pre-Decompression . 
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Monitoring I Statistics I Compression 
-~ 

:i]"J 

L2TP/PPTP Using MPPC 
~ , 

Resets Received 

Resets Sent 

This table shows statistics for L2TP and PPTP data compression using the MPPC compression protocol. 
These MPPC statistics use the following distinctions. (See Figure 17-1 0.) Ali data transmitted can be 
divided into two groups: data intended for compression (A) and data that is not intended for compression 
(B ). Of the data intended for compression, some of it actually compresses (A 1) and some does not (A2) . 
(The compression process would actually cause certain data to expand, so this data is left 
uncompressed.) 

Figure 17-10 Distinctions Used For Data Compression Statistics 

Data intended 
for compression (A) 

Data not intended { 
for compression (8) 

Ali data 

~ Data actually 
compressed (A 1) 

1-------i~ Data that could not 
be compressed (A2) 

c__ __ 
"' o 

"' <õ 

The total number of reset requests received from the remate peer. 

The total number of reset requests sent to the remate peer. 

Outbound Pre-Compression 

The total number of bytes of outbound data intended for compression . ("A" in Figure 17- 1 0.) 

Outbound Post-Compression 

The total number of bytes of outbound data ac tually compressed. ("A 1" in Figure 17- 1 0.) 

Outbound Not Compressed 

The total number of bytes of data intended for compression that were not compressed. The compress io n 
process would actually cause certain data to expand, so this data is left uncompressed. ("A2" in __ . 
Figure 17-10.) I 

Compression Ratio 0072 
The rat i o o f Outbouncl Pre-Compres. ion to (Outbouncl Post-Compress ion +' Outbouncl Not Compre{ sed ). 

r 3 
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Not Compressed Ratio 

The ratio of Outbound Pre-Compressed to Outbound Not Compressed. 

lnbound Pre-Decompression 

The total number of bytes of incoming data intended for decompression. ("A" in Figure 17-1 0.) 

lnbound Post-Decompression 

The total number o f bytes o f incoming data actually decompressed. ("A 1" in Figure 17-l 0.) 

lnbound Not Compressed 

c The total number of uncompressed inbound data bytes of the data. ("A2" in Figure 17-l 0.) 

~mpression Ratio 

The ratio of (lnbound Post-Decompression + Inbound Not Compressed) to Inbound Pre-Decompression. 

Not Compressed Ratio 

( 

• 

The ratio of lnbound Pre-Decompression to Inbound Not Compressed. 
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Monitoring I Statistic~HCP • 

ri?~ 
Monitoring I Statistics I DHCP 

v 
~ 

Reset 

( ""'estore 

• 
Refresh 

This screen shows statistics for DHCP (Dynamic Host Configuration Protocol) activity on the VPN 
Concentrator since it was last booted or reset. Each row of the table shows data for each session using 
an IP address via DHCP. 

To identify DHCP servers to the VPN Concentrator, see Configuration I System I Servers I DHCP. To 
configure system-wide DHCP functions within the VPN Concentrator, see Configuration I System I 
IP Routing I DHCP. To use DHCP to assign addresses to clients, see the Configuration I System I 
Address Management I Assignment screen. 

Figure 17-11 Monitoring I Statistics I DHCP Screen 
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To reset, ar start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters ar other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restare the screen contents to their actual statistical values, click Restore. This icon displays only if you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time indicate when the screen wás Jast 
updated. ,,. 

• 
leased IP Address -, 

I 

I 
Doe 3 6 9 O .1 ,_ " 
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Lease Duration 

The duration of the current IP address lease, shown as HH:MM:SS. 

Time Used 

The totallength of time that this session has had an active IP address lease, shown as HH:MM:SS. 

Time Left 

The time remaining until the current IP address lease expires, shown as HH:MM:SS . 

~._..CP Server Address 

e The IP address of the DHCP server that leased this IP address . 

( 

• 

I f&{ I 
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~~ 
Monitoring I Statistics I DNS 

::f 
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( 

e 
Reset 

Restore 

( .efresh • 
Requests 

Responses 
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This screen shows statistics for DNS (Domain Name System) activity on the VPN Concentrator since it 
was last booted or reset. 

To configure the VPN Concentrator to communicate with DNS servers, see the Configuration I System I 
Servers I DNS screen. 

Figure 17-12 Monitoring I Statistics I DNS Screen 

~ 

00 
<O 
r--

~----------------------------------------------------------------------~<0 

To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only if you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

The total number of DNS queries the VPN Concentrator made since it was last booted or reset. This 
number equals the sum of the numbers in the four ce ll s below. ::-J 

c 

The number of DNS queries that were successfu ll y resolved . 

0076_ 
3 6 9 o _ I 
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Momtoringl Statistics I DNS 

Timeouts 

The number of DNS queries that failed because there was no response from the server. 

Server Unreachable 

The number of DNS queries that failed because the address of the server is not reachable according to 
the VPN Concentrator's routing table. 

Other F a i I ures 

( 

• 

( 

• 

The number of DNS queries that failed for an unspecified reason. 
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Monitoring I Statistics I Events 

:j;> 
Monitoring I Statistics I Events -:J '-:> 

~ 
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This screen shows statistics for ali events on the VPN Concentrator since it was last'bootfd or reset. 

To configure event handling, see the Configuration I System I Events screens . 

Figure 17-13 Monitoring I Statistics I Events Screen 
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Reset 

Restore 

Refresh 
( 

• 
Event Class 

ri­
~ -7 ;-r-! 

3i 
To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counte~r the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

Event class denotes the source of the event and refers to a specific hardware or software subsystem 
within the VPN Concentrator. For a description of event classes, see VPN 3000 Series Concentrator 
Reference Volume 1: Configuration . 

Event Number 

C( 

• 

Event number is an Cisco-assigned reference number that denotes a specific event within the event class. 
For example, CONFIG event number 2 is "Reading configuration file ." This reference number assists 
Cisco support personnel if they need to examine event statistics. 

'"t of Events 

The number of times that specific event has occurred on the VPN Concentrator since it was last booted 
or reset. 
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Monitoring I Statistics I Filtering 

Reset 

R estore 

c .~efresh • 
Interface 

78-15415-01 

This screen shows statistics for filtering of traffic that has passed through the interfaces on the VPN 
Concentrator since it was last booted or reset. 

To configure filters , see the Configuration I Policy Management I Traffic Management screens . To apply 
filters to interfaces, see the Configuration I Interfaces screens . To apply filters to users and groups, see 
the Configuration I User Management screens. 

Figure 17-14 Monitoring I Statistics I Filtering Screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device . You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restare the screen contents to their actual statistical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon . 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

The VPN Concentrator network interface through whi ch the filtered traffic has passed . 

I = Ethernet I (Private) interface. 

2 = Ethernet 2 (Public) interface. 

3 = Ethernet 3 (Ex ternai ) interface. 
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lnbound Packets Pre-Fi I ter 

The total number of inbound packets received on this interface. 

lnbound Packets Filtered 

The number of inbound packets that have been filtered and dropped on this interface. 

lnbound Packets Post Fi I ter 

The number of inbound packets that have been filtered and forwarded on this interface. This number 
equals Inbound Packets Pre-Filter minus lnbound Packets Filtered. 

<l,bound Packets Pre-Filter • The total number of outbound packets received on this interface. 

Outbound Packets Fi ltered 

The number of outbound packets that have been filtered and dropped on this interface. 

Outbound Packets Post Filter 

( 

• 

The number of outbound packets that have been filtered and forwarded on this interface. This number 
equals Outbound Packets Pre-Filter minus Outbound Packets Filtered . 
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This screen shows statistics for HTTP activity on the VPN Concentrator since it was last booted or reset. 

To configure system-wide HTTP server parameters, see the Configuration I System I 
Management Protocols I HTTP screen. 

Figure 17-15 Monitoring I Statistics I HTTP Screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device . You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that o f a vehicle 's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time in d i~ ate when the sc r~as last 
updated. 

0082 
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Octets Sent/Received 

The total number of HTTP octets (bytes) sent or received since the VPN Concentrator was last booted 
or reset. 

Packets Sent/Received 

The total number of HTTP packets sent or received since the VPN Concentrator was last booted or reset. 

Packets Sent Sockets/Sessions 

Peak 

Total 

The number of HTTP sessions on the VPN Concentrator. 

The number of currently active HTTP connections on the VPN Concentrator. 

The maximum number of HTTP connections that were simultaneously active on the VPN Concentrator 
since it was last booted or reset. 

The total number of HTTP connections on the VPN Concentrator since it was last booted or reset. 

HTTP Sessions 

( 

• Login Name 

IP Address 

login Time 

This section provides information about HTTP sessions on the VPN Concentrator since it was last 
booted or reset. 

The name of the administrative user for the HTTP session. 

The IP address of the HTTP session. 

(' 

0083 
The time when the HTTP sess ion began. 
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Encryption 

The encryption method used in the HTTP session . 

Octets Sent/Received 

Number of octets sent or received during the HTTP session . 

Packets Sent/Received 

Number of packets sent or received during the HTTP session. 

Sockets Active 

( 
The number of currently active sockets for the HTTP session . 

Monitoring I Statistics I HTTP·· 

- ~ 

ril; 
~ 
~ 

• Sockets Peak 

( 

e 

The maximum number of sockets simultaneously active during the HTTP session. 

Sockets T ota I 

The total number of sockets active during the HTTP session. 

Max Connections 

78-15415-01 

The maximum number of concurrent HTTP connections for the VPN Concentrator since it was last 
rebooted or reset. 

•f 
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Monitoring I Statistics IIPSec 

( 

e 

( 

• 

This screen shows statistics for IPSec activity-including current IPSec tunnels-on the VPN 
Concentrator since it was last booted or reseL These statistics conform to the IETF draft for the IPSec 
Flow Monitoring MIB . 

The Monitoring I Sessions I Detail screens also show IPSec data. 

To configure system-wide IPSec parameters and LAN-to-LAN connections, see the Configuration I 
System I Tunneling Protocols I IPSec screens. To configure IPSec parameters for users and groups, see 
Configuration I User ManagemenL To configure IPSec parameters and SAs on rules in filters that govern 
data traffic, see Configuration I Policy Management I Traffic ManagemenL 

Figure 17-16 Monitoling I Statistics I /PSec Screen 
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Reset 

Restore 

Refresh 

Monitoring I Statistics jiPSec 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle 's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only if you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated . 

IKE (Phase 1) Statistics 

Active T unnels 

Total Tunnels 

This table provides IPSec Phase 1 (IKE: Internet Key Exchange) global statistics. During IPSec Phase 1 
(IKE), the two peers establish control tunnels through which they negotiate Security Associations . 

The number of currently active IKE control tunnels , both for LAN-to-LAN connections and remote 
access. 

The cumulative total of ali currently and previously active IKE contra i tunnels, both for LAN-to-LAN 
connecti ons and remote access. 

.eceived Bytes 

The cumul ati ve total of bytes (oc tets) recei ved by ali currently and prev iously ac tive IKE tunne ls. 

Sent Bytes 

The cumul ati ve total of bytes (oc tets) se nt by a li currentl y and previously ac ti ve IKE tunn e ls. 

Received Packets 

The cumulati ve total of packets rece ived by ali currentl y and prev iously ac ti ve IKE tunn·e ts . 
.JO. ..L ) 
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Sent Packets ~ 

The cumulative total of packets sent by ali currently and previously active IKE tunnels . 

Received Packets Dropped 

The cumulative total of packets that were dropped during receive processing by ali currently and 
previously active IKE tunnels. If there is a problem with the content of a packet (such as hash failure, 
parsing error, or encryption failure) received in Phase I or the negotiation of Phase 2, the system drops 
the packet. This number should be zero or very small; if not, check for misconfiguration. 

Sent Packets Dropped 

( 

The cumulative total of packets that were dropped during send processing by ali currently and previously 
active IKE tunnels. This number should be zero; i f not, check for a network problem, check the event 
log for an internai subsystem failure, or contact Cisco support. 

eceived Notifies 

Sent Notifies 

The cumulative total of notify packets received by ali currently and previously active IKE tunnels. A 
notify packet is an informational packet that is sent in response to a bad packet or to indicate status, for 
example: error packets, keepalive packets, etc. 

The cumulative total of notify packets sent by ali currently and previously active IKE tunnels . See 
comments for Received Notifies . 

Received Phase-2 Exchanges 

( 

The cumulative total of IPSec Phase-2 exchanges received by ali currently and previously active IKE 
tunnels, in other words, the total of Phase-2 negotiations received that were initiated by a remote peer. 
A complete exchange consists of three packets . 

~t Phase-2 Exchanges 

The cumulative total of IPSec Phase-2 exchanges that were sent by ali currently and previ ously act ive 
and IKE tunne ls, in other words , the tota l of Phase-2 negotiations initi ated by this VPN Concentrator. 

lnvalid Phase-2 Exchanges Received 

The cumul at ive total of IPSec Phase-2 exchanges that were received, found to be invalid because of 
protocol errors, and dropped , by ali currently and previously active IKE tunnel s. In other words, the total 
of Phase-2 negotiati ons that were initiated by a remote peer but that this VPN Concentrator dropped 
beca use of protocol errors . 
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lnvalid Phase-2 Exchanges Sent 

The cumulative total of IPSec Phase-2 exchanges that were sent and were found to be invalid, by ali 
currently and previously active IKE tunnels. 

Rejected Received Phase-2 Exchanges 

The cumulative total of IPSec Phase-2 exchanges that were initiated by a remote peer, received, and 
rejected by ali currently and previously active IKE tunnels. Rejected exchanges indicate policy-related 
failures, such as configuration problems. 

Rejected Sent Phase-2 Exchanges 

The cumulative total ofiPSec Phase-2 exchanges that were initiated by this VPN Concentrator, sent, and 
rejected, by ali currently and previously active IKE tunnels. See the previous comment. 

• Phase-2 SA Delete Requests Received 

( 

The cumulative total of requests to delete IPSec Phase-2 Security Associations received by ali currently 
and previously active IKE tunnels . 

Phase-2 SA Delete Requests Sent 

lniti~ted T unnels 

The cumulative total of requests to delete IPSec Phase-2 Security Associations sent by ali currently and 
previously active IKE tunnels. 

The cumulative total of IKE tunnels that this VPN Concentrator initiated. The VPN Concentrator 
initiates tunnels only for LAN-to-LAN connections. 

Failed lnitiated Tunnels 

The cumulative total of IKE tunnels that this VPN Concentrator initiated and that failed to activate . 

• Failed Remate Tunnels 

The cumulative total of IKE tunnels that remote peers initiated and that failed to activate. 

Authentication Failures 

78-15415-01 

The cumulative total of authentication attempts that failed , by ali currently and previously active IKE 
tunnels. Authentication failures indicate problems with preshared keys , digital certificates, or user-level 
au then tication. 

1 
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Decryption Failures 

The cumulative total of decryptions that failed, by ali currently and previously active IKE tunnels. This 
number should be at or near zero; i f not, check for misconfiguration or SEP module problems. 

Hash Validation Failures 

The cumulative total of hash validations that failed, by ali currently and previously active IKE tunnels . 
Hash validation failures usually indicate misconfiguration or mismatched preshared keys or digital 
certificates. 

System Capability Failures 

( 

&-sA Failures 

The cumulative total of system capacity failures that occurred during processing of ali currently and 
previously active IKE tunnels . These failures indicate that the system has run out o f memory, or that the 
tunnel count exceeds the system maximum. 

The cumulative total of nonexistent-Security Association failures that occurred during processing of ali 
currently and previously active IKE tunnels. These failures occur when the system receives a packet for 
which it has no Security Association, and might indicate synchronization problems. 

IPSec (Phase 2) Statistics 

Active T unnels 

c 
. tal Tunnels 

Received Bytes 

This table provides IPSec Phase 2 global statistics. During IPSec Phase 2, the two peers negotiate 
Security Associations that govern traffic within the tunnel. 

The number of currently active IPSec Phase-2 tunnels, both for LAN-to-LAN connections and remote 
access. 

The cumulative total of ali currently and previ ously active IPSec Phase-2 tunnels, both for LAN-to-LAN 
connecti ons and remote access. 

The cumulative tota l of bytes (oc tets) received by ali currently and previ ously acti ve IPSec Phase-2 
tunnel s, before decompress ion. In other words, total bytes of IPSec-onl y data rece ived by the IPSec 
subsystem, before decompress in g the IPSec payl oad. 
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~ 

The cumulative total o f bytes ( octets) sent by ali currently and previously active IPSec Phase-2 tunnels, 
after compression. In other words, total bytes of IPSec-only data sent by the IPSec subsystem, after 
compressing the IPSec payload . 

Received Packets 

The cumulative total of packets received by ali currently and previously active IPSec Phase-2 tunneis. 

Sent Packets 

The cumulative total of packets sent by ali currently and previously active IPSec Phase-2 tunnels. 

( 
0~ceived Packets Dropped 

• The cumulative total of packets dropped during receive processing by ali currently and previously active 
IPSec Phase-2 tunnels, excluding packets dropped dueto anti-replay processing. If there is a problem 
with the content of a packet, the system drops the packet. This number should be zero or very small; if 
not, check for misconfiguration. 

Received Packets Dropped (Anti-Replay) 

The cumulative total of packets dropped during receive processing due to anti-replay errors, by ali 
currently and previously active IPSec Phase-2 tunnels. If the sequence number of a packet is a duplicate 
or out of bounds, there might be a faulty network ora security breach, and the system drops the packet. 

Sent Packets Dropped 

The cumulative total of packets dropped during send processing by ali currently and previously active 
IPSec Phase-2 tunnels . This number should be zero; i f not , check for a network problem, check the event 
log for an internai subsystem failure, or contact Cisco support. 

( __ .oound Authentications • The cumulative total number of inbound individual packet authentications performed by ali currently 
and previousl y active IPSec Phase- 2 tunnel s. 

Failed lnbound Authentications 

The cumul ative total ofinbound packet authentications that failed , by ali currently and previously active 
IPSec Phase-2 tunn els. Failed authentications could indicate corrupted packets or a~oJenti a l sec urit)J 

attack ("man in the middle" ). Q O 9 O 

Outbound Authentications 

78-15415-01 

.. 
The cumul ati ve total of outbound indi vidua l packet authenti cati ons performed by ali c urrentl y and- ,· 1 
prev iously ac ti ve IPSec Phase-2 tunne ls. 6 9 Q _ 
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Failed Outbound Authentications 

Decryptions 

The cumulative total of outbound packet authentications that failed, by ali currently and previously 
active IPSec Phase-2 tunnels. This number should be zero or very small; i f not, check the event log for 
an internai IPSec subsystem problem. 

The cumulative total of inbound decryptions performed by ali currently and previously active IPSec 
Phase-2 tunnels . 

Failed Decryptions 

( 

ecryptions 

The cumulative total of inbound decryptions that failed, by ali currently and previously active IPSec 
Phase-2 tunnels . This number should be zero or very small; if not, check for misconfiguration or SEP 
module problems. 

The cumulative total of outbound encryptions performed by ali currently and previously active IPSec 
Phase-2 tunnels . 

Failed Encryptions 

The cumulative total of outbound encryptions that failed, by ali currently and previously active IPSec 
Phase-2 tunnels . This number should be zero or very small; if not, check for IPSec subsystem or SEP 
module problems. 

System Capability Failures 

( 

·-SA Failures 

The total number of system capacity failures that occurred during processing of ali currently and 
previously active IPSec Phase-2 tunnels. These failures indicate that the system has run out of memory 
or some other criticai resource; check the event log. 

The cumulative total of nonexistent-Security Association failures which occurred during processing of 
ali currently and previ ously active IPSec Phase-2 tunnel s. These failures occur when the system receives 
an IPSec packet for which it has no Security Association, and might indicate synchronization problems. 

Protocol Use Failures 

The cumulative total of protocol use failures that occurred during processing of ali currently and 
previously active IPSec Phase-2 tunnel s. These failures indicate errors parsing IPSec packets . 
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Monitoring I Statistics I L2TP 

( 

e 

Reset 

(_ 

• R estore 

Refresh 

78-15415-01 

This screen shows statistics for L2TP activity on the VPN Concentrator since it was last booted or reset, 
and for current L2TP sessions. 

The Monitoring I Sessions I Detail screens also show L2TP data. 

To configure system-wide L2TP parameters, see the Configuration I System I Tunneling Protocols I L2TP 
screen. To configure L2TP parameters for users and groups, see Configuration I User Management. To 
configure L2TP on rules in filters that govern data traffic, see Configuration I Policy Management I 
Traffic Management. 

Figure 17-17 Monitoring I Statistics I l2TP Screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restare the screen contents to their actual statistical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon . 

To update the scree n and its data, click Refresh. The date and time indicate when the screen was las t 
updated. 
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Total Tunnels 

The total number of L2TP tunnels successfully established since the VPN Concentrator was Iast booted 
or reset. 

Aclive T unnels 

The number of L2TP tunnels that are currently active. 

Maximum Tunnels 

( 

The maximum number of L2TP tunnels that have been simultaneously active on the VPN Concentrator 
since it was las t booted or reset. 

.. iled Tunnels 

The number of L2TP tunnels that failed to become established since the VPN Concentrator was last 
booted or reset. 

Total Sessions 

The total number of user sessions successfully established through L2TP tunnels since the VPN 
Concentrator was last booted or reset. 

Active Sessions 

The number of user sessions that are currently active through PPTP tunnels. The L2TP Sessions table 
shows statistics for these sessions . 

• aximum Sessions 

The max imum number of user sess ions that have been simultaneously active through L2TP tunnels o n 
the VPN Concentrator since it was las t booted or reset. 

Failed Sessions 

The number of sess ions that failed to become es tablished through L2TP tunne ls sl nce the VPN , 
Concentrator was las t boo ted o r reset. " ~ " .~ · .. \ 

Rx Octets Control/ Data 

The number of L2TP contra i / data channe l oc tets (by tes) received by the VPN Conce"3at{I s~i r v.as 

last bootec.l or reset. ::__J 
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Rx Packets Control/ Data 

The number of L2TP control I data channel packets received by the VPN Concentrator since it was last 
booted or reset. 

Rx Discards Control/ Data 

The number of L2TP control I data channel packets received and discarded by the VPN Concentrator 
since it was last booted or reset. 

T x Octets Control/ Data 

The number of L2TP controlldata channel octets (bytes) transmitted by the VPN Concentrator since it 
was last booted or reset. 

.Tx Packets Control/ Data 

The number ofL2TP controlldata channel packets transmitted by the VPN Concentrator since it was last 
booted or reset. 

l2TP Sessions 

Remote IP 

( 
eusername 

Serial 

78-15415-01 

This table shows statistics for active L2TP sessions on the VPN Concentrator. Each active session is a 
row. 

The IP address of the remote host that established the L2TP tunnel for this session, in other words, the 
tunnel endpoint IP address. The Monitoring I Sessions screen shows the IP address assigned to the client 
using the tunnel. 

The username for the sess ion within an L2TP tunnel. This is typically the login name of the remote user. 

The serial number of the session within an L2TP tunnel. If there are multiple sessions using a tunnel , 
each session has a unique se rial number. I 
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Receive Octets 

The total number L2TP data octets (bytes) received by this session . 

Receive Packets 

The total number of L2TP data packets received by this session. 

Receive Discards 

Receive ZLB 

( 

e 
T ransmit Octets 

T ransmit Packets 

T ransmit ZLB 

c -• 

The total number of L2TP data packets received and discarded by this session. 

The total number of L2TP Zero Length Body acknowledgement data packets received by this session . 
ZLB packets are sentas acknowledgement packets when there is no data packet on which to piggyback 
an acknowledgement. 

The total number of L2TP data octets (bytes) transmitted by this session. 

The total number of L2TP data packets transmitted by this session. 

The total number ofL2TP Zero Length Body acknowledgement packets transmitted by this session. ZLB 
packets are sent as acknowledgement packets when there is no data packet on which to piggyback an 
acknow ledgement. 
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Monitoring I Statistics I Load Balancing 

Enabled? 

Role 

load 

This screen shows statistics for load balancing on the VPN Concentrator since it was last booted or reset. 

Figure 17-18 Monitoring I Statistics I load Balancing Screen 

" (J) 
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Indicates whether load balancing has been enabled on this VPN Concentrator. 

The role of this VPN Concentrator within the virtual cluster. It is either a virtual cluster master ora 
secondary device. 

The percentage of the cluster's total session load that this VPN Concentrator is carrying . 

.l\lumber of Peers 

Peers 

The number of other VPN Concentrators in the virtual cluster. 

The peers chart show s configuration details and session stati stics of the other VPN Concentrators in the 
virtual cluster. 

Private IP Address 

78-15415-01 

The pri vate IP address of the peer. 
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Public IP Address 

The public IP address of the peer. 

Mapped IP Address 

The NAT address of the peer, i f it has one. 

Role 

The role of the peer within the virtual cluster. It is either a virtual cluster master ora secondary device. 

Device Type 

Sessions 

Priority 

~ tion 

• 
Refresh 

The VPN Concentrator model (such as 3005 or 3015) of the peer. 

The percentage of the cluster's total session load that the peer is carrying. You can view this information 
only from the virtual cluster master device. If you are viewing this field from a secondary device, its 
value is N/ A. 

The number of currently active sessions on the peer. You can view this information only from the virtual 
cluster master device. If you are viewing this field from a secondary device, its value is N/ A . 

The likelihood that this peer will become the master at power-up or if the current master fails . For more 
information on priorities, see the Configuration I System I Load Balancing section . 

The length of time this device has been connected to the virtual cluster. 

To update the screen and its data, click Refresh . The date and time indicate when the screen was Iast 
updated. 
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Monitoring I Statistics I NAT 

\oCA 
~·) ') 

( 

• 
Reset 

Restore 
(_ 

e 
Refresh 

This screen shows statistics for NAT (Network Address Translation) activity on the VPN Concentrator 
since it was last booted or reset. 

Figure 17-19 Monitoring I Statistics I NAT screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions . The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restare the screen contents to their actual statistical values, click Restore. This icon displays only if you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

Packets ln/Out 

The total of NAT packets inbound and outbound since the last time he YPN Concentratãr was rebooted 
l ' . . ' or reset. ..__ 0098 
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T ranslations Active 

The number of currently active NAT sessions. 

T ranslations Peak 

The maximum number o f NAT sess ions that were simultaneously active on the VPN Concentrator since 
it was last booted or reset. 

T ranslations Total 

The total number of NAT sessions on the VPN Concentrator since it was last booted or reset. 

NAT Sessions 
( 

• The following sections provide detailed information about active NAT sessions on the VPN 
Concentrator. 

Source IP Address/Port 

The source IP address and port for the NAT session. 

Destination IP Address/Port 

The destination IP address and port for the NAT session. 

T ranslated IP Address/Port 

The translated IP address and port for the NAT session. The VPN Concentrator uses thi s port number to 
keep track of which devices initiate data transfer ; by keeping this record, the VPN Concentrator is ab le 
to correctly route responses . 

... ction 

The direction, intound or outbo und, of the data transferred for the NAT sess ion . 

Age 

The number of half seconds remainin g until the NAT sess ion times out. 

. v 
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Type 

The type of packets for the NAT session. The possible types are: 

• TCP NAT session 

• UDP NAT session 

• FTP session 

• TFTP session 

• NetBIOS over TCP Proxy 

• NetBIOS over UDP Proxy 

• NetBIOS Datagram Service 

T ranslated Bytes/Packets 

The total number of translated bytes and packets for the NAT session . 

. I 
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Monitoring I Statistics I PPTP 

( • 

( .-
Reset 

This screen shows statistics for PPTP activity on the VPN Concentrator since it was last booted or reset, 
and for current PPTP sessions. 

The Monitoring I Sessions I Detail screens also show PPTP data. 

To configure system-wide PPTP parameters, see the Configuration I System I Tunneling Protocols I PPTP 
screen . To configure PPTP parameters for users and groups, see Configuration I User Management. To 
configure PPTP on rules in filters that govern data traffic, see Configuration I Policy Management I 
Traffic Management. 

Figure 17-20 Monitoring I Statistics I PPTP Screen 
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To reset, or start anew, the screen contents, click Reset. The sys tem temporaril~ets a counter for ~e 
chosen statistics without affectin g the operation of the device . You can then vie'~ stati ~ tic a l information 
without affecting the actual current values of the counters or other manageme'nt se~sions. The function 
is like that of a vehicle 's trip odometer, versus the regular odomete r. 
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R estore 

Refresh 

Total Tunnels 

( 

Monitoring I Statistics I PPTP 

~ 
'-D-., 

·~ / 
~ 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only if you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

The total number of PPTP tunnels created since the VPN Concentrator was last booted or reset, including 
those tunnels that failed to be established. 

• Active Tunnels 

The number of PPTP tunnels that are currently active. 

Maximum Tunnels 

The maximum number o f PPTP tunnels that have been simultaneously active on the VPN Concentrator 
since it was last booted or reset. 

T ota I Sessions 

The total number of user sessions through PPTP tunnels since the VPN Concentrator was last booted or 
reset. 

~ •• ctive Sessions 

The number of user sess ions that are currently active through PPTP tunnels . The PPTP Sessions table 
shows stati stics for these sess ion s. 

Maximum Sessions 

The maximum number of user sess ions th at have been simultaneously active through PPTP tunnel s on 
the VPN Concentrator since it was last booted or reset. 

1
·- ~ 

I ( 

Rx Octets Control/ Data 0102 

78-15415-01 

The number of PPTP contro l/data oc tets (bytes) received by the VPN Concentrator s ince it was last 
boored or rese t. 
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Rx Packets Control/ Data 

The number of PPTP controlldata packets received by the VPN Concentrator since it was last booted ar 
reset. 

Rx Discards Control/ Data 

The number of PPTP contrai/data packets received and discarded by the VPN Concentrator since it was 
last booted ar reset. 

T x Octets Contrai/ Data 

( 
The number of PPTP control/data octets (bytes) transmitted by the VPN Concentrator since it was last 
booted ar reset. 

& Packets Control/ Data 

The number of PPTP controlldata packets transmitted by the VPN Concentrator since it was last booted 
ar reset. 

PPTP Sessions 

PeeriP 

Receive Octets 

Receive Packets 

This table shows statistics for active PPTP sessions on the VPN Concentrator. Each active session is a 
row. 

The IP address of the peer host that established the PPTP tunnel for this session, in other words, the 
tunnel endpoint IP address . The Monitoring I Sessions screen shows the IP address assigned to the client 
using the tunnel. 

The username for the sess ion within a PPTP tunnel. This is typically the login name of the remate user. 

The total number of PPTP data octets (bytes) received by thi s session . 

l ' j_ 

., 
tJ 

The total number of PPTP data packets received by this session. 

<3 ~J \ 
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Receive Discards 

Receive ZLB 

T ransmit Octets 

The total number of PPTP data packets received and discarded by this session. 

The total number of PPTP Zero Length Body acknowledgement data packets received by this session. 
ZLB packets are sent as GRE acknowledgement packets when there is no data packet on which to 
piggyback an acknowledgement. 

The total number of PPTP data octets (bytes) transmitted by this session . 

( T ransmit Packets e The total number of PPTP data packets transmitted by this session. 

T ransmit ZLB 

ACK Timeouts 

Flow 

78-15415-01 

The total number o f PPTP Zero Length Body acknowledgement packets transmitted by this session . ZLB 
packets are sentas GRE acknowledgement packets when there is no dqta packet on which to piggyback 
an acknowledgement. 

The total number of acknowledgement timeouts seen on PPTP data packets for this session. When the 
system times out waiting for a data packet on which to piggyback an acknowledgement, it sends a ZLB 
instead. Therefore, this number should equal the Transmit ZLB number. 

The state o f packet flow control for this PPTP session : 

o Local = The local buffer is full . Packet flow for the local end of the session is OFF beca use the 
number of outstanding unacknowledged packets received from the peer is egual to the local window 
size . 

o Peer = The peer butfer is fui I. Packet flow for the peer end of the sess ion is OFF because the number 
of outstanding unacknowledged packets sent to the peer is equal to the peer 's window si ze . 

o Both = Both buffers are fui!. Packet flow for both ends of the session is OFF because the number of 
outstandin g unacknowledged packets is equal to the window size on both ends. 

o None = Neither end of th e session has a full buffer. Packet t1 ow for the session is ON. This is the 
norm al operating state. 
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.. ·~ 

Monitoring I Statistics I SSH 

( 
e 

This screen shows statistics for SSH (Secure Shell) protocol traffic on the VPN Concentrator since it was 
last booted or reset. 

To configure SSH, see Configuration I System I Management Protocols I SSH. 

Figure 17-21 Monitoring I Statistics I SSH Screen 
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Octets Sent I Received 

The total number of SSH octets (bytes) sentI received since the VPN Concentrator was last booted or 
reset. 

Packets SentI Received 

( 
The total number of SSH packets sentI received since the VPN Concentrator was last booted or reset. 

.tal Sessions 

The total number of SSH sess ion s since the VPN Concentrator was last booted or re set. 

Active Sessions 

The number of currently active SSH sess ions . 

r ('" 
- v 

Max Sessions 
• 

The maximum number of s imultaneo usly active SSH sessions on the VPN Co n ce ntrai-e-r-~. -- I 

~ -~~J ' L 
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Monitoring I Statistics I ~ • 

\Jl'/ 

Monitoring I Statistics I SSL 
~ 

l • 
Reset 

\ 

R estore 

( ~efresh • 

This screen shows statistics for SSL (Secure Sockets Layer) protocol traffic on the VPN Concentrator 
since it was last booted or reset. 

To configure SSL, see Configuration I System I Management Protocols I SSL. 

Figure 17-22 Monitoring I Statistics I SSL Screen 

o 
1 

"' i2 

L-------------------------------------------------------------------~~ 

To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device . You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle 's trip odometer, versus the regular odometer. 

To restare the screen contents to their actual statistical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

Unencrypted lnbound Octets 

The number of octets (bytes) of inbound traffic output by the decryption engine. 

Encrypted lnbound Octets 0106_ 
The number of octets (bytes) of encrypted inbound traffic se nt to the decryption engine. This number 
in cludes negotiation traffic. 3 6_. 9 o 
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Unencrypted Outbound Octets 

The number of unencrypted outbound octets (bytes) sent to the encryption engine. 

Encrypted Outbound Octets 

The number of octets (bytes) of outbound traffic output by the encryption engine. This number includes 
negotiation traffic. 

Total Sessions 

The total number of SSL sessions . 

Á~.ive Sessions e The number of currently active SSL sessions. 

Max Active Sessions 

The maximum number of SSL sessions simultaneously active at any one time. 

( 

• 
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~ 
\>ó 

''-D ""7 

Monitoring I Statistics I T elnet ·:::.:y-
1 

Reset 

R estore 

Refresh 

78-15415-01 

This screen shows statistics for Telnet activity on the VPN Concentrator since it was last booted o r reset, 
and for current Telnet sessions. 

To configure the VPN Concentrator's Telnet server, see the Configuration I System I 
Management Protocols I Telnet screen. 

Figure 17-23 Monitoring I Statistics I Telnet Screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only if you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

. . ' 

· C 
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Active Sessions 

The number of active Telnet sessions . The Telnet Sessions table shows statistics for these sessions. 

Attempted Sessions 

The total number of attempts to establish Telnet sessions on the VPN Concentrator since it was last 
booted or reset. 

Successful Sessions 

The total number of Telnet sessions successfully established on the VPN Concentrator since it was last 
booted or reset. 

.lnet Sessions 

This table shows statistics for active Telnet sessions on the VPN Concentrator. Each active session is a 
row. 

Client IP Address:Port 

The IP address and TCP source port number of this session's remote Telnet client. 

lnbound Octets Total 

The total number of Telnet octets (bytes) received by this session . 

lnbound Octets Command 

The number of octets (bytes) containing Telnet commands or options, received by this session. 

( 
eound Octets Discarded 

The number of Telnet octets (bytes) received and dropped durin g input processin g by thi s sess ion. 

Outbound Octets T ota I 

The total number of Telnet octets (bytes) transmitted by thi s session. 

Outbound Octets Dropped 
I 

The number of outbound Telnet octets dropped during output processing by thi s sess io 
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Monitoring I Statistics I VRRP • 
''-0 

~'r 
Monitoring I Statistics I VRRP 

~ "') 

Reset 

This screen shows status and statistics for VRRP (Virtual Router Redundancy Protocol) activity on the 
VPN Concentrator since it was last booted or reset. 

To configure VRRP, see the Configuration I System I IP Routing I Redundancy screen. 

Figure 17-24 Monitoring I Statistics I VRRP Screen 
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• To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statisti ca l information 
without affecting the actual current values of the counters or other man agement sess ions. The function 
is like that of a ve hicle 's trip odometer, versus the regular odometer. 

R estore 

Refresh 

78-15415-01 

To restore the screen contents to their actual stati sti ca l va lues, click Restore. This icon di splays onl y if you 
previously clicked the Reset icon. 

To update the sc reen and it s data, c li ck Refresh. The date and time indi cate w_hen the sc ree n was las t 

updated. (} 11 Ü - \ 
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Checksum Errors 

The total number of VRRP packets received with an invalid VRRP checksum value . 

Version Errors 

VRID Errors 

\( .D • 

The total number of VRRP packets received with an unknown or unsupported version number. The VPN 
Concentrator supports VRRP vers ion 2 as defined in RFC 2338 . 

The total number of VRRP packets received with an invalid VRRP Group ID number. 

The identification number that uniquely identifies the group of virtual routers to which thi s VPN 
Concentrator belongs. 

• Not Configured = VRRP has not been configured or enabled. 

Virtual Routers 

This table shows statistics for the virtual router on each configured VRRP interface on this VPN 
Concentrator. 

Interface: 1 (Private), 2 (Public), 3 (Externai) 

Status 

~ 

Became Master 

The Ethernet interface configured for VRRP. 

The status of the VRRP router in this VPN Concentrator : 

• Master = VRP.P is enabled and the router is functioning as the Master router. 

• Backup = VRRP is enabled and the router is func tionin g as a Backup router, monitorin g the status 
o f the Mas ter router. 

• lnit = VRRP has been configured but is di sabled . The router is waiting to be enabled (initialized). 

The total number of time s that thi s VPN Concentrator has become a VRRP Master ~uter after hav ing a -, 
different role. This number should be the same in a li columns . ,I f ·, 

Advertisements Received 0111 
The tota l number of YRRP advert isements received by this interface. 

,3 6_9 
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~ 
Advertisement lnterval Errors ~ ) 

The total number of VRRP advertisement packets received by this interface, in which the ad~tisement 
interval differs from the interval configured on this VPN Concentrator. 

Authentication Failures 

The total number of VRRP packets received by this interface that do not pass the authentication check. 

Time-to-Live Errors 

The total number o f VRRP packets received by this interface with IP TTL (Time-To-Live) not equal to 
255. Ali VRRP packets must have TTL = 255 . 

llriority O Packets Received 

The total number of VRRP packets received by this interface with a priority of O. Priority O packets 
indicate that the current Master router has stopped participating in VRRP. 

Priority O Packets Sent 

The total number of VRRP packets sent by this interface with a priority of O. Priority O packets indicate 
that the current Master router has stopped participating in VRRP. 

lnvalid Type Received 

The number of VRRP packets received by this interface with an invalid value in the Type field . For 
VRRP version 2, the only valid Type value is 1, which indicates an advertisement packet. 

Address List Errors 

The total number of packets received for which the address list does not match the list configured on this 
( VPN Concentrator. 
\ 

.lnvalid Authentication Errors 

The total number of packets received by thi s interface with an unkn ow n authenticati on type . 

Mismatch Authentication Errors 

The total number of pac kets received by this interface with an authenticati on type that differs from the 
configured authenticati on type. 

Packet Length Errors ·-The total number of packets rece ived by thi s interface with a packet length ~ss th 1")1_e1~th of th e 
VRRP header. ~ ,. - t 
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Monitoring I Statistics I MIB-11 

( 

• 

( 

• 

This section of the Manager Jets you view statistics that are recorded in standard MIB-II objects on the 
VPN Concentrator. MIB-11 (Management Information Base, version 2) objects are variables that contain 
data about the system. They are defined as part of the Simple Network Management Protocol (SNMP); 
and SNMP-based network management systems can query the VPN Concentrator to gather the data . 

Each subsequent screen displays the data for a standard MIB-II group of objects: 

Interfaces: packets sent and received on network interfaces and VPN tunnels. 

TCP/UDP: Transmission Contrai Protocol and User Datagram Protocol segments and datagrams 
sent and received, etc. 

IP: Internet Protocol packets sent and received, fragmentation and reassembly data, etc . 

RIP: Routing Information Protocol global route changes, bad packets and bad routes received, etc . 

OSPF: Open Shortest Path First protocol LSA data, Area data, etc. 

ICMP: Internet Control Message Protocol ping, timestamp, and address mask requests and replies, 
etc . 

ARP Table: Address Resolution Protocol physical (MAC) addresses, IP addresses, and mapping 
types. 

Ethernet: errors and collisions, MAC errors, etc. 

SNMP: Simple Network Management Protocol requests, bad community strings, parsing errors , etc. 

To configure and enable the VPN Concentrator's SNMP server, see the Configuration I System I 
Management Protocols I SNMP screen. 

Figure 17-25 Monitoring I Statistics I M/B-11 Screen 

Tius section shows statistics recorded in standard MIB-II objects. 

In the left frame, or in the list oflinks below, click the MIB-II statistics you want to view· 

• Ir,teri<.ces -- packets in and out on Ethemet interfaces , W.AN interfaces, and VPN tunnels . 
• T ~P.I'"<.JlJP · - segments and datagrams received and transmitted, timeouts, resets, etc . 
• .I.E ·- packets received and transrrutted, fragmentabon data, etc . 
• f-J:' -- received routes, recetved bad packets , etc. 
• ·.)~~PF -· LSAs, OSPF are as, etc . 
• ICM}· -- recetved and transnutted PINGs , bmestamps, mask re quests, etc 
• !\1"J:: .. Iª.Ur.. -· phystcal addresses, TI' addresses, and mappmg type. 
• ?:~t:on: •. ~J -- transrrut errors , collistOns. etc . 
• :;:l'IMf· -- m packets, bad commuruty stnngs, parse errors, etc 

~--------------------------------------------------------------~ 
R 

VPN 3000 Series Concentrator Reference Volume 11: Administration and Monitoring 

78-15415-01 

. . . .. . . . ., 

• ~ I • • ' • ' • !• ' • 



.Chapter 17 Statistics 

Monitoring I Statistics I MIB-11 I Interfaces 

Monitoring I Statistics I MIB-IIIInterfaces 

( 

eReset 

c • 

R estore 

Refresh 

Interface 
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This screen shows statistics in MIB -11 objects for VPN Concentrator interfaces since the system was last 
booted or reset. This screen also shows statistics for VPN tunnels as logical interfaces . RFC 2233 defines 
interface MIB objects. 

Figure 17-26 Monitoting I Statistics I M/B-11 I InterFaces Screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated . 

The VPN Concentrator interface: 

• Ethernet I (Private) = Ethernet 1 (Private) interface. 

Ethernet 2 (Public) = Ethernet 2 (Public) interface. 

Ethernet 3 (Externai) = Ethernet 3 (Externai) interface. ~ 

I 000 and up = VPN tunnels , which are treated as logical Crfaces ~ - ,, 

~~, o11~ \ 
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Status 

I{ ·cast In 

• 
Unicast Out 

Multicast In 

l'(·~lticast Out 

• 
Broadcast In 

The operational status of this interface: 

UP = configured and enabled, ready to pass data traffic . 

DOWN = configured but disabled. 

• Testing = in test mode; no regular data traffic can pass . 

Dormant = configured and enabled but waiting for an externai action, such as an incoming 
connection . 

Not Present = missing hardware components . 

Lower Layer Down = not operational because a lower-layer interface is down. 

Unknown = not configured. 

The number of unicast packets that were received by this interface. Unicast packets are those addressed 
to a single host. 

The number of unicast packets that were routed to this interface for transmission , including those that 
were discarded or not sent. Unicast packets are those addressed to a single host . 

The number of multicast packets that were received by thi s interface. Multicast packets are those 
addressed to a specific group of hosts. 

The number of multicast packets that were routed to this interface for transmission , including those that 
were discarded or not sent. Multicast packets are those addressed to a specific group of hosts. 

The number of broadcast packets that were received by this interface . Broadcast packets are those 
addressed to ali hosts on a network. 

Broadcast Out 

The number of broadcas t packet s that were routed to thi s interface for transmi ss ion, includ,W _ t-- ~ 
were di scarded o r not sent. Broadcast packets are those addressed to a li p_95ts o n rr networ.k . 

.J.- 11t5 
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o 

Monitoring I Statistics I MIB-111 TCP/UDP 
~ -:;r~ 
~ 

( • 
Reset 

c ""~store 

• 
Refresh 

This screen shows statistics in MIB-11 objects for TCP and UDP traffic on the VPN Concentrator since 
it was Jast booted or reset. RFC 2012 defines TCP MIB objects, and RFC 2013 defines UDP MIB objects. 

Figure 17-27 Monitoling I Statistics I M/B-11 I TCP/UDP Screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only if you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh . The date and time indicate when the screen was last 
updated. 

TCP Segments Received ,-

78-15415-01 

The total number of segments received, in cludin g those received i~ e(ror an~t~~"eived on currently 
establi shed co nnecti ons. Segment is the ofti cial TCP name for wh·<l-t is oft en called a data pac ket. 

. .. . - ; \ 
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C)-, 

TCP Segments T ransmitted 
(t:J 
:::y.: 

""'-) 
The total number of segments sent, including those on currently established connections but excluding 
those containing only retransmitted bytes . Segment is the official TCP name for what is casually called 
a data packet. 

TCP Segments Retransmitted 

The total number of segments retransmitted; that is, the number ofTCP segments transmitted containing 
one or more previously transmitted bytes. Segment is the official TCP name for what is casually called 
a data packet. 

TCP Timeout Min 

( The minimum value permitted for TCP retransmission timeout, measured in milliseconds. e 
TCP Timeout Max 

The maximum value permitted for TCP retransmission timeout, measured in milliseconds. 

TCP Connection limit 

The limit on the total number o f TCP connections that the system can support. A value o f -1 means there 
is no limit. 

TCP Active Opens 

( 

The number o f TCP connections that went directly from an unconnected state to a 
connection-synchronizing state, bypassing the listening state. These connections are allowed, but they 
are usually in the minority. 'p Passive Opens 

The number of TCP connections that went from a listening state to a connection-synchroni zing state. 
These connections are usually in the majority. 

TCP Attempt Failures 
~ 

The number o f TCP connection attempts that failed. Technically th!s is ~h e numb~TCP c?41 rpí1~ t· ons 
that went to an unconnected state , plus the number that went to a IIstenmg state: from <{) 11 I' , 
connection-synchronizing state. ....., 
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TCP Established Resets 

The number of established TCP connections that abruptly closed, bypassing graceful termination. 

TCP Current Establ ished 

The number of TCP connections that are currently established orare gracefully terminating. 

UDP Datagrams Received 

The total number of UDP datagrams received. Datagram is the official UDP name for what is casually 
called a data packet. 

.JDP Datagrams T ransmitted 

The total number o f UDP datagrams sent. Datagram is the official UDP name for what is casually called 
a data packet. 

UDP Errored Datagrams 

UDP No Port 

78-15415-01 

The number of received UDP datagrams that could not be delivered for reasons other than the lack of an 
application at the destination port (UDP No Port) . Datagram is the official UDP name for what is 
casually called a data packet. 

The total number of received UDP datagrams that could not be delivered beca use there was no 
application at the destination port. Datagram is the official UDP name for what is casually called a data 
packet. 

Go to top of help page. 
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Monitoring I Statistics I MIB-IIIIP 

( 

e 

Reset 

( 

• 
R estore 

Refresh 

This screen shows statistics in MIB-II objects for IP traffic on the VPN Concentrator since it was last 
booted o r reset. RFC 20 11 defines IP MIB objects. 

Figure 17-28 Monitoring I Statistics I M/B-11 f IP Screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation o f the device . You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle 's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore . This icon displays only i f you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh . The date and time indicate whef. t~e ~creen wàs last 

updated. "" 1 O 1l9 
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Packets Received otal .y: / 
The total number of IP data packets received by the VPN Concentrator, including those rece:Íd with 
errors. 

Packets Received (Header Errors) 

The number of IP data packets received and discarded dueto errors in IP headers, including bad check 
sums, version number mismatches, other format errors, etc. 

Packets Received (Address Errors) 

The number of IP data packets received and discarded beca use the IP address in the destination field was 
( not a valid address for the VPN Concentrator. This count includes invalid addresses (for example, 
\._ 0.0.0.0) and addresses of unsupported classes (for example, Class E). 

e 
Packets Received (Unknown Protocols) 

The number ofiP data packets received and discarded because of an unknown or unsupported protocol. 

Packets Received (Discarded) 

The number of IP data packets received that had no problems preventing continued processing, but that 
were discarded (for example, for lack of buffer space). This number does not include any packets 
discarded while awaiting reassembly. 

Packets Received (Delivered) 

l 
The number ofiP data packets received and successfully delivered to IP user protocols (including ICMP) 
on the VPN Concentrator; i.e., the VPN Concentrator was the final destination. 

• Packets Forwarded 

The number of IP data packets received and forwarded to destinations other than the VPN Concentrator. 

Outbound Packets Discarded 

78-15415-01 

The number of outbound IP data packets that had no problems preventing their transmission ~ 
destination, but that were discarded (for example, for lack of buffer space). 
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Outbound Packets with No Route '-...Q 

·~ 
The number of outbound IP data packets discarded because no route could be found to transmit th;fu to 
their destination . This number includes any packets that the VPN Concentrator could not route because 
ali of its default routers are down. 

Packets T ransmitted (Requests) 

The number of IP data packets that local IP user protocols (including ICMP) supplied to transmission 
requests. This number does not include any packets counted in Packets Forwarded. 

Fragments Needing Reassembly 

( 
The number of IP fragments received by the VPN Concentrator that needed to be reassembled. 

-assembly Successes 

The number of IP data packets successfully reassembled. 

Reassembly Failures 

The number o f failures detected by the IP reassembly algorithm (for whatever reason : timed out, errors, 
etc .). This number is not necessarily a count of discarded IP fragments since some algorithms can Jose 
track of the number of fragments by combining them as they are received. 

Fragmentation Successes 

The number of IP data packets that have been successfully fragmented by the VPN Concentrator. 

j-!Jmentation Failures 

The number of IP data packets that have been discarded because they needed to be fragmented but could 
not be fragmented (for example, because the Don ' t Fragment flag was set) . 

Fragments Created 

The number of IP data packet fragments that have been generated by the VPN Concentrator. 
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.Chapter 17 Statistics 

Monitoring I Statistics I MIB-111 RIP 

Reset 

Restore 

This screen shows statistics in MIB-II objects for RIP version 2 traffic on the VPN Concentrator since 
it was last booted or reset. RFC 1724 defines RIP version 2 MIB objects. 

To configure RIP on interfaces, see Configuration I Interfaces. 

Figure 17-29 Monitoring I Statistics I M/B-11 I RIP Screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle 's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon. 

~ .• efresh 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated . 

Global Route Changes 

The total number of route changes made to the IP route database by RIP. Thi s number does not include 
changes that only refresh the age route of a route. 

Global Queries 

The tota l number of responses sent to RIP querie s from other systems. 
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Chapter 17 

Interfaces 

This table shows a row of statistics for each configured interface. 

Interface Address 

The IP address configured on the interface. 

Received Bad Packets 

The number of RIP response packets received by this interface that were subsequently discarded for any 
reason (such as wrong version or unknown command type). 

Received Bad Routes 

( 

e 
Sent Updates 

( • 

The number of routes in valid RJP packets received by this interface that were ignored for any reason 
(such as unknown address family or invalid metric). 

The number of triggered RIP updates actually sent by this interface. This number does not include full 
updates sent containing new information. 
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Monitoring I Statistics I MIB-111 OSPF 
'-?") v . 

""i 

Refresh 

Router ID 

78-15415·01 

This screen shows statistics in MIB-II objects for OSPF version 2 traffic on the VPN Concentrator since 
it was last booted or reset. RFC 1850a defines OSPF version 2 MIB objects. 

To configure OSPF on interfaces, see Configuration I Interfaces. To configure system-wide OSPF 
parameters, see Configuration I System I IP Routing. 

Figure 17-30 Monitoting I Statistics I M/B-11 I OSPF Screen 
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To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

~ The VPN Concentrator OSPF router ID. Thi s ID uniquely identifies the, VPN Concentrator to other 
OSPF routers in its domain. While the format is that of an IP address , irfüncR o.i s~n J.y as an identifier 

'"d not'" ,ddto" By wn"ot;on, how""· th; , ;dont ;fi" ;, tho '"m~ "' tho ij' J<!l(s: of 'l ;ntnfm 
that is connected to the OSPF router ne twork. 0.0.0.0 mean s no router is configured . 
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• MoniÍoring I Statistics I MIB-111 OSPF 

Version 

The current version number of the OSPF protocol running on the VPN Concentrator. 

Externai LSA Count 

The number of externai Link-State Advertisements (LSAs) in the link-state database. LSAs from 
neighboring OSPF Autonomous Systems (AS) describe the state of the AS router's interfaces and 
routing paths. 

Externai LSA Checksum 

( 

• 
The sum of the check sums o f the externai Link-State Advertisements in the link-state database. You can 
use this sum to determine i f there has been a change in the OSPF router Jink-state data base of the system, 
and to compare its database with other routers . 

LSAs Originated 

The number of new Link-State Advertisements that the system has originated . This number increments 
each time the OSPF router originates a new LSA. 

New LSAs Received 

The number of Link-State Advertisements received that are completely new LSAs. This number does 
not include newer instances of self-originated LSAs. 

LSA Database Limit 

( 
The maximum number of externai LSAs that can be stored in the link-state database. A value of -1 means 
there is no limit. 

fesignated Routers 
This table shows a row of statistics for each enabled VPN Concentrator interface . When OSPF routing 
is enabled on an interface, that interface communicates with other OSPF routers in its area, and each area 
elects one OSPF router to be the Designated Router. 

Interface Address 

The IP address of the VPN Concentrator interface that communicates with its, area . 
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o 12 5-­
:3"6 9 o - I -- - ---·~ 

78-15415-01 

-. • • ·~ ~ ~ · : . , ,,·. · .. , -,~ • '~·._ . .. _ ·-. • ~ ' 1 \. 



• 
Chapter 17 Statistics 

Monitoring I Statistics I MIB-111 OSPF 

Interface Name 

The VPN Concentrator interface that communicates with its area: 

• Ethernet I (Private) = Ethernet 1 (Private) interface. 

• Ethernet 2 (Public) = Ethernet 2 (Public) interface . 

• Ethernet 3 (Externai) = Ethernet 3 (Externai) interface. 

Designated Router 

The IP address of the Designated Router in this OSPF area. 

Backup Designated Router 

( 

.Neighbors 

( 

e 

IP Address 

Router ID 

78-15415-01 

The IP address of the backup Designated Router in this OSPF area. 

This table shows a row of statistics for each OSPF neighbor, for ali areas in which the VPN Concentrator 
participates. A neighbor is another OSPF router in an OSPF area, and this table includes ali such areas 
for the VPN Concentrator. 

The IP address of the neighboring OSPF router. 

The router ID of the neighboring OSPF router, which uniquely identifies it to other OSPF routers in its 
domain. While the format is that of an IP address, it functions only as an identifier. By convention, 
however, it is the same as the IP address of the interface that is connected to the OSPF router network. 
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State 

Are as 

Area ID 

l 
.F Runs 

The state of the relationship with this neighboring OSPF router: 

Down = (Red) The VPN Concentrator has received no recent information from this neighbor. The 
neighbor might be out of service, or it might not have been in service long enough to establish its 
presence (at startup ). 

Initializing = The VPN Concentrator has received a Helio packet from this neighbor, but it has not 
yet established bidirectional communication. 

Attempting = This state applies only to neighbors in an NBMA (Non-Broadcast Multi-Access) 
OSPF network. It indicates that the VPN Concentrator has received no recent information from this 
neighbor, but it is trying to establish contact by sending Helio packets at the Helio lnterval. 

• Two Way = The VPN Concentrator has established bidirectional communication with this neighbor, 
but has not established adjacency, in other words , they are not exchanging routing information. 

• Exchange Start = The VPN Concentrator and this neighbor are in the first step of establishing an 
adjacency relationship. 

Exchanging = The VPN Concentrator is describing its entire link state data base by sending Data base 
Description packets to this neighbor, to establish an adjacency relationship. 

• Loading = The VPN Concentrator is sending Link State Request packets to this neighbor asking for 
the more recent LSAs that have been discovered but not yet received in the Exchange state. 

• Full = (Green) The VPN Concentrator is in a fully adjacent relationship with this neighbor. This 
adjacency now appears in router LSAs and network LSAs. 

This table shows a row of statistics for each OSPF Area. 

The Area ID identifies the subnet area within the OSPF Autonomous System or domain. While its format 
is the same as an IP address, it functions only as an identifier and not an address. 0.0.0.0 identifies a 
special area-the backbone-that contains ali area border routers. 

The number o f times that the system has calculated the intra-area route table (SPF, or Shorte st Path First 
table) using the link-state database of this area. 

. ..... ~ 
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~ \Q) 
AS Border Routers ~ 

~ 

The total number of Autonomous System border routers reachable within this area. 

Area Border Routers 

Area LSA Count 

The total number of area border routers reachable within this area . 

The total number of Link-State Advertisements in the link-state database of this area, excluding AS 
externai LSAs. 

Area LSA Checksum 

c 
e 

The sum of the check sums of the Link-State Advertisements in the link-state database of this area. This 
sum excludes externai LSAs . You can use this sum to determine i f there has been a change in the 
link-state database of the area, and to compare its database with other routers . 

Externai LSAs 

Area ID 

Type 

c • 

78-15415-01 

This table shows a row for each externai Link-State Advertisement in the link-state database. 

The Area ID identifies the Area from which the LSA was received. 

The LSA type. Each LSA type has a different format : 

• Router Link = Describes the states of the router 's interfaces (LS Type 1 ). 

• Network Link = Describes the set of routers attached to the network (LS Type 2). 

• Summary Link = Describes routes to networks (LS Type 3) . 

• AS Summary Link = Describes routes to AS boundary routers (LS Type 4). 

• AS Externai Link = Describes routes to destinations externai to the AS (LS Type 5) . 

• Multicas t Link = Describes group membership for multicast OSPF routing (LS Type 6). 

• NSSA Externai Link = Describes routing for NSSAs: Not-So-Stubby-Amas. (LS Type 7}• 
" '"'"! 
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Link State ID 

Router ID 

Sequence 

( 

• 

Either a router ID or an IP address that identifies the piece of the routing domain being described by the 
LSA. 

The identitier of the router in the Autonomous System that originated this LSA. 

The sequence number of this LSA. Sequence numbers are linear. They are used to detect old and 
duplicate LSAs. The larger the number, the more recent the LSA. 

The age of the LSA in seconds. 

~ --
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Monitoring I Statistics I MIB-IIIICMP 
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• 

Reset 
'· 

• ~estore 

Refresh 
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This screen shows statistics in MIB-II objects for ICMP traffic on the VPN Concentrator since it was last 
booted or reset. RFC 20 li defines ICMP MIB objects. 

Figure 17-31 Monitoring I Statistics I M/B-11 I ICMP Screen 

"' 
L-------------------------------------------------------------~ 

~ 

To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device . You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer . 

To restore the screen contents to their actual stati stical values, click Restore. This icon displays only if you 
previously clicked the Reset icon. 

'' I 
To update the screen and its data, click Refresh. The date and time indicate when the screen '{vas last 
updated. 
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~ J 

Total Received I Transmitted ~ 
'"--? 

The total number of ICMP messages that the VPN Concentrator received I sent. This number includes 
messages counted as Errors Received I Transmitted. ICMP messages solicit and provide information 
about the network environment. 

Errors Received I T ransmitted 

~ 

• 

The number of ICMP messages that the VPN Concentrator received but determined to have 
ICMP-specific errors (bad ICMP check sums, bad length, etc.). 

The number of ICMP messages that the VPN Concentrator did not send due to problems within ICMP 
such as a lack of buffers. 

;tination Unreachable Received I T ransmitted 

The number of ICMP Destination Unreachable messages received I sent. Destination Unreachable 
messages apply to many network situations, including inability to determine a route, an unusable source 
route specified, and the Don't Fragment flag set for a packet that must be fragmented . 

Time Exceeded Received I T ransmitted 

The number of ICMP Time Exceeded messages received I sent. Time Exceeded messages indicate that 
the lifetime of the packet has expired, or that a router cannot reassemble a packet within a time limit. 

Parameter Problems Received I T ransmitted 

The number of ICMP Parameter Problem messages received I sent. Parameter Problem messages 
indicate a syntactic or semantic errar in an IP header. 

{ .Jrce Quench Received I T ransmitted 

e The number of ICMP Source Quench messages received I sent. Source Quench messages provi de 
rudimentary flow control ; they request a reduction in the rate of sending traffic on the network . 

Redirects Received I T ransmitted 

The number of ICMP Redirect messages received I sent. Redirect messages advise that there is a better 
route to a particul ar destination. 

1 
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Monitoring I Statistics I MIB-IIIICMP 

-~ 
Echo Requests (PINGs) Received I Transmitted ;;o ") 

-v 
The number of ICMP Echo (request) messages received I sent. Echo messages are probably the most 
visible ICMP messages. They test the communication path between network entities by asking for Echo 
Reply response messages. 

Echo Replies (PINGs) Received I Transmitted 

The number of ICMP Echo Reply messages received I sent. Echo Reply messages are sent in response 
to Echo messages, to test the communication path between network entities. 

Timestamp Requests Received I T ransmitted 

The number of ICMP Timestamp (request) messages received I sent. Timestamp messages measure the 
propagation delay between network entities by including the originating time in the message, and asking 
for the receipt time in a Timestamp Reply message. 

Timestamp Replies Received I T ransmitted 

The number of ICMP Timestamp Reply messages received I sent. Timestamp Reply messages are sent 
in response to Timestamp messages, to measure propagation delay in the network. 

Address Mask Requests Received I T ransmitted 

The number of ICMP Address Mask Request messages received I sent. Address Mask Request messages 
ask for the address (subnet) mask for the LAN to which a router connects. 

Address Mask Replies Received I Transmitted 

78-15415-01 

The number of ICMP Address Mask Reply messages received I sent. Address Mask Reply messages 
respond to Address Mask Request messages by supplying the address (subnet) mask for the LAN to 
which a router connects. 
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Chapter 17 Statistics I 

Monitoring I Statistics I MIB-11 I ARP T able 

( 

e 

Arp Entries 

This screen shows entries in the Address Resolution Protocol mapping table since the VPN Concentrator 
was last booted or reset. ARP matches IP addresses with physical MAC addresses, so the system can 
forward traffic to computers on its network. RFC 2011 defines MIB entries in the ARP table. 

The entries are sorted first by Interface, then by IP Address. To speed display, the Manager migh't 
construct multiple 64-row tables. Use the scroll contrais (i f present) to view the entire series of tables. 

You can also delete dynamic, or learned, entries in the mapping table. 

Figure 17-32 Monitoring I Statistics I M/B-11 I ARP Tãble Screen 

ARP Entries: 15 
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L-------------------------------------------------------------~~ 

To update the screen and its data, click Refresh. The date and time indicate when the screen was last 
updated. 

The total number of entries in the ARP table. 
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Chapter 17 Statistics 

Interface 

Monitoring I Statistics I MIB-11 1 ARP Table 

The VPN Concentrator network interface on which this mapping applies: 

1 = Ethernet 1 (Private) interface. 

2 = Ethernet 2 (Public) interface. 

3 = Ethernet 3 (Externai) interface. 

1000 and up = VPN tunnels, which are treated as logical interfaces. 

~ 
~ 

~ 

~· 
""-=i 

',] 

Physical Address 

IP Address 

The hardwired MAC (Medi um Access Control) address of a physical network interface card, in 6-byte 
hexadecimal notation, that maps to the IP Address. Exceptions are: 

• 00 = a virtual address for a tunnel. 

FF.FF.FF.FF.FF.FF = a network broadcast address . 

The IP address that maps to the physical address. 

Mapping Type 

The type of mapping: 

Other = none of the following. 

lnvalid = an invalid mapping. 

Dynamic = a learned mapping. 

Static = a static mapping on the VPN Concentrator. 

C ction I Delete • 

78-15415-01 

To remove a dynamic , or learned, mapping from the table , click Detete. There is no confirmation ar 
undo. The Manager deletes the entry and refreshes the screen. 

To delete an entry, you must have the administrator privilege to Modify Config under General Access 
Rights. See Administration I Access Rights I Administrators. 

You cannot delete static mappings . 
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a Monitoring I Statistics I MIB-111 Ethernet 

Monitoring I Statistics I MIB-111 Ethernet 

( 

e 
Reset 

R estore 

Lresh 

• 
Interface 

This screen shows statistics in MIB-II objects for Ethernet interface traffic on the VPN Concentrator 
since it was last booted or reset. IEEE standard 802.3 describes Ethernet networks, and RFC 1650 
defines Ethernet interface MIB objects . 

To configure Ethernet interfaces , see Configuration I Interfaces. 

Figure 17-33 Monitoring I Statistics I MIB-11 I Ethemet Screen 

Errors Collisions MAC Errors 

_ _ :Frame Deferred ' ! : i 
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L---------------------------------------------------------------~~ 

To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh . The date and time indicate when the screen was last 
updated . 

Th e Ethern et interface to which the data in thi s row applies. Only confi gured interfaces are shown . 

AI ignment Errors 

The number o f fr ames rece ived on thi s interface that are not an integ ral number oT bytes l ong arÍd cfÕ)1ot 
pass the FCS (Frame C hec k Sequence; used for e rro r detec tion) check. . · l I 

~ - '/ 
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FCS Errors 

Monitoring I Statistics I MIB-111 Ethernet 

The number of frames received on this interface that are an integral number of bytes long but do not pass 
the FCS (Frame Check Sequence) check. 

Carrier Sense Errors 

The number o f times that the carrier sense signal was lost or missing when trying to transmita frame on 
this interface. 

SQE T est Errors 

The number of times that the SQE (Signal Quality Error) Test Errar message was generated for this 
interface . The SQE message tests the collision circuits on an interface . 

• Frame Too Long Errors 

The number of frames received on this interface that exceed the maximum permitted frame size. 

Deferred Transmits 

The number of frames for which the first transmission attempt on this interface is delayed because the 
medium is busy. This number does not include frames involved in collisions. 

Single Collisions 

The number of successfully transmitted frames on this interface for which transmission is inhibited by 
exactly one collision. This number is not included in the Multiple Collisions number. 

.~ultiple Collisions 

The number of successfully transmitted frames on this interface for which transmission is inhibited by 
more than one collision. This number does not include the Single Collisions number. 

Late Collisions 

78-15415-01 

The number of times that a collision is detected on this interface !ater than 512 bit-times in to the 
transmiss ion o f a packet. 512 bit-times= 51.2 microseconds on a 1 0-Mbs system. 
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~ ~~~~~~~~--~~~~~----------------------------------------------------------~----------__J • Monitoring I Statisticsl MIB-111 Ethernet 

Excessive Collisions 

The number of frames for which transmission on this interface failed due to excessive collisions. 

MAC Errors: T ransmit 

The number of frames for which transmission on this interface failed due to an internai MAC sublayer 
transmit error. This number does not include Carrier Sense Errors, Late Collisions, or Excessive 
Collisions . 

MAC Errors: Receive 

( 

'eed(Mbps) 

Duplex 

l 

• 

The number of frames for which reception on this interface failed due to an internai MAC sublayer 
receive error. This number does not include Alignment Errors, FCS Errors, or Frame Too Long Errors . 

This interface's nominal bandwidth in megabits per second. 

The current LAN duplex transmission mode for this interface : 

• Full = Full-Duplex : transmission in both directions at the same time. 

Half = Half-Duplex : transmission in only one direction ata time. 
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Monitoring I Statistics I MIB-11 I SNMP . . 

Monitoring I Statistics I MIB-111 SNMP 

( 

• 
Reset 

Restare 

~efresh 
e 

This screen shows statistics in MIB-11 objects for SNMP traffic on the VPN Concentrator since it was 
last booted or reset. RFC 1907 defines SNMP version 2 MIB objects. 

To configure the VPN Concentrator SNMP server, see Configuration I System I Management Protocols I 
SNMP. 

Figure 17-34 Monitoring I Statistics I M/B-11 I SNMP Screen 
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To reset, or start anew, the screen contents, click Reset. The system temporarily resets a counter for the 
chosen statistics without affecting the operation of the device. You can then view statistical information 
without affecting the actual current values of the counters or other management sessions. The function 
is like that of a vehicle 's trip odometer, versus the regular odometer. 

To restore the screen contents to their actual statistical values, click Restore. This icon displays only i f you 
previously clicked the Reset icon. 

To update the screen and its data, click Refresh . The date and time indicate when the screen was last 
updated. 

Requests Received 

The tota l number of SNMP messages received by the VPN Concentrator. 

Bad Version I. 
The tota l number of SNMP messages rece ived th at were for an un supported SNWJP ve rsion. Th e VPN 
Conce ntrator supports SNMP ve rsion 2. -; · Ü 13 8 
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• MoniÍÔring I Statisticsl MIB-111 SNMP 

Bad Community String 

The total number of SNMP messages received that used an SNMP community string the VPN 
Concentrator did not recognize . See Configuration I System I Management Protocols I 
SNMP Communities to configure permitted community strings. To protect security, the VPN 
Concentrator does not include the usual default public community string. 

Parsing Errors 

Silent Drops 

• Proxy Drops 

( 

• 

The total number of syntax or transmission errors encountered by the VPN Concentrator when decoding 
received SNMP messages. 

The total number of SNMP request messages that were silently dropped because the reply exceeded the 
maximum allowable message size . 

The total number of SNMP request messages that were silently dropped because the transmission of the 
reply message to a proxy target failed for some reason (other than a timeout) . 
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CiscoWorks VPN/Security Management 

Solution (VMS) 2.1 Deployment Guide 

lntroduction 

The Challenge 

One o f the challenges o f network 

management is the ability to have a solution 

that is flexible and can adapt to the 

changing needs o f a network. While it 

makes sense to have applications that 

provide basic network management 

functionality regardless of function, the 

network environment must also be 

considered. In this case, it makes more sense 

to have a focused set of tools for 

management. For example, a tool that 

focuses on managing Quality o f Service 

(QoS) leveis is not necessarily (and most 

likely not) going to be very good at 

managing a server farm topology. 

Growth and Enhancements 

in Network Security 

Ifwe look at the network as a strategic asset 

to the enterprise, network management 

clearly becomes an important factor in the 

success o f the company. When we consider 

the evolution o f business applications 

running across the traditional data network 

including e-commerce, business-to-business 

transactions, voice over IP (VoiP) . the need 

to provide secure network connections 

grows. As a result, we have witnessed a 

proliferation in virtual private networks 

(VPNs) and an enhanced awareness of 

network security, setting the stage for 

reliable security management. 

Paper Objective 

The purpose o f this paper is to provide 

guidance on how to effectively deploy 

CiscoWorks VPN/Security Management 

Solution (VMS). Covered topics include: 

serve r, installation, and . operating system 

requirements; reference topology; metrics ­

to monitor; and device configuration 

considerations. This is intended to 

supplement the CiscoWorks VMS Quick 

Start Cuide and User Manual. We address 

such questions as: Which products are 

included and what are they used for? How 

many servers will be needed? What devices 

can be managed with this application? By 

answering these questions, we can provide 

some basic best practices for managing 

specific Cisco security technology. 

What lt Does Not Do 

This paper does not replace User Cuides 

(and other product documentation). It 

does not go into comprehensive detail 

about the various features or capabilities 

o f the products . 

lntended Audience 

This paper is intended for audiences who 

are already familiar with network security, 

VPNs, firewalls , and intrusion detection. 

The audience should already have a basic 

understanding o f these concepts and tools; 

our goal is to show how best to deploy 

CiscoWGJrksVMS in a p rodu ctl~ 
. 1[' .> " env1 ron ' e·nt: 
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High·level Overview of CiscoWorks VMS 2.1 

What Does lt Do? 

The CiscoWorks VMS solution is a set of integrated tools that provide a comprehensive solution for VPN and 

security management. CiscoWorks VMS features are positioned for configuring, monitoring, and troubleshooting 

enterprise VPNs, firewalls, and network- and host-based intrusion detection systems (IDS). VMS provides key 

features to assist customers in the deployment, monitoring, and management o f their security-specific hardware. It 

also provides the operational management support, software distribution, configuration archive, change-audit, and 

syslog management for different elements of a Cisco security infrastructure. VMS provides a scalable solution that 

addresses the needs o f small- and large-scale VPN and security deployments. 

CiscoWorks VMS 2.1 Components 

The CiscoWorks VPN/Security Management Solution (CiscoWorks VMS) consists of installable software 

components for flexible deployment options. Table 1 lists the different CiscoWorks VMS modules and their basic 

usages. 

Table 1 CiscoWorks VMS 2.1 Modules 

VMS Module Usage 

Auto Update Server Permits configurations to be pulled from update server 

CD-One/CiscoView Provides graphical device management 

Cisco lOS Host Sensor and Console Configures host-based lOS to protect criticai servers 

Cisco Secure Policy Manager Configures Cisco PIX Firewall, Cisco lOS Software firewall, and VPN 

Common services Provides a set of common software and services for the Management 
Centers 

Management Center for lOS Sensor Configures network-based lOS 

Management Center for PIX Firewalls Configures PIX Firewalls 

Management Center for VPN routers Configured VPN routers 

Monitoring Center for Security Monitors network and host-based lOS events, lOS and PIX syslog 

Resource Manager essentials Provides operational management, such as software distribution, change 
audit. syslog analysis 

VPN Monitor Monitors IPSec-based site-to-site and remete access VPN 

These components can be classified into three distinct categories: Core asset management applications, monitoring 

applications, and security configuration applications. This section details some o f the basic features associated with 

each product. ~ 
I 
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Core Asset Management Applications 

CD-One (CiscoView) 

CD-One software provides the Common Management Foundation (CMF) for CiscoWorks. This includes basic 

components on the management server such as the web server, common database, polling engine, and so forth. In 

many deployments, this is the first CD to be installed from CiscoWorks VMS since it is the prerequisite for other 

applications. In addition to the CMF, CD-One provides the web-based CiscoView application. CiscoView provides 

graphical browser-based access to real-time devices status and simple network management protocol (SNMP) 
configuration capabilities. 

CiscoWorks Resource Manager Essentials 

CiscoWorks Resource Manager Essentials (RME) provides the basic network management tools for day-to-day 

network management, including inventory, configuration, change audit, and syslog. RME also provides additional 

VPN management capabilities. Network administrators can now produce device configuration. software image, and 
syslog reports specific for VPN environments. 

Security Monitoring Applications 

CiscoWorks VPN Monitor 

CiscoWorks VPN Monitor allows users to monitor the status oftheir VPN devices and tunnels. This application 

collects, stores, and reports statistics for VPN-capable devices, including Cisco VPN routers, and the Cisco VPN 

3000 Series Concentrator. The VPN Monitor supports the two major classes ofVPNs (site-to-site and remate access) 

as well as multiple tunneling protocols, including Layer 2 Tunneling Protocol, Point-to-Point Tunneling Protocol 
(PPTP), and IP security (IPsec) . 

CiscoWorks Monitoring Center for Security 

The CiscoWorks Monitoring Center for Security, or Security Monitor, monitors IDS events from various Cisco 

devices. These include network IDS sensor appliances, Cisco Catalyst® 6000 IDS modules, Cisco lOS® Software IDS 
syslog messages, Cisco PIX® Firewall syslog messages, and Cisco host IDS events. 

Security Configuration Applications 

CiscoWorks Common Services Software 

CiscoWorks Common Services Software includes basic components ofthe management server such as the Web server, 

common database, polling engine, and so forth . In many deployments, this is the first CD to be installed because it 
is the prerequisite for the Management Center tools in the CiscoWorks VMS bundle. 

CiscoWorks Management Center for VPN Routers 

CiscoWorks Management Center for VPN Routers (Router MC) is a VPN configurationand~ymen,t toa! for 

Cisco VPN routers with Cisco lOS Software. Router MC is a Web-based application installed on top of 
Common Services. 

Cisco Systems. Inc. 
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CiscoWorks Management Center for PIX Firewalls 

Management Center for PIX Firewalls (PIX MC) is a complete firewall and access rule policy configuration tool for 

Cisco PIX Firewalls. You can configure new Firewalls and import configurations from existing firewalls. PIX MC 

also provides a powerful tool for controlling changes made to your network, showing configuration and status · 

changes. PIX MC is a Web-based application installed on top of CiscoWorks Common Services. 

CiscoWorks Auto Update Server 

The CiscoWorks Auto Update Server (AUS) is used to store and upgrade device configuration files and software 

images. Cisco PIX Firewall devices periodically contact the AUS to request configuration and software updates. In 

this way, PIX Firewall devices are actively kept up to date. AUS is a Web-based application installed on top of 
CiscoWorks Common Services. 

CiscoWorks Management Center for lOS Sensors 

CiscoWorks Management Center for IDS sensors (IDS MC) is an IDS configuration and deployment tool for Cisco 

IDS sensor appliances and Cisco IDS Modules. IDS MC is a web-based application installed on top o f Common 
Services. 

Cisco lOS Host Sensor 

Working as a complementary technology to IDS MC and Security Monitor, the Cisco Host Intrusion Detection 

System (HIDS) application protects criticai servers and hosts by integrating with the operating system. By 

intercepting system calls to the kernel, Cisco HIDS software can protect the users' hosts by identifying attacks and 
preventing access to resources and unauthorized transactions. 

Cisco Secure Policy Manager 

Cisco Secure Policy Manager (CSPM) is a policy-based application that allows network and security administrators 

to define and deploy perimeter security policies on mixed Cisco PIX Firewalls and Cisco IOS routerswith the firewall 

feature set. CSPM also facilitates the deployment o f site-to-site, mixed-environment VPN topologies. 

Reference Topology 

In order to describe how best to deploy the CiscoWorks VMS, we will use a reference network topology that shows 

the different aspects ofVPN and network security (Figure I). While obviously not identical to most customer 

environments, it does serve to provide a holistic view of a secure network. The intent is that by providing this 

reference, readers will be able to select the different components that best represent their topology and hence, 
understand how best to deploy Cisco Works VMS in their environment. 

'l 
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Figure 1 

Reference Security Topology 
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a. Enterprise Gateway: This is a Cisco IOS router with the firewall feature set. The main purpose ofthis device isto 
perform the gateway routing and the basic frontline firewall functionality. 

b. Cisco PIX Firewall: The Cisco PIX Firewall provides the comprehensive firewall functionality for this enterprise 

network. By strategically placing these devices at network access points, the corporate network resources are 
protected as a result o f this firewall. 

c. Cisco 800, 1700, 2600, 3600, 7100 or 7200 Series routers: Cisco routers act as site-to-site VPN termination points. 

In a hub-and-spoke VPN topology, the high-end VPN routers act as hubs, and the small- to medium-sized routers 
act as spokes . 

d. Cisco VPN 3000 Series Concentrator: The VPN 3000 Series Concentrator is designed to provide scalable remate 

access VPN termination. In this topology the concentrator terminates VPN connections with a variety o f remate 
access environments. VPN client software, and tunneling protocols (IPSec , L2TP. PPTP) . 

e. Cisco VPN remote-access client software: This software allows remate access users to connect to the corporate 
network via VPNs. 

f. Cisco IDS Network Senso r: This device sits on a network segment and passively "Jistens" to the traffic. inspecting 

it against a database of common attack signatures. It forwards IDS event information to the monitoring station. 

g. Cisco host-based IDS agents: Software that sits on criticai network servers that protect individual hosts from 
intrusion and attacks . Events are forwarded to a central monitoring console. 

h. Network Management Subnet: This subnet represents a dedicated network segment for the network management 

servers. The components o f CiscoWorks VMS will reside in this subnet to manage the different pieces o f me ... 
infrastructure. 
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i. Demilitarized zone (DMZ) Servers: This subnet represents a dedicated network segment for publicly accessible 

network servers. Generally, this includes e-mail, Web, File Transfer Protocol (FTP) servers, and in our case will 

include the Auto Update Server. 

Within our reference topologies, we will be focusing on severa) pieces ofthe infrastructure that CiscoWorks VMS 

manages. That is not to say that the network management applications within VMS cannot manage other pieces 

(such as Cisco Catalyst switches). but these are the components that should be the focal point o f VMS. These 

components include: 

Enterprise HQ 

This includes the network management servers, internai firewalls , VPN termination points (both hub routers and 

VPN concentrators), and IDS sensors. Access to the DMZ portion of the network will be controlled by internai 

firewalls and also have publicly accessible servers. 

Remote Access Sites 

The remo te access sites in our topology contain the remate Cisco PIX Firewalls, remate lOS VPN routers, and remo te 

VPN clients. These pieces o f the infrastructure are responsible for VPN termination and firewall access policy at the 

remate site. 

Software Requirements for CiscoWorks VMS 

CiscoWorks VMS is composed of a series of tools that reside on a network management server (ar servers) . This 

section covers the prerequisite software needed in arder to install and run the components within VMS. Primarily, 

this refers to operating system (OS) support. For almost every application in the VMS bundle, the supported OS is 

Windows 2000 Professional or Server. This is summarized in Table 2. 

Table 2 Supported OS for CiscoWorks VMS Modules 

CiscoWorks VMS Module Windows Support Solaris Support 

CD-One X X 

Resource Manager Essentials X X 

VPN Monitor X X 

Common Services X 

Management Center for PIX Firewalls X 

Auto Update Server X 

Management Center for VPN routers X 

Management Center for lOS Sensor X 

Monitoring Center for Security X ' 

Cisco IDS Host Sensor and Console X, 
• I --- ·' ' ' 

Cisco Secure Policy Manager X 1 .... - ') 

1. Windows NT 4.0 Serve r, Enlerprise Server (SP4 ar later) , Windows 2000 Advanced Serve r I 014ti •" ---
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To run the CiscoWorks VMS components on a Windows 2000 system, the following requirements must be 
considered : 

• Windows 2000 (Service Pack 2 or !ater) 

• !E 5.5 SP2 or !ater 

• ODBC Driver Manager 3.510 or later 

• NTFS File System 

• Do not install VMS on a server that is a: 

- Primary domain controller 

- Backup domain controller 

- Terminal server 

Mitigating Threats 
. · .. ~ -~ '· · -. 

Now that we have the basic hardware and software requirements, we must consider how to configure the servers 

themselves to be ready for management. As a general security axiom, to secure hosts, pay careful attention to each 

o f the components within the systems. Keep ali systems up to date with the Iatest patches, fixes, and so forth. In the 

particular case ofVMS, it is important to have the latest Windows 2000 patches and hot-fixes for security. Following 

is a detailed checklist o f items to make sure the Windows 2000 server is ready to be used as a management server: 
• Instai! the operating system on its own partition 

• Use strong passwords 

• Avoid creating network shares 

• Disable unnecessary accounts 

• Secure the Registry 

• Apply ali hot-fixes and security patches 

• Disable unused and unneeded services (ata minimum, Windows requires the following services to run: DNS 

Client, Event Log, Plug & Play, Protected Storage, and Security Accounts Manager. Do not install IIS .) 

• Disable ali network protocols except Internet Protocol (TCP/IP) 

• Monitor the security o f your system regularly 

• Limit physical access to your server 

• Do not install remate access ar administration tools on the server 

• Periodically run a virus scanning application on the server 

Hardware Considerations for CiscoWorks VMS 

Along with the software requirements, be aware of the hardware requirements for the CiscoWorks VMS bundle. 

Then the inherent challenge is deciding how best to deploy the different applications in the solution. Since there are 

eleven installable software applications, there are numerous combinations in which to deploy them. 

Cisco Systems. Inc. 
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Platform and Specs 

The following server system requirements are specified in the VMS bundle documentation: 

• Pentium III 1 GHz CPU 

• 1GB RAM 

• 2 GB virtual memory 

• 9 GB free hard disk space 

These are minimum requirements. and consideration should be given to the difference in recommended system 

specifications based upon different sized networks and configurations. For example, consider three different sized 

configurations: small, medi um, and Iarge. The first thing to think about is scalability. In other words, how many 

devices equate to a small, medium, and large configuration? 

Scaling 

Each application within CiscoWorks VMS has a different scalability metric. Table 3 provides the theoretical 

maximum for each o f the applications. 

Table 3 Theoretical Scale Limits for CiscoWorks VMS Applications 

CiscoWorks VMS Module Scalability Metric (tested up to 1) 

IDSMC 300 lOS sensors 

Security Monitor 500 events/sec2 

PIXMC 1000 PIX Firewalls 

AUS 1000 PIX Firewalls 

Router MC 1000 VPN routers 

CSPM 200 devices 

RME 5000 devices inventory, 1000 devices availability 

VPN Monitor 30 devices on dashboard (hard limit) 

Cisco lOS Host Console 300 host agents 

1. The theoretical scale limits define what the tools have been tested up to. The numbers are stated as a guideline to guarantee reasonable performance and user 
experience. Although possible, it is not recommended to exceed these metrics. 
2. I f the volume of security events exceeds 500/second for extended periods of time, it is recommended that users considera monitoring product from a 
partner -vendor that can handle higher event volumes. 

These are not software-imposed limits. but rather the scale limitations based on testing maximums. For example, i f 

a use r wants to add device number 1001 to Router MC, the software will allow it. However, from a support 

standpoint, we do not recommend doing this. 

Also note that the specifications for the minimum recommended hardware system for CiscoW?Eks VMS are based l 
on testing and performance statistics for ONE (not ali) o f the applications in the bundle. For 'x~ fTIPi f!, if: you are 

using IDS MC to manage 300 sensors (the theoretical maximum). we do NOT recommend using aftj' ·other ' 

applications on that server. If you planto heavily use more than one application within VMS. it.J1 highly{) 14 8 
recommended to put them on separate servers. 

Cisco Systems. Inc. 
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The following tables list some of the more resource-intensive applications within the bundle, and configuration is 

broken down into small, medium, and Iarge configuration metrics in Tables 4-6, respectively. 

Table 4 Small Configuration Metrics (reflects restricted CiscoWorks VMS license model) 

CiscoWorks VMS Module Scalability Metric (up to) 

IDSMC 20 IDS sensors 

Security Monitor 200 events/sec 

PIXMC 20 PIX Firewalls 

AUS 20 PIX Firewalls 

Router MC 20 VPN routers 

CSPM 20 devices 

Table 5 Medi um Configuration Metrics (This configuration represents the majority of the CiscoWorks VMS 
customer base): 

CiscoWorks VMS Module Scalability Metric (up to) 

IDSMC 100 IDS sensors 

Security Monitor 300 events/sec 

PIXMC 100 PIX Firewalls 

AUS 100 PIX Firewalls 

Router MC 100 VPN routers 

CSPM 50 devices 

Table 6 Large Configuration (Reflects the theoretical maximum scalability metrics.) 

CiscoWorks VMS Module Scalability Metric (up to) 

IDSMC 300 IDS sensors 

Security Monitor 500 events/sec 

PIXMC 1000 PIX Firewalls 

AUS 1000 PIX Firewalls 

Router MC 1000 VPN routers 

CSPM 200 devices ,.-..- _ .., 
-~ 

r: ~_J· ., 

c. - -
. 

·r ~ 
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. - . 
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Server Sizing 

Based on these factors, a closer examination ofthe recommended server sizing for each configuration is now possible. 

It is important to note that these specifications are minimum requirements for individual applications and are 

frequently exceeded in many deployments. The general rule o f thumb here is, if it is necessary to choose one metric 

that will have the greatest affect on performance, then increase the amount o f RAM. It is also important to pay 

attention to the scale limits of each application. If you are approaching some o f those theoreticallimits, it might be 

a good idea to increase the horsepower ofyour VMS server(s). For example, it is not out ofthe question to see a P4 

2.2GHz CPU with 4GB of RAM running VMS applications. For a general guideline, please see Table 7. 

Table 7 Server Recommendations for CiscoWorks VMS Configurations 

Configuration Small Medi um Large 

CPU PI111.GHz •. P.lll 1.4GHz P4 2.0GHz 

RAM 1GB 1.5GB 2GB 

Virtual memory 2GB 3GB 4GB 

Hard disk space 9GB 20GB 40GB 

Server Deployment Rules of Thumb 

In terms o f application compatibility, there are severa) rules to follow: 

• CD-One, RME, and VPN Monitor MUST reside on the same server. 

• Router MC, IDS MC, Security Monitor, PIX MC, and AUS must be installed on top of Common Services. 

However, since more than one instance of Common Services can be installed, these can still be deployed across 

different servers. 

CD-One MUST be installed before Common Services. 

Given these conditions, CiscoWorks VMS can have extremely flexible deployments. Ali of the components can be 

installed and run on a single server. On the other si de o f the spectrum, each o f these components can be installed on 

its own individual server. This extremeis not practical and deployment will generally depend on a number o f factors , 

including the following four: 

1. Which applications do you actually need? 

Although VMS provides a rich, comprehensive management solution, it is possible (and perhaps even probable) that 

users will not need every single tool. The first question that should be asked is: Which applications do I actually need? 

Once this h as been determined, users can choose to install only the modules that are needed. Figure 2 shows a table 

that provides the installation order based upon the different management options provided they are installed on a 

single server. -- - , -~ 

~-·· 0150 

6 9 o 
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Figure 2 

CiscoWorks VMS Module lnstallation Matrix 

Legend · 

~ Manage VPN Router 

li*] Manage PIX Firewall 

Manage IDS Sensor 

Management Options lnstallation Order 

. (1) CD-Oné. (2) RME. (3) VPN Monitor; (4) Commoo Services. (5) Router MC ' 

I (1) Common Services, (2). PIX MC, (3) AOS 

(1) Common Services •. (2)1DS MC. (3) Security Monitor 

(l) CD-One, (2) RME. (3) VPN Monitor, (4) Common Services, (5) Router·Mc. 
(6) PIX MC, (7) AUS 

(1) CD-One, (2) RME, (3) VPN Monitor. (4) Common Servíces, (5) Router MC, 
(6) IDS MC, O) Security Monitor 

(l) Common Services, (2) PIX MC, (3) AUS, (4) IDS MC. (5) Security Monitor 

(1) CD-One, (2) RME. (3) VPN Monitor, (4) Gommon Servíces. (5) Router MC, 
(6) PIX MC. (7) AUS, (B) IDS MC, (9) Security Monitor 

Note: This table provides basic guidelines. Obviously, not ali the combinations and tools within VMS are 

covered-just those with installation arder dependencies. 

• Installation Option 1: For VPN management, it is the monitoring component that is covered by CD-One, RME, 

and VPN Monitor. If monitoring is not necessary, these modules do not need to be installed. 

• Installation Option 2: For PIX management, AUS is only necessary in arder to take advantage ofthe auto-update 

feature for PIX configuration and software deployment. 

Ci sco Systems. Inc. 
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2. How many devices will each application manage? 

If one o f the applications being used is approaching its theoretical scale limits, it is a good idea to dedica te a server 

to that application. For obvious reasons of resource allocation and task distribution, it is best not to have other 

applications using valuable CPU resources when trying to manage a large number of devices. 

For example, if an instance o f PIX MC is installed that is managing 800 PIX Firewalls, and the user is also trying to 

roll out a hub and spoke VPN deployment across 600 router spokes, it is probably a good idea to break these 

applications apart onto dedicated servers. 

3. How many administrators will me using these applications? 

In some multi-administrator environments, it makes sense to explore different deployment options for VMS. Because 

there are so many applications involved, and they each have a very distinct purpose, it is possible that there will be 

different security administrators using different applications. In this case, it is probably better to split these 

applications onto dedicated servers. This way, if one application is busy with a resource-intensive task such as 

generating configuration files, the second application will not suffer any degradation in performance. 

4. What types of cost restrictions exist in terms of server procurement? 

Does the organization using CiscoWorks VMS have (or have the ability to get) multiple servers? In some cases, there 

may only be enough budget to allocate to one server. If this is the case, then it is always better to shoot for a high-end 

server that exceeds the minimum system requirements. This allows roam for growth, as well as improved 

performance. 

More is Better 

The bottom !in e is, if at ali possible , use multi pie servers and split the applications across them as they make sense. 

Generally, for better scalability, resource allocation, task distribution, and roam for growth, more is better as long 

as it doesn 't become cumbersome and unmanageable. Also keep in mind that ifyou decide to combine multiple 

applications onto a single server, you will need to pay special attention to the hardware requirements of each 

application and adjust accordingly. 

The following figure and section breaks down some basic deployment options and provides some general guidelines 

covering most customer scenarios (Figure 3). Note that these are simply recommendations, and do not necessarily 

indicate that CiscoWorks VMS must be deployed in this manner. 

r~ · - -r\\ .. 
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Figure 3 

Server Deployment Options 

Option 1: Single Server Deployment 

For small-scale security environments with a single network security administrator, a single server deployment is 

recommended. This has the benefit of being low cost to the organization and guarantees ease of administration. 

Option 2: 2 Servers: Configuration and Monitoring 

This deployment option breaks down the VMS applications across function. One server is dedicated for monitoring 
and the second server is dedicated for configuration. 

Server 1: Configuration 

This security management server is designed to combine ali o f the CiscoWorks VMS applications that assist in 

configuration. Whether the infrastructure is VPN Router, PIX Firewall, IDS Sensor, or Host IDS Agent, this server's 
primary function will be configuration. The relevant applications are: 

• Common Services 

• PIX MC 

• AUS 1 

• VPN Router MC 

• IDS MC 

• Cisco Host IDS Console 

• Cisco Secure Policy Manager (CSPM) 

I. AUS primarily provides configuralion and softwa re updates to rema te P!X Firewalls. For this reason. it is frequently recornm ended t.o place the 
AUS within the organiza tion"s DMZ. !f this is the case. we recomrnend using a dedicated server for AUS. 
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Server 2: Monitoring 

The second server in this deployment option is dedicated for monitoring. VPN Monitor is used for IPsec MIB 

monitoring and Security Monitor is used for consolidated event viewing of Post Office IDS, Host IDS, PIX, and lOS 
Syslog messages. The applications for this server are: 

• CD-One 

• RME 

• VPN Monitor 

• Common Services 

• Security Monitor 

Option 3: 3 Servers: Security Application Function 

The third deployment option centers around splitting up the CiscoWorks VMS application according to security 

technology (ar infrastructure) managed. The first server deals with VPNs, and generally this covers IOS-based VPN 

routers. The second server contains the applications used to manage the PIX Firewall. Finally, the third server is 

dedicated to the management and monitoring of IDS-both network-based and host-based IDS. 
Server 1: VPN 

• CD-One 

• RME 

• VPN Monitor 

• Common Services 

• VPN Router MC 

Server 2: Firewall 

• Common Services 

• PIX MC 

• AUS 

• CSPM 

Server 3: IDS 

• Common Services 

• IDS MC 

Security Monitor --
• Cisco Host IDS Console 

Option 4: 4 Servers: Granular Management Control --~ 
For greater granularity and scalability benefi ts, further divide the deployment. The main difference with this option 

is the use o f a dedicated server for AUS, since it is placed within a different subnet o f the network! b_{it~ _ 

difference is the use o f a dedicated server for the policy management tool CSPM. This makes sense beca use CSE _ 

does not have any natural integration with the other products in the bundle and it is also resource intensive. As sue h, 

it is recommended to split it up and have a dedicated system for policy management across mixed environments. 

Cisco Systems. Inc. 
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Server 1: Configuration 

• Common Services 

• PIXMC 

• VPN Router MC 

• IDS MC 

• Cisco Host IDS Console 

Server 2: Monitoring 

• CD-One 

• RME 

• VPN Monitor 

• Common Services 

• Security Monitor 

Server 3: Remate Management (placed in DMZ) 

• Common Services 

• AUS 

Server 4: Policy 

• CSPM 

Again, keep in mind that these are only recommendations. There are numerous combinations and deployment 

options available and each case should be considered on an individual basis. There will likely be many cases where 
customers don't even want to use ali of the possible applications within VMS. 

CiscoWorks VMS Applied 

Now that we have determined how to deploy the components o f CiscoWorks VMS from an installation perspective, 

we need to take a look at how these applications should be deployed from a functional standpoint. Three basic 
questions will be addressed in this section: 

1. What is the management function of each application? 

2. What devices can I manage? 

3. What types of services do I need to enable? 

The first question requires a detailed look in to the capabilities o f each product. This information is used to figure out 

what aspects o f security management can and should be managed by each o f the components within VMS. 

Answering the second question will clarify confusion surrounding the variances in devicesupport by the component 

applications. Finally, the last question looks at how each application touches the device(s) that it manages. By 

examining the communication protocols being used, we can compile a list o f requirements that ensures a successful 
- 1 deployment of VMS. For the sake of clarity, we will examine each of the questions on a produ~t/~erver basis . 

Note: The components o f a Cisco network infrastructure are di verse and varied; howeve.r,. for thi~ it~ii J 

surrounding security, we will focus on five classes o f objects: lOS routers, PIX Firewalls , V N concentrators, IDS 

sensors, and IDS host agents. This does not imply that VMS is not able to manage other elements, simply that"th'eSe 
are the pieces we must pay special attention to for security issues. 

OC' ~ ~ -- 9 ~ 
Cisco Systems. Inc. 

Ali contents are Copyright © 1992-2002 Ci sco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
Page 15 of34 

• ''- ' • I • • ·' '·•' •\,·~· ~-t:: ~ ~ ... _._. ,'' • • '• o • ~ ·" ~ • 



( 

• 

A Word About Management Subnets (Out-of-Band Management) 

In many networks, it is desirable to design a separate management subnet. This is commonly referred to as 

out-of-band management and describes a situation where the management stations reside on an isolated subnet 

separate from the network elements they are trying to manage. This is attractive to many network administrators 

due to the inherent higher levei o f security and clear functional division within their network. 

As is the case with ali network management tools, however, CiscoWorks VMS requires network access to the devices 

that it is trying to manage. So when making this decision, consider that, while it might be desirable to have a 

completely isolated management subnet, it will do no good unless there is IP connectivity to the rest ofthe network. 

This must be carefully planned out when deploying VMS in such an environment. 

CD-One (CiscoView) 

What is the management fullction? 

CiscoView provides graphical Web-based device management. Users ofCiscoView see a graphical representation on 

their computer screen and are able to monitor real-time device status, and in certain cases make configuration 

changes to those devices. From a CiscoWorks VMS perspective, CiscoView is positioned as a troubleshooting tool. 

If there is a problem within the network, and that problem has been isolated to a single device o r interface, then 

CiscoView can be used to take a look at the statistics associated with that device and potential configure variable(s) 

to solve the problem. 

What devices does it manage? 

CiscoView provides support for the majority of the Cisco lOS routers, Cisco VPN 3000 Series Concentrators. and 

the Cisco PIX Firewall 501 and 506 Series. 

Which services do I need to enable? (Application protocol requirements) 

CiscoView relies entirely on SNMP get/set operations (UDP port 161) for its functionality. From the CiscoView server 

to the device, you need to enable SNMP traffic. Furthermore, the devices that you are managing must be configured 

to support SNMP. The Cisco lOS Software devices can support both get and set operations (for both monitoring and 

configuration) , so both read and write community strings are configured separately to provide this levei of 

granularity. For the VPN 3000 Concentrators and the PIX Firewalls, only SNMP read operations are supported- so 

while you can monitor these devices, configuration using CiscoView is not possible. 

Resource Manager Essentials 

What is the management function? 

Describing the functions o f Resource Manager Essentials (RME) would take an entire pape r by itself. In general (and 

from a security perspective), this application provides basic network management operations and administration. 

Basically, this tool provides: 

• Inventory management to keep track of the devices within the infrastructure 

• Configuration management to manage config uration o f the network devices 

• Change audit control to keep track of any changes (configuration or otherwise) occurring in the petwork .v 

• Software image management to facilitate the maintenance o f software versions . .L\. 1 r; {L 
. ~t 'l. [''lJ·~ J t1. 

Syslog management to receive and analyze syslog messages sourced from the network devtces . .-~-~= 
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This list confirms that RME functionality provides benefits beyond the scope ofsecurity infrastructure management. 

For the purposes o f this discussion, focus is on the benefits it provides to our reference environment. O f special 

interest is the fact that RME can generate configuration reports, software image upgrade analysis, and syslog reports 

specific to VPN-related infrastructure and environments. 

What devices does it manage? 

RME provides support for Cisco IOS routers, VPN 3000 Concentrators, and PIX Firewalls (506, 515, 520, and 525 

Series). For the concentrators, RME does NOT support configuration management and only provides limited 

support for software image management. For the PIX Firewalls, RME provides limited support for syslog 

management. Refer to the diagram o f our reference topology and notice this covers ali aspects o f ou r network with 

the exception o f the IDS sensor. For this reason, RME is frequently referred to as ou r "core" management 

application . 

Which services do I need to enable? (Application protocol requirements) 

RME depends on severa! protocols to manage its devices. These include SNMP, Telnet, TFTP, and Syslog, among 

others. Because the subcomponents of RME are so varied, along with the different devices, we've summarized the 

application protocol requirements for this tool in Table 8. 

Table 8 CiscoView and RME Protocol Requirements 

Application Traffic Flow Service(s) TCP/UDP Port Number 

CiscoView 

~---
SNMP UDP 161 

"'--'-' 

lnventory Manager 
~ _______. ~!il 

SNMP UDP 161 

"----Jd -... 

Configuration Manager 

~-~ 
Telnet TCP 23 

~) TFTP UDP69 

SNMP UDP 161 

Software lmage M anager ~ ,.- ;-,,.._ Telnet TCP 23 
~-y--, TFTP UDP69 

~:!i 

SNMP UDP 161 

Change Audit Services 
w-~-

Syslog UDP 514 

...._____) ~ 

Availability Manager 
~ ~,. .. Telnet TCP 23 

~ -----+ báâ11 SNMP UDP 161 

I CMP N/ A 

Syslog Analyzer Syslog UDPS14 ll ~ _,. . 
1-J ~tnâai 

.... ' 

I . 0157 
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Figure 5 

PIX MC Applied 
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lOS VPN Router 

Auto Update Server 

What is the management function? 

IDS Sensor e 
Branch Office-IOS 

Site-to-Site 

Public Internet 

Branch Office-PIX 
Site-to-Site 

AUS is responsible for storing configurations and software images for PIX Firewalls. Firewalls operating in 

auto-update mode periodically contact AUS to upgrade software images, configurations, and versions of PDM, and 

to pass device information and status to AUS. Using AUS also facilitates managing devices that obtain their addresses 

through Dynamic Host Configuration Protocol (DHCP) or that sit behind Network Address Translation (NAT) 

boundaries. Typically, because ofthis management function , the AUS is deployed in a publicly accessible DMZ which 
the remate side PIX Firewalls can contact directly. 

What devices does it manage? 

PIX MC is used to manage the PIX Firewalls deployed throughout your network. These include ali the PIX platforms: 

50 I , 506E, SISE, 525 , and 535 Series. AUS requires that PIX Firewalls run OS version 6.2 since it requires the Auto 
Update feature. 

Which services need to be enabled? (Application protocof requirements) 

AUS talks to two different pieces in ou r topology diagram. The first piece it talks to is the PIX MC server. I f these 

two applications are installed on the same system, no changes are necessary to the communication architecture. 

However, ifthey are installed on different servers, the PIX MC server will push configuration files to AUS using SSL, 
making it necessary to open up TCP 443 to the AUS system. 
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The second piece is the actual communication between the AUS and the PIX Firewall itself. In this scenario, there is 

two-way communication and both occur via SSL. Therefore, it is not only necessary to open up TCP 443 to the AUS 

from the PIX, but also vice versa. For transfer o f binary images (PIX and PDM software), this will be transferred via 

standard HTTP over TCP 1751 (this can optionally be changed to SSL). Figure 6 illustrates how AUS is applied to 
our reference topology. 

Figure 6 

AUSApplied 

Management Center for IDS 

lOS Sensor 

lOS VPN Router 
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' 
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Management Center for IDS (IDS MC) manages configurations for Cisco Intrusion Detection System Sensors. All 

aspects o f senso r configuration can be managed through a series o f Web-based screens, including individual sensors 

ora group of sensors hwing a common configuration. The sensor configuration data resides in a data base. IDS MC 

can also perform signature updates by downloading the update archives from the Cisco web location and then 
distributing these signature updates to the appropriate sensor groups. 

A separate but closely related product, Monitoring Center for Security (Security Monitor). provides event collection, 
viewing, and reporting capability for network devices. This is covered in the next section. 

..... --

0159 
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What devices does it manage? 

IDS MC manages the Cisco IDS appliance sensors as well as the Cisco IDS Module for the Catalyst 6500. The IDS 

software required for the application depends on the platform (See Table 10). 

Table 10 Required IDS Sensor Software for IDS MC 

IDS Sensor Platform Minimum Required Software 

Cisco lOS Appliance Sensor 3.0.11 

Catalyst 6000 lOS Module 3.0.51 

1. IDS 4.0 software will be supported in a future release of IDS MC and Security Monitor. 

Which services need to be enabled? (Application protocol requirements) 

IDS MC uses two protocols to manage the IDS sensors: First, it uses Secure Shell (SSH) to secure remate login to the 

sensors. Second, it uses SCP to secure the transfer o f the actual sensor configuration files. Session-Control Protocol 

(SCP) uses SSH for data transfer. so TCP 22 needs to be allowed to the sensors. Figure 7 illustrates how IDS MC is 

applied to our reference topology. 

Figure 7 

lOS MC Applied 

DMZ Servers& _ 

. V IDS Sensor 

Enterpnse HQ 
0 

• ea 
DMZ 

IDSMC 

lOS VPN Router 

Security Monitor 

What is the management function? ...,_ --
Monitoring Center for Security (Security Monitor) provides a Web-based interface for event col!:ction, 1}1_n4} ced 

monitoring for the following devices: 

• Cisco Intrusion Detection System Sensor running Post Office software 

• Cisco lOS router running IDS software 

• Host IDS Sensor via the Console 

• PIX Firewall 
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The Security Monitor displays events on a customizable event viewer, and allows the user to write some basic event 

correlation rules to consolidate events. These rules can also be set up to kick off real time notifications. 

What devices does it manage? 

Security Monitor can receive security events from five sources with the following software requirements: 

Table 11 Required Software for Security Monitor Devices 

Security Event Source Minimum Software Required 

Cisco IDS Appliance Sensor 3.0 .1 

Catalyst 6000 IDS Module 3.0.5 

lOS router lOS with IDS features set 

PIX Firewall Any version that supports syslog 

Host IDS Console 2.5 or later with integrator software 

Which services do I need to enable? (Application protocol requirements) 

Beca use of the number o f data inputs, consider each o f these individually in terms of application protocol 

requirements. For the Post Office devices (sensor appliance and IDS module) , Security Monitor uses Post Office 

protocol to forward events. For the other data sources (Cisco lOS Software, PIX and Host IDS), the events are sent 

to Security Monitor via syslog. So make sure to allow Post Office (UDP 45000) and syslog (UDP 514) to the Security 

Monitor server. Figure 8 illustrates how Security Monitor is applied to our reference topology. 

Figure 8 
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oMz serversa~­
, ~~,. 

t:.._._J " 
Enterprtse HQ 

DMZ 

lOS Sensor 

ÉS 
Cisco H lOS Console j .... ······· / 

~ PIX Ft_()W~·;;··· / Enterprise 
-~, ~ -~- ' Gateway 
___,.......) <) .... ·1 'I I 

: ~=.::~~-·::::::::::>·· 
t ::::::.··· 
~~: ...... ·· · 
~······ ... . 

Secunty Momtor ·· .. 

lOS VPN Router 

Cisco Systems. Inc. 

....... ;,... PostOffice 

.. .. ... ).- Syslog 

Ali contents are Copyr~ g h t © 1992-2002 Cisco Systems. Inc. Ali ri ghts reserved. lmportant Notices and Privacy Statement. 
Page 24 of 34 

0161 



• 

VPN Monitor 

What is the management function? 

VPN Monitor provides monitoring statistics for the enterprise head-end VPN devices-this means the "hubs" o f a 

hub-and-spoke VPN topology. In our reference topology, this refers to both the Cisco 7XOO Series Router and the 

VPN 3000 Concentrator, so proper connectivity from the VPN Monitor server to those devices is necessary. This 

application provides statistical VPN information in both graphical and tabular format. It can also be used as a 

graphical notification tool when certain VPN-related thresholds (that are user configurable) are violated. With VPN 

Monitor, network administrators can get an overall view of how their VPNs are doing by Iooking at metrics that 
include encrypted traffic statistics, secure handshake negotiations, packet replays, and so on. 

What devices does it manage? 

VPN Monitor supports Cisco IOS VPN routers with the necessary IPSec MIB support as well as VPN 3000 

Concentrators. Currently, the appÜcation supports the Cisco1700, 2600, 3600, 7100, and 7200 Series routers. The 
software image version requirements are: 

• 1700, 2600, or 3600 IOS Router-12.2(4)T or !ater 

• 7100 or 7200 IOS Router-12.1(5a)E or !ater 

• VPN Concentrator 3000 Series-2.5.2f or !ater 

Which services do I need to enable? (Application protocol requirements) 

Much like CiscoView, VPN Monitor requires SNMP (UDP port 161) to function. The VPN Monitor server 

periodically polls the devices to retrieve the IPSec MIB information. Since this is purely a monitoring tool , it is only 

necessary to consider SNMP get operations on these two classes o f devices. This corresponds to configuring the 

SNMP read community string on the network devices that need to be managed with VPN Monitor. Figure 9 
illustrates how VPN Monitor is applied to our reference topology. 

Figure 9 

VPN Monitor Applied 
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Note: Given these requirements, it IS possible to use VPN Monitor on a remate VPN device. However, this is not 

entirely practical for two reasons: First, this type o f monitoring does not scale as well. Second, in most cases it is 
sufficient to view the VPN metrics from one end o f the tunnel (and not both). 

Cisco lOS Host Sensor 

What is the management function? 

The Cisco IDS Host Sensor (Cisco HIDS) application is a product that complements the network-based IDS 

management provided in IDS MC and Security Monitor, and gives CiscoWorks VMS a truly comprehensive solution 

to manage intrusion detection. The basic premise o f Cisco HIDS isto protect individual host systems from intrusion 

detection. The software (agent) sits on the host itself and examines system calls to the OS kernel, comparing these to 

a data base o f well-known signatures. Events are reported back to a central Cisco HIDS Console system, which 

consolidates the information from the agents it is managing. If a signature match is found , Cisco HIDS will prevent 
the operation and shoot off a real-time notification. 

This protection model is provento mitigate well-known threats such as the NIMDA and Code-Red worms without 

any user configuration. This means the Cisco HIDS agent software is especially important to use on important 

network hosts, at the user's discretion. In our reference topology, the Cisco HIDS agent code is installed on ali the 

network management servers that comprise the VMS solution, thus protecting the important network management 

systems. These servers report IDS events back to the HIDS Console system, which are then forwarded to Security 

Monitor, provided the integrator software is installed on the HIDS Console. Users are asked to pro vide the IP address 
and syslog listening port o f Security Monitor during the installation of the integrator. 

What devices does it manage? 

The Cisco HIDS application does not directly interact with Cisco network devices. It interacts with network hosts 

with the Cisco HIDS Agent code installed. At present, the following server OS versions are protected: 
• Windows NT 4.x Server 

• Windows NT Enterprise Server (SP 3 or !ater) 

• Windows 2000 Server 

• Windows 2000 Advanced Server 

• Solaris 2.6 , 2.7 , and 2.8 

The following Web servers are protected: 

• Windows IIS Web Server 

• Solaris Apache 

• Solaris Netscape Enterprise 

• Solaris iPlanet ·• 

Consult product documentation to verify the current available option of the Cisco HIDS Agent software. C ' 

~.1 
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Which services do I need to enable? (Application protocol requirements) 

For Cisco HIDS to work properly, the agents must be able to communicate with the console. This is necessary so that 

the agents can report IDS events to the console, andjust as importantly, the console can push configuration changes 

out to the agents. This communication is accomplished through a proprietary protocol that travels on TCP port 

5000. This port number is actually a configurable option upon install, but TCP port is the default value. Figure 10 
illustrates how the Cisco HIDS application is applied to our reference topology. 

Figure 10 

Cisco HIDS Console and Agents Applied 
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Cisco Secure Policy Manager 

What is the management function? 

Cisco Secure Policy Manager (CSPM) is an end-to-end security policy tool. Network administrators use CSPM to 

define and deploy security policies for their networks. This can be something as simple as what hosts or networks 

are allowed to access their network, or it can be something much more complex involving encryption, access 

methods, and other variables. The point is that, using CSPM, network administrators can implement policy 
management across their mixed network infrastructures. 

From the perspective o f ou r reference topology, the role o f CSPM is twofold: 1. It manages traffic encryption policy 

by handling the VPN configuration that allows the user to configure the hub and spoke VPN tunnels between the 

7XOO Series Router on the corporate network to the endpoints on the branch sites (both lOS and PIX devices) . 2. It 

allows the user to configure security policies on the PIX Firewall(s) and also the firewall feature set on the lOS 
enterprise gateway, defining basic firewall policy distribution. 

What devices does it manage? 

As can be inferred from the previous paragraph, CSPM is able to manage the Cisco lOS routers and PlX Firewalls. 
The software image version requirements are: 

• Cisco lOS Router- 12.0(5) or !ater with the FW-DES feature set 

• PlX Firewall-4. 2.4 or ]ater with the Data Encryption Standard (DES) feature set 

Other versions can be added and managed as well , using the version management utility in CSPM. 
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Which services do I need to enable? (Application protocol requirements) 

CSPM requires severa) protocols in arder to function. First, when applying a security policy across the network, 

CSPM will use Telnet (TCP port 23) to connect to the device(s) and make configuration changes. The second protocol 

is syslog (UDP port 514). The CSPM h as the ability to receive and consolidate syslog messages from the Cisco devices 

that it is managing. The application keeps an archive ofthese syslog messages and can use them to generate reports 

based upon the information they provide. Based on these requirements, the devices must then be configured to 

support these services. For both Cisco lOS Software and PIX, the telnet service along with a login password must be 

enabled . These devices also need to be configured to point their syslog messages to the CSPM server. Note that those 

devices managed by both RME and CSPM will now be sending their syslog messages to two different hosts. Figure 
11 illustrates how CSPM is applied in our reference topology. 

Figure 11 

CSPM Applied 
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Putting lt Ali Together 

Clearly, it is important to distinguish which components to use, determine where to deploy the various components 

o f VMS, and identify what elements o f the network infrastructure each piece manages. Table 12 summarizes the 

information presented in this section along with the associated management protocols that must be enabled in arder 

for the applications to function properly. 

Table 12 Summary of CiscoWorks VMS Components Applied 

Application Traffic Flow Service(s) TCP/UDP Port Number 

CiscoView 
~ ---~ 

SNMP UDP 161 
-~~ 

~ 

lnventory Manager 
~ =~·~ 

SNMP UDP 161 
- S?t;i 

"---' 

Configuration Manager 

-~-bijJ 
Telnet TCP 23 

TFTP UDP69 

SNMP UDP 161 

Software lmage Manager 

~-~ 
Telnet TCP 23 

TFTP UDP69 
~ 

SNMP UDP 161 

Change Audit Services 

tfi)-Si: 
Syslog UDP 514 

~ 

Availability Manager 

~-Qâl 
Telnet TCP 23 

SNMP UDP 161 
'-'-' 

ICMP N/ A 

Syslog Analyzer 

~-~ 
Syslog UDP 514 

'---Jd 

Caveats 

When deploying VMS, it is important to realize the specific services required by each individual application, as 

outlined in the previous section. In certain instances, two different applications may require the same type o f access 

to a particular device (for example, CiscoView and VPN Monitor both use SNMP to retrieve the management 

information). However, beca use some ofthe applications within VMS have a security focus, sharing access to a device 

can be a potentially contentious situation. This section discusses some ofthe things that need to be considered should 

you deviate from the deployment guidelines provided in this document. 

Considerations with Network Address Translation 

In many topologies, Network Address Translation (NAT) is used. This is an excellent feature for security and address 

space conservation, but it can create some problems with management tools . This secti~ Q~...,sOo. e oi 
RO n v '"' O. • c 

caveats and issues that may occur if CiscoWorks VMS is deployed into a network envi CC.,~rt '::"ô f~OS 
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NAT and AUS 

If the AUS application is used and the server is sitting behind a NAT gateway, pay special attention to the PIX 

Firewalls you are managing. Consider a remate PIX that contacts the AUS server. It will actually contact the NAT 

address (not the real address) . When the AUS responds with the proper URL to download the updated configuration 

or software image, it will use the NAT address. Conversely, if the AUS is NOT behind a NAT gateway, you could 

also configure it to provide it's real address (Figure 12). The bottom line is that you have to decide to use the NAT 

address or the real address for ALL the PIX Firewalls you are managing-NAT and non-NAT addresses cannot be 
mixed within a single installation of AUS. 

Figure 12 

NAT andAUS 

AUS 

Reai1P: 10.1.1.1 a· . 
NAT IP: 192.168.1.1 . ' "!'~~ . :~-••. 
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DMZ 1 ·········... ········· ... Auto Update to AUS 
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-~ NA ::.d IP in URL · ······~ 

Public 

PIX Firewall 
(NAT Gateway) 

ln1eme1 
Remote PIX 

· Firewall 

When it is necessary to manage PIX Firewalls (both internai and externai), we recommend installing two copies of 

AUS-one for the externai firewalls that will use the NAT address and one for the internai firewalls that will use the 
real IP address. 

NAT and Router MC (Hub Side) 

When using Router MC to set up a hub-and-spoke VPN environment, be carefui about the hub router VPN interface. 

Because ofthe way the product is designed , this interface cannot be behind a NAT gateway. The VPN termination 

interface must be a publicly addressable IP subnet. I f it was behind a NAT gateway, then from the perspective o f the 

peer it would be necessary to assign it the NAT'd address. The Router MC application. however, oniy allows you to 

assign by interface and not IP address-so the peer statements will be incorrect. Refer to Figure 13 to see how the 
VPN topoiogy must be built for compatibility with Router MC. 

- ----·-- . 
R03 no .Q /20~5 - CNl 
CPMI ___ - CO~'t!~' 'i 
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Figure 13 

NAT and Router MC 
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must be PUBLJC 

There is also a deployment caveat with NAT and VPN spoke devices. Router MC needs to manage the spoke devices 

(VPN peers) with their real IP address. The current version o f Router MC does not support the situation where the 
spoke is behind a NAT gateway. 

Managing a Device with CSPM and a MC 

With the number of different applications within the VMS bundle, it is possible to have some functional overlap 

between tools. For example, ifyou want to change a PIX Firewall access rule, you can use either CSPM or PIX MC. 
This section describes some caveats and issues that exist when using overlapping applications. 

CSPM and PIX MC 

The first area o f functional overlap is between CSPM and PIX MC. Both applications can be used to manage firewall 

device settings and access rules. So what happens when somebody tries to use both tools? Will this configuration even 
work? 

The short answer is that this will NOT work. What will happen is when a configuration change is made using one 

ofthe applications, it will overwrite that change with the other application. This can be avoided by doing a re-import 

o f the existing configuration before every deployment, but this is not practical. Also , you would need to make sure 

that you had an access rule set up to allow SSL traffic to the PIX. The recommendation here is to either use CSPM 
or PIX MC to manage a device, but not both. 

CSPM and Router MC 

The second area o f functional overlap involves CSPM and Router MC. Both applications can be used to configure 

site-to-site VPNs on lOS VPN routers. CSPM can also be used to configure the firewall features set on those routers. 
Here, the consideration when each application would be used and how the two can work together. 

As with PIX MC, avoid managing a single router's VPN settings with multi pie applications. Even though Router MC 

does not push out a whole configuration file to the device (it sends out individual command )~'i ! i,s P§JSS~? , ~?,a ~ CN 
something will get overwritten in the original configuration . Looking at the reverse, it is defim fl 1• i? Po~ eet} ~fRS;!'P&S 
tries to configure a router that has already been configured with Router MC. The devi ce will ef to be re-imported 

in to the CSPM database every time, just to make sure your configuration is current. Thi s i; a sm~~ract i ca l 
solution . Either use CSPM or Router MC to manage a device , but not both. · 

3690 -
0~-~------
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When To Use What 

Based on some o f the overlap in product functionality, it can be confusing to decide which product should be used 

in what situations. CSPM is currently the only product that can help manage a mixed environment, so you need to 

use CSPM to set up a VPN tunnel between a PIX device and an lOS device. Otherwise, since they are designed for 

better scalability, it is ALWAYS recommended to use the MC applications instead, based on the network environment 

and management needs. 

Multiple Syslog Daemons 

Severa! applications within the VMS bundle can receive syslog messages from multiple sources. Now, with Cisco 

modified OS support, ali o f these applications can also be instalied on a single server. In this case, it is necessary to 

determine how to make ali o f these syslog daemons compatible. 

First. Iook at which applications can receive syslog messages. and from which devices (Table 13): 

Table 13 Summary of Syslog Server Applications in VMS 

CiscoWorks VMS Module Syslog Source 

RME lOS, PIX, VPN3K 

CSPM lOS, PIX 

Security Monitor lOS, PIX, Host IDS Console 

By default, ali o f these application listen on UDP port 514. This is nota problem i f these applications are split across 

different servers-simply send syslog messages to multi pie sources. However, what happens when ali o f these 

applications are instalied on a single system AND the customer wants to try and take advantage of ali three syslog 

daemons? (Figure 14 .) 

Figure 14 

Syslog Consolidation in VMS 

Cisco HIDS Console 

lOS Router 

PIX Firewall 

------~·. r-
There are two ways that Security Monitor can alleviate this problem. The first is to configun lil9t IJifo · ~ 1 ?n' :;e r f~ 
should listen for syslog messages. By default it is UDP 514 , but it can be changed. Also, Secu i rtMJmitor\c · 6 ~·::> 
up to forward the syslog messages to another port on that same system. This is important bec use CSPJ\;;~4Gn\\ 
the poct oombec> they li>teo to foc 'Y'Iog m=••"'· The othec impoc.,nt f.ctoc ' ' th" PIX Ftf~~' ~·"'"d-,yslõlf 
mess~ges t_o the same host. but different port numbers. In this situation, here is the solution t ' ma~i~ t~st)'og_ 

funct10nahty: ,:) tt _ · 
- J--------------------
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• From lOS, send syslog to RME at UDP 514 

• From PIX, send syslog to RME at UDP 514 

• From PIX, send syslog to Security Monitor at port x 

• From Cisco HIDS Console, send syslog to Security Monitor at port x 

• From Security Monitor, forward syslog to CSPM at port y 

The only caveat here is that CSPM will not be able to receive lOS syslog messages. 

Ideally, at least two servers would be used in this scenario to take advantage o f ali three tools. The first box would 

ruo Security Monitor and CSPM, and the second system would ruo RME. This way, no syslog functionality within 

VMS is lost. 

Running the Cisco HIDS Software with other Applications 

A major component of the CiscoWorks VMS bundle is the ability to manage IDS on a host level-or rather, to 

provide intrusion protection to criticai servers. The management servers for VMS should definitely be considered 

criticai and as such, we also recommend installing the Cisco HIDS agent software on these systems. 

When installing another CiscoWorks VMS module on a server with Cisco HIDS, make sure the agent is in "Full 

Warning" mode during the install process. Running in "Full Protect" mode, it is possible that the normal operations 

ofthe software may trigger a HIDS event and, as such, may actually be prevented. In this case, a false positive would 

have ao adverse effect on your management system by not allowing it to perform a legitimate task. In most cases, 

you should first install the Cisco HIDS agent and ruo it in "Full Warning" mode. Do this for the first severa! weeks 

o f regular use to develop a baseline. This allows the user to first see events-but they will NOT be prevented. Based 

on this activity you can then identify any false positives and create appropriate exceptions. When the exceptions are 

configured, then you can change the status o f your management server agents to "Full Protect" to ensure that the 

server is properly shielded. 

Even using this deployment method, note that even in "Full Protect" mode out ofthe box, the HIDS agent software 

does not prevent any normal operations by any o f the applications in the VMS bundle. 

Compatibility lssues with lOS Event Viewer 

Cisco IDS Event Viewer (IEV) is a java-based application that lets users view and manage alarms from up to three 

IDS sensors. At the time o f this writing, when IEV is installed on a PC, that PC can NOT be used as a client for the 

CiscoWorks VMS Web-based modules. While this compatibility limitation will be addressed in future releases, the 

current workarounds for this limitation are: 

• Uninstall IEV from that client system 

• Use a different PC as your client system 

This will not be an issue for most users. Those using IDS MC and Security Monitor will most likely not need IEV 

as well. 
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r~r-_; n° 0312\.,G0 - CN 
Ml - CORREIOS 

~. fiQ l o7 Q__ 

r3.6 9 O 
!...1 ., ..~. _____ -- -

Ali contents are Copyright © 1992-2002 Cisco Systems. Inc. Ali rights reserved. lmporta nt Notices and Pri vacy Statement. 
Page 33 of 34 



" 6dtJoof-Band Management 

In many networks, it is desirable to design a separate management 

subnet. This is commonly referred to as out-of-band management 

and describes a situation where the management stations reside on 

an isolated subnet separate from the network elements they are 

trying to manage. This is attractive to many network administrators 

due to the inherent higher levei of security and clear functional 
division within their network. 

As is the case with ali network management tools, however, 

CiscoWorks VMS requires network access to the devices it is trying 

to manage. So when making this decision, consider that, while it 

might be nice to have a completely isolated management subnet, it 

will do no good unless there is IP connectivity to the rest o f the 

network. This must be carefully planned out when deploying VMS 
in such an environment. 

( 

• 

Conclusions 

Evolution of VPNs and Security 

In the recent past, we have seen huge growth in the need for network 

security, specifically in two areas: perimeter network security and 

secured transactions over public infrastructure. This growth has 

made it necessary to evolve how a management scheme handles this 

environment, which has resulted in the introduction o f the 

CiscoWorks VPN/Security Management Solution (VMS). 

The CiscoWorks VMS provides customers with applications to 

assist in the management o f their security-specific hardware such as 

the Cisco VPN 3000 Concentrator series, Cisco lOS VPN routers, 

Cisco PIX Firewalls, and Cisco IDS products. VMS addresses the 

challenges o f VPN deployment, monitoring, development o f 

perimeter security policies, and management o f intrusion detection. 

This paper provides some basic deployment guidelines for VMS by 

outlining the different components o f the solution, what they do, 

and how they can be configured to work together. After reading this 

document, the user should clearly understand how VMS fits into the · 

network management scheme and the values it adds. 

As with any dynamic environment, the needs and technologies 

around network security are constantly evolving. From a network 

management perspective, CiscoWorks VMS will continue to evolve 

to provide a comprehensive set o f tools to manage the unique 
aspects of this environment. 
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Release Notes for VPN Client, 
Release 3.6.3.8 

CCO Date: February 7, 2003 

Part Number 78-15450-01 

Note You can find the most current documentation for the VPN Client at 
http://www.cisco.com or http://cco.cisco.com. These electronic documents may 
contain updates and changes made after the hard copy documents were printed. 

CISCO SYSTEMS 

® 

These release notes support VPN Client software Release 3.6 and all of its 
incrementai "point" releases through Release 3.6.3.B. Please note that product 
release numbers are not necessarily consecutive. These release notes describe new 
features , limitations and restrictions, interoperability notes, caveats, and related 
documentation. Please read the release notes carefully prior to installation. A new 
section, "Usage Notes," describes interoperability considerations and other issues 
you should be aware of when installing and using the VPN Client. 
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lntroduction 
The VPN Client is a set of software applications that runs on a Microsoft® 
Windows®-based PC, a Sun ultraSPARC workstation, ora Macintosh personal 
computer that meets the system requirements stated in the next section . In this 
document, the term "PC" applies generically to ali these computers, unless 
specified otherwise. 

The VPN Client on a remote PC, communicating with a Cisco VPN device at an 
enterprise or service provider, creates a secure connection over the Internet that 
lets you access a private network as if you were an on-site user. This secure 
connection is a Virtual Private Network (VPN). 

• Release Notes for VPN Client, Release 3.6.3.8 .. 
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System Requirements • 

System Requirements 

Computer 

Computer with a 
Pentium® -class 
processor or 
greater 

Computer with 
and Intel x86 
processor 

•' 78-15450-01 

Refer to Chapter 2, "Installing the VPN Client," in the VPN Client User Guidefor 
Windows, Release 3.6 or Cisco VPN Client User Guidefor Linux, Solaris, and 
Mac OS X, as appropriate for your platform, for a complete list of system 
requirements and installation instructions. 

• To install the VPN Client on any system, you need 

- CD-ROM drive (if you are installing from CD-ROM) 

- Administrator privileges 

• The following table indicates the system requirements to -install the VPN 
Client on each of the supported platforms. 

Operating System Requirements 

. Microsoft® Windows® 95 (OSR2), . Microsoft TCP/IP installed . 
Windows 98, or Windows 98 (Confirm via Start > Settings > 
(second edition) Control Panel > Network > 

. Windows ME Protocols or Configuration.) 

Windows NT® 4.0 (with Service 
. I O MB hard disk space. . 

Pack 6, or higher) . RAM : 

. Windows 2000 - I6 MB for Windows 95/98 

. Windows XP - 32 MB for Windows NT and 
Windows ME 

- 64MB for Windows 2000 

. I28 MB for Windows XP 

RedHat Version 6.2 or )ater Linux . 32MB Ram 
(Intel), or compatible libraries with glibc . I O MB hard disk space 
Version 2.1. I -6 or I ater, using kernel 
Versions 2.2. I 2 or I ater 

Note The VPN Client does not support 
Linux kernel Version 2.5. 

Release Notes for VPN Client, Release 3.6.3.8 . • _ . -~ __ _ _ 
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Computer Operating System Requirements 

Sun 32-bit or 64-bit Solaris kernel OS . 32MB Ram 
UltraSPARC Version 2.6 or !ater 10MB hard disk space . 
computer 

Macintosh OS X, Version 10.1.0 or !ater 5 MB hard disk space 
compu ter 

The Cisco VPN Client supports the following Cisco VPN devices : 

• Cisco VPN 3000 Concentrator Series, Version 3.0 and !ater . 

Cisco PIX Firewall, Version 6.1 (1) and !ater. 

• Cisco lOS Routers, Version 12.2(8)T and !ater 

lnstallation Notes 
Because of platform differences, the installation instructions for Windows and 
non-Windows platforms also differ. 

• Refer to the VPN Client User Guidefor Windows, Release 3.6, Chapter 2, for 
complete installation instructions for Windows users. 

• Refer to the Cisco VPN Client user Guide for Linux, Solaris, and Mac OS X, 
Chapter 2, for complete installation information for those platforms. 

The following notes are important for users who are upgrading to Windows XP 
and users who want to downgrade to an earlier version of the VPN Client 
software. 

• lnstallation Changes - Windows Platforms 

Release 3.6.x includes the following new installation changes for Windows users : 

• The VPN Client no longer replaces the system GINA during the installation 
process . If you enable the "Start Before Logon" feature (available on 
Windows NT, Windows 2000, and Windows XP Professional Edition, but not 
on Windows XP Home Edition), the VPN Client automatically replaces and 
links to the original GINA. 

• Release Notes for VPN Client, Release 3.6.3.8 I RQS-If Õ3/2005 - CN 
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• Windows Installation Package (MSI) is now available for Windows NT (SP6), 
Windows 2000, and Windows XP. 

lnstalling the VPN Client Software Using lnstaiiShield 

Installing the VPN Client software on Windows NT, Windows 2000, or Windows 
XP with InstaliShield requires Administrator privileges. If you do not have 
Administrator privileges, you must have someone who has Administrator 
privileges install the product for you. 

lnstalling the VPN Client Software Using the MSIInstaller 

If you are using the MSI installer, you must have Windows NT-based products 
such as Windows NT 4.0 (with SP6), Windows 2000, or Windows XP. Installing 
with MSI also requires Administrator privileges. 

VPN Client lnstallation Using Windows lnstaller (MSI) Requires Windows NT SP6 

1 78-15450-01 

When you attempt to install the VPN Client using MSI install (vpnclient_en.exe) 
on NT SP3, SP4, or SP5, the errar messages do not indicate that the VPN Client 
cannot be installed on those operating systems because they are unsupported. 
Once the errors occur, no other messages are displayed and the installation is 
aborted. 

When you attempt to run vpnclient_en .exe on Windows NT SP3, SP4, or SP5 you 
see the following messages: 

"Cannot find the file instmsiw.exe (or one of its components). Make sure the path 
and filename are correct and that ali the required libraries are available." 

-then-

"Callnot find the file MSIEXEC (or one of its components). Make sure the path 
and filename are correct and that ali the required libraries are available." 

The Windows Installer (MSI) can be installed only on NT SP6, so the errar 
messages you see using earlier service packs are due to an MSI incompatibility 
(CSCdy05049). 

Release Notes for VPN Client, Release 3.6.3.1t" 
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Close Ali VPN Client Applications Before Uninstalling the VPN Client. 

If one of the VPN Client applications is running while the VPN Client is being 
uninstalled, a message box appears giving the following three choices: Cancel, 
Retry, Ignore. 

If you select Ignore, the application continues running, but the VPN Client and ali 
applications are uninstalled. When the computer reboots, the application is no 
longer on the hard drive (CSCdx42035). 

lnstallation Notes- Solaris Platforms 

The following sections describe actions you must take when installing the VPN 
Client on a Solaris platform. 

Uninstall an Older VPN Client lf Present on a Solaris Platform 

If you h ave a previous version o f the VPN Client running under Solaris, you must 
uninstall the older VPN Client before installing a new VPN Client. You are not 
required to uninstall an old VPN Client, i fone is present, before installing a new 
VPN Client for Linux or Mac OS X. 

Refer to the Cisco VPN Client User Cuide for Linux, Solaris, and Mac OS X, 
Chapter 2, for complete uninstallation information. 

Disable the ipfilter Firewall Kemel Module Before lnstalling the VPN Client on a 
Solaris Platform 

If you have an IP firewall installed on your workstation, the reboot after 
installation of the VPN Client takes an inordinate amount of time. This is caused 
by a conflict between the vpnclient kernel module cipsec and the ipfilter firewall 
module. To work around this issue, disable the ipfilter tirewall kernel module 
before you install the VPN Client (CSCdw2778 I). 
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Using the VPN CI ient 

1 78-15450-01 

• To use the VPN Client, you need 

- Direct network connection (cable or DSL modem and network 
adapter/interface card), or 

- Internai or externai modem, and 

- For Windows 95, Microsoft Dial-Up Networking (DUN) version 1.2 or 

~ .. 

greater. (DUN 1.3 for Windows 95 is a recommended performance and 
security upgrade, and it is available as a free download from the 
Microsoft Web site, www.microsoft.com. Windows 98 includes the 
DUN 1.3 function .) 

Note The VPN Client may have data tni.nsfer problems i f installed on a 
Windows 95a system. We recommend that you do not use the VPN 
Client on Windows 95a. lf you must use Windows 95 instead of a 
more recent version, make sure that you are using Windows 95 OSR+. 

To check the version of Windows you have, open the Control Pane I I 
System I General tab and look for the System version. Windows 95a 
is: 4 .00.950a (CSCdt07587) 

• To connect using a digital certificate for authentication, you need a digital 
certificate signed by one of the following Certificate Authorities (CAs) 
installed on your PC: 

- Baltimore Technologies (www.baltimoretechnologies.com) 

- Entrust Technologies (www.entrust.com) 

- Netscape (www.netscape.com) 

- Verisign, Inc. (www.verisign .com) 

- Microsoft Certificate Services -Windows 2000 

- A digital certificate stored on a smart card. The VPN Client supports 
smart cards via the MS CAPI Interface. 

Release Notes for VPN Client, Release 
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• New Features in Release 3.6.1 Through 3.6.3.8 

Windows XP Requires VPN Client Release 3.1 or Higher 

If you are running Windows XP on your PC, you must upgrade your VPN Client 
to Release 3.1 or higher. VPN Client Release 3.0 does not support Windows XP. 

If you are running the VPN Client on a PC and you want to upgrade your operating 
system to Windows XP, you must.first uninstall the VPN Client, then install 
Windows XP, then install the VPN Client. 

New Features in Release 3.6 .. 1 Through 3.6.3.8 
These release notes update the VPN Client to resolve severa! outstanding caveats. 
Refer to the appropriate "Caveats Resolved in Release 3.6.x" of these release 
notes for details on each release. 

New Features in Release 3.6 
Release 3.6 of the VPN Client software includes the following new features . 

Dynamic DNS 

Split DNS 

The VPN Client sends its hostname to the VPN Concentrator during connection 
establishment. The VPN Concentrator can send the hostname in a DHCP request that 
can cause a DNS server to update its database to include the new hostname and Client 
address. 

Release 3.6 has the ability to direct packets in clear text over the Internet to 
domains served through an externai DNS (serving your ISP) or through an IPSec 
tunnel to domains served by the corporate DNS. The VPN Server supplies a list of 
domains to the VPN Client for tunneling packets to destinations in the private 
network. 
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New Features in Release 3.6 • 

For example, a query for a packet destined for corporate.com wou!d go through the 
tunnel to the DNS that serves the private network, while a query to for a packet 
destined for myfavoritesearch.com would be handled by the ISP's DNS. This feature 
is configured on the VPN Server (VPN Concentrator) and enabled on the VPN Client 
by default. 

AES (Existing DH Groups) 

~ .. 

Advanced Encryption Standard is an encryption algorithm, recently approved by 
NIST, for securing sensitive but unclassified material by U.S . Government. 
agencies. AES applies mostly to the VPN Concentrator, where new default IKE 
proposals and IPSec SAs have been added. The VPN Client can use AES in 
establishing remote access connections with the VPN Concentrator. On the VPN 
Client, AES shows up as an Encryption in use on connection status screens. We 
support AES-128 and AES-256 key sizes. 

Note The VPN Client still supports DES/MD5; however, support for DES/SHA is no 
longer available. Because of the latter, Release 3.6 VPN Clients cannot connect 
to any central-site device group that is configured for (or proposing) DES/SHA. 
The VPN Client must either connect to a different group or the administrator for 
the central-site device must change the configuration from DES/SHA to 
DES/MD5 or another supported configuration. The VPN Client Administrator 
Cuide lists ali the supported encryption configurations. 

Auto lnitiation of VPN in a Wireless Environment 

78·15450-01 

The Cisco VPN Client can be configured to automatically initiate a VPN based on 
the network that the user's machine is connected to (that is, based on a user's 
assigned address). This feature is called Auto Initiation for on-site Wireless LANs 
(WLANs) . 

The auto initiation feature was designed to make the user experience more like a 
traditional wired network in those environments in which VPNs are being used to 
secure WLANs. These environments are also known as on-site WLANs. 

Release Notes for VPN Client, Release 3.6.3.B 
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• New Features in Release 3.6 

NAT Traversal (NAT-1), lncluding Auto-detect 

NAT-T lets the VPN Client and the VPN Concentrator automatically detect when 
to use IPSec over UDP to work properly in Port Address Translation 
environments. NAT-T is an IPSec Working Group draft: 
draft-ietf-ipsec-nat-t-ike-02 . See the VPN Client Administrator Cuide , Chapter 1, 
for instructions on how to configure this feature on the VPN Concentrator. 

Update of Centrally-Controlled Backup Server list 

VPN Client can learn the backup VPN Concentrator list during connection 
establishment. This feature is configured on the VPN 3000 Concentrator and 
pushed to the VPN Client. The addresses show in the VPN Dialer application in 
the Enable Backup Servers box under Options->Properties->Connections. 

Peer Certificate Distinguished Name Field Verification 

This feature prevents a client from connecting to a valid gateway by using a stolen 
but valid certificate and a hijacked IP address . If the attempt to verify the 
Distinguished Name of the peer certificare fails, the client connection also fails. 
There is no user-visible change for this feature, but it requires a change to the 
connection profile. 

Release Notes for VPN Cl ient, Release 3.6.3.6 
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New Global Profile Configuration Parameters (vpnclient.ini) 

Release 3.6 adds the following new global profile configuration parameters under 
[Main] : 

AutolnitiationEnable 

AutolnitiationRetrylnterval 

AutolnitiationList 

Enables or disables auto initiation. To enable 
auto initiation, enter 1. To disable it, enter O. 

Specifies the number of minutes to wait 
before retrying an auto initiation connection . 
The rangeis 1 to 10 minutes. The default retry 
interval is one minute. 

Provides a series of section names, each of 
which contains a network address , a subnet 
mask, and a connection entry name. The 
network and subnet mask identify a subnet. 
The connection entry specifies a connection 
entry profile (.pcf file). You can include a 
maximum of 64 section (network) entries. 

See the VPN Client Administrator Cuide, Release 3.6 for examples of using these 
parameters. 

Creating Profiles for Client Users- New Parameters: 

1 78-15450-01 

~ .. 

Release 3.6 adds the new keyword VerifyCertDN under [Main] for defining client 
profiles in the *.pcf file . This keyword prevents a user from connecting to a valid 
gateway by using a stolen but valid certificate anda hijacked IP address. Ifthe attempt 
to verify the Distinguished Name of the peer certificate fails, the client connection 
also fails . 

Note In the * .pcf file , do not set the DHgroup parameter to I. 

Release Notes for VPN Client, Release 3.6.3.8 
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New Parameters for Customizing the VPN Client Software 

Release 3.6 adds new parameters to the oem.ini file for customizing the VPN 
Client software. For information about these parameters, see the VPN Client 
Administrator Guide, Chapter 5. 

Stateful Firewall (Aiways On) Allows lnbound Tunneled Access 

A Stateful Firewall (Always On) now allows inbound access from the internai 
(tunneled) network to ensure that system management applications work 
properly, while still providing additional protection by blocking ali 
non-tunneled inbound traffic. 

MSI- Microsoft lnstaller (Windows lnstaller) Support 

MSI - Microsoft Installer (Windows Installer) package is now available for 
Windows NT, 2000, and XP. This package assists in packaging and customizable 
installation on these systems. This package is available in addition to the 
Instal!Shield installation package, which supports Windows desktop platforms. 

Solaris 64-bit Support 

The VPN Client now operates on Solaris UltraSPARC 64-bit systems. 

Usage Notes 
This section Iists issues to consider before installing Releases 3.6 through 3.6.3 
of the VPN Client software. 

In addition, you should be aware of the open caveats regarding this release. Refer 
to "Open Caveats" on page 27 of these Release Notes for the list of known 
problems. 

Release Notes for VPN Client, Release 3.6.3.8 
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Potential Application Compatibility lssues 

You might encounter the following compatibility issues when using the VPN 
Client with specific applications. Whenever possible, this list includes a 
description of the circumstances under which an issue might occur and 
workarounds for potential problems. 

Windows lnteroperability lssues 

WINS Support 

WindowsNT 

The following known issues might occur with the indicated Microsoft Windows 
operating systems and applications software. 

On Windows 95 and Windows 98, dynamic WINS support works with 
DHCP-enabled adapters (for example, PPP or NIC adapters that get their IP 
information dynamically). For static configurations, users must manually 
configure the adapters with WINS information. 

Users running Windows NT 4.0 with Service Pack 4 require a hot fix from 
Microsoft for proper operation. This fix is available on the Microsoft 
GetHostByName API Returns Unbindable Address page: 
http:/ /support.microsoft.corn!support/kb/articles/Q217 /0/0 l.ASP. 

lmporting a Microsoft Certificate Using Windows NT SP3 

78-15450-01 

The following problem has occurred on some Windows NT SP3 systems 
(CSCdtll315) . 

When using the Client with digital certificates stored in the Microsoft certificate 
store, the Client may fail to connect. This is accompanied by the following Client 
event in the Log Viewer: 

4101 13:41:48.557 01/05/01 Sev=Warning/2 CERT/OxA3600002 
Could not load certificate (null) from the store. 

Release Notes for VPN Client, Release 3.6.3.8 . . . ,, '- Ci'J 
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Workaround: Two workarounds exist. Choose one of the following: 

• Import the certificate from the Microsoft certificate store into the Cisco 
certificate store using the Cisco Certificate Manager. Refer to "lmporting a 
Certificate" in the VPN Client User Guidefor Windows, Release 3.6, 
Chapter 6. 

• Alternatively, upgrade to a Windows Service Pack !ater than SP3. 

VPN Client Cannot launch Microsoft Connection Manager 

The VPN Client does not see a dialup connection made with Microsoft 
Connection Manager because of incompatibilities between the requirements of 
the two applications (CSCdx85663). 

Cannot Simultaneously Run the Cisco VPN Client and Windows 2000 Client 

Step 1 

Step 2 

When switching between the Cisco VPN Client and the Windows 2000 
L2TP/IPSec client, follow these steps (CSCdt84026): 

Stop the Cisco VPN service and driver. At the command prompt, enter: 
net stop cvpnd 

net stop cvpndrv 

Enable the MS IPSec service (IPSec Policy Agent) by entering: 
net start policyagent 

Windows 98 Might Hang on Shutdown 

On some Windows 98 PCs with the VPN Client installed, i f you restart the PC, it 
may stop responding (that is, "hang") on the screen that says "Windows is 
shutting down". 

Wait a minute. If the PC is still not responding, press the reset button . When the 
PC reboots, it should not run through ScanDisk, indicating the shutdown was 
successful in closing ali open files. This problem may occur on some PCs and not 
on others, and we are looking for a solution. Windows 98 shutdown has numerous 
issues, as can be seen the following Microsoft Knowledge Base Article: 

"Q238096- How to Troubleshoot Windows 98 Second Edition Shutdown 
Problems" (CSCdt00729). 

Release Notes for VPN Client, Release 3.6.3.8 
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Windows 2000 (only) Requires Adding Client for MS Networks for Dialup Connections 

For the Cisco VPN Client running on a Windows 2000 system, you cannot access 
Microsoft resources unless you add the Client for Microsoft Networks for the 
Dial-up adapter. 

Aladdin Runtime Environment (RTE) lssue with Windows NT and Windows 2000 

Using versions of the Aladdin Runtime Environment (RTE) on Windows NT and 
Windows 2000 can cause the following behavior. The login prompt that is posted 
by the Aladdin etoken when connecting the VPN Client can get hidden in the 
background. If this happens, the VPN connection can timeout and fail with the 
following event: 

"System Error: Connection Manager failed to respond." 

A side effect of this is that the VPN Client's service and dialer might become out 
of synch, and the PC might need to be restarted (CSCdv47999). To avoid this 
issue, use the Aladdin Runtime Environment (RTE) version 2.65. 

Microsoft MSN lnstallation 

Microsoft's MSN installation fails i f you have already installed the VPN Client. 
Uninstall the VPN Client before you install MSN. After MSN has completed 
installation, you can install the VPN Client. 

VPN Client Might Not Be Removed from Windows Servers lf Not Disconnected Before Shutdown 

78-15450-01 

The VPN Client on Windows NT or Windows 2000 WINS servers may not be 
removed if the PC is shut down without disconnecting the VPN Client and the 
"Disconnect VPN connection when logging off' feature is disabled. 

If the VPN Concentrator is configured to send WINS server addresses down to the 
VPN Client and the PC is shut down or restarted without first disconnecting the 
VPN Client, the WINS servers are not removed from the network properties. This 
might cause local PC registration and name resolution problems while not 
connected with VPN. 

To work around this problem, do one of the following: 

• Be sure to disconnect the VPN Client before shutting down. If you are having 
problems, check your network properties and remove the WINS entries if 
they are not the correct ones for your network. 

Release Notes for VPN Client, Release 3.6.3.B 

Fls N° 
.n 1 n q , . ,, c 

-----

- J3 6 90 -------

o ' ,. t • • ""• 1-.,. ro ' • • • ;. J, : I ' ~ • . , ~ • i • 1"- ~ 



., 

• 

• 

• Usage Notes 

• Alternatively, enable "Disconnect VPN connection when logging off'. Go to 
Options > Windows Logon Properties, check Disconnect VPN connection 
when logging off (CSCdv65165). 

VPN Client May Falsely Trigger Auto lnitiation Connection Event though the NIC Card Has Been Removed 

The 3.6 VPN Client with Auto Initiation enabled on a Windows NT system may 
exhibit the following behavior. After removing a NIC card, the VPN Client may 
continue to trigger an Auto Initiation connection event though the NIC card has 
been removed. To stop its connection attempts, you can place the VPN Client in 
Suspended mode after a failed or canceled VPN connection. You can also disable 
this feature from the GUI by using Options > Automatic VPN Initiation, and 
unchecking "Enable". If you add a new NIC, the problem goes away. 
(CSCdx46812). 

Allowing the VPN Client to Work Through ESP-Aware NAT/Firewalls 

DNS 

When using the VPN Client behind an ESP-aware NAT/Firewall, the port on the 
NAT/Firewall device may be closed due to the VPN Client's keepalive 
implementation, called DPD (Dead Peer Detection). When a Client is idle, it does 
not send a keepalive until it sends data and gets no response. 

To allow the VPN Client to work through ESP-aware NAT/Firewalls, add the 
following parameter and setting to the [Main] section of any * .pcf (profile 
configuration file) for the affected connection profile. 

ForceKeepAlives= I 

This parameter enables IKE and ESP keepalives for the connection at 
approximately 20 second intervals. 

For more information, see "Connection Profile Configuration Parameters" in the 
VPN Client Administrator Cuide, Release 3.6 . 

For DNS resolution, if the DOMAIN NAME is not configured on the network 
interface, you need to enter the fully qualified domain name of the host that needs 
to be resolved. 

Release Notes fo r VPN Client, Release 3.6.3.B 
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Network Interfaces 

• The VPN Client cannot establish tunnels over Token Ring. However, it does 
not conflict with an installed Token Ring interface. 

• DELL Docking Station users running the VPN Client on Windows NT may 
experience bluescreen failures i f the latest version of Softex Docking 
Services has not been installed. The Softex Docking Service utilities are 
available directly from the DELL Support Web site, 
http://search.dell.cornlindex.asp. Select the checkbox for the File Library and 
search for the term "Softex Docking Services". 

Network ICE BlackiCE Defender Configuration 

Network ICE's BlackiCE Defender is a traffic monitoring security product. If you 
properly configure it, BlackiCE Defender can work with the VPN Client. You 
must configure BlackiCE Defender for Trusting, Nervous, or Cautious mode. If 
you use Nervous or Cautious mode, add the public IP address of the VPN 
Concentrator to the list of trusted addresses. You can now configure the VPN 
Client to work with BlackiCE Defender configured for Paranoid mode when in 
Tunnel-everything mode. Split Tunneling requires BlackiCE to be in Trusting, 
Nervous, or Cautious mode. 

The Cisco VPN Client firewall has the following requirements for BlackiCE 
(BlackiCE Defender 2.5 or greater or BlackiCE Agent 2.5 or greater). For 
BlackiCE Defender 2.5, copy the BICTRL.DLL file from the Cisco installation 
release medi um to the BlackiCE installation directory on the VPN Client PC. This 
is a mandatory step for making a connection requiring BlackiCE. 

BlackiCE Defender version 2.9 and greater includes the BICTRL.DLL file in the 
Network ICE distribution medium, so that you do not need to copy it from the 
Cisco installation release medium . 

Microsoft Outlook Error Occurs on Connection or Disconnect 

78-15450-01 

The following Microsoft Outlook error might occur when the VPN Client 
connects or disconnects: 

"Either there is no default mail client, or the current mail client cannot fulfill the 
messaging request. Run Microsoft Outlook and set it as the default mail client." 
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This message does not affect operation ofthe VPN Client. The issue occurs when 
Microsoft Outlook is installed but not configured for email, although it is the 
default mail client. lt is caused by a Registry Key that is set when the user installs 
Outlook. 

To eliminate this message, do one of the following: 

• Right-click the Outlook icon, go to Properties, and configure it to use 
Microsoft Exchange or Internet Mail as the default mail client. 

• Use Internet Explorer to configure the system to have no default mail client. 

• Configure Outlook as the default mail client (CSCdv67594) . 

Adjusting the Maximum Transmission Unit (MTU) Value 

VPN Encapsulation adds to the overall message Iength. To avoid refragmentation 
of packets, the VPN Client must reduce the MTU settings. The default MTU 
adjusted v alue is I 300 for ali adapters. If the default adjustments are not 
sufficient, you may experience problems sending and receiving data. To avoid 
fragmented packets, you can change the MTU size, usually to a lower value than 
the default. To change the MTU size, use the VPN Client SetMTU utility. If you 
are using PPPoE, you may also have to set the MTU in other locations. Refer to 
the following table for the specific procedures for each type of connection. 

The MTU is the Iargest number of bytes a frame can carry, not counting the 
frame's header and trailer. A frame is a single unit of transportation on the Data 
Link Layer. It consists of header data, plus data that was passed down from the 
Network Layer, plus (sometimes) trailer data. An Ethernet frame has an MTU of 
1500 bytes, but the actual size of the frame can be up to 1526 bytes (22-byte 
header, 4-byte CRC trailer). 

Recognizing a Potential MTU Problem 

If you can connect with the Cisco VPN Client but cannot send or receive data, this 
is likely an MTU problem. Common failure indications include the following : 

• You can receive data, such as mail, but not send it. 

• You can send small messages (about lO !ines), but larger ones time out. 

• You cannot send attachments in email. 
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Setting the MTU V alue 

Connection 
Type 

Physical 
Adapters 

Dial-up 

PPPoE- Ali 
Vendors 

PPPoE-

EnterNet 

1 78-15450-01 

Usually, an MTU value of 1300 works. lf it doesn't, the end user must decrease 
the value until the Cisco VPN Client passes data. Decrement the MaxFrameSize 
value by 50 or 100 until it works. 

The following table shows how to set the MTU value for each type of connection. 

Procedure 

Use the SetMTU utility supplied with the Cisco VPN Client. 

Use the SetMTU utility supplied with the Cisco VPN Client. 

Windows XP only 

Use SetMTU 

Windows 9x 

• On the main desktop, right click on My Network Places and go to Properties. The 
Network window opens. 

• Double-click the Network TeleSystems PPPoE Adapter. 

• On the Network TeleSystems window, click the Advanced tab, and then click 
MaxFrameSize. Change the value here. The value varies from case to case. The 
range can be from 1200 to 1400. 

Windows 2000 

• On the main desktop, right-click My Network Places and go to Properties. The 
Network and Diai-Up Connections window opens. 

• Right-click and go to Properties on each connection until you find the connection 
that has the NTS EnterNet PPPoE Adapter. 

• Once you find the correct connection, click Configure on the right side of the 
window. 

• On the next window, click the Advanced tab, then click MaxFrameSize . Change the 
value here. The value varies from case to case. The range can be from 1200 to 1400. 
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Connection 
Type Procedure 

PPPoE - Windows 9x: WinPoet does not provide user control over the PPPoE MTU under 
WinPoet Windows 9x. 

PPPoE­
RasPPPoE 

Windows 2000 

WinPoet does not provide a user interface to control the MTU size, but you can control 
it by explicitly setting the following registry key: 

HKLM/system/currentcontrolset/control/class/<guid>/<adapternumber> 

adapter(OOOx): 
Value: MaxFrameSize 
Value type: DWORD 
Data: 1300 ( or less) 

The GUID and adapter number can vary on different systems. Browse through the 
registry, looking for the MaxFrameSize value (CSCdu80463). 

~ 
Caution Edit the registry only if you are comfortable doing so. Incorrect registry 

entries can make your PC unstable or unusable. 

Windows 9x 

• On the main desktop, right-click My Network Places and go to Properties. The 
Network window opens. 

• Find the PPP over Ethernet Protocol that is bound to the Network card that is in 
your PC, then double click on it. 

• In the General Tab check Override Maximum Transfer Unit. Change the value here. 
The value varies from case to case. The range can be from 1200 to 1400. 

Windows 2000 

• On the main desktop, right-click My Network Places and go to properties. The 
Network and Dial-Up Connections window opens. 

• Right-click the connection the PPPoE Protocol was installed to, and go to 
properties. 

• When the window opens, double-click PPP over Ethernet Protocol. 

• In the General Tab, check Override Maximum Transfer Unit. Change the value 
here. The value varies from case to case . The range can be from 1200 to 1400. 
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Asante FR3004 Cable/DSL Routers Require Asante Firmware Version 2.15 or Later 

Versions of the Asante firmware caused a problem with rekeying and keepalives 
when a VPN Client had an all-or-nothing connection to a VPN Concentrator 
through an As ante FR3004 Cable/DSL router. Version 2.15 ( or !ater) o f the 
Asante firmware resolves these issues. For more information about Asante 
cable/DSL routers, see the following Web sites : 

• http ://www.asante.com/products/routers/index.html 

• http://www.practicallynetworked.com/pg/router_guide_index.asp 

Using Nexland Cable/DSL Routers for Multiple Client Connections··' 

Ali Nexland Pro routers support passing multi pie IPSec sessions through to Cisco 
VPN 3000 Series Concentrators. To enable this function, the Nexland user must 
select IPSec Type 2SPI-C on the Nexland options page. 

The discontinued Nexland ISB2LAN product correctly handles a single 
connection, but problems can occur when attempting to make multiple client 
connections to the same Secure Gateway from behind an ISB2LAN Nexland 
Cable/DSL router. Nexland has fixed this problem in the Nexland Pro series of 
routers (CSCdt10266). 

Cert DN Matching Cannot Match on Ema i I Field EA 

You cannot match on the Cert DN field (EA) when using the Peer Cert DN 
Verification feature because the VPN Concentrator does not assign a value to that 
field (CSCdx25994). 

Long (over 200) Network List Might Cause Client Failure 

1 78-15450-01 

If the VPN 3000 Concentrator is configured to senda network list containing 200 
networks to the VPN Client, the VPN Client service mi ght fail. To resolve this 
issue, reduce the number of networks in the network list, restart the client PC, and 
reconnect (CSCdt06772). 
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VPN Dialer Application Can Load During OS Shutdown or Restart 

When using the VPN Client's Start Before Logon feature (Windows NT, Windows 
2000, or Windows XP) in "fallback" mode, the VPN dialer application loads 
during a shutdown or restart of the operating system. This will not cause any 
problems and can be ignored (CSCdu02071). 

America Online Users (AOL) Versions 5.0 and 6.0 

The VPN Client supports AOL Version 5.0. AOL Version 6.0 is also supported, 
with one limitation: when connected, browsing in the network neighborhood is 
not available. · 

America Online Users (AOL) Version 7.0 

AOL Version 7 .O uses a proprietary heartbeat polling of connected clients. This 
requires the use of split tunneling to support the polling mechanism. Without split 
tunneling, AOL disconnects after a period of time between 5 and 30 minutes. 

Browser lnteroperability lssues 

The following known issues might occur when using the VPN Client with the 
indicated browser software. 

lssues Loading Digital Certificate from Microsoft Certificate Store on Windows NT SP5 and on IE 4.0 SP2 

The following errar occurs in the VPN Client log when using a Digital Certificate 
from the Microsoft Certificate Store. This can occur on Windows NT 4.0 with 
Service Pack 5 and on Internet Explorer 4.0 with SP2 and using the VPN Client 
v3.1 or v3.5 : 

"Could not load certificate cn=Joe 
Smith,ou=Engineering,o=MyCompany,I=Buffalo, st=new 
york,c=US,e=jsmith@mycompany.com from the Unsupported Store store" 

Both the VPN Client and the Certificate Manager can see and validate the 
Certificate, but when you try to connect using that Certificate, you get a message 
in the Connection Hi story dialog that says, "Failed to establi sh a secure 
connection to the security gateway". 

• Release Notes for VPN Client, Release 3.6.3.8 •t• 
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To fix this problem, do one of the following: 

• Upgrade to Internet Explorer v5 .0 or greater. 

• Upgrade the PC to Service Pack 6.0a (CSCdv70215). 

Cannot Connect 3.6 VPN Client for Windows Using Digital Certificate With Non-exportable Keys 

A PC must have Internet Explorer version 5.0 SP2 or later installed to 
function properly using certificates with non-exportable keys (CSCdx90228). 

Entrust Entelligence lssues 

The following known issues might occur when using Entrust Entelligence 
software with the VPN Client. 

Potential Connection Delay 

Using the VPN Client with Entrust Entelligence might result in a delay of 
approximately 30 seconds if you are trying to connect while Entrust is "online" 
with the CA. This delay varies, depending on your Entrust CA configuration. If 
the Entrust CA is on the private network, then the chance of Entrust being online 
are low, since the VPN connection is needed to communicate with the CA. 

If you experience this delay, do one of the following : 

• Wait for the delay to end and proceed with the VPN connection normally. 

• Before initiating the VPN Client connection, log out of Entrust. The VPN 
Client will initiate the Entrust Login Interface with the "work offline" 
checkbox checked, which alleviates the problem. The easiest way to Jog out 
ofEntrust isto right-click on the Entrust tray icon (gold key) and select "Log 
out of Entrust" (CSCdu25495). 

Entrust System Tray lcon Might Erroneously lndicate Logout 

78-15450-01 

When using VPN Client with Start Before Logon (Windows NT and 2000) and 
Entrust Entelligence, the Entrust system tray icon indicates that it is "logged out" 
once in Windows. It is really logged in, just not in the normal Windows desktop. 
The reason for this is that the context that Entrust was logged into was on the 
"Logon desktop". This is an Entrust issue, nota VPN Client problem. 

Entrust operates normally once Jogged into within Windows (CSCdu29239) . 
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Entrust Client May Appear Offline 

After establishing a VPN connection with Entrust Entelligence certificates, the 
Entrust client may appear offline. It may appear this way even after the Entrust 
client has successfully communicated with the Entrust i500 directory. 

To work around this issue, do one of the following: 

• Upgrade to Entrust Entelligence version 5.1 SP3 or !ater. 

• Once connected, right click on the Entrust tray icon (gold key) and uncheck 
"Work Offline". This manually puts Entrust online (CSCdu33638). 

Use Entrust Entelligence 4.0 with VPN CI ient Release 3.5.1 or 3.1 Start Before Logon · · -

When using the Release 3.5.1 or 3.1 VPN Client with the Entrust Entelligence 4 .0 
software, the Start Before Logon feature does not function properly. Upgrading to 
Entrust Entelligence 5.1 resolves this problem (CSCdu61926). 

Some Entrust Dialogs Do Not Display Properly When Using VPN Client Start Before Logon 

When using the VPN Client with Start Before Logon and Entrust Entelligence, 
some Entrust dialogs do not display properly on the Jogon desktop that displays 
before going into Windows NT or Windows 2000. The first time the VPN Client 
dialer and service access the Entrust certificates, it prompts for a security check. 
This prompt displays in Windows, but not at the Jogon screen. 

To work around this problem, connect the VPN Client once, while in Windows 
and after installing, to register the VPN applications (ipsecdialer.exe and 
cvpnd.exe) with Entrust. Once you have done this you can use it at the Jogon 
desktop (CSCdu62212). 

Renewing Entrust Entelligence Certificate (Key Update) Requires Entrust Version 5.1 SP 3 or Later 

Entrust Entelligence certificate renewal (key update) will not work over a VPN 
Client connection unless Entrust Entelligence version 5.1 SP3 or !ater is being 
used. Other Entrust Entelligence operations using older versions work properly. 

To work around this issue, do one of the following: 

• Upgrade to Entrust Entelligence version 5.1 SP3 or !ater. 

• Computers need to have Entrust digital certificates renewed by pl acing them 
directly on the network during the renewal period to get updated 
(CSCdu84038). 
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Manual Reboot Required after Automatic Uninstall of Nortel VPN Client 

If the Norte] VPN Client version 2.51 is upgraded to version 2.62, the Cisco VPN 
Client detects and offers to uninstall the Norte] Client. After the uninstall 
completes, the user must manually reboot the PC. Setup does not automatically 
offer to do the reboot (CSCdu30079). 

Accessing Online Glossary Requires Connection to Cisco.com 

The Glossary button at the top of ali Help screens tries to contact univercd at 
www.cisco.com (the Cisco documentation site). This connection requires 
connectivity to Cisco's main web site. If your PC does not have a corporate 
Internet connection or your firewall blocks access, the following error appears 
when you attempt to access the Glossary: 

"The page cannot be displayed." 

To access the Glossary, you must be connected to www.cisco.com (CSCdyl4238). 

ZoneAiarm Plus Versions 3.1.274 and Earlier Are lncompatible with VPN Client 

1 78-15450-01 

The following known incompatibility exists between the Cisco VPN Client and 
Zone Labs ZoneAlarm Plus version 3.1.274 and earlier. If you are using such a 
version ofZoneAlarm Plus, please visit http://www.zonelabs.com or contact your 
Zone Labs representative for an update . 

On a PC with ZoneAlarm Plus version 3.1.274 (or earlier) and the VPN Client, 
the following errors occur when the PC boots : 

On Windows 2000: 

ZAPLUS.exe has generated errors and will be closed by Windows. You will 
need to restart the program . 

An errar Jog is being generated. 

The Application Log states: 

The application, ZAPLUS.EXE, generated an application error. The error 
occurred on 7/23/2002 ... The exception was c0000005 at address 00401881 
( <nosymbols> ). 

Similar errors occur on other Windows operating systems. 
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The result of this error is that the ZoneAiarm GUI does not run, and therefore a 
user can not change any settings in ZoneAlarm Plus or allow new programs to 
access the Internet.(CSCdy 16607). 

CVPND Listens on UDP Port 500 When Not Connected 

When the VPN Client is installed, you will find it is LISTENING on UDP Port 
500, which is used for IKE negotiation. Even though the port is in a LISTENING 
state, the VPN Client cannot accept incoming connection attempts from other 
IPSec Clients or devices . 

The port is in a LISTENING state because the VPN service is started at boot time. 
This servi c e may take up to I O seconds to start and i f the service was started at 
connect time, each connection attempt would take an additional 1 O seconds to 
complete. Always having the service running makes call setup time quick for our 
customers (CSCdt41339). 

Harmless Warning Might Occur with Linux Kernel 2.4 

Linux users running 2.4 kernels may encounter the following warning when the 
VPN Client kernel module is loaded: 

Warning: loading /lib/modules/2.4.18-3/Cisco VPN/cisco_ipsec will taint the 
kernel: no Iicense 

This message indicates that the VPN Client kernel module is not licensed under 
the GPL, so the Linux kernel developers will not debug any kernel problems that 
occur while this kernel module is loaded. This message does not affect the 
operation of the VPN Client in any way (CSCdy31826) . 
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Open Caveats 

~~ 
Note 

Caveats describe unexpected behavior or defects in Cisco software releases. The 
following lists are sorted by platform and then by identifier number for the 
specified platform. 

If you have an account with CCO, you can use Bug Navigator 11 to find caveats of 
any severity for any release. To reach Bug Navigator 11 on CCO, choose Software 
& Support: Online Technical Support: Software Bug Toolkit or navigate to 
http://www.cisco.com/cgi-bin/Support/Bugtool!launch_bugtool .pl . 

Open Caveats for the VPN CI ient on Windows Systems 

78-15450-01 

This section lists open caveats for the VPN Client running on a Windows 
platform. 

• CSCdt07 491 

The VPN Client may swap Primary and Secondary WINS received from the 
Concentrator. In a few cases, the VPN Client receives a Primary and a 
Secondary WINS server from the Concentrator but swaps them when they are 
added to the IP Configuration. If this happens, it may cause browsing 
problems i f the Secondary WINS server is notas populated as the Primary. 
Disconnecting and reconnecting may fix the problem. 

• CSCdt07673 

When the VPN Client is installed on a Windows 2000 PC with the Efficient 
Networks NTS EnterNet 300 PPPoE version 1.41 , the following message 
appears : 

"EnterNet could not find the (adapter) for complete pc management NIC 
(adapter). But it did locate the (adapter) for complete pc management NIC 
(adapter)- Deterministic Network Enhancer Miniport adapter through which 
your network server is reachable. Do you want to switch to this adapter?" 

Answer Yes every time this question appears. The installation then continues 
normally. 
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A similar message appears on Windows NT 4.0. The message is: 

"EnterNet could not find the (adapter). But it did locate the (adapter) through 
which your network server is reachable. Do you want to switch? Yes No" 

Answer Yes to this question. The installation then continues normally. 

If the VPN Client is uninstalled, the next time the NTS EnterNet 300 PPPoE 
version 1.41 is used the message, "EnterNet could not find the (adapter) . But 
it did loca te the (adapter) through which your network server is reachable. Do 
you want to switch? Yes No" 

Answer Yes to this question. The installation then continues normally. 

• CSCdt07787 

Problems have occurred when an ISA legacy NIC card (IBM Etherjet 10MB) 
is used in a PC with PnP OS enabled. The WINS servers did not function 
correctly when a VPN Client connection was made. This could be an issue 
with other legacy NIC cards as well. 

The end results are that the WINS servers sent from the Secure Gateway 
cannot be viewed in the Network configuration, and problems with 
browsing/logon over the VPN connection may occur. 

Workaround: 

Disable PnP OS in the PC's BIOS or statically configure the WINS servers. 

• CSCdtl3380 

When you connect the VPN Client to a VPN 3000 Concentrator that issues 
two DNS servers, both appear under ipconfig /ali, but only one appears under 
the Network settings TCP/IP Properties. DNS server appears to be missing 
under TCP/IP Properties (Advanced button, DNS TAB). We do not know 
whether this causes any problems. 

• CSCdtl3398 

During a split-tunnel VPN Client connection, the first packets that bring up a 
new IKE SA may be lost. You may need to reconnect or relaunch network 
applications that do not automatically try to reconnect on their own . 

• CSCdt41308 

You may see a problem with FTP file transfers over a long period of time 
(hours) while connected with the VPN Client. The symptom is that the FTP 
session never starts (no response to the 'open' command) and the Client Log 
Viewer shows the following events: 
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74 22:31 :08.704 02/08/01 Sev=Warning/2 IPSEC/OxE370000C 
Failed to acquire a TCP contrai resource, the queue is empty. 

75 22:31:08 .704 02/08/01 Sev=Warning/2 IPSEC/OxA370001A 
VRS processing failed, discarding packet 

Other applications like PING and HTTP should work fine, but for FTP to 
work again , you must disconnect and reconnect the VPN Client. 

• CSCdt42661 

When using the VPN Client behind an ESP-aware NAT/Firewall, the port on 
the NAT/Firewall device may be closed dueto the VPN Client's keepalive 
implementation, called DPD (Dead Peer Detection). When 3 Client is idle, it 
does not send a keepalive until it sends data and gets no response. 

See the description of "Ailowing the VPN Client to Work Through 
ESP-Aware NAT/Firewalls" on page 16 in these Release Notes for more 
information . Refer to "Connection Profile Configuration Parameters" in the 
VPN Client Administrator Guide for a detailed description of creating 
profiles. 

• CSCdt56343 

You might see the following problem on systems running Windows NT and 
Windows 2000 when you are using the Start Before Logon feature o f the VPN 
Client with third-party dialer. If the third-party dialer does not get set to the 
foreground when launched, add the following parameter to the vpnclient.ini 
file in the VPN Client directory (\Program Files\Cisco Systems\VPN 
Client\Profiles): 

[main] 
TopMostDelay=2500 

The value is the time in milliseconds that the VPN Client waits for the third 
party dialer to load before attempting to place it in the foreground . The 
default time is 1000 milliseconds . 

Workaround: 

For problem dialers/applications, try 2500 milliseconds or greater. 

• CSCdu22174 

SCEP enrollment might fail to complete successfully after the PKI 
administrator has granted your request. 
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Step 1 

Step2 

Step 3 

Step 4 

Step 5 

Step 6 

Workaround: 

If this happens, delete your failed request and submit a new one. 

To delete the request, open the Certificate Manager. Click the Enrollment 
Requests tab, and highlight the failed request. Select Options and delete. 

• CSCdu50445 

The following issue can exist when using the VPN Client Start Before Logon 
feature with Entrust SignOn. Entrust SignOn is an add-on to the Entrust 
Entelligence client that allows logging into the Entrust profile and the NT 
domain from a single login. 

The Entrust SignOn GINA dll does not support chaining to other GINA dll 
files . To make the Entrust SignOn product and the VPN Client with Start 
Before Logon function properly together, install the VPN Client after Entrust 
SignOn. The VPN Client replaces the Entrust GINA (etabcgin .dll) with its 
own (csgina.dll). 

• CSCdu62275 

VPN Client and Entrust Entelligence - VPN Connection Manager timeout. 

The potential exists for the VPN Client Connection Manager and the VPN 
Dialer to get out of sync with each other. This occurs only after a VPN Client 
upgrade on the first time the VPN Client accesses a given Entrust profile. The 
following sequence outlines how a user could get the connection into this 
state: 

In the VPN dialer, the user clicks Connect. 

Entrust prompts for password and security hash check. The user clicks Yes. 

Entrust prompts for password for cvpnd.exe security access. 

If the user waits here or walks away from PC, the Connection Manager times out 
in 3 minutes. 

The user returns and enters the Entrust password, then clicks Yes to the security 
hash check question. 

The VPN connection completes, and data can be passed . The VPN dialer appears 
as not connected. 

Clicking Connect returns "A connection already exists" . The user clicks Cancel , 
and the dialer appears connected in the system tray. 
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Open Caveats • 

The VPN connection can be used as a normal connection. 

CSCdu70660 

This issue occurs on a Windows NT PC that is running ZoneAlarm, if the 
VPN Client is set to Start Before Logon and an upgrade to the VPN Client is 
implemented. Do not attempt a connection before the logon when you reboot, 
because ZoneAlarm does not automatically give the VPN Client permission 
to access the Internet. ZoneAlarm sees the upgrade as a new application 
attempting to access the Internet, and it requires user permission through its 
pop-up menus. The user must logon to the Windows NT PC using cached 
credentials, then launch a VPN connection. ZoneAlarm then asks permission 
to allow the VPN Client to connect. Answer yes to each connection. After 
that, Start Before Logon works fine. 

CSCdu77405 

The message, "The necessary VPN sub-system is not available. You will not 
be able to make a connection to the remote IPSec server." might appear on a 
PC when Start Before Logon is enabled on the Client and ZoneAlarm is also 
running. The message appears when the ctrl+alt+del key combination is 
pressed. This has happened because the Cisco Systems VPN Service has 
terminated unexpectedly. 

Workaround: 

Logon to the PC with cached credentials, open "Services" in control pane! 
and start the VPN service. A connection to the VPN Concentrator will be 
possible once the service has started. 

CSCdu81905 

When connecting to a VPN 3000 Concentrator over PPPoE using the 
EnterNet 300 client software from Efficient Networks, Inc., if a firewall is 
required by the VPN Concentrator, the following message might appear: 

"The Client did not match any of the Concentrator's firewall configurations ... " 

If this message appears, click OK and then click Connect. The connection to 
the VPN Concentrator then proceeds successfully. 
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8 Open Caveats 

• CSCdu83054 

If you make connections from the command line interface using the 
NoTraylcon parameter, the following problem can occur. When a firewall is 
required to connect and the firewall fails or is shut down, you do not see any 
message giving the reason for the lost connection. 

• CSCdu86399 

If you use the VPN Client with a Digital Certificate and your Client sits 
behind a Cable/DSL router or some other NAT device, you might not be able 
to connect to your VPN Gateway device (that is, the VPN 3000 
Concentrator). The problem is not with the VPN Client or the Gateway; it is 
with the Cable/DSL router. When the VPN Client uses a Digital Certificate, 
it sends the Certifica te to the VPN Gateway. Most of the time, the packet with 
the Certificate is too big for a standard Ethernet frame (1500), so it is 
fragmented. Many Cable/DSL routers do not transmit fragmented packets, so 
the connection negotiation fails (IKE negotiation). 

This problem might not occur i f the Digital Certifica te you are using is small 
enough, but this is only in rare cases. This fragmentation problem happens 
with the D-Link Dl-704 and many other Cable/DSL routers on the market. We 
have been in contact with a few of these vendors to try to resolve the issue. 

Testing with the VPN Client Release 3.1 indicates that VPN Client 
connections using Digital Certificates can be made using the following 
Cable/DSL routers with the following firmware: 

Linksys BEFSRxx v 1.39 or v 1.40.1 

SMC 7004BR Barricade RI.93e 

Nexland Pro400 

N etGear RT3 14 

Asante FR3004 

VI Rei 3M 

V3.24(CA.O) 

V2.15 or !ater 

Others like 3COM 3C51 O, and D-Link DI-704 either had updated firmware 
that was tested and failed, or had Beta firmware that was NOT tested because 
the firmware notes did not indicate a fix specifically for fragmentation . 

• CSCdu87521 

The following message might appear when a connection using the EnterNet 
300 version 1.4 PPPoE software and transferring via FTP: 
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Open Caveats • 

93 09:42:06.020 08/02/01 Sev=Warning/2 IPSEC/OxE3700002 
Function CnilnjectSend() failed with an erro r code o f Oxe451 0000 
(IPSecDrvCB :517) 

This does not interfere with your connection. You can ignore this message. 

• CSCdv40009 

When Zone Alarm's Internet setting is set to high and the VPN Concentrator 
sends a CPP firewall policy that allows inbound traffic on a specific port, the 
CPP rule takes precedence over the Zone Alarm rule allowing the specified 
port to be open. 

• CSCdv42414 

Importing a PKCS12 (*.pl2 or *.pfx) certificate using the Certificate 
Manager that has not been password protected will fail with the following 
error: 

"Piease make sure your import password and your certificate protection 
password (if for file based enrollment) are correct and try again." 

Workaround: 

Get a *.pl2 certificate that has been password protected. 

• CSCdv43347 

If the Cisco VPN Client is not connecting when configured for digital 
certificates, the problem may not be indicated on the VPN Client connection 
history dialog. It may be helpful to run the Log Viewer application to see if 
any events are being displayed. To load it, click on the following and retry the 
connection. 

Start->Programs->Cisco Systems->VPN Client->Log Viewer 

• CSCdv44529 

Attempting to install!uninstall Gemplus Workstation version 2.x or earlier 
while the Cisco VPN Client and its GINA (csgina.dll) is installed will cause 
the following error, and Gemplus will not install/uninstall : 

"A 3rd party GINA has been detected on your system. Please uninstall it 
before installing this product." 
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Workaround: 

Do one of the foliowing: 

- Uninstali the VPN Client and reinstali it after Gemplus software. 

o r 

- Use Gemplus version 3.0.30 that no longer instalis the gemgina.dll 

• CSCdv46591 

When a CPP Firewall policy is in place that drops ali inbound and outbound 
traffic and no WINS address is sent to the VPN Client from the 3000 series 
Concentrator, Start Before Logon fails. If a WINS address is in place, Start 
Before Logon works fine. Also, if a WINS address is sent and the CPP rule 
drops ali inbound traffic, but allows ali outbound traffic, Start Before Logon 
works fine . 

• CSCdv46937 

Using the Aladdin "R2" model etoken, certain functions can be performed 
using the certificate even after the R2 token has been detached from the 
system (USB port). The VPN Client, for instance, can perform an IKE rekey 
without the token attached to the system. The reason for this is the design of 
the "R2" etoken: it does not contain the RSA key functions needed and must 
upload the private key to the system for these functions. 

In contrast, the Aladdin "PRO" etoken must be connected to the USB port 
during an IKE rekey, otherwise the VPN Client connection terminates. This 
is Aladdin's problem; it is nota VPN Client problem. 

• CSCdv62613 

When you have multi pie VPN Client connections behind Linksys Cable/DSL 
router, the following problem can occur. Due to a Linksys problem with 
firmware versions 1.39 and 1.40.1, making multi pie VPN Client connections 
enabling the feature "Allow IPSec over UDP" (transparent tunneling) may 
cause data transfer problems. 

Allow IPSec over UDP is a VPN Client feature that allows ESP packets to be 
encapsulated in UDP packets so they traverse firewall and NAT/PAT devices . 
Some or ali of the clients may not be able to send data. This is due to a 
Linksys port mapping problem, that Linksys has been notified of. 
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Open Caveats • 

Workaround: 

If possible, do not use the "Allow IPSec over UDP" (transparent tunneling) 
feature when you have multiple VPN Client connections behind Linksys 
Cable/DSL router. 

CSCdv67594 

The following Microsoft Outlook error might occur when the VPN Client 
connects or disconnects. This occurs when Microsoft Outlook is installed but 
not configured. 

In Microsoft Outlook, either there is no default mail client or the current mail 
client cannot fulfill the messaging request. Run Microsoft Outlook and set it 
as the default mail client. 

To do this, right-click on the Outlook icon, go to Properties, and configure it 
to use Microsoft Exchange or Internet Mail. 

CSCdv85740 

Using BlackiCE Defender version 2.9 with Windows 95 might cause a reboot 
ora blue screen after the connection to the Concentrator has been active for 
a period of time. This is a problem with NetworkiCE, not the VPN Client. 

CSCdw60866 

Getting Entrust certificares using SCEP does not get the Root CA certificare. 
The Entrust CA does not send the whole certificare chain when enrolling with 
SCEP. Therefore, making a VPN Client connection might require the manual 
installation of the Root certificare before or after SCEP enrollment. Without 
the existence of the Root CA certificate, the VPN Client fails to validate the 
certificare and fails with the following VPN Client event/error messages: 

"Get certificare validity failed" 
"System Error: Unable to perform validation of certificare 
<certificate_name>." 

2SCdw73886 

I f an attempt to load the VPN Client is made before the Clients Servi c e loads, 
the following error occurs : "The necessary VPN sub-system is not available. 
You will not be able to make a connection to the remote IPSec server." 

Workaround: 

Wait until the Service has loaded, then start the VPN Client. 
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• Open Caveats 

• CSCdx45719 

Downgrading the Cisco VPN C1ient from 3.6 to 3.5 and using the Start Before 
Logon feature results in the Start Before Logon running in fallback mode. 
This is due to some enhancements made to the csgina.dll file in 3.6 that the 
3.5 VPN Client does not implement. 

Workaround: 

If downgrading and Start Before Logon are necessary, manually remove the 
VPN Client and then delete the csgina.dll file in the systems directory 
(usually c:\winnt\system32). This allows the 3.5 VPN Client to instai! its own 
csgina.dll file and operate normally . 

• CSCdx51632 

If the compu ter is powered off or 1oses power during an MSI installation of 
the VPN Client, the VPN Client may not be registered in Control Panel, and 
the following may occur when attempting to reinstall : 

- A message may appear stating: 
Deterministic Network Enhancer Add Plugin Failed 
Click the "OK" button. 

- Error 1722. There is a problem with this Windows Installer package. A 
program as part of the setup did not finish as expected. Contact your 
Support personnel or package vendor. Click the "OK" button. 

- Error 11 O 1. Erro r reading from file c:\config.msi\laff4.rbs. Verify that the 
file exits and you can access it. Click the "OK" button. 

- Error 1712. One or more of the files required to restore your computer to 
its previous state could not be found . Restoration is not possible. Click 
the "OK" button . 

After clearing the last message box, restart MSI installation . It should 
successfully instai! the VPN Client. 

• CSCdx72463 

Installing the VPN Client using the Microsoft Windows Installer (MSI) 
displays "Time Remaining" for the installation . This time is not very accurate 
and should be ignored. 

• CSCdx 77292 
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Open Caveats • 

Microsoft article Q234859 states that for the resiliency feature to work on 
Windows 4.0, IE 4.01 sp1 and shell32.dll version 4 .72 .3110.0 or greater must 
be installed on the computer. 

• CSCdx78868 

The Microsoft Installer (MSI) resiliency (self healing) feature does not 
restore all files that are installed with the VPN C1ient. The files that will be 
restored are files that are associated with the shortcuts under Start I Program 
Files I Cisco Systems VPN Client. 

• CSCdx81491 

An issue can occur when using the 3.6 VPN Client with Start Before Logon 
(SBL), after enabling SBL. The first time you log out of Windows, the VPN 
Client does not load after you press the CTRL+ALT +DEL key combination 
at the Windows logon prompt. 

Workaround 

Reboot the PC after enabling Start Before Logon; after a subsequent logout, 
the VPN Client should operate properly. 

• CSCdx83687 

The following error occurs after the resiliency feature has reinstalled a 
missing file on Windows NT 4.0: 

c:\winnt\profiles\all users\start menu\programs\cisco systems 
vpnclient\xxx .lnk 

The Windows installer failed to install the program associated with this file . 

Please contact your system administrator. 

xxx.lnk is whatever file is being restored. 

When you click OK, the PC reboots and the file is restored. The resiliency 
feature is working, but the error should not appear . 

CSCdx88063 

When attempting to Iaunch the di aler when lhe dialer is already running on 
the logon desktop (due to SBL or SBL andAI) , the following error occurs 
instead of the VPN Client dialer loading. 

"Single dialer instance event creation failed with error 5." 

This is most likely to happen when Start Before Logon and Auto Initiate are 
being used on a Windows NT/2000/XP system. 
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Step 1 

Step 2 

Step 3 

Workaround 

This is due to the fact that the VPN Client dialer is already running on the 
"logon desktop" . Most likely during Windows logon the dialer launched and 
posted an error, the Windows logon was completed and the error was never 
closed. To work around this error, do the following: 

Press CTRL+ALT +DEL to get to the logon desktop . 

Look for and close any VPN Client error dialogs . 

Press ESC to return to the normal Windows desktop; the VPN Client should load 
normally . 

• CSCdx89940 

A Restricted, Standard, or Limited user (Windows 2000) cannot install the 
VPN Client using the Windows Installer (MSI), even if elevated privileges are 
set for the user and the PC. 

• CSCdyl3425 

Connecting the Cisco VPN Client (versions 3.5 and !ater) to an lOS VPN 
device running 12.2(8)T using digital certificates might disconnect during a 
rekey. The connection could disconnect sooner if dead peer detection (DPD) 
is being used. The problem is under investigation. 

Workaround: 

Keeping the rekey times as high as possible will help avoid the problem. 

The other alternative is to use the VPN Client with preshared keys, which 
does not have the problem. 

• CSCdyl42l8 

During installation o f the VPN Client on a PC that already has the Enternet 
v.l.5c or v. 1.5c SP2, the following error might appear: 

"SVCHOST.EXE has generated errors and will be closed by Windows." 

Workaround: 

If this message appears, click OK, then reboot the PC when the VPN Client 
prompts for the reboot . After this, The message does not reappear and ali 
connections work fine . 

\ .. , . . ~- .. . ....... .. .. ' 
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Open Caveats • 

CSCdy47745 

In the following specific case, the VPN Client fails to sent its IKE Keepalives 
(DPD- Dead Peer Detection) and then disconnect after the VPN Concentrator 
has been rebooted. This occurs only in the case where the VPN Client has 
been receiving the following Events in its log (also see CSCdt41308): 

421 12:32:17.981 08/28/02 Sev=Warning/2 IPSEC/OxA3700019 
VRS processing failed, discarding packet 

422 12:32:19.984 08/28/02 Sev=Warning/2 IPSEC/OxE370000B 
Failed to acquire a TCP control resource, the queue is empty. 

Open Caveat for Linux 

This section lists the open caveat for the VPN Client running on a Linux platform. 

CSCdv73541 

The make module process fails during installation of the VPN Client. 

Workaround: 

The module build process must use the same configuration information as 
your running kernel. To work around this problem, do one of the following: 

- If you are running the kernels from Red Hat, you must install the 
corresponding kernel-sources rpm. On a Red Hat system with 
kernel-sources installed, there is a symlink from 
/lib/modules/2.4.2-2/build to the source directory. The VPN Client looks 
for this link first, and it should appear as the default value at the kernel 
source prompt. 

- If you are running your own kernel, you must use the build tree from the 
running kernel to build the VPN Client. Merely unpacking the source 
code for the version of the kernel you are running is insufficient. 

Open Caveat for Solaris 

78-15450-01 

This section lists the open caveat for the VPN Client running on a Solaris 
platform . 

CSCdv75825 
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• Caveats Resolved in Release 3.6.3.8 

If the VPN Client uses routed RIP to learn its default route, you might Jose 
connectivity. This is because RIP is blocked when the VPN Client is 
connected in ali tunneling mode. 

Open Caveats for Mac OS X 

There are no open caveats for the VPN Client running on Mac OS X. 

Caveats Resolved in Release 3.6.3.8 
• CSCdv43347 

If the Cisco VPN Client is not connecting when configured for digital 
certificates, the problem may not be indicated on the client connection history 
dialog. 1t may be helpful to run the Log Viewer application to see if any 
events are being displayed. To load it, retry the connection by clicking the 
following path: 

Start > Programs > Cisco Systems > VPN Client > Log Viewer 

• CSCdw61796 

The Cisco VPN Client fails to connect while configured for digital certificates 
and posts the following error in the Log Viewer: 

"Get certificate validity failed". 

Some of the reasons this event could have occurred should be posted to 
Connection Status dialog and the Log Viewer. We notify the user with the 
following errors: 

- The certificate has an incomplete chain . 

- The certificate it either expired or not valid yet. 

- Certificates private key could not be opened. 

- Certificate signature was invalid. 

- User Certificate was not found. 

- Out of memory 

- ....... _ .. _ -·-
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Caveats Resolved in Release 3.6.3.8 • 

• CSCdx54679 

When a Cisco VPN Connection is not established, users can't get to servers 
on the private network. But the Novell client caches these negative responses 
for performance reasons. But when a VPN Connection comes up, Novell 
client does not know that it can now reach the private servers, and fails the 
attempt to reach the private server (based on its cache). This can take users 
up to 5 minutes to reach the private Novell servers. 

For Novell client symptoms, see: 

http ://support. novell.com/c gi-bin/search/searchtid.c gi? 11006879 5 .htm. 

To avoid this problem, the Cisco VPN Client notifies the Novell driver after 
the VPN Connection comes up. Novell then clears its cache as a result of this 
notification. To avoid synchronization issues, we only notify the Novell client 
5 seconds after the VPN Tunne1 has come up. 

• CSCdy50212 

When PC with VPN Client, Release 3.6 has the outside interface of the 
concentrator as its defau1t gateway, the default gateway will be removed out 
of the windows routing table when the client disconnects. This has been seen 
only with non-English versions ofWindows 2000 Professional and Windows 
98SE. 

• CSCdy81 064 

When the adapter address changes, we disconnect the VPN Connection. But 
the only message in the log states : 

111 13:58:38.601 10/03/02 Sev=Info/4 CM/Ox6310001F 
Adapter address changed. Terminate secure connections 

We should have better log messages to debug this problem. The old message 
was removed, and the following two new messages were added . 

When the connection is established, we display the log message : 

Address watch added for 1 0.10.10.1 O. Current addresses are 
10.10.10.1 O, 10.10.10.12. 

From the above message we know that the address used to estab1ish the 
connection was 10.10.1 0 .1 O. We also know that the system h as two IP 
Addresses - 10.1 0.10.10, and 10. 1 0.10.12. 

If the address I 0.10.10.1 O changes, we will disconnect the connection , and 
log the following message : 
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• Caveats Resolved in Release 3.6.3.8 

Adapter address changed from I O.I 0.10.10. Current addresses are 
10.I0.10.12, IO.IO.IO.I3. 

• CSCdz23365 

The installation instructions at the following URL are incorrect if you are 
installing the VPN Client in fallback mode: 

http://www.cisco.com/en/US/products/sw/secursw/ps2308/products_admini 
stration_guide_chapter09I86a00800bd99I.html#xtocid I O 

IF MSGINA.DLL is the only GINA installed, then a line in the vpnclient.ini 
that says : 

INCOMPATIBLEGINAS=MSGINA.DLL 

does not make the client install in fallback mode, even i f the GINA is also 
specified in the registry as being the GINA that is installed. 

• CSCdz26371 

In a setup where a VPN Client is behind a natted device and connects to a 
VPN 3000 Concentrator using NAT-T (NAT Traversal), the Concentrator may 
think its behind a natted device as well and send keepalive packets to the VPN 
Client on destination port UDP 4500. 

The NAT-T feature helps devices determine whether NAT exists between IKE 
peers as well as where the NAT is. This information is negotiated in NAT-T 
payload. A VPN Client behind a natted device might fool the Concentrator 
into thinking that it is also behind a nat device. This might cause the 
Concentrator to send keepalive packets, which might get dropped by the NAT 
device on the VPN Client side. 

• CSCdz4I646 

The connection dialog should show the certificate name during the 
connection establishment. This lets the user know which certificate is being 
used to establish the VPN Connection. 

• CSCdz56951 

General Packet Rad io Service (GPRS) dialup environments require multiple 
VPN Client attempts for the tunnel to establish. The reasoning behind this is 
that as soon as VPN client receives an IP address from the GPRS RAS, it 
immediately attempts the IKE phase of the tunnel. However, having received 
an IP address from the RAS doesn't necessarily mean the GPRS link is 
operational. Therefore the I st tunnel establishment fails and requires usually 
a 2nd attempt to establish the tunnel. 
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Caveats Resolved in Release 3.6.3.8 • 

Resolution : 

Our normal behavior is to dia! the RAS connection and then go to the next 
phase, which is IKE negotiations. But to resolve this issue, we will dia! the 
RAS connection and then wait few seconds (user configured) before starting 
the IKE negotiations. 

The default behavior ofthe VPN Client remains unchanged. But ifusers want 
to wait after dialing the RAS connection, they can do that by modifying the 
vpnclient.ini file. This file is located in the installation directory (generally 
"C:\Program Files\Cisco Systems\VPN Client"). Users will have to add 
another parameter under main as follows: 

[main] 
DialupWait=x 

where X is in seconds. The default value is o seconds. If we do wait, the 
following info message is logged to the lo.g viewer: 

"Waiting x seconds per user request'' 

This wait would happen i f the VPN Client is used to dia] the connection, or 
if the VPN GUI is used to configure a third-party dialer for dialing the 
connection. 

• CSCdz61884 

When setting up an IPSec tunnel with the VPNClient using the CLI parameter 
"notrayicon", the tunnel established indicator in the Windows 2000 machine's 
registry is not cleared after the tunnel has been terminated or timed out. 

• CSCdz62411 

The VPN Client does not show the session as disconnected after the session 
is terminated from the VPN 3000 Concentrator. 

• CSCdz72657 

It takes too long to establish the tunnel from a windows machine. Users would 
see that VPN connection hang for couple of seconds at "Contacting the 
gateway at a.b.c.d" . 

This would occur only if XAuth is used for authentication. The Log Viewer 
would show a long delay between the following 2 messages: 

209 16:15:21.370 01/30/03 Sev=lnfo/4CM/Ox63100015 

Launch XAuth application 

210 16:16:23.683 01/30/03 Sev=lnfo/4CM/Ox63100017 
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• Caveats Resolved in Release 3.6.3 

XAuth application returned 

Remember that the difference between the two messages above also 
represents the time users take to enter the password in the XAuth dialog box. 

This should happen only intermittently. 

Caveats Resolved in Release 3.6.3 
• CSCdy77156 

With the MSI installer, you need to use the VPNCLIENT_EN.EXE file to 
update the MSI version. Running this executable does not function properly 
i f you need to use a MSI transform. 

• CSCdy86051 

Tunne!Established registry value is supposed to reflect the state of the tunnel. 

The following problem was seen on Win XP with VPN Client v3.5 and 
v3 .6.1: 

When you elos e windows during a VPN connection, the VPN Client doesn 't 
change the Tunne!Established value in reg.base from 1 to O during the 
windows "shut down". And when you then restart Windows the reg.base still 
says Tunne!Established value = 1 even though the VPN is not established. 

Caveats Resolved in Release 3.6.2.8 
• CSCdy39938 

Split-DNS servername is not re1eased by VPN Client version 3.6 on Windows 
NT after disconnecting from VPN. 

• CSCdy54329 

Installing the 3.6 VPN Client on a Windows XP system that has Service Pack 
I applied may result in a Hardware Installation warning that the 
Deterministic Network Enhancer Miniport drivers are not signed. The 
installation can proceed without complication by clicking "Continue 
Anyway" at ali ofthe warnings. There will be multiple warnings, the number 
will vary depending on the system configuration. 

Release Notes for VPN Client, Release 3.6.3.8 
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Caveats Resolved in Release 3.6.2.A • 

• CSCdy78142 

In the v3.x VPN Client, the VPN Client always fails reauthentication after 
"New PIN mode" when using SDI SoftiD software. The problem occurs 
because the VPN Client always uses the current tokencode with the new PIN 
when it should be using the next tokencode with the new PIN. 

• CSCdy81700 

Unable to pass externai (non-tunneled) traffic other than ICMP with split 
tunneling enabled on Mac OSX 1 0.2.x while connected with the VPN Client. 
Ping, nslookup, and traceroute still work to externai addresses. 

The issue will not manifest over wireless or PPP. It is an issue with the 
checksum negotiated with the hardware ofthe newer platform hardware. The 
problem will not be seen on older platforms such as original iMacs. 

Caveats Resolved in Release 3.6.2.A 

1 78-15450-01 

• CSCdy29594 

If you are using Windows NT4 and the VPN Client and you connect to your 
ISP with the Multi pie Line f e ature in the Dial-Up entry, for example to get up 
a multilink for ISDN, only one line gets connected when initiated from the 
VPN Client. Dialing from the Diai-Up program in Windows NT works fine. 

• CSCdy49082 

The latest Red Hat beta release (code-named "null") will be based on the gcc 
3.2 compiler, and kernel modules compiled with gcc 2.9x will not work with 
the kernel in this new release. Since the vpnclient distribution does not 
include ali of the source for the vpnclient kernel module and for existing 
releases the binary portion of the kernel moduleis compiled with gcc 2.95.3, 
existing releases will not work on a gcc 3.2 based system. 

• CSCd y61356 

When we try to use the Start Before Logon feature with the VPN Client 3.6.1 
after bringing up the VPN connection and logging onto the network, we see 
an error "PPPtool.exe has generated errors and will be closed by Windows ." 

• CSCdy67438 

Release Notes for VPN Client, Release 3.6.3.B 
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• Caveats Resolved in Release 3.6.2 

In the InstallShield Script file, we were trying to register the gina before we 
copied the vpnclient.ini file to the installed directory. Moved the copying of 
the INI files from routine UpgradeProfiles to routine OnFirstUIAfter before 
we made the call to routine SetupRegistry. This allowed the Gina registration 
process to obtain the information from the vpnclient.ini file before it registers 
the gina. 

• CSCdy74287 

The v3 .6.l .Rel VPN Client installation application does not appear to use the 
IncompatibleGinas line from the VPNCLIENT.INI file and will replace an 
"incompatible" GINA with the VPN Client GINA, csgina.dll. This will only 
occur at install time i f the .INI file contains the RunAtLogon=l line . 

• CSCdy763I8 

A new installation of the Linux VPN Client v3.6.2 does not compile beca use 
of missing files. After the v3.6.1 VPN Client release, changes to the 
installation caused a problem in the Linux VPN Client. This issue is not easily 
apparent when overwriting a previous version of the client. 

Caveats Resolved in Release 3.6.2 

•. ,. 

• CSCdy48I92 

IPSec over TCP (cTCP) does not work with Release 3.6 or 3.6.I of the Cisco 
VPN Client when running on Mac OS X 10.2. 

• CSCdy5I8I8 

While attempting to use a VPN Client 3.6 on a Mac OS X 10.2 Jaguar 
platform, Split Tunneling does not work. This only happens on the Mac OS 
X I 0 .2 platform. Mac OS X I O.I performs appropriately. 

• CSCdy55145 

The VPN Client sometimes sees DPD replies from the VPN Concentrator 
coming from reversed Public IP address from what the VPN Concentrator 
has . Issue goes away on its own and doesn't seem to cause disconnects . 

• CSCdy59183 

The VPN Client with MacOS X 10.2 may fail to connect with the following 
errar message, even when the kernel module is known to be loaded (verified 
with the "sudo kextstat" command): 

• Release Notes for VPN Client, Release 3.6.3.8 
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Caveats Resolved in Release 3.6.1 • 

"Could not attach to driver. Is kernel module loaded?" 

This occurs on VPN Client 3.6.1 on MacOS X 10.2 with 1Pv6 enabled, and 
multiple network interfaces enabled. 

Caveats Resolved in Release 3.6.1 

78-15450-01 

~ .. 

This section lists the caveats fixed since Release 3.6. If you have an account on 
CCO you can check the status of any caveat by using Bug Navigator 11. 

To reach Bug Navigator 11 on CCO, choose Software & Support: Online Technical 
Support: Software Bug Toolkit or navigate to · · 
http://www.cisco.com/cgi-bin/Support/Bugtool/launch_bugtool.pl 

Note Release 3.6.1 addresses multiple vulnerabilities for the VPN 3000 Series 
Concentrators and VPN 3002 Hardware Client. Please refer to the following URL 
for the details on the vulnerabilities addressed. 
h ttp :/ /w w w. cisco .com/warp/pu b lic/707 /vpnclien t-multi pl e2-v ui n-pu b. shtml 

• CSCdyl4510 

On Windows 2000 machines with SMS 2.0 client installed and the Cisco VPN 
Client 3.5.2A set for Start Before Logon, when VPN Client tries to initiate 
the connection, the VPN Client hangs at "Initializing connection to your 
ISP". 

• CSCdy28446 

When installing the VPN Client using a silent MSI install, the VPN Client 
does not detect i f there is no TCP/IP stack installed. The VPN Client requires 
TCP/IP and will not function without it. If you do perform a silent install on 
a PC with no TCP/IP stack, after the instai) completes and reboots, you see 
the following error when you attempt to run the VPN Client: 

Cisco Systems VPN Client 

Windows Sockets initialization failed . 

• CSCdy36987 

Release Notes for VPN Client, Release 
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• Caveats Resolved in Release 3.6 

When a VPN tunnel is established, the Release 3.6 VPN Client may 
incorrectly send DNS queries to your ISP's DNS server instead of to your 
private DNS server. This results in failed attempts to connect to FTP, Telnet, 
or other servers when attempting connections by DNS name. Connecting by 
IP Address works fine. 

This has been seen only with Windows XP and Dial-Up networking 
connections. 

• CSCdy41127 

The VPN Client V3.6 does not work on interface enl (Apple AirPort WiFi) 
card when running Macintosh OS X 10.2 

Caveats Resolved in Release 3.6 
This section lists the caveats fixed since Release 3.5.2. 

• CSCdt00735 

Certifica te Manager: Entrust VPN Connector displays an MD5 and SHA I 
Fingerprint verification for a File-based certificate request from VPN Client. 
The VPN Client currently does not display this Fingerprint in the request. 

• CSCdu20804 

One of the following error messages might occur when using the Release 
3.5.1, 3.1, or 3.0 VPN Client on Windows NT or Windows 2000 with the Start 
Before Logon feature. After you establish the Client connection and then 
attempt to Jogon to the network, you might see one of the following errors 
messages: 

- "A domain controller for your domain could not be contacted. You have 
been logged on using cached account information. Changes to your 
profile since you last logged on may not be available." This means that 
you are logged in at the desktop, and you can see network drives and 
browse the network . 

- "The system cannot log you on now because the domain 
YOURDOMAIN is not available." This happens less often, but you can't 
log in at ali. 

At present, the only way to prevent these errors is to establish the VPN 
connection, then wait up to 1 minute before attempting the network logon. 

Release Notes for VPN Client, Release 3.6.3.B 
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Caveats Resolved in Release 3.6 • 

• CSCdu36579 

When Outlook Express is set to Work Offline mode and you attempt to 
synchronize any folder with your home Exchange server, synchronization 
fails on any folder that has changes. It is successful on any folder that is 
already synchronized.Outlook reports a generic Network Error for each 
folder that fails. 

Cisco VPN Client NATs the IP Address of the host machine it is installed on. 
But the communication between MS Exchange to MS Outlook is not 
NAT-compatible. However, any communication initiated by Outlook (for 
Exchange) has no problem. Only the connections initiated by Exchange (for 
Outlook) have problems. Any time a new mail arrives on Exchange server, it 
sends a notification to Outlook. Since this communication is not 
NAT-compatible, it is dropped. As a result of this, the Outlook client is not 
notified of any new mail until it contacts the Exchange server. Outlook 
contacts the Exchange server anytime the user makes any modifications, such 
as switching folders, sending mail, clicking the "Send/Receive" button etc 

To overcome this problem, Microsoft advises disabling Exchange-to-Outlook 
notifications by updating MAPI property called PR_DISABLE_ WINSOCK. 
This forces Outlook to poli the Exchange server every 60 seconds. 

Microsoft identified a problem in MS Outlook 2000 as the cause o f this issue. 
If Outlook is polling and synchronizing at the same time, Outlook hangs. 
Microsoft said that this problem is fixed in Outlook 2002. Since the fix for 
this problem was very complicated, Microsoft is not planning on 
back-porting the fix to Outlook 2000. 

To remedy this problem, we provide the users with an option to enable or 
disable Outlook to Exchange polling. The default behavior is to enable 
Outlook to Exchange polling. If you prefer synchronization over "new mail 
notifications", you can override the default behavior by adding the following 
variable in vpnclient.ini file (present in the client installation directory): 

[main] 
OutlookNotify= I 

The IPSec Dialer ( or CLI) defaults to polling i f this variable is not present o r 
if its value is O. 

Release Notes for VPN Client, Release 3.6.3.B 

•' t • I • • ~ ' • • ' ' ' ., • '• ~ .,.. '• '•' • ~ ' • I ~ • • ' ~ .. '~ ' .... ' ' •• 



.. 

• 

• 

• Caveats Resolved in Release 3.6 

CSCdu57246 

A mechanism is needed to allow remova! of a pre-defined IncompatibleGina. 

Currently, no method exists to remove a GINA from the predefined 
IncompatibleGinas list that ships with a VPN Client, even though the vendor 
has fixed the GINA and the customer now wants to use it in non-FallBack 
mode with the Client. No workaround currently exists. 

• CSCdu61922 

If ZoneAlarm is uninstalled on a Windows 98, Windows ME, Windows NT 4 
or Windows 2000 PC, then reinstalled, after rebooting the PC and launching 
the VPN Client, the following message might appear: 

'The VPN subsystem is not available. A connection to the concentrator will 
not be possible." 

Click OK, then click Connect on the VPN Client; the connection continues 
normally. 

CSCdu80463 

Transferring large files fails when using a VPN Client connection over a 
DSL/PPPoE connection . For example, if you use FTP to try to PUT a large 
file , it stalls and never completes. FTP GETs seem to be OK. 

This problem has been seen on Win 2000 using the Verizon DSL software 
(WinPoET) and Windows XP RCl using the native PPPoE adapter. There 
have also been reports that this problem also occurs with NTS EnterNet 
PPPoE software. 

Workaround: 

For WindRiver WinPoET and NTS EnterNet, the following workaround is 
available. 

- For systems other than Windows XP, modify the MTU on the PPPoE 
adapter by explicitly changing or creating the following registry key: 

HKLM/system/currentcontrolset/control/class/<guid>/<adaptern 
umber> 

adapte r (000x): 

Va l ue: MaxFrameSize 

Value type: DWORD 

Data: 1400 (or less - you may need to ex periment) 

- For Windows XP, the SetMTU utility does this function automatically. 

• Release Notes for VPN Client, Release 3.6.3.8 
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Caution 

1 78-15450-01 

Caveats Resolved in Release 3.6 • 

Edit the registry only if you are comfortable doing so. Incorrect registry entries 
can make your PC unstable or unusable. 

• CSCdv11350 

lf you install a new Network Interface Card (NIC) on Windows 2000 or XP 
after the VPN Client is installed, the VPN Client starts to connect and 
complete user authentication, but it then appears stuck at "Securing 
Communications Channel...". When this happens, these events appear in the 
Event Log: 

35 13:35:02.549 08/17/01 Sev=Warning/3 IKE/OxE300006D 
Cannot match Policy Entry: 
local host=IP ADDR=O.O.O.O, lcl_port = O 
remote host=IP ADDR=O.O.O.O, dst_port = O 

36 13:35:02.549 08117/01 Sev=Warning/3 IKE/OxA3000001 
Failed to initiate negotiation. 

37 13:35:02.549 08117/01 Sev=Warning/3 IKE/OxE3000002 
Function initialize_qm failed with an error code of OxOOOOOOOO 

(INITIATE:825) 

• CSCdv63980 

The VPN Client cannot use backup servers during connection attempts if it is 
configured to use IPSec over TCP for NAT Transparency (TunnelingMode=1) . 

• CSCdv75911 

If the VPN Client is configured to use IPSec o ver TCP for NAT Transparency, 
(Tunneling Mode=1), you cannot establish a connection using PPP or 
Ethernet i f you use a large certificate (such as one created by a Microsoft 
CA) . 

CSCdv76902 

If a session is already active when the Cisco Integrated Client firewall is 
enabled (either on the VPN Client or by policy pushed down from the 
Concentrator (CPP), that session is permitted to continue sending outbound 
packets, as long as they are not blocked by an outbound rule . 

However, if the first packet sent after the firewall is enabled is inbound, the 
firewall does not allow the packet. 

Release Notes for VPN Client, Release 3.6.3.B 
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• Caveats Resolved in Release 3.6 

• CSCdv77711 

On a Windows 95 PC the following error may occur during a connection: 

CVPND caused an invalid page fault in module <unknown> at 
0000:0400225b 

If this message appears, reboot the compu ter. The VPN Client then connects 
to the Concentrator with no problem. 

• CSCdv81538 

If BlackiCE Defender version 2.9 is on Windows XP and the VPN Client is 
reinstalled, the computer may display a blue screen (failure) upon reboot. 

• CSCdv86123 

If you are using the enroll command for certificates and you enter information 
in ali fields, you might get a segmentation fault. 

• CSCdx31313 

The following error may occur on a Windows 95 PC when connected to the 
Concentrator: 

CVPND caused an invalid page fault in module <unknown> at 
0000: 1 00022e5 . 

Registers : 

EAX=00000102 CS=0137 EIP=100022e5 EFLGS=00010206 

EBX=00000001 SS=013F ESP=011ED258 EBP=011EFF94 

ECX=CB6F9ACC DS=013F ESI=OOOOOOOO FS=2757 

EDX=CB6F9ACC ES=013F EDI=100022B6 GS-0000 

B ytes at CS :EIP 

• CSCdx39302 

The Microsoft error messages that appear when you attempt to install the 
VPN Client using the Windows Installer do not indicate that Windows 95 , 
Windows 98, Windows Me, and Windows NT (SP3) are not supported for 
Release 3.6 of the VPN 3000 Series Concentrator. 

These errors occur on PCs that do not have the Microsoft Windows Installer 
installed (Windows 95, Windows 98 and Windows NT (SP3)) or that have an 
older version of MSI installed (Windows Me). Once the errors occur and you 
click OK, no other messages are displayed and the installation is aborted. 

Release Notes for VPN Client, Release 3.6.3.6 
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Caveats Resolved in Release 3.6 • 

This is a Microsoft issue. The messages are as follows: 

- On Windows 95 and Windows 98, when you attempt to run 
vpnclient_en .exe you see the following message: 

"Cannot find the file MSIEXEC (or one ofits components). Make sure 
the path and filename are correct and that ali the required libraries are 
available." 

- On Windows NT SP3, when you attempt to run vpnclient_en.exe you see 
the foliowing message: 

"Cannot find the file instmsiw.exe ( or one o f its components). Make sure 
the path and filename are correct and that ali the required libraries are 
available." 

followed by: 

"Cannot find the file MSIEXEC (or one of its components). Make sure 
the path and filename are correct and that ali the required libraries are 
available." 

- On Windows Me, when you attempt to run vpnclient_en.exe you see: 

"This installation package cannot be installed by the Windows Installer 
service.You must install a Windows service pack that contains the newer 
version of the installer service" 

• CSCdx50376 

The following error message occurs if the MSI installation is canceled after 
DNE is installed but before the installation has completed: 

"Error in Custom Action. The library CSGina.dll is invalid or could not be 
found." 

When this message appears, click OK; the rollback continues with no further 
errors . 

CSCdx58271 

After installing the VPN Client using the MSI installer, rebooting, then 
launching the installer again , a box appears offering to Repair or Remove. If 
Repair is selected, the installer attempts to reinstall the Client. During the 
"Repair", the following message box appears : 

Release Notes for VPN Client, Release - OJ 
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• Caveats Resolved in Release 3.6 

.,. 

Deterministic Network Enhancer 

Add plug-in failed 

Click the OK button and another message appears: 

Error 1722. There is a problem with this Windows Installer Package ... 

Click the OK button and the installer rolls back without another message. 

NetworkiCE and DNE are researching this issue. 

CSCdx60297 

Using Auto-initiate to connect the client before logging into a domain on 
Windows 95 may result in no VPN Client tray icon appearing (yellow 
padlock) . The client is connected and can be launched from the start menu to 
view status or disconnect 

CSCdx66747 

If the VPN Client is uninstalled, the Computer must be rebooted before 
attempting to reinstall the Client. If the Compu ter is not rebooted between 
uninstalling and reinstalling the Client, the Client will not be able to connect 
to the Concentrator. 

lf this situation occurs, uninstall the Client, reboot the PC, then reinstall the 
Client and reboot after the reinstall. 

CSCdx83871 

Using a LAN-to-LAN configuration with Digital Certificates, sending entire 
chain does not work. If set to send Ident only, it works fine . 

CSCdx86987 

When using the VPN Client Certificate Manager to perform an SCEP 
enrollment to a CA that was previously enrolled to, the CA's URL appears 
incomplete as "http:/" . 

CSCdx87075 

The 3.6 VPN Client cannot connect with digital certificates ifit is sending the 
certificate chain . 

Workaround 

Disable "Send CA certificate chain" on the client and manually install the 
certificates needed on the Concentrator to validate the client 's ID certificate . 

To disable Send CA certificate chain on the client, do the following : 

• Release Notes for VPN Client, Release 3.6.3.8 
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Step 1 

Step2 

Caveats Resolved in Release 3.6 • 

Click Options->Properties 

Change to the Authentication Tab and uncheck the option near the bottom of the 
dialog. 

• CSCdx89079 

If ZoneAiarm version 2.6.362 is installed on the PC the following Blue 
Screen might occur: 

Stop: 000000le(80000003, 80452e64,00000000, 00000000) 

kmode_exception_not_handled 

*** Address 80452e64 base at 80400000, datestamp 384d9b17 -- ntoskrnl.exe 

• CSCdx89903 

The VPN Client (using the Windows Installer- MSI) requires that Windows 
NT 4.0 users must use Service Pack 6 (SP6). The message that appears when 
installing on NT 4.0 SP3 - SP5 does not say that SP6 is required. 

• CSCdx89962 

Problems have occurred on some Windows NT systems when using AES 
encryption . The PC may blue screen after sending data using AES . The 
problem is under investigation. 

Workaround: 

Add the following line into the vpnclient.ini file in the [Main] section and 
restart the computer: 

ExcludeAESProps=l 

The vpnclient.ini fileis in the following directory: 

c:\Program Files\Cisco Systems\Vpn Client 

This line keeps the VPN Client from sending any AES proposals to the Secure 
Gateway that keep AES from being negotiated. Keep in mind that the Secure 
Gateway must be configured for a different encryption protocol. 

• CSCdx92053 

The Windows Instai ler (MSI) version of the v3.6 VPN Client install does not 
register IPSECDIALER.EXE in the following registry key as previ ous 
versions of the VPN Client did : 

Release Notes for VPN Client, Release 5- OJ 
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• Documentation Updates 

HKLM\SOFTWARE\Microsoft\Windows\CurrentVersion\App 
Paths\ipsecdialer.exe 

This occurs only when using the Windows Installer (MSI). The InstaiiShield 
version does not exhibit this problem. 

• CSCdy08772 

The VPN Client is adding bogus information in to the Backup Server list when 
the VPN 3000 Concentrator sends a list of backup servers and is configured 
to use the list. If you look in the .PCF file after a connection, you will see 
something similar to this: 

BackupServer=200. 70.50.199,200. 70.50.200,200. 70.50.250, Version,3.6. int_ 
7 6, bui lt, by,yurname,on,J ui ,02,2002, 19 :00:2400.compp 

Documentation Updates 
The following VPN Client documentation has been updated for Release 3.6. 
These documents contain information for ali platforms on which the VPN Client 
runs: 

• VPN Client Administrator Guide, Release 3.6 

VPN Client User Guide for Windows, Release 3.6 

The most recent information specifically for the VPN Client for Linux, Solaris, 
and Mac OS X is in the following document, which was not updated for Release 
3.6: 

• Cisco VPN Client User Guide for Linux, Solaris, and Mac OS X 

Related Documentation 

VPN 3000 Series Concentrator Reference Volume!: Configuration, Release 
3.6 

VPN 3000 Series Concentrator Reference Volume //: Administration and 
Management, Release 3.6 

VPN 3000 Series Concentrator Getting Started, Release 3. 6 

Release Notes for VPN Client, Release 3.6.3.B 
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Documentation Updates • 

Obtaining Documentation 

The following sections provide sources for obtaining documentation from Cisco 
Systems. 

World Wide Web 

You can access the most current Cisco documentation on the World Wide Web at 
the following sites: 

• http://www.cisco.com 

• http://www-china.cisco.com 

• http://www-europe.cisco.com 

Documentation CD-ROM 

Cisco documentation and additionalliterature are available in a CD-ROM 
package, which ships with your product. The Documentation CD-ROM is 
updated monthly and may be more current than printed documentation. The 
CD-ROM package is available as a single unit oras an annual subscription. 

Ordering Documentation 

78-15450-01 

Cisco docurnentation is available in the following ways: 

• Registered Cisco Direct Customers can order Cisco Product docurnentation 
from the Networking Products MarketPlace: 

http :/ /www .cisco .com/c gi-bi n/order/order _root. p I 

• Registered Cisco.corn users can order the Documentation CD-ROM through 
the online Subscription Store: 

http://www.cisco.com/go/subscription 

• Nonregistered Cisco.com users can order documentation through a local 
account representative by calling Cisco corporate headquarters (California, 
USA) at 408 526-7208 or, in North Arnerica, by calling 800 
553-NETS(6387). 

Release Notes for VPN Client, Release 
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• Obtaining Technical Assistance 

Documentation Feedback 

If you are reading Cisco product documentation on the World Wide Web, you can 
submit technical comments electronically. Click Feedback in the toolbar and 
select Documentation. After you complete the form, click Submit to send it to 
Cisco. 

You can e-mail your comments to bug-doc@cisco.com. 

To submit your comments by mail, for your convenience many documents contain 
a response card behind the front cover. Otherwise, you can mail your comments 
to the following address: 

Cisco Systems, Inc. 
Document Resource Connection 
170 West Tasman Drive 
San Jose, CA 95134-9883 

We appreciate your comments. 

Obtaining Technical Assistance 

Cisco. com 

Cisco provides Cisco.com as a starting point for ali technical assistance. 
Customers and partners can obtain documentation, troubleshooting tips, and 
sample configurations from online tools. For Cisco.com registered users, 
additional troubleshooting tools are available from the TAC website. 

Cisco.com is the foundation of a suíte of interactive, networked services that 
provides immediate, open access to Cisco information and resources at anytime, 
from anywhere in the world. This highly integrated Internet application is a 
powerful, easy-to-use tool for doing business with Cisco. 

Cisco.com provides a broad range of features and services to help customers and 
partners streamline business processes and improve productivity. Through 
Cisco.com, you can find information about Cisco and our networking solutions, 
services, and programs . In addition, you can resolve technical issues with online 

Release Notes for VPN Client, Release 3.6.3.8 
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Obtaining Technical Assistance • 

technical support, download and test software packages, and order Cisco learning 
materiais and merchandise. Valuable online skill assessment, training, and 
certification programs are also available. 

Customers and partners can self-register on Cisco.com to obtain additional 
personalized information and services . Registered users can order products, check 
on the status of an order, access technical support, and view benefits specific to 
their relationships with Cisco. 

To access Cisco.com, go to the following website: 

http://www.cisco.com 

Technical Assistance Center 

The Cisco TAC website is available to ali customers who need technical 
assistance with a Cisco product or technology that is under warranty or covered 
by a maintenance contract. 

Contacting TAC by Using the Cisco TAC Website 

78-15450-01 

If you have a priority levei 3 (P3) or priority levei 4 (P4) problem, contact TAC 
by going to the TAC website : 

http://www.cisco.com/tac 

P3 and P4 levei problems are defined as follows: 

P3-Your network performance is degraded. Network functionality is 
noticeably impaired, but most business operations continue. 

P4-You need information or assistance on Cisco product capabilities, 
product installation, or basic product configuration . 

In e? c h of the above cases, use the Cisco TAC website to quickly find answers to 
your questions. 

To register for Cisco.com, go to the following website : 

http://www.cisco.com/register/ 

If you cannot resolve your technical issue by using the TAC online resources, 
Cisco.com registered users can open a case online by using the TAC Case Open 
tool at the followin g website: 

Release Notes for VPN Client, Release 
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• Obtaining Technical Assistance 

http://www.cisco.com/cgi-bin/front.x/case_tools/caseOpen.pl 

Contacting TAC by T elephone 

If you have a priority levei I (Pl) or priority levei 2 (P2) problem, contact TAC by 
telephone and immediately open a case. To obtain a directory oftoll-free numbers 
for your country, go to the following website: 

http :I /www.cisco.com/warp/public/687 /Directory /DirTAC .shtml 

Pl and P2 levei problems are defined as follows: 

Pl·-Your production network is down, causing a criticai impact to business 
operations i f service is not restored quickly. No workaround is available. 

P2-Your production network is severely degraded, affecting significant 
aspects of your business operations. No workaround is available. 
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Figure 1 

CiscoWorks 
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Enterprises have recognized the dramatic benefits of virtual private networks (VPNs) 

using IP Security (IPSec) to reduce costs and secure their networks. Now, as IPSec 

VPNs become business criticai, enterprises need strong management tools to 

monitor the health of IPSec tunnels and central-site VPN devices. 

lntroduction 

Once a VPN has been deployed, network 

administrators must be able to monitor the 

health o f the tunnels and VPN devices to 

ensure optimal VPN services. They need the 

following information: 

• Number of operational tunnels 

• Throughput o f individual tunnels 

• Status o f security negotiations and 

sessions 

• VPN device performance status 

• Performance threshold violations 

Network managers can generate special 

reports on VPN-related problems to 

provide visibility on Internet Key Exchange 

(IKE), encryption, encapsulation, and 

certificate problems. Network managers 

need ongoing reports on current VPN 

activity, outages, VPN failures, signs of 

impending failures, and activity history. 

t ·JmGfA!PNi'iltittflithdi"f1tt§ii·ili1 .Ji#WdWI· 1 ~ 1 .. _ . 

CiscoWorks VPN Monitor is a Web-based 

management tool that allows network 

administrators to collect, store, and view 

information on IPSec VPN connections for 

remote-access or site-to-site VPN 

terminations. CiscoWorks VPN Monitor 

manages VPNs that are. configured on Cisco 

VPN 3000 concentrators, and Cisco 1700, 

2600,3600, 7100, 7200,or7400Sectes 

routers. Multi pie devices can be viewed 

from an easy-to-use dashboard configured 

on a Web browser. After the dashboard is 

configured, CiscoWorks VPN Monitor 

continuously collects data from the devices 

it manages over a rolling seven-day 

window. Operational status, performance, 

and security information can be viewed at a 

glance , providing a us · formatif.lrt~€JN­
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can use this drill-down capability to view device CPU and memory performance, tunnel throughput, failure events, 

threshold violations, and active tunnels on a device. Data collected from VPN devices can also be viewed in detailed 

graphs that display important parameters related to VPN operation. 

CiscoWorks VPN Monitor supports the commonly deployed VPN tunneling protocols, including the IETF Layer 2 

Tunneling Protocol (L2TP), Point-to-Point Tunneling Protocol (PPTP), and IPSec. 

Features and Benefits 

Flexible Monitoring 

CiscoWorks VPN Monitor's configuration flexibility allows network administrators to set polling and graphing 

intervals to best reflect the network performance o f the network and the graphical use r interface o f Cisco Works VPN 

Monitor. The types of monitoring range from the percent utilization of a CPU, to the throughput of a VPN 

concentrator or router, to the number o f users with established connections. Other variables that can be tracked 

include: 

• System resources-average and maximum memory available and CPU utilization percentage per device 

• Traffic throughput-average and maximum ~f encrypted traffic 

• Statistics-number of sites that are online, number of sessions established, number o f IKE and session failures, 

and number o f current security errors 

The dashboard can also provide troubleshooting information. Auto-refreshing Web-based status reports provide 

detailed information on conditions such as the number o f session failures o r IKE failures by peer. You can set 

warnings and alerts based on user-defined threshold values. 

Multidevice Comparison 

CiscoWorks VPN Monitor provides a convenient way to view important statistics o f multiple VPN termination 

devices in a single dashboard. This capability enables administrators to quickly correct for devices with the highest 

CPU or memory usage. The multidevice view gives the administrator an aggregated summary o f active VPN tunnels 

and sessions. 

Supported Cisco Devices 

• Cisco VPN 3000 concentrators with the 2.5.2f software image or !ater 

• Cisco 7100, 7200, or 7400 Series routers with Cisco lOS® Software Release 12.1.(5a)E or )ater 

• Cisco 1700, 2600, and 3600 Series routers with Cisco lOS Software Release 12.2(4)T or Iater 

System Requirements 

For comprehensive hardware and operating requirements. see the CiscoWorks VMS Overview at 

http: //www.cisco.com/go/vms 

Ordering lnformation 

CiscoWorks VPN Monitor is available exclusively as part of the CiscoWorks VPN/Securit 

Solution (VMS). 

Detail ed ordering information is availabl e in the VMS product bulletin at 

http://www.cisco.com/warp/public/cc/pd/wr2k/vpmnso/prodlit/. 
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Cisco 3700 Series Multiservice Access Routers 
Access Platform Optimized for the Modular lntegration of Branch Office Applications and Services 

lntroduction 

The Cisco® 3700 Series Multiservice Access Routers are a family of modular routers that 

enable flexible and scalable deployment of new e-business applications for the Full Service 

branch office. The Cisco 3700 Series routers optimize the branch office with high performance 

routing. integrated low density switching, Security, Voice, IP telephony, Video and Content 

Networking in a single integrated solution. This unique integrated design enables enterprise 

customers to incrementally adapt to evolving business needs by enabling important services 

delivered by Cisco IQS®, such as Quality of Service (QoS), IP Multicast, VPN, Firewall, and 

Intrusion Detection, with the performance required for tomorrows business challenges. The 

Cisco 3700 Multiservice Access Routers are based on the same modular concepts as the Cisco 

3600 Series but enable dramatically higher leveis of performance and service integration for 

the branch office. 

Figure 1 The Cisco 3700 Series Multiservice Access Routers 

The Cisco 3725 and Cisco 3745 provide on-board LAN/WAN connectivity, new high-density 

service modules (HDSM). and support for multiple Advanced Integration modules (A!Ms) to 

deliver the highest leveis o f service density for the enterprise branch office today. lmproving on 

the success o f the Cisco 3600 Series' modular architecture, these highly integrated platforms 

deliver a compelling value proposition with by integrating components previously purchased 

separately, sue h as two fixed 101100 LAN ports and additional memory. _Witb..tlle.,.Qp ·o s o f 

two or four network module slots-which can be adjusted to accf~~- ~h; fflQ~09 ~~J I 
modules-three WAN Interface Card (WIC) slots, and two on-boap~J ,P:IM slot\tfá€\OfSlh3 00 

offers many fl exible options to enable high densities o f services. P~roviding.support for the 

majority of LAN and WAN interfaces available today on the Cis~o 3~ôo 'S~,:igs-pJa.tfGr-~T-Js 
reinforces Cisco investment protect ion promise and ma xi mi zes the~ O exibi lity o f these platfOI ms 

for the future. I 
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Cisco 3700 Multiservice Access Router Overview 

The modular Cisco 3700 Series Multiservice Access Routers leverage network modules (NMs), WAN Interface Cards 

(WICs), and Advanced Integration Modules (AIMs) from the Cisco 1700, 2600, and 3600 Series Routers for WAN 

Access, V o ice Gateway, Security, Content, and Dia! applications. In addition, the Cisco 3 725 and Cisco 37 45 

introduce a new, doublewide form factor, that provides support for the high density services modules (HDSM's). The 

Cisco 3745 with four network module slots can accept up to two HDSM's by removing the center guides between 

each pairo f adjacent NM slots. The Cisco 3725, with two network module slots can accept a single HDSM in the 

upper network module slot by removing the blank pane! and still have an available network module slot. By utilizing 

the new HDSM capability the Cisco 3700 Series routers are able to integrate higher port density and new, high 

performance services. 

Figure 2 Cisco 3745 Multiservice Access Router (shown with optional interfaces) 

Serial 0/2 

,.-:;:r.; 

Aux Port ;.;f:::> 
~;yf ;·j · 

AC Power~· // • 

Gigabit Ethernet 2W / / Fast Ethernet 2/18//. . 

Compact Flash slot O Fast EthernefÍÍO I 
i 

Giga bit Ethernet 2/0 

Figure 3 Cisco 3725 Multiservice Access Router (shown with optional interfaces) 

Also new in the Cisco 3700 Series is the ability to support integrated In-Line Power on optional 101100 switching 

modules for IP Telephony and/or Aironet Wireless LAN applications. By integrating the connectivity slots and ports 

on the base chassis, the Cisco 3700 Series enables the NM slots to integra te additional services ,in a ·srnaH·fo0tJ'lPÍ·FJt,._ 

Both Cisco 3700 platforms offer increased Flash and DRAM default memory to accelerate and SI ;lpli'fy iF~ tO.; ' 'eiJ '\:eCIJ 

and feature additions. In addition. the Cisco 37 45 router offers additional availability fea tures I,ÇFif

15

' . h{\ b~ 3e9B9~fJOS in high density, multipl e services configurations. w~ 
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Key features for the Cisco 3725 and 3745: 

• Two Integrated 10/100 LAN ports 

• Two Integrated Advanced Integration Modules (AIM) slots 

• Three Integrated WAN Interface Card (WIC) slots 

• Two (Cisco 3725) or four (Cisco 3745) Network Module (NM) slots 

• One (Cisco 3725) or two (Cisco 3745) High Density Service Module (HDSM)-capable slots 

• 32MB Compact Flash/ 128MB ORAM (default, single 128MB DIMM/SODIMM) 

• Both Cisco 3725 and 3745 have a single 128MB SDRAM DIMM module anda single 32MB Compact Flash 

module by default 

• Optional In-Une Power for 16-port EtherSwitch NM, 36-port EtherSwitch HDSM and wireless access points 

• Support for ali major WAN protocols and media: LL, FR, ISDN, X.25, ATM, fractional Tl/E1, Tl/E1 , xDSL, 

T3/E3, HSSI 

• Support for selected NMs. WICs and AIMs from the Cisco 1700, 2600 and 3600 Series 

• 2 RU (Cisco 3725) or 3 RU (Cisco 3745) Rack-mountable chassis 

• -24V DC power supply 

• NEBS Levei 3 compliance 

Additional Key Features for the Cisco 3745: 

• Field-replaceable motherboard , I/0 board and fan tray 

• Passive backplane 

• Optional internai redundant power supplies (RPS- AC, DC and inline power) 

• Online Insertion and Remova! (OIR) o f NMs and RPSs 

Table 1 Cisco 3700 Series Key Features and Benefits 

Feature Benefit 

lnvestment Protection . 
Modular platform which • Network interfaces are fie ld-upgradable to accommodate future technologies 
shares interfaces with - Additional services can be added on an "integ rate as you grow" basis 
Cisco 1700, 2600, 3600 

- Leve rages th e large exist ing portfolio of WICs, VICs, NMs and AIMs to reduce 
sparing, training, configuration and installation and m aintenance costs 

LAN/WAN Connectivity • More NM and HDSM slots avai lab le to add services in the futu re 
integrated into chassis - Combination of AIMs and W ICs along with NMs/HDSMs gives greater f lexibility to 

create new configurations as requirements change 

VPN and Security • Add secu rity intrusion detection (lOS) and VPN connecti v ity to the router through 
configurations Cisco lOS software and optional performance-en hancin g data encryption AIMs. 

- Provides secure connectivity and perimeter security throughout the netwo rk. 
,---·~----·-

Flexible voice gateway and • loocemoo"l o c full "''' mlgc.tloo fcom '''"' '"'""'.""f~mf,OOJBS~~; Cfl 
IP Telephony - Supports numerous st andards-ba sed analog and d1 g1tal 1 te?r,.a ~es -to ~srau • • e 
configu rations PSTN 

- Slidin g sca le options for higher density mixed analog an flifi ta~i:J ~t4vav 
configurations ---~-- .. -

'7 -..; o ~ U: - ~ 
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Table 1 Cisco 3700 Series Key Features and Benefits (Continued) 

Feature Benefit 

Cisco lOS software • Supports Cisco lOS featu re sets common with the Cisco 2600 and 3600 routers 

- Enables end to end solutions w ith full-support for Cisco IOS-based QoS, bandwidth 
management and Security mechanisms 

Scalability 

lncreased AIM (2) and WIC • Services and WAN connectivity and backup can be supported without consuming an 
density (3) NM slot 

- lncreased density per RU of voice, switching, WAN connectivity 

lncreased default memory • A greater number of new Cisco lOS releases may be added without the need to 
of 32MB Compact Flash purchase/install additional memory 
and 128MB ORAM 

New High Density Service • Enables higher port density and new, high performance services 
Modules (HDSM) 

Availability 

Support for Optional • Accommodates optional RPS (externai for Cisco 3725, internai for Cisco 3745) and 
Redundant Power minimizes network downtime 

Survivable Remote Site • Branch offices can leverage centralized call control while cost-effectively providing 
Telephony local branch backup redundancy for IP Telephony 

Online lnsertion and • Allows network modules to be swapped or serviced with mini mal impact to network 
Removal-capable availability 
(3745 only) - Allows servicing of online replacement of RPS 

- Online replacement of fan tray 

Field-replaceable • High serviceability design 
motherboard, 1/0 board, - Additional operations and maintenance flexibility 
power suppl ies and fan 
tray (3745 only) 

Advanced lntegration Module Options 

The Cisco 3700 Series are equipped with two interna i slots to support one or two field -i nstallable AIMs. AIMs use 

fun ction-spec ific hardwa re to off- load the main router CPU and accelerate processar- or resource-intensive services. 

yielding dramatica lly higher throughput and higher performance than a software-on ly implementation. The AIM 

slot has access to virtually a li of the router's resources. including the main system bus. The TDM bus and the serial 

communications controll ers make this a very fl exible and powerful feature. Since the AIM is interna lly mounted , 

extern ai slots rema in available for integration of other modular components such as CSU/DSUs, WAN interfaces. 

or other devices such as modems. or packetized voice/fax processors. 

The Data Compression AIM provides a cost-effective option for reducing recurring WAN ~~~~s and maximizes 

the benefit o f the advanced bandwidth management features o f the Cisco IOS software . -i.th ·WrfliP.l' -ess:o ra ·i~ 
' I . v I vrt. - I 

of up to 4:1. eac h integrated Data Co mpression AIM supports 4 Tl/Els of compressed av Jl Ol.lg tJe · '1: 1 I~ •. 
AIM a nd up to 8 Tl /E l with two A!Ms The Data Compression AIM supports industry s •andard ~~;A' ~ i cros ft 

Point-to-Po in t Compression (MPPC) algorithms and ensures compatib ility with ali Cisc1 p'rcll'61 u cM'='su ~rfThg_ 
hardware- or so ftware-based compress ion. 

3 6 
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Three combination Voice + ATM AIM modules are available on the Cisco 3700 Series. The AIM-ATM provides 

asynchronous transfer mode (ATM) services to the WAN. The AIM-VOICE-30 provides digital signal processar 

(DSP) services , which can support up to 30 medium-complexity voice channels. The AIM-ATM-VOICE-30 combines 

the features from the AIM-ATM and AIM-VOICE-30 modules onto a single AIM module. These AIM modules 

supplement the broad portfolio o f Cisco voice solutions and allow enterprises and service providers the flexibility 

o f implementing ATM and voice solutions on the routers. These three V o ice and ATM AIM modules provi de a 

cost-effective option for reducing recurring cost and maximizing the benefits ofthe advanced bandwidth management 

features o f the Cisco !OS software. 

The AIM-ATM offers ATM adaptation layer 2 (AAL2) and ATM adaptation layer 5 (AAL5) support for low-density 

Tl!El data and voice connections over ATM networks. It supports the following ATM-IMA capabilities: up to 4 

Tl /El ofiMA with a single AIM-ATM, and 8 TI/E I ofiMA with two AIM-ATM's (maximum 4 TI/E I IMA bundle). 

This AIM module allows service providers and enterprise customers to take advantage o f the reliability and quality 

o f service (QoS) available with ATM connectivity. The AIM-VOICE-30 contains DSPs that can support up to 30 . 

medium-complexity voice channels when used with the Voice/WAN (VWIC-MFT) interface card. When the 

AIM-VOICE-30 can be used in a Cisco 3700, for voice over IP (VoiP) or voice over Frame Relay (VoFR) connectivity 

while freeing up the network module slot for other applications. The AIM-ATM-VOICE-30 combines the ATM 

features of AIM-ATM and voice features of AIM-VOICE-30 in a single AIM 

The Data Encryption AIM's available for the Cisco 3700 Series offloads encryption processing from the CPU, 

providing over 10 times the performance over software-only encryption. The AIM-VPN/EP on the Cisco 3725 

supports a maximum of 800 tunnels. On the Cisco 3745, the AIM-VPN/HP supports a maximum of 1,800 tunnels. 

The recently released AIM-VPN/EPII and AIM-VPN/HPII further extends the encryption performance ofthe Cisco 

3700. These modules offers hardware accelerated DES/3DES and the new AES (Advanced Encryption standard) 

encryption at speeds up to 90-Mbps on the Cisco 3745 (max based on 1400 byte packet size) . In addition the 

AIM-VPN/EPII and AIM-VPN/HPII support hardware-assisted layer-3 compression services where bandwidth 

conservation may lower network connection costs. The AIM-VPN/EPII on the Cisco 3725 supports a maximum 

of 8,000 tunnels, and the Cisco 3745, with the AIM-VPN/HPII supports a maximum of 10,000 tunnels. 

Key Applications and Benefits 

The Cisco 3700 platforms are designed for the Full Service Branch office that are deploying advanced applications, 

that require higher performance for voice, security, QoS, content acceleration and delivery, and high availability at 

the network edge by integrating functions previously addressed by a combination of platforms. 

Advanced Security Services and VPN's 

The Security and VPN features o f the Cisco 3700 offer customers the ability to deploy proven security features such 

as secure VPNs. Intrusion Detection Systems (IDS) , and firewalls , as well as high-speed Internet access and the ability 

to create extranets o r demilitarized zones (DMZs). Cisco access routers deliver a rich , integrated package o f routing, 

firewall , intrusion detection, and VPN functions for multiservice applications . 

,VPNs help compani es reap benefits such as dramatically lowered WAN costs , improved global c 

reliabili ty, whil e enabling ca pa biliti es such as secure extranet communica tions. Remate dial. I , , . o 

ex tranet access can ali be consolidated over a single WAN connection to the Internet. The Cis tCB>l~O ~f~~· ·:9 
supports the features essenti al to VPNs-IPSec data encryption, tunneling, broad certificate a th ori!} ~ptJoJ fo r 

Ci sco Syste ms, In c. 
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public key infrastructure (PKl)-and advanced features such as stateful VPN failover. certificate auto-enrollment, 

stateful firewall, intrusion detection , and service-level validation. The Cisco 3700 Series works with optional Virtual 

Private Network Modules (VPN Modules) to optimize the platforms for virtual private networks (VPNs). The Cisco 

3700 Series VPN Modules provide up to 1 O times the performance over software-only encryption by offloading the 

encryption processing from the router central processing unit (CPU). The Cisco 3700 series together with the VPN 

module are the perfect lPSec VPN solution for connecting medi um, and large branch offices to other remate locations, 

corporate headquarters, central-office intranets, or partner extranets. 

As network security becomes increasingly criticai to securing business transactions, businesses must integrate security 

into the network design and infrastructure. The Cisco lOS Firewall is a security-specific option for Cisco lOS software 

which runs on the Cisco 3700 platform. It integrates robust firewall functionality and intrusion detection for every 

network perimeter and enriches existing Cisco lOS security capabilities. It adds greater depth and flexibility to 

existing Cisco lOS security solutions-such as authentication, encryption, and failover-by delivering state-of-the-art 

security features such as stateful, application-based filtering; dynamic per-user authentication and authorization; 

defense against network attacks; Java blocking; and real-time alerts. 

VPN Security Features and Voice and Video-Enabled IPSec VPN 

The Cisco 3700 VPN security features are ali voice and video-enabled IPSec VPN ready. The Cisco 3700 offers a VPN 

infrastructure capable o f transporting converged voice, video, and data traffic across a se cure lPSec network. The 

Cisco 3700 VPN platforms are able to accommodate the diverse network topologies and traffic types characteristic 

o f multiservice IPSec VPNs, and ensure that the VPN infrastructure does not break multiservice applications deployed 

now or in the future. 

The network architecture ofthe Cisco Voice and Video-Enabled lPSec VPN (V3PN) Solution takes advantage ofCisco 

VPN routers with Cisco lOS Software, Cisco CallManager, and lP phones. Furthermore, Cisco provides an overall 

deployment model for these products through Cisco AVVID (Architecture for Voice, Video and Integrated Data) for 

converged networking and the SAFE Blueprint for VPNs. These deployment models ensure a secure, interoperable, 

reliable network solution with end-to-end product support. 

Content Acceleration and Delivery 

Cisco 3700 Series enables key services criticai to su pporting the needs o f today's enterprise networks. By enabling 

efficient delivery o f rich media and web content, content acceleration and delivery services enhance user productivity 

while optimizing WAN bandwidth. Cisco 3700 supports the integrated Content Engine Network Module, which 

leverages the advanced content acceleration features of the Cisco Content Engine Sxx Series into the industry's first 

router-integrated content delivery system. 

As enterprises learn to capitalize on the capabilities o f web-based applications , HTTP traffic is assuming a larger 

proportion o f WAN bandwidth. The Content Engine Network Module effectively accelerates applications by . , 

optimizing the delivery o f bandwidth-intensive and frequently accessed content. Caching alone can offer. ·'40-60% 

savings in WAN bandwidth usage by a branch si te, and the content delivery capabilities o f the module enables 

enterprise services which maximize the productivity and efficiency of a global enterp1~e ( f,gtrWêJ · ~ ti"s t!:Jt N . 

application layer serv ices o f the Content Engine Network Module with intelligent ne1 · a Mfery i c~~1~© 

compression and IPSec offer a superior bandwidth optimization so lution for the ente pr~se brancbJ ~ 4 LJ: 
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Combining intelligent caching, content filtering and content delivery capabilities with robust branch office routing 

helps users optimize their networks for important branch IP services such as VOIP, while greatly simplifying 

configuration, deployment, and operation o f network services. Running Cisco Application and Content Networking 

System (ACNS) software, the Content Engine Network Module enables customers to extend the value oftheir branch 

router infrastructure to deliver strategic new application services- such as Employee Internet Management, Streaming 

Media, tive and on-demand e-communications and e-learning, with no performance degradation of core routing 

services. Further, the Content Engine Network Module interoperates with ali Cisco devices, and leverages key Cisco 

lOS features such as multicast and WCCP while supporting key management solutions such as CiscoWorks. 

lntegration of Flexible Routing and Low Density Switching 

The Cisco 3700 Series offers an optional16-port 101100 EtherSwitch network module (NM), or an optional36-port 

10/100 EtherSwitch high density service module (HDSM), both ofwhich leverage the proven Cisco Catalyst 

technology. The EtherSwitch NM/HDSM hardware supports 802.1 p Layer 2 prioritization, while Cisco lOS supports 

Layer 3 Diff-Serv and Class o f Service (CoS) markings for critica! business data. Coupling Layer 2/3 prioritization 

techniques, with the QoS for the WAN, the Cisco 3700 Series ensures low latency for criticai business applications, 

enabling the deployment of e-business applications. 

The EtherSwitch ports can also be used to power the Cisco Aironet Access Points in the low-density-branch to deliver 

Wireless LAN (802.11b) access flexibility. The Cisco 3700 Series with the EtherSwitch NM/HDSM integrates Cisco 

lOS routing and Catalyst switching technologies in a single platform, offering a single point ofmanagement for easier 

configuration, troubleshooting and a lower total cost of ownership. 

Key features include: 

• Combination o f the industry-leading Cisco lOS features with Catalyst switching technologies for wire-rate Layer 

2 switching, with rich protocol and feature support . 

• Integrated platform, with EtherSwitch ports for LAN, WAN flexibility, anda rich QoS toolkit for e-business 

applications. 

• Enables simple, single point for configuration and troubleshooting, while integrating diverse technologies. 

• Modular design enables scaling as business needs evolve with options for 16- or 36-port EtherSwitch module 

port densities. 

Figure 4 Cisco 16- and 36-port EtherSwitch Modu les 

~---------------~ 
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CPI' I_ - CORREIOS 

-Fls. NÁ) 2 4 ~-

, 3690: -
Cisco Systems, Inc. L: v J. _ _ _ _ • __ _ 

Ali co ntents are Copy ri gh t © 2003 Ci sc o Sys tems, In c. Ali ri ghts rese rved . lmportant Noti ces an d Privacy State enj , 

Page 7 of 14 

. ' 
I ' • • • ' • ' ' • ' • ' ... ~ ' • ~ f • ,. • I ,. . ~ . • • • ' • -



·. 

Single Platform Solution for Branch Office IP Telephony and Voice Gateway 

As the migration to converged voice/data networks accelerates, enterprises need to deploy a platform that has the 

ability to immediately o r gradually graw to support a wide range of traditional telephony devices in addition to newer 

IP telephony solutions. The Cisco 3700 Series delivers on that need by supporting legacy phone systems thraugh a 

variety of scalable analog telephony connectivity options starting at two analog ports and scaling to 16. 32, 48 or 64 

analog ports. Digital telephony connectivity is just as scalable with options beginning at 12 channels and scaling up 

to up to 240 channels . IP telephony solutions are also supported on the Cisco 3700 Series through a powerful set of 

features including line powered IP phone connectivity that begins with 16 ports and scales to 36, 52. or 72 ports in a 

single platform. 

The performance-tuning of the Cisco 3700 Series enables customers to apply quality of service, bandwidth 

optimization and fragmentation services, along with other advanced call admission contrai, call contrai and queuing 

mechanisms, without sacrificing the expected data performance needed for future growth. The Cisco 3700 Series 

offers resilient IP telephony services, including Survivable Remate Si te Telephony (SRST). H.323, SIP and MGCP, and 

redundant power for the system and IP phones. 

With the Cisco 3700 Series, enterprises can deploy this scalable platform to support ali of their telephony needs 

without investing in ali connectivity requirements in the initial deployment. The enhanced service density ofthe Cisco 

3 700 allows enterprises the opportunity to deploy a base levei configuration that will scale to the converged telephony 

needs of that branch when necessary. This modular telephony format mitigates future technology lockout. 

Deployment of IP Telephony infrastructure solutions are facilitated by the following key Cisco 3700 features: 

• Optional modular integration of an inline-powered EtherSwitch NM or HDSM, combined with analog and/or 

digital high-density voice gateway modules and flexible WAN connectivity for a modular, single-platform IP 

Telephony infrastructure 

• Resilient IP Telephony services, including Survivable Remate Site Telephony (SRST), H .323. SIP and MGCP, and 

redundant power for system and IP phones 

• Complete Cisco CallManager support for both H.323 and MGCP call contrai protocols makes the Cisco 3700 

the ideal voice gateway 

• Performance-tuned to scale both analog. and digital voice solutions and hybrid solutions 

• Modular expandability enables the addition of gateway or phone aggregation ports as needed 

• Integrated Time Oivision Multiplexing (TOM) for fui! Orop&Insert functionality between ali WIC. Nerwork 

Module and onboard AIM's 

The evolution from traditional TOM voice to IP Telephony has created the requirement that branch offices be 

equipped to deploy IP Telephony solutions without the need to replace the branch office access platforms. The Cisco 

3700 series fulfills that need by ensuring complete support for the range o f voice gateway densities and IP Telephony 

features necessary for Enterprises ' evolving branch office infrastructures. 

--· ROS n° 03/2005- 01 
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Figure 5 Cisco 3700 Full Serivce Branch integrated capabilities 

Remate Branch Office 

Example 
• Branch Office IP Telephony 
• One 36-Port EtherSwitch HDSM (Power Version) 
• One PPWR-PS-360W (Internai Power Unit for Cisco 3700) 
• Single Point Remate Management 
- SRS Telephony Call Processing Redundancy 

Headquarters 

Figure 6 Full Service Branch scenarios 
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Cisco 3700 enables higher service densities through a versatile. wider interface form facto r (using a HDSM) , 

additional interface options with three WIC slots , CPU offload with two built-in AIM slots, and on-board LAN/WAN 

connectivity to free up module slots. 

Table 2 Supported Interfaces for the Cisco 3700 Series 

Interfaces Description 

LAN/WAN FE Combo NMs (NM-1 FE2W. etc.) 

1 port Multimode Fiber FE NM 

1 port Gigabit Ethernet GBIC NM 

1 port ADSL WIC 

1 port G.SHDSL WIC 

LAN 16 & 36 port EtherSwitch NMs 

Serial 2 port Seria l WIC 

1 and 2 port T1/E1 CSU/ DSU VWICs 

1 port 56k CSU/DSU WIC 

4 and 8 port Sync/Async Serial NMs 

HSSI NM1 port T1 CSU/DSU WIC 

16 & 32 port Async NMs 

1 port seria l WIC 

• 4 port ser ial NM 

1-port T3/E3 with lntegrated DSU 

ISDN/Channel 1 and 2 port T1/E1 Channelized/ISDN Pri NMs 

4 and 8 port T1/E1 ISDN BRI NMsiSDN BRI WICs 

V o ice Low Density Analog Voice NMs (ali VICs except BRI NT/TE) 

High Density Analog Voice NM 

High density T1/ E1 Digital Voice NMs 

BRI NT/TE VIC 

DSPAIM 

ATM 4 and 8 port T1 /E1 NMs 

1 port DS3 I E3 NMs 

SAR AIM 

SAR/DSP AIM 

Modem Digital Modem NMs 

1 and 2 port Ana log Modem W ICs 

4 and 8 port Analog Modem NMs 

Services 

Security, VPN and Compression EP & HP Encryption A!Ms 

EP & HP 11 Encry ption A!Ms 

COMPR4 AIM 

Layer 2 Data Compress ion -· 
lntrusion Detecti on NM r--··----· ··-

' 
Content Delivery Content Eng ine NM RC .S nc 0312' :J.) - C~J I 

"."! -"1"*1 "'-r-("'\(" 
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Specifications 

Table 3 Cisco 3700 Series Specifications 

Description Specification 

Processar Type Cisco 3725-MIPS RISC processar 

Cisco 3745-MIPS RISC processar 

PerfoiTTlance Cisco 3725-100kpps 

Cisco 3745-225kpps 

Flash Memory (Compact Flash) Internai: 32MB (default), expandable to 128MB 

Externai : 32MB, 64MB, 128MB options 

System Memory 128MB (SDRAM default)-expandable to 256MB 

lntegrated WIC slots 3 

Onboard AIM (internai) 2 

Console port 1 (up to 115.2 kbps) 

Aux port 1 (up to 115.2kbps) 

Minimum Cisco lOS Release Cisco lOS 12.2(8) T 

Onboard LAN ports 2 10/100 Fast Ethernet ports 

Redundant Power Supply Cisco 3725-Universal DC (24VDC to 60VDC), PWR600-AC-RPS Externai RPS 
Support Cisco 3745-lnternal Redundant options for AC and Universal DC (24VDC to 

60VDC) 

Rack Mounting Yes, 19' and 23 " options 

Power requirements 

Power Supply Cisco 3725-

- 135W Ma xi mum AC to DC power supply 

- 495W Max imum with optional power supply:,-48V@360W) AC to DC power 
supply 

Cisco 3745-

- 230W Ma ximum ()AC-DC Power Supply 

- 590W Maximum (Per AC lnput) with optional power supply -48V@360W) 
AC-DC power 

Heat Dissipation Cisco 3725-

- 135W Maximum 460 .661 BTU/hour 

- 495W Maximum 1689.089 BTU/hour 

Cisco 3745-

- 230W Ma ximum 784.829 BTU/hour 

- 590W Ma ximum 2013.257 BTU/hour 

Output Ctsco 3725- --- ... 
- (optional -48V@7.5A) RC'S n° 03/2003 
Cisco 3745- CPI,11 - CORRE 
- (optional -4 8V@7.5A) 

- · 
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Table 3 Cisco 3700 Series Specifications (Continued) 

Description Specification 

AC input voltage 100 to 240VAC 

Frequency 47-63Hz 

AC input current Cisco 3725-

- 2A max@ 100VAC;1A max@ 240VAC (215W Maximum) with optional power 
supply: 

- 7A Max@100VAC;3.5A max@ 240VAC (665W Maximum) 

Cisco 3745-

- 5A max@ 100VAC;2.5A max@ 200VAC (365W Maximum) with optional 
power supply: 

- 10A max @100VAC;5A max@200VAC (815W Maximum) 

Environmental Specifications 

Operating temperature 32 to 104 F (O to 40 C) 

Nonoperating temperature -40 to 185 F (-40 to 85 C) 

Relative humidity 5-95% noncondensing 

Operation altitude Up to 6500 ft (2000m), dera te 1 C per 1,000 ft. 

Dimensions (HxWxD) Cisco 3725-3.5 x 17.1 x 14.7 in . 

Cisco 3745-5.25 x 17.25 x 16 in . 

Weight (without NMs or WICs Cisco 3725-14 lbs. 
o r additional Power Supplies) Cisco 3745-32 lbs. 

Regulatory Compliance 

Safety UL 1950 

CAN/CSA-C22.2 No. 950 

EN 60950 

IEC 60950 

TS 001 

EMC FCC Pa rt 15 

ICES-003 Class A 

EN55022 Class A 

CISPR22 Class A 

AS/NZS 3548 Class A 

VCCI Class A 

·.;.-

~-- -- ·---~ . 
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Table 3 Cisco 3700 Series Specifications (Continued) 

Description Specification 

Telecom • FCC Part 68 
• Canada CS-03 

• JATE 
• RTTE Directive 

Interface Support 

High Density Service Modules NMD-36-ESW, NM0-36-ESW-2GIG, NMD-36-ESW-PWR. NMD-36-ESW-PWR-2G 

Network Modules NM-16ESW, NM-16ESW-PWR, NM-16ESW-1 GIG, NM-16ESW-PWR-1 GIG, 
NMD-36-ESW, NMD-36-ESW-PWR. NMD-36-ESW-2GIG, NMD-36-ESW-2G, 
NM-1 FE-FX-V2, NM-1 FE2W, NM-2FE2W, NM-1 FEl R2W, NM-2W, NM-1 HSSI, 
NM-4A/S, NM-48-S/T. NM-4B-U, NM-BA/S, NM-BB-S/T. NM-8B-U, NM-1 CT1 , 
NM-1CT1 -CSU, NM-2CT1 , NM-2CT1-CSU, NM-1CE1B, NM-1CE1U, NM-2CE1U, 
NM-2CE18, NM-4E1 -IMA, NM-4T1-IMA, NM-8E1-IMA, NM-8T1-IMA, NM-1A-T3, 
NM-1 A-E3, NM-1 V, NM-2V, NM-HDA-4FXS, NM-HDV-1 T1-12, NM-HDV-1 El-12, 
NM-HDV-1 E1-30, NM-HDV-1 E1-30E, NM-HDV-2E1-60, NM-HOV-1T1-24, 
NM-HDV:2T1 -48, NM-HDV-1T1-24E, NM-HDV-2T1-48, NM-6DM, NM-12DM, 
NM-18DM, NM-24DM, NM-30DM, NM-16A, NM-32A, NM-1A-OC3MM, 
NM-1A-OC3SMI. NM-1A-OC3SML, NM-1A-OC3MM-EP. NM-1A-OC3SMI-EP. 
NM-1 A-OC3SMl-EP. NM-1 GE, NM-1 T3/E3, NM-CE-8P-SCSI-K9, NM-CE-8P-20G-K9, 
NM-CE-8P-40G-K9, NM-4T, NM-8AM, NM-16AM 

WICs, VWICs, and VICs WIC-2T. WIC-2A/S, WIC-18-S/T. WIC-18-U, WIC-1DSU-56K4, VWIC-1MFT-T1, 
VWIC-2MFT-T1, VWIC-2MFT-T1-DI, VWIC-1MFT-E1, VWIC-2MFT-E1, 
VWIC-2MFT-E1-DI, VWIC-1 MFT-G703, VWIC-2MFT-G703 , WIC-1 ADSL, WIC-1 AM, 
WIC-2AM, VIC-2DID, VIC-2FXS, VIC-2FXO. VIC-2FXO-EU, VIC-2FXO-M1, 
VIC-2FXO-M2, VIC-2FXO-M3, VIC-2E/M, VIC-2CAMA, VIC-28RI-S/T-TE, WIC-1T. 
WIC-1 DSU-T1, WIC-1 SHDSL. VIC-28RI-NT/TE 

AIMs AIM-VPN-HP. AIM-VPN-EP. AIM-VPN/EPII , AIM-VPN/HPII, AIM-ATM, AIM-VOICE-30, 
AIM-ATM-VOICE-30, AIM-COMPR4 

Ordering lnformation 

The Cisco 3700 Series is orderable through the following part numbers: 

Part Number Description 

CISC03725 3700 Series, 2-Siot, Dual FE, Multiservice Access Router 

CISC03745 3700 Series, 4-Siot, Dual FE, Multiservice Access Router 

-------- CN R'. ·:: 110 0:.112005 -
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Corpora te Headquarters 
Cisco Systems. Inc. 
170 Wesl Tasman Drive 
San jose. CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (638 7) 
Fax: 408 526-4100 

Summary 

The Cisco 3700 Series Multiservice Access Routers enable flexible and scalable deployment of new e-business 

applications in an integrated branch office access platform. The Cisco 3700 Series is ideal for sites and solutions 

requiring the highest leveis o f integration at the edge for Branch Office IP Telephony, voice gateway, and integrated 

flexible routing with low-density switching solutions. In addition, the Cisco 3700 Series provides a consolidated 

service infrastructure and high service density in a compact form factor that enables the incrementai integration of 

branch applications and services. 

Service and Support 

The award-winning Cisco Service and Support offerings provide presales network audit planning, design consulting, 

network implementation, operational support, and network optimization. By including service and support when 

purchasing Cisco 3700 products, customers can confidently deploy a converged network architecture using Cisco 

expertise, experience, and resources. 

For More lnformation on Cisco Products, Contact: 

U.S . and Canada: 800 553-NETS (6387) 

Europe: 32 2 778 4242 

Australia: 612 9935 4107 

Other: 408 526-7209 

Web: www.cisco.com 
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Haa rlerbergpa rk 
Haarlerbergv.•eg 13-19 
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The Netherlands 
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Fax: 3 1 O 20 357 1100 

Americas Headq uarters 
Cisco Systems. Inc. 
170 Wes l Tasman Drive 
San jose, CA 95 134-1706 
USA 
www.cisco.com 
Tel: 408 526-7660 
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Asia Pacifi c Headquarters 
Cisco Systems. Inc. 
Capital Tower 
168 Robinson Road 
#22-01 to #29-01 
Singapore 068912 
www.cisco.com 
Tel: +65 6317 7777 
Fax: +65 6317 7799 
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Cisco 2600, 3600 and 3700 Voice Gateway Router 
Router lnteroperability with Cisco CaiiManager 

Cisco 2600, 3600 and 3700 multiservice 

platforms can be deployed as Voice 

Gateway Routers as part o f the Cisco 

AVVID (Architecture for Voice, Vídeo and 

Integrated Data)-enabled Cisco CaiiManager 

IP telephony solution. New and existing 

deployments can benefit by using 2600/ 

3600/3700 multiservice platforms as Voice 

Gateway Routers with Cisco CaiiManager. 

Cisco 2600, 3600 and 3700 Voice Gateway 

Routers communicate directly with Cisco 

CaiiManager, allowing for the deployment 

o f IP telephony solutions that are ideal for 

large enterprises and service providers that 

offer network managed services. The Cisco 

2600/3600/3700 Voice Gateway Router 

capability leverages an award-winning 

modular platform that is designed to 

provide a highly flexible, scalable, 

multiservice solution for small and 

medium-sized branches and regional 

offices. The Cisco 2600/3600/3700 Voice 

Gateway Router supports the widest range 

o f packet telephony- based voice interfaces 

and signaling protocols within the industry, 

providing connectivity support for over 90 

percent of the world's priva te branch 

exchanges (PBXs) and public switched 

telephone network (PSTN) connection 

points. Signaling support includes Tl-PRI, 

El -PRI , Tl-CAS, El- R2, Tl /El QSIG, TI 

FGD, BRI, FXO, E&M and FXS. The Cisco 

2600, 3600 and 3700 Voice Gateway 

Routers can be configured to support from 

two to 300 voi ce channels. As enterprises 

seek to deploy an expanding listo f IP 

telephony applications and services. Cisco 

2600, 3600 and 3700 Voice Gateway 

Routers, interoperating with Cisco 

CaiiManager, provide a solution that will 

grow with the changing needs o f enterprises. 

lnteroperability Using H.323 

or MGCP 

The Cisco 2600/3600/3700 Voice Gateway 

Routers can communicate with the Cisco 

CaiiManager using H.323 or Media 

Gateway Contrai Protocol (MGCP): 

• In H.323 mode, the Cisco 2600/3600/ 

3700 Voice Gateway Router 

communicates with Cisco CaiiManager 

as an intelligent gateway device. 

• In MGCP mode, the Cisco 2600/3600/ 

3700 Voice Gateway Router operates as 

a stateless client, giving Cisco 

CaiiManager full contrai. 

As MGCP Voice Gateway Routers, Cisco 

2600/3600/3700 multiservice platforms 

provide enhanced network management 

and failover capabilities. In MGCP mode , 

dia! plans are configured centrally in Cisco 

CaJJManager, instead o f in each gateway. 

And ali Cisco 2600/3600/3700 MGCP 

Voice Gateway Routers in a Cisco 

AWID-enabled IP telephony network can 

be automatically configured by 

downloading XML files from Cisco 

CaJJManager. Also, Cisco 2600/3600/3700 

MGCP gateways provide multiple leveis of 

failover capa~·- ·res. i,çJç!i7c!.iP.g-.Sur iv Je/ 
::, n uJ/LUvo - ~~ 

Standby Ren t · ·. e TeleéJ MQ . "" . , ort to 
I ~ -~U .... 1 I 

prevent callr~(~~~ing intirr"l t~r1f} I f 

droppect callf lfl . _e _ nt M kJ.ciJ 
CallManage or W~ ~il !fie. . 
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IP Telephony Phased Migration 

The Cisco 2600/3600/3700 Voice Gateway Router enables users to immediately deploy an end-to-end IP telephony 

network architecture or gradually shift voice traffic from traditional circuit-switched networks to a single 

infrastructure carrying data , voice , and video over packet networks . lnitially, customers can use the Cisco 2600/3600/ 

3700 Voice Gateway Routers to interconnect Iegacy PBXs over the packet infrastructure and still maintain PSTN 

(off-net) connectivity via their circuit-switched PBXs. Later, customers can migrate PSTN (off-net) connectivity to 

the Voice Gateway Routers and start ,to incorporate IP phones at larger sites (Figure 1) . After ali sites are running IP 

telephony, users can begin deploying IP-based applications such as IP unified messaging, personal assistants, and 

extension mobility. The Cisco 2600/3600/3700 Voice Gateway Router is an ideal solution for circuit-switched PBX 

and PSTN access within a Cisco CaiiManager IP telephony architecture. 

Figure 1 

IP Telephony Phased M igrauon-Migrate Circuit-Switched PSTN and PBX Connectivity to Voice Gateway Routers 

Headquarters 

Cisco 
2600/3600/37 00 

with SRST 

Branch Offices 

As companies seek to deploy IP telephony solutions across the entire enterprise-converging voice , video , a, nd data 

across potentia lly thousands o f sites- they require a feature-rich IP telephony solution th t..ofier.s &T I e -....... ____ 
admini strat ion, virtua lly unlimited scalability and high avail ability. The Cisco 2600/3600Y~Y«)g rw: I??Yc oice C' . 

6. / c.. liJ - 1'1 
Gateway Rou ters wo rk in concert with the Cisco Call Manager. deployed in either a di str H ~l12_r-cel!)ir ~~~~r ·os 

ca ll -process ing mocl eJ, to provi cle the TP telephony solutions that enterpri ses require. {) 2 8 O 
-Fls NoU 

- ·----·-
Cisco Systems, In c. '7 
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Centralized Caii-Processing 

Demand for technology to support increased employee productivity and lower costs is at an ali-time high. At the 

same time, many organizations are struggling to deploy new applications and services beca use o f flat budgets. The 

centralized call-processing model can provide technology to users who require it, while simultaneously providing 

ease o f centralized management and maintenance of applications to network administrators. Instead of deploying 

and managing key systems or PBXs in small offices, applications are centrally located ata corporate headquarters ar 

data center, and accessed via the IP LAN and WAN. This deployment model allows branch office users to access the 

full enterprise suite of communications and productivity applications for the first time, while lowering total cost of 

ownership (TCO) . There is no need to "touch" each branch office each time a software upgrade o r new application 

is deployed, which accelerates the speed in which organizations can adopt and deploy new technology solutions. In 

the Internet economy, the ability to quickly roll out new applications to remate users can provide a sustainable 

competitive advantage versus companies that must visit each o f their branch sites to take advantage o f new 

applications. An architecture in which a Cisco CallManager and other Cisco AWID applications are located at the 

central site has the following benefits: 

• Centralized configuration and management 

• Access at every site to ali Cisco CallMamiger features , next-generation contact centers, unified messaging services, 

personal productivity tools, mobility solutions, and soft phones ali the time 

• IT staff is not required at each remate site 

• Ability to rapidly deploy applications to remate users 

• Easy upgrades and maintenance 

• Lower TCO 

Survivable/Standby Remote Site Telephony (SRS Telephony) 

As enterprises extend their IP telephony deployments from central sites to remate offices , an important consideration 

is the ability to cost-effectively provide failover capability at remate branch offices . However, the size and number o f 

these small-office sites preclude most enterprises from deploying dedicated call-processing servers, unified messaging 

servers, or multiple WAN links to each site to achieve the required high availability. The Cisco CallManager IP 

telephony solution with SRS Telephony allows companies to extend high-availability IP telephony to their remate 

branch offices with a cost-effective solution that is easy to deploy, administer, and maintain.The SRS Telephony 

capability is embedded in the Cisco IOS .. Software that runs on the Cisco 2600/3600/3 700 Voice Gateway Router. 

SRS Telephony software automatically detects a connectivity failure between Cisco CallManager and IP phones at 

the branch office. Using the Cisco Simple Network Automated Provisioning (SNAP) capability, SRS Telephony 

initiates a process to intelligently auto-configure the Cisco 2600/3600/3700 Voice Gateway Router to provide 

call-processing backup redundancy for the IP phones in the affected office. The router provides essential 

call-processing services for the duration ofthe failure, ensuring that criticai phone capabilities are operational. Upon 

restoration o f the connectivity to the CaiiManager, the system automatically shifts call -processing functions back to 

the primary Cisco CaiiManager cluster. Configuration for this capability is done only once in the Cs csa ,a 1~fte{) _ C~. 

at the central site. CPMI - CORREIOS 
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Figure 2 

Centra lized C1sco CaiiManager Deployment with SRS Telephony 

Applications 

Headquarters 

Cisco 3700 
Router 

with SRST 

with EtherSwitch "'"""··"-"·~"''··"'·•·~' 
and SRST Small Branch 

36 Users 

Key 2600/3600/3700 MGCP Voice Gateway Router Features and Benefits 

Simple Administration 

• Provides centralized administration and management 

• Enables ad ministrat ion of large dia I plans 

• Provides a single point of co nfiguration for a Cisco AVVID-enabled IP telephony network 

Availability 
r ·- -·------. 

• Provides Cisco Ca llManager redundancy I G, · ,:; n° 0312005 - CN 
• Provides ca ll preservation for gateway ca lls when the host Cisco Ca ll Manager t il~ · -COt( ElOS 

• Provides MGCP gateway fal lback to H.323 contra! for basic ca ll -handling whi ~· § \\(~;}8 2 
Ci sco Systems, Inc. 
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Scalability 

• Meets enterprise office requirements of small offices to large corporations 

• Scales up to 30,000 users per cluster with Cisco CaliManager clustering. 

lnvestment Protection 

• Provides a modular platform design with a growing list of more than 90 interface combinations 

• Allows users to increase voice capacity while leveraging their existing investment in Cisco 2600, 3600 and 3700 

multiservice platforms 

Voice Gateway Router with Cisco CaiiManager Minimum System Requirements 

Table 1 Cisco 2600, 3600, 3700, Access Gateway Module and VG200 

Signaling MGCP H .323 

Analog (FXS, FXO) Cisco lOS: 12.2(4)T Cisco lOS: 12.2(1 )M 
Cisco CaiiManager: 3.0(5a) Cisco CaiiManager: 3.0(5a) 

BRI Cisco lOS: 12.2(15)ZJ Cisco lOS: 12.2(1)M 
Cisco CaiiManager: 3.3(2)FP1 (This is Cisco CaiiManager: 3.0(5a) 
a controlled release version of Cisco 
CaiiManager and is the only release 
that currently provides this feature .) 

T1 CAS, T1 /E1 PRI Cisco lOS: 12.2( 11 )T Cisco lOS: 12.1(2)T 
Cisco CaiiManager: 3.1(1) Cisco CaiiManager: 3.0(5a) 

T1 /E1 OSIG Cisco lOS: 12.2(11 )T Cisco lOS: 12.1 (2)T 
Cisco CaiiManager: 3.3(2) Cisco CaiiManager: 3.0(5a) 

1. The Cisco 2691, 3725 and 3745 is supported with Cisco lOS 12.2(8)TI or !ater and Cisco CaiiManager 

3.2(2c)spA or !ater. 

2. The Access Gateway Moduleis supported with Cisco lOS 12.2(13)T or !ater and Cisco Cai!Manager 3. 2(2c)spB 

or !ater. 

3. MGCP is not supported for BRI on the VG200 or Access Gateway Module. 

4. The actua l DRAM and Flash requirements may vary depending on the particular platform and version o f Cisco 

lOS software used . Please refer to the release notes for the version o f Cisco lOS software being used for the exact 

Flash and DRAM requirements. 

5. Network module support and required software may vary. Please refer to the Cis 

CaiiManager Release Notes for definiti on of features supported. 

6. The IP Communications Voice/Fax N etwork Module (NM-HD) requires Cisc 

CallManager 3.3(3) is required for M GCP support. 

Cisc o Systems, Inc. 
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Voice Gateway Router with Cisco CaiiManager Feature Summary 

Table 2 Voice Gateway Router with Cisco CaiiManager Feature Summary 

MGCP H.323 Feature Benefits 

X X Analog FXS (Foreign Exchange Enable d irect connection to phones, fax machines, and key 
Station) interfaces loop-start and systems 
ground-start signaling 

X Analog E&M (wink, immediate, Enable direct connection to a PBX 
delay) interfaces 

X X Analog FXO (Foreign Exchange Enables connecting to a PBX or key system and provides 
Station) interfaces loop-start and off-premise connections to/from the PSTN/PTT 
ground-start signaling 

X Analog (Direct lnward Dial) DID Enable connection to PSTN 

X Analog CAMA Enables PSTN connection for 911 Support 

X BRI 0.931 network side (NET3) Enables connection to a PBX or key system 

X X BRI 0.931 user side (NET3) Enables connection to PSTN 

X BRI O.SIG Enables connection to a PBX or key system 

X X T1-CAS E&M (wink start and Enables connection to a PBX or key system 
immediate start) interfaces 

X T1-CAS E&M (delay dial) interfaces Enable connection to a PBX or key system 

X T1-CAS FGD Use to connect to a PBX or PSTN 

X T1-CAS FXO (ground start and loop Use to connect to PBX or key system and to provi de 
start) interfaces off-premise connections 

X T1 -CAS FXS (ground start and loop Use to connect to PBX or key system 
start) interfaces 

X E1 CAS Enable connection to a PBX or PSTN 

X E1 MeiCAS Enable connection to a PBX or PSTN 

X E1 R2 (more than 30 country Enable connection to a PBX or PSTN 
variants) 

X X T1 /E1 ISDN PRI 0 .931 interfaces Use to connect to PBX o r key system and to provi d e 
off-premise connections to/from the PSTN/PTT 

X X T1 and E1 O.SIG Use to connect to PBX 

X X Out-of-Band DTMF Carry DTMF tones and information out of band for clearer 
transmission and detection . 

X X Supplementary se rv ices Enabl e hold, transfer, forward , and co [lfe:r:.eDce~ca~bi ities 
from an IP Phone 

r· 
~ s .-~o 03/2005 - CN I r. 

X Single point of configuration for a c r d t~ "'"' ' fi l (t{'~F'~ entra rzes an automates t ~~fi gtJra o6l11 •EHl o r 
Cisco AVVID-enabled IP telephony MGCP Voice Gateway Route} s by mak~~ ~ 
network confi gurable on the Cisco Cr~~ na ~~ n ·g ration 

1nformat1on 1s automat1ca ll y d ~a~d '§s(ftup ar d 
_, after any conf1gurat1on chan!!J e _ •. . . 

I r ,... 
_;_. J. 
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Table 2 Voice Gateway Router with Cisco CaiiManager Feature Summary 

MGCP H.323 Feature 

X XML configuration files for single-
point configuration 

X X Cisco CaiiManager failover 
redundancy 

X MGCP gateway fallback 

X X Multicast music on hold (MOH) 

X X Tone on hold 

X X Cal ler ID support 

X X Platform voice scalability 

X X Modular design 

X X Standards-based PCM encoding 

Cisco Systems, In c. 

Benefits 

MGCP Voice Gateway Router configuration information is 
stored in XML file format on a Cisco CaiiManager server 
and can be easily manipulated with any standard Web 
browser 

When a MGCP Voice Gateway Router loses contact with 
the primary CaiiManager the gateway reregisters with the 
next available Cisco CaiiManager of the three on its list 

When the WAN connection to a main site MGCP 
CaiiManager is lost, MGCP gateway fallback provides 
basic call-handling support for PSTN telephony interfaces 
on a branch office gateway for the duration of the WAN 
outage 

Enables the Voice Gateway Router to deliver music 
streams from an MOH server to users on on-net and 
off-net calls 

Tone indicates when a user is placed on hold 

Enables the Voice Gateway Router to send the ANI o f a 
cal ler for display: 

In MGCP mode, to/from IP phones, FXS and T1 /E1 PRI 
(Caller ID currently not supported on FXO and T1-CAS) 

In H.323 mode, between IP phones, FXS, BRI and T1 /E1 
PAI; and from FXO to IP Phones, FXS, BRI and T1 /E1 PRI 

Scale from two to 300 voice channels in a single 
multiservice router solution 

Single box supports data and telephony services 

ITU-T G.711 PCM encoding provides 64-kbps 
analog-to-digital conversion using u-law or A-law. 

RQS no 03/2003 - CN 
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Table 3 Voice Gateway Router Feature Summary 

MGCP H.323 Feature 

X X Standards-based compression 
algorithm support 

X X Fax support 

X X Voice over IP (VoiP) 

X Private Line Automatic Ringdown 
(PLAR) 

X Connection trunk 

X Off-premise extension (OPX) 

X X Voice Activity Detection (VAD) 

X Busy Out 

X X Comfort noise generation 

X H.323 version 1, 2, 3, 4 support 

X X Authentication, Authorization, and 
Accounting (AAA) 

X lnteractive Voice Response (IVR) 
support 

X Automated Attendant (AA) 

Ci sc o System s, In c. 

Benefits 

Users can choose to either transmit voice across their 
networks as uncompressed PCM or compressed from 5.3 
kbps to 32 kbps using standards-based compression 
algorithms (G .729, G.729a/b, G.723.1, G.726, and G.728). 

Transmit Group 111 fax over any voice channel without 
sacrificing voice-processing resources regardless of 
compression type being used. 

Transmit data, voice, and video across a single WAN 
connection (frame relay, ATM, ISDN, HDLC, or multilink 
point-to-point protocol [MLPPP)). 

Provides a dedicated connection to another phone or an 
auto attendant 

C reate permanent connection across the network, often to 
carry proprietary PBX signaling 

Extend the capability of legacy PBX to off-premise phones. 
(This applies to toll-bypass applications only) 

Conserve bandwidth during a call when there is no active 
voice traffic to send 

Busy out desired trunk line to PBX when direct WAN or 
LAN connection to router is down 

While using VAD, the DSP at destination end emulates 
background noise from on the source side preventing the 
perception that a call is disconnected 

Use industry-standard signaling protocols for call setup 
between gateways, gatekeepers, and H.323 endpoints 

Support debit card and credit card (prepaid and postpaid 
calling card) applications 

Enables automated attendant support, voice-mail support 
or cal I routing based on service desired 

Uses IVR to provide automated call answering and 
forwarding services 

' " 

rms r~ 0312005 • CN 
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Telephony Interface Signaling Support 

Table 4 Voice Performance on the Cisco VG200 and Cisco 2600,3600 and 3700 Series Gateways for 12.2.8T 

2610- VG20 2620· 2650 2650- 2691 3725 3745 
2610 XM 15) o 2620 XMI5J [5) XMI5J 3620 3640 [3) (4) 3660 (4) 

VoiP Perfonnance: Maximum 

Standalone 4811 1 6ol11 60121 60111 70111 90121 90121 60121 96111 90121 120121 3ool11 240121 

Voice Gateway 
Router 

WAN Edge 24111 30111 N/A 30111 35111 6olll 60111 30111 50111 90121 120121 200111 240121 
Gateway 

-
WAN Edge 12111 22111 N/A 22111 25[1 1 42111 42111 24111 30111 90121 120121 160111 240121 

Gateway with 

J ' 
Perfonnance: Maximum Calls Per Second1 

0.5 0.5 1 1 1 2 2 1 2 4 15 4 20 

Maxímum Physical DSO Conn 

FXS 12 12 4 12 12 12 12 12 36 12 24 72 48 

FXO 8 8 4 8 8 8 8 8 24 8 16 48 32 

E&M 4 4 4 4 4 4 4 4 12 4 8 24 16 

Analog DID 4 4 4 4 4 4 4 4 12 4 8 24 16 

BRI 4 4 4 4 4 4 4 4 12 4 8 24 16 

T1 /E1 Ports 3 3 2 3 3 3 3 2 6 2/3 4/6 12 8110 

T1 Channels 72 72 48 72 72 72 72 48 144 48/72 96/120 288 192/ 
240 

E1 Channels 90 90 60 90 90 90 90 60 180 60/90 120/ 360 240/ 
180 300 

~ 
A results represent G. 729 switched calls with VAD turned off.Standalone Voice Gateway Router: FE egress, no QoS features , Voice traffi c 

. y WAN Edge Gateway: Tl /E 1 Seria l egress, QoS features (LLQ, LFI , TS), Voice (- 50% of bandw idth) + Data tra ffi c (- 25 % ofbandwidth) 

WAN Edge Gateway with cRTP: Tl /E l Serial egress, QoS featu res (LLQ , LFI, TS), cRTP, Vo ice (-50% of band wid th) · E>ata"'tr>affi (~25-~ 

of band width) F US n° 03/2005 - CN 
. CPiQ 2 g~REIOS 

I Fls N° __ _ 
2. Physica l DSO connectivity limi t reached fo r this confi gurat ion. 

Notes: 

1. 5% platform CPU utilization reached for this number of vo ice channels. 

3. In 12.2.8T the 269 1 supports a maximu m 2 T1 /E 1s DSO connectivity. In a !ater release, w hen the AIM-VOICE-30 i s~~e4}:tf)269 1 
can su pport a maxim um of 3 Tl/E1 ports. 

4. In 12.2.8T the 3725 a nd 3745 support a maximum 4 and 8 Tl/E l s DSO connectivity, res pectively. In a !ater release. when the 

AIM-VO ICE-30 is supported, the 3725 a nd 37 45 will physica lly sup po rt a maxim um o f 6 a nd 1 O T 1/E 1 po rts. respectively. The capac ity 

figures at that time may be revised to be hi gher. 

5. 128M of memory equ ipped 

Cisco Systems. Inc. 
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For more information on Cisco 2600/3600/3 700 multiservice 

platforms and Cisco IP telephony, visit: Digital Tl/El Packet Voice 

Trunk Network Module Data Sheet: http://www.cisco.com/warp/ 

public/cc/pd/rt/2600/prodlit/st 1 e l_ds. htm 

• Low Density Voice/Fax Network Modules for the Cisco 2600, 

3600 and 3700 Data Sheet: 

http: //www.cisco.conJ /warp/public/cc/pd/rt/3600/prodlit/ 

c36p_ds.htm 

( 

e 

• Cisco SRS Telephony: 

http://www.cisco.com/warp/public/cc/pd/unco/srstllindex.shtml 

Cisco CaiiManager Version 3.1: ~ 

http://www.cisco.com/warp/public/cc/pd/nemnsw/callmn/ {;j . 
prodlit/callm_ds.htm ~ ) 

• Cisco AVVID for the Enterprise: ""'$> 
http://www.cisco.com/warp/public/779/largeent/avvid/ 

cisco_avvid.html 
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forthe1000, 1400,1600-R,1700,2600,3600,3700,4000,4500,4700, ~ 
AS5300, and the MC381 O 

Introduction 
Before Y ou Begin 

Conventions 
Prerequisites 
Components Used 

Upgrade Procedure for Routers with Internai Flash (for example, 2600 Series Routers) 
Establish a console session to the router 
Verify that the TFTP server has IP connectivity to the router 
Copy the new image in to the Flash memory of the router through the TFTP server 

Upgrade Procedure for Cisco 3600 Series Routers with PCMCIA Cards 
Establish a console session to the router 
Verify the amount of free space on the Flash memory card (PCMCIA slot) 
Verify that the TFTP server has IP connectivity to the router 
Copy the new image into the Flash memory card through the TFTP server 
Set boot statements to load the new image upon startup 
Reboot the router to load the new image 
Verify the upgrade 

Related Information 

lntroduction 

This document explains the procedure for upgrading a Cisco lOS® software image on Access router 
, platforms. The examples provided from the 2600 and 3600 Series Routers also apply to the list of router 

platforms mentioned below. The Cisco lOS software file names may vary depending on the Cisco lOS 
software version, feature set, and platform.The following Cisco series routers are addressed in this document: 

• Cisco 1000 Series Routers 
• Cisco 1400Series Routers 
• Cisco 1600- R Series Routers 
• Cisco 1700 Series Routers 
• Cisco 2600 Series Routers 
• Cisco 3600 Series Routers 
• Cisco 3700 Series Routers 
• Cisco 4000 Series Routers 
• Cisco 4700 Series Routers 
• Cisco AS5300 Series Routers 
• Cisco MC381 O Series Routers 

Note: To use the troubleshooting tools described in this document, you must be a user and you must be . 

Before Vou Begin ---Rns no 03120~·, - CN 
CPMI • CORi1EIOS 
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Conventions 

For more information on document conventions, see the Cisco Technical Tips Conventions. 

Prerequisites 

Step 1: Install a TFTP Server 

A Trival File Transfer Protocol (TFTP) server ora Remote Copy Protocol (RCP) server application must be 
installed on a TCP/IP-ready workstation or PC. Once the application is installed, a minimal levei of 
configuration must be performed. 

1. The TFTP application must be configured to operate as a TFTP server as opposed to a TFTP client. 
2. The outbound file directory must be specified. This is the directory in which the Cisco IOS software 

images are stored (see step 2 below). Most TFTP applications provide a set-up routine to assist in 
these configuration tasks. 

Note: A number of TFTP or RCP applications are available from independent software vendors or as 
shareware from public sources on the World Wide Web . 

Step 2: Select a Cisco lOS Software Image 

Verify that the Cisco lOS Software image that you download supporis both your hardware and the required 
software features . You can find this information using the Cisco Software Advisor ( registered customers only) . 

Make sure that your router has enough Dynamic RAM (DRAM) and Flash for the Cisco lOS software image 
prior to downloading the software version you have selected. You can find the minimum recommended 
DRAM and Flash requirements in the release notes for each specífic Cisco lOS software version, as well as in 
the Cisco lOS Upgrade Planner ( registered customers only) . 

For additional information on how to select the right software version and feature set, see How to Choose a 
Cisco lOS Software Release. 

Step 3: Download the Cisco lOS Software Image 

Download the Cisco lOS Software image into your workstation or PC from the Cisco lOS Upgrade Planner ( 
registered customers only) . 

Should you experience any problems while using TFTP to upgrade your router, see Common Problems in 
lnstalling lmages Using TFTP. 

Components Used 

The information in this document is based on Cisco lOS Software Release 12.0 or later. 

The information presented in this document was created from devices in a specific lab environment. Ali of the 
devices used in thi s document started with a cleared (default) configuration. lf you are working in a live 
network, ensure that you understand the potential impact of any command before using it. 

Upgrade Procedure for Routers with Internai FI ~,r(fê2~'rvcg''Gj - CN 
1 CViv,l O R~QCIOS 

example, 2600 Series Routers) . "' ~-
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The upgrade procedure involves three main steps: 

1. Establish a console session to the router 
2. Verify that the TFfP server has IP connectivity to the router 
3. Copy the new image into the Flash memory of the 2600 Series Router through the TFTP server 

Establish a console session to the router 

Even i f it is possible to connect to the router through a telnet session, it is strongly recommended to be 
directly connected to the router using the console port. The reason is that if something goes wrong during the 
upgrade, it might be necessary to be physically located next to the router to power-cycle it. Moreover, the 
telnet connection will be lost while the router is rebooting during the upgrade procedure. 

A rolled cable (usually a flat black cable) is used to connect, and connects the console port of the router to one 
of the COM ports of the PC. 

Once the PC is connected to the console port of the router, you need to open hyperterminal on the PC, and use 
the following settings: 

Speed 9600 bits per second 
8 databits 
O parity bits 
1 stop bit 
No Flow Control 

Note: If you are getting any garbage characters in the hyperterminal session, this means that you have not set 
the hyperterminal properties properly, or the configuration register of the router is set to a non-standard value 
for which the console connection speed is higher than 9600 bps. Check the value of the configuration register 
using the show version command (shown in the 1ast line of the output) and ensure it is set to Ox21 02 or 
Ox 102. It is necessary to reload the router for a configuration register change to take effect. Once you are sure 
the console speed is set to 9600 bps on the router side, you should check the hyperterminal properties as above 
. For more information on setting the hyperterminal properties, see Applying Correct Terminal Emulator 
Settings for Console Connections. 

Booting Problems 

Once you are connected to the console port of the router, you might notice that the router is either in 
ROMmon or Boot mode. These two modes are used for recovery and/or diagnostic procedures. If you do not 
see the usual router prompt, you should follow the recommendations below to proceed with the upgrade 
procedure installation. 

• Router boots in rommon mode, and the followin g message appears when you issue dir flash: 
command. 

rommon 1 > dir flash: 
device does not contain a valid magic number 
dir: cannot open devic e "flash:" 
rommon 2 > 

When you see the above error message, it means the Flash is empty or the fi !e~fsie'lh ~( \4'~l·~gt l. See 
Xmodem console download procedure using ROMmon. C~M~ - CORRtiOS 

• Router boots in boot mode, with the fo ll owing messages on the console: 
Fls ~ 294 

router(boot) > 

c 
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device does not contain a val id rnagic nurnber 
boot: cannot open "flash:" 
boot: cannot determine first file narne on device "flash : " 

When you get the above errar messages on the console output, it means the Flash is empty or the file 
system is corrupted. Copy a valid image on the Flash by following the procedures provided in this 
document. 

Verify that the TFTP server has IP connectivity to the router 

The TFTP server must have a network connection to the router, and must be able to ping the IP address of the 
router targeted for a TFTP software upgrade. To achieve this, the router interface and the TFTP server must" 
h ave: 

• an IP address in the same range, or 
• a default gateway configured. 

To verify this, check the IP address of the TFTP server. See Determining IP Addresses for more details. 

Copy the new image into the Flash memory of the router through the 
TFTP server 

Follow these steps: 

1. Now that you have IP connectivity and can ping between the computer acting as a TFTP server and 
the router, copy the Cisco lOS software image into the Flash. 

Note: Before copying, make sure you have started the TFTP server software on your PC and that you 
have the filename mentioned in the TFTP server root directory. We recommend that you keep a 
backup of the router/access server configuration before upgrading. The upgrade itself does not affect 
the configuration (which is stored in nonvolatile RAM (NVRAM). However, this might happen if the 
steps are not followed properly. 

For RCP applications, substitute RCP for every occurrence of TFTP. For example, use the copy rcp 
flash command instead of the copy tftp flash command. 

2600> enable 
Password:xxxxx 
2600# 
2600# copy tftp flash 

If necessary, you can copy an image from one device to another. 
2. Specify the IP address of the TFTP server. 

When prompted, enter the IP address of the TFTP server as in the following example: 

Address o r n a rne of remote host []? 10.10.10.2 
R"'S no 0.3/2005 - OJ ~
~ .• -

3. Specify the filename of the new Cisco lOS software image. CP~I _ CORREIOS 

When prompted, enter the filename of the Cisco lOS software image to be in ~ tfíl. ed ['à~Jl5 _ 
following example: 

Sourc e f ilename []? c2600-i-rnz.121-14.bin 
l 1_ . - ;. 3 6 9 o 
L . ------
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Note: The filename is case sensitive, so be sure to enter it correctly. 
4. Specify the destination filename. 

<-P~ 
~· ) 

This is the name the new software image will have when it is loaded onto the router. The image can 
be named anything, but common practice is to enter the same image filename. 

Destination filename []? c2600-i-mz.121-14.bin 

Note: If you see the below error message: 

%Error copying tftp://10.10.10.2/c2600-i-mz.121-14.bin 
(Not enough space on device) 

Note: This indicates that there is not enough room available in Flash to copy the image. Y ou need to 
erase a file(s) before copying the new image from the TFTP server. 

5. Upgrade the new image from a TFTP server 

2610#copy tftp flash 
Address or name of remote host []? 10.10.10.2 
Source filename []? c2600-i-mz.121-14.bin 
Destination fi1ename [c2600-i-mz.121-14.bin]?y 
Accessing tftp:/ / 10.10.10.2/c2600-i-mz.121-14.bin ... 
Erase flash: before copying? [confirm]y 
!---If there is not enough 

!-- - memory available, erase the Flash 

Erasing the flash filesystem1Wl~l~ remove all files! Continue? [confirm]y 
Erasing devi c e. . • eeeeeeeeeeeeeeeeee_~:~eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee 

eeeeeeeeee ••• erased 
Erase of flash: complete 
Loading c2600-i-mz . 121-14.bin from 10.10.10.2 (via Ethernet0/0): ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

[OK - 45014 80 / 90019 84 bytes] 

Verify ing che cksum... OK (0xAC8A) 
4501480 bytes copied in 56.88 secs (80383 bytes/sec) 

The copying process takes severa) minutes; the time differs from network to network . During the copy 
process, messages are displayed to indicate which file has been accessed. __ - • 

r~ ,, n° 03/20uJ - CN 
The exclamation point "!" indicates that the copy process is taking place. Each exc av 

1
f on_p · io REIOS 

indicates that ten packets have been transferred successfully . A checksum verificatl"on of the image 
occurs after the image is written to Flash memory . Fls. N° 0 2 O 

- - -.J ti 

Infonnation about troubleshooting software transfer problems is available at Com o~ Pro' 'lf; i'Q 0 
ln stalling Images Using TFTP or an RCP Server. C ~:; ____ __ _ 
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6. After you have upgraded the Flash, you need to reload the router using the reload command. 

Before you reload the router, you need to check two things: 

"h ,C:v 
'f-/) 

+ The value of the config-register- You can check this using the show version command. The 
value is shown in the last line of the show version output. lt should be set to Ox2102. 

2610 #configure terminal 
Enter configu r a t i on c omma nds , on e per line. End with CNTL / Z . 
2 61 0 (config)#config-register Ox2102 
2 6 1 0 (c onfig)# AZ 

+ The other files on the Flash - If the first file in the Flash is not the Cisco lOS Software image, 
but a configuration file or something else, then you need to configure a boot system 
statement in order to boot the specified image. Otherwise, the router will try to boot with the 
configuration file or the first file in the Flash; this will not work. If there is only one file in the 
Flash which is the Cisco lOS Software image, then this step is not necessary . 

26 1 0#configure terminal 
En t e r conf igurat ion commands , one per line . End with CNTL /Z. 
26 1 0 (con fi g) #no boot system 
26 1 0 (conf i g )#boot system flash c2600-i-mz.l21-14.bin 
2 61 0 (c onfig )#AZ 

Note: If you type the reload command, the router asks you if you want to save the 
configuration. You should be very cautious here. The reason is that if the router is in boot 
mode for instance, it is a subset of the full Cisco lOS software which is running and there is 
no routing functionality. Therefore, ali the routing configuration is gone in the running 
configuration and i f you save the configuration at this time, then you erase the good 
startup-configuration in NVRAM and replace it by the incomplete running-configuration. 
Save the configuration only if you are sure that you have the full configuration in the output 
of show run . It is not necessary to save the configuration to take into account the new 
configuration register i f this one h as been changed previously . That is done automatically. 

261 0 #reload 

Systern configurat i on has been rnodi fi e d . Save? [y es / n o ] : y 
Bui l d ing confi gurat i on . . . 
[OK ] 

Proceed wi th r eload? [con f irrn]y 

Verify that the router is running with the proper image. After the reload is complete, the 
router should be running the desired Cisco lOS Software image. Use the show version 
command to veri fy. 

26 1 0# show version 
00 : 22:25: %SYS - 5 - CONFIG_ I: Configu red frorn cons o le by console 
Ci sco I n terne t work Op e r a tin g Systern So ftware 
I OS ( trn) C2600 Softwa re (C2 600 - I - M) , Version 12.1(14) , RELEAS E SOFTWARE (f c: 
Copyr i ght (c ) 19 86 - 2 00 2 b y c i sc o Syst erns , Inc. 
Cornp iled Mon 25-Mar - 02 20:33 b y ke llythw 
Irna g e t ext-bas e : Ox80008088 , da t a-bas e : Ox8 0828 7 

ROM: Sy ste rn Bootstrap, Ver s ion 11 .3 (2) XA4, REL~A 

2610 up t i me i s 22 rn inute s 

,.--.------
sqos n° 03/20C::> - OI ~ 
C. Ml - CORf1EIOS 

E F~J'~7( f-~~ 
Systern returned t o ROM by r eload 

Sys t ern i rnage fil e i s " flash:c2600-i-rnz.121-14 . bi "D:::J.l _§_: _Q O 
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Upgrade Procedure for Cisco 3600 Series Routers with 
PCMCIA Cards 

• Establish a console session to the router 
• Verify the amount of free space on the Flash memory card (PCMCIA slot) 
• Verify that the TFfP server has IP connectivity to the router 
• Copy the new image into the Flash memory card through the TFTP server 
• Set boot statements to load the new image upon startup 
• Reboot the router to load the new image 
• Verify the upgrade 

Establish a console session to the router 

See Establish a console session to the router for more information. 

Note: Once connected to the router through the console port, if you get a">" or "rommon >" prompt, your 
router is in ROM monitor (ROMmon) mode. If the router is showing the "router (boot)>" prompt, then the 
router is in boot mode. See booting problems for steps to handle either of these situations. 

Verify the amount of free space on the Flash memory card (PCMCIA 
slot) 

At this point, you need to verify that you have enough space in the Flash memory card to copy the new image. 
If there is not enough memory, you need to delete some files to make enough space. In some situations, if the 
image is very large, you may need to delete the current image in the Flash memory card. 

To determine the amount of free space, and to show files currently located in slotO: or slotl :, issue the 
dir{device:} command. 

3600 #dir slotl: 
Directory of slotl:/ 

1 -rw-
2 -rw-

2779832 
3748760 

c3640-i-rnz.ll 3-llc.bin 
c3640-i-rnz.l20-22.bin 

Verify that the name and the file size are correct. 

If you find that there is not enough space, you can delete the file. The delete{device: }(filename] command 
deletes the file. 

3600#delete slotl: 
Dele t e filenarne [] ? c3640-i-mz.113-llc.bin 
Delete slotl:c3640- i-rnz. 1 13 -llc.bin? [confirrn] y 

Note: Do not reload or powercycle the router i f there is not a valid image in the Flash; this causes the router t8 

boot into rommon or bootmode. I Í:' ' no 03/20[5 - CN 
Cr- .11 · CORREIOS 

Verify that the TFTP server has IP connectivity to the router Fls No O 2 9 8 
i - - - -

The TFTP server must have a network connecti on to the router and must be able to ping the IP address o~the 

router targeted for a TFTP software upgrade. To achieve thi s, the router ínte1face and th ~ T..FJ.P s~~ ~~· 
h ave: 
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• an IP address in the same range, or 
• a default gateway configured 

To verify this, check the IP address of the TFTP server. 

See Determining IP Addresses for more details. 

Copy the new image into the Flash memory card through the TFTP 
serve r 

Now that you have IP connectivity and can ping between the computer acting as a TFTP server and the router, 
you can copy the image into the right slot. 

Note: Before copying, make sure you have started the TFTP server software on your PC and that you have the 
filename mentioned in the TFTP server root directory. We recommend that you keep a backup of the 
router/access server configuration before upgrading. The upgrade itself does not affect the configuration 
(which is stored in nonvolatile RAM -NVRAM). However, this may happen if the right steps are not 
followed properly. 

For RCP applicatíons, substítute RCP for every occurrence of TFTP. For example, use the copy rcp {device:} 
command instead of the copy tftp {device:} command. 

If necessary, you can copy an image from one device to another. 

3600#copy tftp: slot1: 
Address or name of remate host []? 171.68.173.10 
Source filenarne []? c3640-i-mz.122-7b.bin 
Destination filenarne [c3640-i-mz.122-7b.bin]? 
Accessing tftp://171 .68. 173.10/c3640-i-mz.122-7b.bin ... 
Erase slot1: before copying? [confirm]n 
! --- Here you are specifying "n" 

! --- because there is enough memory available. 

Loading c3640-i-rnz.122-7b.bin from 171.68.173.10 (via Ethernet1 /0 ): 
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! 

[OK - 5996844/11993088 bytes] 

Verifying checksum... OK (Ox13FO) 
5996844 bytes copied in 67.708 secs (89505 bytes/sec) 
3600# 

Use the dir slotl: command to check whether the image has been copied to slotl. Below, yo 
new image c3640-i-mz.122-7b.bin has been copied on the PCMCIA slotl: 

3600#dir slot1: 
Directory of slot1 : / 

2 -rw- 3748760 c3640-i-mz.120 - 22.bin 
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3 -rw- 5996844 c3640-i-mz.122-7b.bin 

Set boot statements to load the new image upon startup ~ ) 
After copying the image through TFTP, you may need to tell the router which image to load upon boot up.-Sr 

Checking Current Boot Statements 

At this point, the new image is now in the slotl. You need to set the router to boot the new image. By default, 
the router boots the first available image (the default is enabled when there are no boot statements in the 
configuration). 

3600#show running-config 
Building configuration ... 

Current configuration: 

version 12.0 
service timestamps debug uptime 
service timestamps log uptime 
no service password-encryption 

hostname 3600 

boot system flash slotl:c3640-i-mz.120-22.bin 

ip subnet-zero 

The commands appear at the begginning of the configuration. In ou r example above, it shows the router has a 
boot system command configured as boot system flash slotl:c3640-i-mz.120-22.bin. 

If you have boot system command entries in your configuration, you need to remove them from the 
configuration. For more information on removing boot entries, refer to the next section. 

Removing Previous Boot Statements 

To remove the commands, enter into configuration terminal mode. From the configuration mode, you can 
negate any command by typing "no" in front of each boot statement. The following example illustrates the 
remova] of an existing boot statement. 

36 00#configure terminal 
Enter configuration c ommands, one per line . End with CNTL / Z. 
3600 (c onfig )#no boot system flash slotl:c3640-i-mz.120-22.bin 
3600( c onfig) # AZ 
3600# 

The statement "no boot system flash slotl :c3640-i-mz.120-22.bin" is removed from the configuration . 
Verify that the command has been removed by issu in g the show running-config command. 

Setting New Boot Statements 

Now set the router to boot the new image. Issue the fo ll owing command to serthe"·6õõf s..xstem i;l ·uneter: 
~ r . s (1 ~ o:;,;L~ \;:) - )\ 

boot system flash slot# : {imagename} (imagename = name o . <t 1~ 1 new CCit ~~I software image 

3600 #configure terminal 
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Enter configuration cornmands, one per line. End with CNTL/Z. 
3600(config)#boot system flash slotl:c3640-i-mz.l22-7b.bin 
3600(config)#"Z 
3600#write memory 
3d 0lh : %SYS-5-CONFIG_ I: Configured from console by v tyO 
Building configuration ... 
3600# 

Be sure to verify that you are using config-register Ox2102 by issuing the show version command. If it is set 
up differently, you can change it by issuing the following command in configuration mode: 

3600#configure terminal 
Enter configuration cornmands, one per line. End with CNTL/Z. 
3600(config )#config-register Ox2102 
3600(config)#"Z 

After changing the config-register, the change takes place at the next reload. 

Reboot the router to load the new image 

For the router to run the new Cisco lOS software image, you need to reload the router. Make sure you have 
saved the configuration by issuing the copy running-config starting-config or write memory commands . 

3600#write memory 
3d0 1h : %SYS-5 - CONFIG_I: Configured from console by vtyO (127 .0 .0.11} 
Building configuration ... 
3600#reload 

Verify the upgrade 

After the router comes up, make sure you are currently running the new version of code, by issuing the show 
version command. 

3640# show version 
Ci sco In terne twork Operating System Software 
IOS (tm) 3600 Softwar e (C3640-I-M), Version 12.2(7b) , RELEASE SOFTWARE (fel) 
Copyright (c ) 1986 -20 02 by cisco Systems, Inc. 
Compiled Mon 04-Mar- 02 20:23 by pwade 
Image text-base: Ox600089A8, data-base: Ox60A6A000 

ROM : System Bootstrap, Version 11.1(19)AA, EARLY DEPLOYMENT RELEASE SOFTWARE (f) 

Router uptime i s 2 minutes 
System returned to ROM by reload 
System image file is "slot1 :c364 0-i-mz.l22-7b.bin" 

c i sco 3640 (R4700) processor (revision OxOO) with 59392K/6144K bytes of memory. 

Processor board ID 10524422 
R4700 CPU at lOOMhz, Implementation 33, Rev 1.0 
Bridging software. 
X. 25 software, Vers ion 3.0.0. 
4 Ethernet/IEEE 802.3 interface(s) 
DRAM configuration is 64 bits wide with parity disabled. 
125K bytes of non- volatile configuration memory. 
4096K bytes of processor board System flash (Read /Wr ite} 
20480K bytes of processor board PCMCIA SlotO flash (Read/Write } 
20480K bytes of processor board PCMCIA Slot1 flash (Read/Writ e ) 

Configuration register is Ox2102 
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Verify that the version 12.2(7b) is correct and that the configuration register is set to Ox21 02. 

Related lnformation 

• How to Choose a Cisco lOS Software Release 
• The ABCs of Cisco lOS Software 
• Cisco lOS Software Roadmap 
• PCMCIA Flash Compatibility Matrix and Filesystem lnformation 
• Field Notice: Cisco lOS TFTP Client Cannot Transfer Files Larger than 16MB in Size 
• Technical Support - Cisco Systems 

Ali contents are Copyright © 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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~ 
1 Cisco 90-Day Limited Hardware Warranty Terms J ) 
There are special terms applicable to your hardware warranty and various services that you can use during the warranty ~iod . 
Your formal Warranty Statement, including the warranty applicable to Cisco software, is available on the Cisco Documentation 
CD and on Cisco. com. Follow these steps to access and download the Cisco Information Packet and your warranty document 
from the CD or from Cisco.com. 

1. Launch your browser, and go to this URL: 

http://www.cisco.com/univercd/cc/td/doc/es_inpck/cetrans.htm 

The Warranties and License Agreements page appears. 

2. To read the Cisco Information Packet, follow these steps: 

a. Click the Information Packet Number field , and make sure that the part number 78-5235-02FO is highlighted . 

b. Select the language in which you would like to read the document. 

c. Click Go. 

The Cisco Limited Warranty and Software License page from the Information Packet appears . 

d. Read the document online , or click the PDF icon to download and print the document in Adobe Portable Document 
Format (PDF). 

~ 
( - Note You must have Adobe Acrobat Reader to view and print PDF files . You can download the reader from Adobe 's 

website , http://www.adobe.com. 

3. To read translated and localized warranty information about your product, follow these steps: 

a. Enter this part number in the Warranty Document Number field : 78-5236-0lCO 

b. Select the language in which you would like to read the document. 

c. Click Go. 

The Cisco warranty page appears . 

d. Review the document online, or click the PDF icon to download and print the document in Adobe Portable Document 
Format (PDF) . 

You can also contact the Cisco service and support website for assistance : 

http://www.cisco.com/public/Support_root.shtml 

Duration of Hardware Warranty 

Ninety (90) days. 

l~•acement, Repair, or Refund Policy for Hardware 

co o r its service center will use commercially reasonable efforts to ship a replacement part within ten (1 O) working days a f ter 
receipt of a Return Materiais Authorization (RMA) request. Actual delivery times can vary, depending on the customer location . 

Cisco reserves the right to refund the purchase price as its exclusive warranty remedy. 

To Receive a Return Materiais Authorization (RMA) Number 

Contact the company from whom you purchased the product. I f you purchased the product directly from Cisco , contact your 
Cisco Sales and Service Representa tive. 

Complete the information below, and keep it for reference: 

-- ·----- -. ~ 
Company product purchased from 

, ( '::. nO fo~/?('"t') - C'N 
Company telephone number cP"f1( -l\ ~R~IOS 
Product mod el number -·- UtJVU 

Produ ct se ri al number 
FIS Nv ____ 

Maintenance co ntract number -.: ~-Ji. ~ .. u~ . 
2 

. . ~ . ' . . . . ~ . . 
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2 Documents, Equipment, and Tools 

User Documentation 
Ali the documents described here are available online and on the documentation CD-ROM. To be sure of obtaining the Iatest 
information, you should access the online documentation. 

To view or print a document in its original page format, access the online document , and click on the PDF icon. 

For information about accessing user documentation, see the "Where to Co Next" section on page 20. 

ltems lncluded with Cisco 3745 Routers 
• Rack-mount brackets; ground Iug; power cords 

• R]-45-to-DB-9 adapter cable for console connection 

• RJ-45-to-DB-25 adapter cable for modem connection 

t<.thernet cables for LAN interface (two) ( ... • ...-'isca 2600 Series, 3600 Series, and 3700 Series Regulatory Compliance and Safety lnformation document 

Cisco 3745 Modular Routers Quick Start Cuide (this document) 

ltems Not lncluded 
Individual items in this list may be required for your particular application: 

• Screws for installing the chassis in a rack 

• PC running terminal emulation software for administrative access, or modem for remate administrative access 

• Cables for WAN and voice interfaces and for additional LAN interfaces 

• Tools: Number 2 Phillips screwdriver; ESD-preventive wrist strap 

3 lnstall Chassis 

Safety lnformation 
ri:. "afety information you need to know before working on your Cisco router, see the Cisco 2600 Series, 3600 Series, and 3 700 
eies Regulatory Compliance and Safety lnformation document that accompanied this device. 

A 
Warning 

Warning 

Warning 

Only trained and qualified personnel should be allowed to install or replace this equipment. 

This unit is intended for installation in restricted access areas. A restricted access area can be accessed only 
through the use of a special tool, lock and key, or other means of security. 

To prevent personal injury or damage to the chassis, never attempt to lift or tilt the chassis using the handles on __ ...., __ .. __ , 
modules (such as power supplies, fans, or cards); these types of handles are not design~d to sup,po.rCt.the we,i ht . 1 rr' u .:-1L .,::> - l-I'J 
ofthe un1t. .. :J .. ~ __ .-r R r-1 s 
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lnstalling the Chassis 
You can set the chassis on a desktop ar install it in a rack. See the applicable instructions that follow. 

Rack-Mounting the Chassis 

The standard accessory kit contains brackets for mounting the chassis in a 19-inch rack. You can arder an optional accessory 
kit with brackets and instructions for mounting the chassis in a 23- or 24-inch rack. 

You can mount the chassis in the following ways: 

• Front pane! forward 

• Rear pane! forward 

• Center mount with either front or rear pane! forward 

Attaching Brackets 

Attach the mounting brackets to the chassis as shown in Figure 1, Figure 2, or Figure 3, using the screws provided in the bracket 
kit. Attach the second bracket to the opposite side of the chassis. Use a number 2 Phillips screwdriver to install the bracket 
s ·s. 

Figure 1 

• 

4 

Some 19-inch racks have power strips on the rear vertical rails that block cable access to power supplies. Be sure to 
choose an orientation that provides unrestricted access to the rear pane!. 

Bracket lnstallation-Front Pane/ Forward 

... 
<X> 
M 
M 
<O 

........... --------· 
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Figure2 Bracket lnstallation-Rear Pane/ Forward 

Bracket lnstallation-Rear Pane/ Forward, Center-Mount Rack 

~ 
Note The brackets can also be installed with the front pane) forward. 

1r(__ lling the Chassis in a Rack 

co 
co 
(') 
(') 
<O 

eall the chassis in the rack . Rack-mounting screws are not provided with the router. Use two screws for each side (supplied 
with the rack). 

lnstalling on a Desktop 

6 
Caution I f you place the Cisco 37 45 on a desktop, do not place anything on top of the router that weighs more than 

10 pounds (4.5 kg). Excessive weight on top could damage the chassis. 
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Grounding the Chassis 

You must connect the chassis to reliable earth ground using the ground lug (provided) and size AWG 6 (13 mm2) wire. 

Step 1 Strip one end of the ground wire to expose approximately O. 75 in. (20 mm) of conductor. 

Step 2 Use a crimp tool to crimp the ground wire to the ground lug. 

Step 3 Attach the ground lug to the chassis as shown in Figure 4. Use a number 2 Phillips screwdriver and the screws supplied 
with the ground lug. Tighten the screws to a torque of 8 to 10 in-lb (0.9 to 1.1 N-m). 

Step 4 Connect the other end of the ground wire to a grounding point at your site. 

------------------~----------------------------------------------------

Figure 4 Required Chassis Ground Connectíon 

Ground lug ---• 
attachment 

4 Connect Cables 

A 
Warning Do not work on the system, or connect or disconnect cables during periods of lightning activity . 

s:_"'tem Management Connections 
.. connections described in Table 1 provide system management access. 

Table 1 System Management Connections 

Port Colo r Connected to: Cable 

Console Light blue PC ar ASCII terminal communication port (usually labeled COM) RJ -4 5-to-DB-9 adapter cable 

Auxiliary Black Modem for remate access Rj-45-to-DB -25 adapter cable 

.... ,..- .... ___ _.... 

:-_c:s nc 03/20 ) - O I 

c Mr - ~co~IOS 
····· ÜJ 

Fls · N° __ _ 

3 6 9 o 
r - -,..,_ ,., ___ .. --

6 

,. ' ' ~ • 1 - ,. - - ~. ' • • , • ~. • • ~ • '"'J•: .~ :' ' !. - ~ • • •• . '~ . j ' • ~ • • ~ • 



Power Connections 

Connecting Routers to AC Power 

Ifyour router uses AC power, connect it to a 15 A, 120 VAC (10 A, 240 VAC) circuit with overcurrent protection. 

~ 
Note The input voltage tolerance limits for AC power are 85 and 264 VAC. 

A. 
Warning 

A. 
Warning 

( 

AC connected units must have a permanent ground connection in addition to the power cable ground wire. 
NEBS-compliant grounding satisfies this requirement. 

This product relies on the building's installation for short-circuit (overcurrent) protection. Ensure that the 
protective device is rated not greater than: 
15A, 120VAC (10A, 240VAC). 

ennecting Routers to DC Power 
If your router has a DC-input power supply, follow the directions in this section for proper wiring. 

A. 
Warning 

A. 
Warning 

A. 

Before performing any of the following procedures, ensure that power is removed from the DC circuit. To see 
translations of the warnings that appear in this publication, reter to the Regulatory Compliance and Safety 
lnformation document that accompanied this device. 

This product relies on the building's installation for short-circuit (overcurrent) protection. Ensure that the 
protective device is rated not greater than: 
20A, 60VDC. 

Warning Use copper conductors only. 

~- The in>tallation mu>t wmply with the 1996 National Electck Code (NEC) and othe. applioable wd" 
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DC Wiring Requirements ~~ 
2i 

A Cisco 3745 router with a DC-input power supply requires copper wire for the power connections. Table 2 summa~s the 
wiring requirements. 

Table 2 DC Wiring Requirements for Cisco 3745 Routers 

DC lnput Wire Safety Ground Overcurrent 
lnstalled Power Supply DC lnput Size Wire Size Wire Terminal (Lug) Protection 

Nominal 24/48 VDC 1 24- 36 V, 15 A AWG 12 AWG 12 Amp/Tyco No. 20A 

Identified by the following printed (3.0 mm2) (3.0 mm2), 52961 or equivalent maximum 

label: minimum 

36-60 V, 7 A AWG 12 or 14 AWG 12 For AWG 12: 20 A 

CISCO 3745 
(3.0 or 2.0 mm2) (3.0 mm2), Amp/Tyco No. maximum 

1 00-240V ..... 50/60Hz 1 OA & minimum 52961 or equivalent 
OR lnput +1- 24-36 V= 15 A For AWG 14: Molex 

36-60V = 7 A 
No . 19099-0017 or 

i_ . .inal 48 VDC2 

equivalent 

48-60 V, 10 A AWG 14 or 16 AWG 14 For AWG 14 or 16: 20 A 

ntified by the following printed (2.0 or 1.2 mm2) (2.0 mm2). Molex No. maximum 

a bel: minimum 19099-0017 o r 
equivalent 

CISCO 3745 [)> 1 00-240V ..... 50/60Hz, 1 OA 
OR 48-60V=, 10A 

1. The mput voltage tolerance hm1ts for nommal 24/48 V power supphes are 18 and 72 VDC. 
2. The input voltage tolerance limits for nominal 48 V power supplies are 38 and 72 VDC. 

Wiring Procedure for DC lnput 

To connect the router to a DC power source, perform the following steps: 

Step 1 Remove power from the DC circuit. To ensure that power is removed from the DC circuit, locate the circuit breaker 
for the DC circuit, switch the circuit breaker to the OFF position, and tape the circuit-breaker switch in the OFF 
position. 

Á 
• Secure ali power cabling when installing this unit to avoid disturbing field-wiring connections. 

Step 2 Strip the wires to the appropriate length for the terminais. The strip length is 118 to 3/16 inch (3 to 5 mm) for Molex 
number 19073-0009 terminais and for AMP/Tyco number 52961 terminais. 

Step 3 Crimp the terminais onto the DC power input wires. 

A 
Warning When stranded wiring is required, use approved wiring terminations, such as closed-loop or spade-type with 

upturned lugs. These terminations should be the appropriate size for the wires and should clamp both the 
insulation and conductor. 

---... -.....__. ... 
Step 4 

Step 5 

& 
Caution 

8 

Remove the plastic cover from the terminal block. Save it for reinstallation after you finish wiring. 

Connect the DC power input wires to the terminal block as shown in Figure 5 or Figure 6. 
Rc.s n° Q,_,'_~, ,,j - OJ I 
cP,VJI - co~,,:10~ , 

! 

Do not overtorqu e the terminal block screws. The recornmended torque is 8.0 ± 0.5 in-lb (0.9 $. ±~õ : 
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Figure 5 Terminal 81ock Connections for Negative Polarity DC lnput Power 

-~i~~~- +--Nega tive polarity input 
+ ~ + ,..__~V (return) 

D I@ I D ,..__ Safety grou nd 
_L 
= "' "' <D 

"' "' 

Figure 6 Terminal 81ock Connections for Positive Polarity DC lnput Power 

~V (return) 

Positive polarity input 

Safety ground 
.... 
"' <D 

"' "' 

Step 6 Install the plastic cover over the terminal block. 

A 
Warning 

Step 7 

Step 8 

Step 9 

( 
e 

The safety cover is an integral part of the product. Do not operate the unit without the safety cover installed. 
Operating the unit without the cover in place will invalidate the safety approvals and pose a risk of fire and 
electrical hazards. 

Secure the wires using cable ties. 

If your router has a second power supply installed, repeat Step 1 through Step 7 for the second power supply. 

Turn on power to the DC circuit. 

·. 3 6 9 o . -- ----- --

9 

* • • -- .. . 

' . ~.. . i ' .. . . . . . . 1 • • -": 



WAN, LAN, and Voice Connections 
The connections and cables listed here are described in detail in the following documents: 

• Cisco 3700 Series Hardware lnstalJation Cuide 

• Cisco Network Modules Hardware lnstallation Cuide 

• Cisco Interface Cards lnstallation Cuide 

• Cisco Modular Access Router Cable Specifications 

For information about accessing these documents, see the "Where to Go Next" section on page 20. 

Table 3 summarizes some typical WAN, LAN, and voice connections fo r Cisco 3745 routers . 

Tab/e 3 WAN, LAN, and Voice Connections 

Port or Connection Port Type, Color Connected to: 

FastEthernet R]-45, yellow, Ethernet hub or switch 

TI/E1 WAN R]-48C/CA81A, T1 or E1 network 

c( _J serial 

blue 

60-pin D-sub CSUIDSU and serial network or 
equipment 

Smart serial Cisco Smart CSU/DSU and serial network or 
compact connector, equipment 
blue For WIC-2T and WIC-2A/S only 

DSL R]-11C/CA11A, Network demarcation device for 
lavender service provider's DSL interface 

T1 digital voice RJ-48C/CA81A, Digital PBX 
tan 

Analog voice FXS R]-11, gray Telephone , fax 

Analog voice FXO RJ-11 , pink Central office, analog PBX 

Analog voice E&M R]-11 , brown Analog PBX 

BRI S/T WAN RJ-48C/CA81A, NT1 device or private integrated 
(externai NTI) red network exchange (PINX) 

B JWAN RJ-49C/CA-All , ISDN network 
NTI) o range 

1/PRI TI Externai T 1 CSU 

CTI/PRI -CSU TI RJ-48C/CA8IA interface 

CEIIPRI E1 El network 

56/64-kbps DSU/CSU 8-pin mod ular, blue R]-48S interface 

10 

Cable 

Straight-through Ethernet 

RJ-48 TI 

Cisco serial transition cable that matches 
the signaling protocol (EIA/TIA-232, 
EIA/TIA-449, V.35, X.21, or 
EIA/TIA-530) and the serial port operating 
mode (DTE o r DCE) . 

See the Cisco Modular Access Router 
Cable Specifications document for 
information about selecting these cables. 

RJ-11 

RJ-48 TI cable 

R]-11 

R]-11 

R]-11 

R]-48 

R]-49 

DB-15 T1 seria l cable 

R] -48 straight-through 

DB-15 to BNC, DB-15 to DB-15 , DB-15 to 
twinax, or DB-15 to R]-45 

R]-48 straight-through 

1, s 11° 0312r:;5 - Ol 
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5 Power Up the Router 

Checklist for Power-Up 
You are ready to power on the Cisco router if the following steps are completed: 

• The chassis is securely mounted. 

• Power and interface cables are connected. 

• Your PC terminal emulation program is configured for 9600 baud, 8 data bits, 1 stop bit, and no parity. 

• You have selected passwords for access contrai. 

• You have determined the IP addresses for the Ethernet and serial interfaces. 

Front Panellndicators 
The following indicator LEDs provide power, activity, and status information: 

YS-System status: 

• - Blinking green during boot-up-System is booting 

- Continuous green-System booted and OK 

- Blinking green continuing after boot-up-System is in ROM monitor mode 

- Amber-System malfunction 

• ACT -Activity: 

- Blinking ar continuous green during system activity, such as interrupts and packet transfers 

• SYS PSI ar SYS PS2-Chassis power supply number 1 ar number 2 status: 

- Off-Powered off, not installed, or faulty 

- Continuous green-Installed and operating 

- Amber-Installed and powered off ar faulty 

• -48V PSI ar -48V PS2-IP power module number 1 or number 2 status: 

- Off-Faulty ar not installed 

- Continuous green-Installed and operating 

- Amber-Installed and powered off ar faulty 

c 
.wer-Up Procedure 

Perform this procedure to power up your Cisco router and verify that it goes through its initialization and self-test. When this 
procedure is finished, the Cisco router is ready to configure . 

~ 
Note To view the boot sequence through a terminal session , you must have a console connection to the Cisco router before 

it powers on. 

Move the power switch on the chassis power supply, ar on both chassis power supplies , to the ON position. 

The fan should operate, and the SYS PS LED should be continuous green for each power supply that is in use. The SYS LED 
should blink while the system boots , and it should be continuous green after the system boots. If this does not l{appen. see the 
power-on procedure in the Cisco 3700 Series Hardware Installation Cuide. 

~ 
Note 

Cc::.~ 6 9 O 11 
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Messages begin to appear in your terminal emulation program window. 

&. 
Caution Do not press any keys on the keyboard until the messages stop. Any keys pressed during this time are interpreted 

as the first command typed when the messages stop, which might cause the router to power off and start over. It 
takes a few minutes for the messages to stop. 

When you see the following messages, the router has booted and is ready for initial configuration. See the following section for 
initial configuration procedures. 

--- Systern Configuration Dialog ---

At any point you rnay enter a question rnark '?' for help. 
Use ctrl-c to abort configuration dialog at any prornpt. 
Default settings are in square brackets '[]'. 

Wou ld you like to enter the initia l configuration dialog? [yes / no]: 

If the rornrnon 1 > prompt appears, your system has booted in ROM monitor mode. For information on the ROM 
monitor, see the router rebooting and ROM monitor information in the Cisco lOS Configuration Fundamentais 
Configuration Cuide for your Cisco lOS software release. 

You can access this document at the locations described in the "Where to Go Next" section on page 20. 

6 Perform lnitial Configuration 
You can configure your router by using one of the following tools: 

• Setup Command Facility. See the "Initial Configuration Using Setup Command Facility" section on page 12. 

• Security Device Manager (SDM). See the "Initial Configuration Using Security Device Manager" section on page 14. 

• Command-Line Interface (CLI). See the " Initial Configuration Using the CLI (Manual Configuration)" section on page 17 . 

~ 
Note If you need help with the interface and port numbering, see the "Interface Numbering" section on page 18. 

lttial Configuration Using Setup Command Facility 

•

s section shows how to prepare the system for communication functions through its Ethernet and WAN interfaces . 

a description o f the interface numbe;ing, see the "Interface N umbering" section on page 18 . 

~ 
Note I f you make a mistake while using the setup command facility, you can exit and run the facility again. Press Ctrl-c, and 

type setup at the privileged EXEC mode prompt (3700#) . 

Step 1 To proceed using the setup command facility, enter yes. 

Would you like to enter the initial configura tion dialog? [yes / no] : yes 

Step 2 When the following messages appear, press Return to enter basic management setup: 

12 

At any point you rnay enter a question rnark '?' f o r help . 
Use ctr l -c t o abort configuration dialog at any prornpt . 
Defau l t sect i ngs are in square bracke ts ' [] ' . 

Basic management setup configures only enough connectiv i t y 
for rnanagernent of the sys tern, extended setup will a sk you 
to configure each interface on the systern 
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Wou ld you l i k e to enter basic management setup? [yes/n o ] : yes 

Step 3 Enter a host name for the router (this example uses 37 45) : 

Conf i gur i n g g l oba l p arameter s: 

Enter host name [Router ] : 3745 

The ena ble s ecre t is a password used to protec t access t o privi l eged EXEC and conf igurat ion medes . Thi s 
password, a fter e ntered, becomes encrypted in the configuration. 

Step 4 Enter an enable secret password. This password is encrypted (more secure) and cannot be seen when viewing the 
configuration: 

Step 5 

Enter enabl e secret: xxxx 

The e nabl e password is used when you do not spe ci fy an e na b l e secret password, with s ome o l der s oftware 
ver sions, and s ome boot images. 

Ente r an enable password that is different from the enable secret password . This password is not encrypted (Iess secure) 
and can be seen when viewing the configuration: 

En t er enable passwor d: xxxx. 

The vir tua l ter minal p a sswor d i s used to protec t acc e s s to the r out e r over a ne t work inte rface . 

Enter the virtual terminal password, which prevents unauthenticated access to the router through ports other than the 
console port: 

Enter v i r tua l t erminal password : xxxx 

Step 7 Respond to the following prompts as appropriate for your network: 

Conf i gure SNMP Ne t wor k Mana gemen t? [yes ]: yes 
Community s tr i ng [public] : 

Step 8 A summary of the available interfaces is displayed: 

(_ • 

~ 
Note The interface numbering that appears is dependent on the type of Cisco modular router platform and on the 

installed interface modules and cards. 

Current interface summary 

Cont r ol l er Ti meslots D- Channel Conf i gurable medes Status 
T1 3/ 0 24 23 p r i/channe li zed Administrative l y up 
Tl 3/1 24 23 pri / channelized Administratively up 

Any interface listed with OK? value "NO" does not have a valid configuration 

In terface 
FastEthernet0/0 

FastEthernet0/1 

IP-Addres s 
unassigned 

unassigned 

OK ? Method Status 
NO unset up 

NO unset up 

Protocol 
down 

down 

Step 9 Selec t one of the available interfaces for connec ting the router to the management network : 

Enter interface name u sed to connect to the 
management network f r om the above interface summary : fastethernet0/0 

Step 10 Respond to the following prompts as appropria te for your network : 

Configuring interfac e FastEthernet 0/0 : 
Use the 100 Base -TX (RJ - 45) connector? [yes ]: 
Operate in full-dupl e x mode? [no] : yes 
Configure IP on th i s interface? [yes] : 

IP address for this interface : 10 . 1.1 . 1 

Subnet mask for thi s interface [255 . 0 .0.0] 255.255 . 0.0 
C1ass A network is 10 . 0 . 0 .0, 16 subnet bits ; mask i s / 16 

13 
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Step 11 After the following messages appear, press Return to save the basic configuration: 

c • 

The following configuration command script was created: 

hostname 3745 
enable secret 5 $1$Ksjf$za4T2lb3ARS5dlPHVzW5AO 
enable password xxxx 
line vty O 4 
password xxxx 
snmp-server community public 

no ip routing 

interface FastEthernet0 / 0 
no shutdown 
media-type 100BaseX 
full-duplex 
ip address 10 . 1.1 . 1 255 . 255 . 0.0 

interface FastEthernet0/1 
shutdown 
no ip address 

end 

[0] Go to the IOS command prompt without saving this config. 
[1] Return back to the setup without saving this config. 
[2] Save this configuration to nvram and exit. 

Enter.your selection [2] : 2 

Press RETURN to get started! RETURN 

Step 12 The user prompt is displayed. 

3745 > _____________________________ , _________________________________________________________________________ _ 

When you have completed the basic configuration tasks, your Cisco router is ready to configure for specific functions. See the 
"Where to Co Next" section on page 20 for information about locating documentation for advanced configuration procedures. 

( 
.tial Configuration Using Security Device Manager 

Security Oevice Manager (SOM) is a web-based configuration tool that allows you to configure LAN and WAN interfaces, 
routing , Network Address Translation (NAT), firewalls , Virtual Priva te Networks (VPNs), and other features on your router. 
SOM runs on a PC connected to the router through an Ethernet or FastEthernet interface, and it requires a web browser, either 
Internet Explorer version 5.5 or later or Netscape version 4 .79 . SOM is compatible with Microsoft Windows 2000, Windows 
NT 4.0 (with Service Pack 4), Windows 98 , Windows ME, and Microsoft Windows XP. 

This procedure app lies to routers that have the SOM configuration tool preinstalled . 

To configure your router by using SOM, first assign an IP address to the Ethernet port of the PC as directe 
Static IP Address to the PC" section, and then start SOM as described in the "Start SOM " section on page 

14 
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Assign a Static IP Address to the PC .y.:p) 
Assign a static IP address in the 10.10.1 0.0 subnet to the Ethernet port o f the PC, as shown in Figure 7. The reco~ended IP 
address for this interface is 10.1 0.10.2 . The FastEthernet O/O interface o f the router is preconfigured with the IP address 
10.10.10.1. 

Figure 7 lnitiai/P Addresses in the 10. 10. 10.0 Subnet for SDM 

10.10.1 0.0 subnet 
Configure Crossover cable 
static IP address 
10.10.10.2/255.255.255.0 

Start SOM 

feO 
Factory configuration 

1 0.1 0.1 0.1/255.255.255.0 

To start SDM and begin the router configuration, perform the following procedure: 

Connect the Ethernet port o f the PC to the FastEthernet 0/0 port of the router, using a crossover cable. 

Open a web browser on the PC, and enter the following URL: 

https://10.10.10.1/flash/sdm.shtml 

~ 
Note https:/ / ... specifies that the Secure Socket Layer (SSL) protocol is used for a secure connection. If SSL is not 

available, you can use http:// .. . . 

Step 3 Enter the username sdm and the password sdm in the dialog box. 

Step 4 A window appears informing you that Verisign certifies that this is a Cisco application. Click Yes, or click Grant to 
accept the certificate and proceed. Additional certificate windows appear if you are using Netscape; click Grant to 
accept the certificates. 

The SDM Launch page appears after a short time. (See Figure 8.) Leave this window open and wait for the next window. 

Figure 8 SDM Launch Page 

Cisco Security Device Manager 1.0 

Cnrryr c:h· ,~- 2::::.:2 :?OC"•'=, C ! ~l· :; !=.'·}'!:.:;:!T~ r:; . 

. :.. I ' !:Jhfs ~esP.r~·ed 

SOM for 10.10.10.1 will open 1n another window 
Do not close th1s vvtndow unttl·you logout from SOM . 

Open1ng page http ://10. 1 O. 1 O. 1/archive/sdm/sdm/runSD/" ..... 

.:'' ·~·· 
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p 
Tip 

Step 5 

s 

e 
p 

If the SOM Launch page does not appear when you ente r the URL https://1 0 .1 0 .1 0.1/flash/sdm.shtml, teJlhe 
connection between the PC and the router by doing the following: 

a. Check that the POWER LEO on the router is on and that the ACTIVITY LEO is on, indicating an active Ethernet 
connection between the router and the PC. If the ACTIVITY LEO is not on, verifY that you are using a crossover cable 
to connect the PC to the router. 

b. If the Launch page still does not appear, verifY that the web browser's "work offline" option is disabled. In Internet 
Explorer, click the File menu, and verifY that the "work offline" option is unchecked. In Netscape, the default selection 
in the File menu is set to "work online." 

c. If the Launch page still does not appear, verifY that the file sdm.tar is loaded into the router's Flash memory. Open a 
Telnet session to 10.10.1 0.1, entering the username sdm and the password sdm. Ente r the command show flash to verifY 
that sdm.tar is loaded in Flash memory. 

d. I f the web page still does not appear, verify that the PC is configured with a static IP address. 

A window appears with information about the web browser and its settings. This window also informs you that SOM 
will open in another window. Close this window and wait for the SOM Startup Wizard page to appear. 

When the SOM Startup wizard appears, click Next to begin. Use the wizard to give the router a hostname, to assign a 
Iogin username and password, to set an enable secret password , and to assign a new LAN IP address to the FastEthernet 
interface 0/0. You can also configure the router as a Oynamic Host Configuration Protocol (OHCP) server, identifY 
Oomain Name System (ONS) and Windows Internet Naming Service (WINS) servers, and make security settings. 

Tip Be sure to write down the enable secret password . It is not revealed in the summary window and cannot be recovered . 

Step 7 When the Summary window appears, write down the LAN IP address , hostname, login username, and user password 
that you entered , and click Finish. (You will need this information to reconnect to the router and use SOM to perform 
additional configuration.) 

Step 8 Assign a new IP address to the PC's Ethernet interface; place it on the same subnet as the router 's FastEthernet 0/0 port, 
which you assigned in Step 6 above. (See Figure 9.) If you configured a OHCP server on the router, configure the PC to 
obtain an IP address automatically. The IP addresses in Figure 9 are examples only. 

Figure 9 IP Addresses in the Renumbered Subnet for SDM 

Crossover cable 

Example static 
or dynamic IP address 
172.16.30.2/255.255.255.0 

172.16.30.0 subnet feO 

Example configured IP address 
172.16.30.1 /255.255.255.0 "' "' "' "' "' 

Open a web browser on the PC , and enter the SOM URL , using the new IP address tha t you gave the LAN interface: 
https:// new-IP-addresslflash/sdm .shtml. In the example shown in Figure 9, you would enter 
https: // 172 .1 6 . 30.1 / flash / sdm . shtml. 

Step 10 Enter the username and password that you specified in Step 6 above. 

Step 11 When the SDM System Overvi ew window appears, you can use the wizard buttons on the left side o f the window to 
configure other fea tures . Buttons a re provided for LAN, WAN , firewall, and VPN configura tions . 

For more information about SDM , refer to the Cisco Security Device M anager Troubleshooting C uide at the following URL , 
http ://www.cisco .com/go/sdm . See the "Obtaining Oocumentation " section on page 20 for informati on about access ing thi s 
document. 

-------·~ 
RCS n° 03/2Cu5 - C I 
CP111__ _ C0i\REIOS 
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lnitial Configuration Using the CU (Manual Configuration) 
This section shows how to bring up a command-line interface (CLI) prompt for configuration using the CLI, and it directs you to 
the documentation for CLI configuration. 

~ 
Note To avoid losing work you have completed, be sure to save your configuration occasionally as you proceed. Use the 

copy running-config startup-config command to save the configuration to NVRAM. 

Step 1 To proceed with manual configuration using the CLI, enter no. 

Would you like to enter the initial configuration dialog? [yes/no]: no 

Step 2 Press Return to termina te autoinstall and continue with manual configuration. 

Would you like to terminate autoinstall? [yes] Return 

Severa! messages are displayed, ending with a line similar to the following: 

Copyright (c) 1986-2002 by cisco Systems, Inc. 
Compiled date time by person .p 3 Press Return to bring up the Router> prompt. 

flashfs(4]: Initialization complete. 
Router> 

Step 4 Enter privileged EXEC mode. 

Router> enable 
Router# 

For configuration using the CLI, refer to the applicable configuration procedures in the Software Configuration Cuide: 
Cisco 2600 Series, Cisco 3600 Series, and Cisco 3700 Series Routers. See the "Where to Go Next" section on page 20 for 
information about accessing this document. 

c 
e 

r;:~-- o o.,t"c... c~J ( .. ) r1 '"' i. 1.. ) - I ' 
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7 Interface Numbering 
Each individual interface (port) on a Cisco 37 45 router is identified by number as described in the following sections. 

WAN and LAN Interface Numbering 
The Cisco 37 45 router chassis contains the following WAN and LAN interface types: 

• 2 built-in FastEthernet LAN interfaces 

• 3 slots in which you can install WAN or voice interface cards 

• 4 network module slots 

The numbering format is: 

• Interface-type Slot-numberl Interface-number 

Two examples are: FastEthernet O/O and Serial 1 /2. 

The slot numbers are as follows: 

• O for ali built-in interfaces 

for ali WIC interfaces 

• 1 for the lower-right network module slot 

• 2 for the lower-left network module slot 

• 3 for the upper-right network module slot 

• 4 for the upper-left network module slot 

If double-width network modules are installed, the network module slots are numbered as follows: 

• 2 for the lower double-width slot 

• 4 for the upper double-width slot 

Interface (port) numbers begin at O for each interface type, and continue from right to left and from bottom to top. 

Figure 10 shows the rear pane! ofthe Cisco 3745 with: 

• A WIC in each of the three WAN interface card slots 

• A single-width network module in each of the four network module slots 

• Two AC power supplies 

~ 
Not~> 

( • 
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The slot number for ali WIC interfaces is always O. (The WO, W1, and W2 slot designations are for physical slot 
identification only.) Interfaces in the WICs are numbered from right to left, starting with 0/0 for each interface type , 
regardless of which physical slot the WICs are installed in . Some examples are: 

- If physical slot WO is empty and physical slot W1 contains a 1-port serial WIC , the serial interface in the WIC is 
numbered Serial 0/0. 

- I f slot WO contains a 2-port serial WIC and slot W 1 contains a 1-port serial WIC, the serial interfaces in physical slot 
WO are numbered Serial 0/0 and Serial 011, and the serial interface in physical slot W1 is numbered Serial 0/2. 

- If slot WO contains a 2-port serial WIC and slot W1 contains a 1-port BRI WIC , the serial interfaces in physical slot 
WO are numbered Serial 0/0 and Serial 0/1 , and the BRI interface in physical slot W 1 is numbered BRI 0/0. 

--~--- .. -- --- --- ......_. 
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Figure 10 Cisco 3745 Rear Pane/ 

Interface card slots 6 Cisco 3700 Compact Flash slot 

2 Network modules 7 Auxiliary port 

3 Power supply 8 Console port 

4 FastEthernet 0/0 9 Power supply 

5 FastEthernet 0/1 10 N etwork modules 

Voice Interface Numbering 
Voice interfaces are numbered differently from the WAN interfaces described in the previous section. Voice interfaces are 
numbered as follows: 

network-module-slotlvoice-module-slot/voice-interface 

If a 4-channel v o ice network module is installed in chassis slot 1, the voice interfaces are: 

• 110/0-Network module slot 1/Voice module slot 0/Voice interface O 

( 
1 /0/1-Network module slot I/Voice module slot 0/Voice interface I 

•"-- "/110-Network module slot I/Voice module slot 1/Voice interface O 

• I /1/I-Network module slot I/Voice module slot 1/Voice interface I 

. . 

rts NC3- .. ---
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8 Where to Go Next J '> 
For additional detailed configuration procedures, refer to the appropriate Cisco 3700 series documentation or Cisco ids 
software documentation, available on-line and on the Documentation CD-ROM: 

p 
Tip See the "Obtaining Documentation" section on page 20 for help in locating these documents. 

To access Cisco 3700 series platform documentation on Cisco Connection Online (CCO): 

On the Cisco.com h orne page at http :/ /www.cisco.com, loca te the Technical Documentation tab, and click on "Loca te Technical 
Documentation on Cisco Connection Online." Under the Product Documentation heading, navigate to Modular Access Routers 
and to the documentation for your router. 

To access Cisco lOS software documentation on Cisco Connection Online (CCO): 

On the Cisco.com home page at http:/ /www.cisco.com, loca te the Technical Documentation tab, and click on "Loca te Technical 
Documentation on Cisco Connection Online." Under the Product Documentation heading, na viga te to the Cisco lOS software 
documentation for the Cisco lOS software release that is installed on your router. 

T ..occess documentation on Cisco.com: 

&. Cisco 3700 series platform documentation, start on Cisco.com at http:/ /www.cisco.com, and select Products & Services > 
~·uters >Cisco 3700 Series Multiservice Platforms > Technical Documentation > Document type > Doçument. 

For Cisco lOS software documentation, start on Cisco.com at http:/ /www.cisco.com, and select Products & Services > 
lOS Software > Cisco lOS Software Releases > Your Cisco lOS software release. 

To get updated information about platform support for features, select Feature Navigator li, if you have an account on 
Cisco .com. You can also access Feature Navigator li at http://www.cisco.com/go/fn. 

9 Obtaining Documentation 
Cisco provides severa! ways to obtain documentation, technical assistance, and other technical resources. These sections explain 
how to obtain technical information from Cisco Systems. 

Cisco.com 
You can access the most current Cisco documentation on the World Wide Web at this URL: 

htr ·'lwww. cisco. com/univercd/home/home .h tm 

Y~ _an access the Cisco website at this URL: 

&://www.cisco.com 

lnternational Cisco websites can be accessed from this URL: 

http ://www.cisco.com/public/countries_languages.shtml 

Documentation CD-ROM 
Cisco documentation and additional literature are available in a Cisco Documentation CD-ROM package, which may have 
shipped with your product. The Documentation CD-ROM is updated regularly and may be more current than printed 
documentation . The CD-ROM package is available as a single unit or through an annual or quarterly subscription. 

Registered Cisco.com users can order a single Documentation CD-ROM (product number DOC-CONDOCCD=) through the 
Cisco Ordering tool: I --·-
http://www.c isco .com/en/US/partner/o rdering/o rdering_pl ace_o rder_ordering_tool_launch.htrnl t-:r ~ n° 03/~uv5 . C~l 

cP .. 11 . CC>i1~EIOS Ali users can order monthly or quarterly subscriptions through th e online Subscription Store : 

http: //www.cisco.com/go/subscription 
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Ordering Documentation 
You can find instructions for ordering documentation at this URL: 

http://www.cisco.com/univercd/cc/td/doc/es_inpck/pdi .htm 

You can arder Cisco documentation in these ways: 

• Registered Cisco.com users (Cisco direct customers) can arder Cisco product documentation from the Networking Products 
MarketPlace: 

http://www.cisco.com/en/US/partner/ordering/index.shtml 

• Nonregistered Cisco.com users can arder documentation through a local account representative by calling Cisco SysteJ:llS 
Corporate Headquarters (California, U.S.A .) at 408 526-7208 or, elsewhere in North America, by calling 800 553-NETS 
(6387) . 

Documentation Feedback 
You can submit comments electronically on Cisco.com. On the Cisco Documentation home page, click Feedback at the top of 
the page. 

Y( - ·an e-mail your comments to bug-doc@cisco.com . 

• 

u can submit comments by using the response card (if present) behind the front cover of your document o r by writing to the 
lowing address: · 

Cisco Systems 
Attn: Customer Document Ordering 
170 West Tasman Drive 
San Jose, CA 95134-9883 

We appreciate your comments. 

10 Obtaining Technical Assistance 
Cisco provides Cisco .com, which includes the Cisco Technical Assistance Center (TAC) website , as a starting point for ali 
technical assistance. Customers and partners can obtain online documentation , troubleshooting tips, and sample configurations 
from the Cisco TAC website. Cisco.com registered users have complete access to the technical support resources on the Cisco 
TAC website, including TAC tools and utilities. 

Cisco.com 
C com offers a suite of interactive, networked services that let you access Cisco information, networking solutions, services, 

•

grams, and resources at any time , from anywhere in the world. 

co.com provides a broad range of features and services to help you with these tasks: 

• Streamline business processes and improve productivity 

• Resolve technical issues with online support 

• Download and test software packages 

• Ord er Cisco learning materiais and merchandise 

• Register for online skill assessment, training, and certification programs 

To obtain customized information and service, you can self-register on Cisco.com at this URL: 

http ://to o ls. cisco . com/RPF I regis ter/regi ster. do 

R 0 n' 03/ ... C._ J - C~ l 
CP .. 11 - CO~RCIOS 
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·~ ~ Technical Assistance Center ~ 

The Cisco TAC is available to ali customers who need technical assistance with a Cisco product, technology, or solu~n. Two 
types o f support are available: the Cisco TAC website and the Cisco TAC Escalation Center. The type o f support that you choose 
depends on the priority of the problem and the conditions stated in service contracts, when applicable. 

We categorize Cisco TAC inquiries according to urgency: 

• Priority levei 4 (P4)-You need information o r assistance concerning Cisco product capabilities, product installation, o r 
basic product configuration. There is little or no impact to your business operations. 

• Priority levei 3 (P3)-0perational performance of the network is impaired, but most business operations remain functional. 
You and Cisco are willing to commit resources during normal business hours to restare service to satisfactory leveis. 

• Priority levei 2 (P2)-0peration o f an existing network is severely degraded, or significant aspects o f your business 
operations are negatively impacted by inadequate performance of Cisco products. You and Cisco will commit full-time 
resources during normal business hours to resolve the situation. 

• Priority levei 1 (P 1)-An existing network is "down," o r there is a criticai impact to your business operations. You and 
Cisco will commit ali necessary resources around the clock to resolve the situation. 

c;.--o TAC Website 

~<- ...:isca TAC website provides online documents and tools to help troubleshoot and resolve technical issues with Cisco 
.ducts and technologies. To access the Cisco TAC website, go to this URL: 

http:/ /www. cisco. com/ta c 

Ali customers, partners, and resellers who have a valid Cisco service contract have complete access to the technical support 
resources on the Cisco TAC website. Some services on the Cisco TAC website require a Cisco.com login ID and password. If 
you have a valid service contract but do not have a login ID or password, go to this URL to register: 

http://tools.cisco.com/RPF/register/register.do 

If you are a Cisco .com registered user, and you cannot resolve your technical issues by using the Cisco TAC website, you can 
open a case online at this URL: 

http://www.cisco.com/tac/caseopen 

If you h ave Internet access, we recommend that you open P3 and P4 cases online so that you can fully describe the situation and 
attach any necessary files. 

Cisco TAC Escalation Center 

The Cisco TAC Escalation Center addresses priority levei I or priority levei 2 issues. These classifications are assigned when 
severe network degradation significantly impacts business operations. When you contact the TAC Escalation Center with a Pl 
or P" tJroblem , a Cisco TAC engineer automatically opens a case. 

To( .Aain a directory of toll-free Cisco TAC telephone numbers for your country, go to this URL: 

a://www.cisco.com/warp/public/687/Directory/DirTAC.shtml 

Before calling, pl ease check with your network operations center to determine the Cisco support services to which your company 
is entitled: for exampl e, SMARTnet, SMARTnet Onsite , o r Network Supported Accounts (NSA). When you call the center, 
please have available your service agreement number and your product serial number. 
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Obtaining Additional Publications and lnformation ~ 

. . 
11 

~ 
Information about Cisco products, technologies , and network solutions is available from various online and printed sources. 

• The Cisco Product Catalog describes the networking products offered by Cisco Systems, as well as ordering and customer 
support services. Access the Cisco Product Catalog at this URL: 

http://www.cisco.com/en/US/products/products_catalog_links_launch.html 

• Cisco Press publishes a wide range of networking publications. Cisco suggests these titles for new and experienced users: 
Internetworking Terms and Acronyms Dictionary, Internetworking Technology Handbook, Internetworking 
Troubleshooting Cuide, and the Internetworking Desígn Cuide. For current Cisco Press titles and other information, go to 
Cisco Press online at this URL: 

http://www.ciscopress.com 

• Packet magazine is the Cisco quarterly publication that provides the latest networking trends, technology breakthroughs, 
and Cisco products and solutions to help industry professionals get the most from their networking investment. Included 
are networking deployment and troubleshooting tips, configuration examples, customer case studies, tutoriais and training, 
certification information, and links to numerous in-depth online resources . You can access Packet magazine at this URL: 

• 
http: I lwww. cisco.com/go/packet 

"2 Magazine is the Cisco bimonthly publication that delivers the latest information about Internet business strategies for 
executives. You can access iQ Magazine at this URL: 

http://www.cisco.com/go/iqmagazine 

• Internet Protocol journal is a quarterly journal published by Cisco Systems for engineering professionals involved in 
designing, developing, and operating public and priva te internets and intranets. You can access the Internet Protocol Journal 
at this URL: 

http://www. cisco.com/en/US/about/ac 123/ac 14 7 /about_cisco_the_internet_protocol_journal.html 

• Training-Cisco offers world-class networking training. Current offerings in network training are listed at this URL: 

h ttp : I lwww. cisco. com/ en/US/1 earning/l e 31 /1 earni ng_recommend ed_ training_lis t. htm I 
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Release Notes For Security Device Manager 
Version 1.0 

6/27/03 

These release notes support Security Device Manager 1.0. These release notes should be used with the 
documents listed in the related documentation section. These release notes are updated as needed. 

This document contains the following sections: 

• Introduction, page I 

• System Requirements. page 2 

• Installation Notes, page 5 

• Important Notes, page 6 

• Caveats. page 8 

• Documentation Updates , page I 3 

• Related Documentation, page 15 

• Obtaining Documentation , page 15 

• Obtaining Technical Assistance, page 16 

• Obtaining Additional Publications and Information , page 18 

lntroduction 

CISCO SYSTEMS 

Security Device Manager (SDM) is a web-based configuration tool that allows you to configure LAN 
and WAN interfaces, routing, Network Address Translation (NAT), firewall s, Virtual Private Networks 
(VPNs) , and other features on your router. SDM is installed in router Flash memory, and is run in a Web 
browser installed on a PC. SDM may be preinstalled on the routers listed in the '·Hardware Supported' . 
section on page 2. 

Corporate Headquarters: 
Cisco Systems, Inc., 170 West Tasman Drive, San Jose, CA 95134-1706 USA 

Copyright © 2003 Cisco Systems, Inc. Ali rights reserved . 
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• System Requirements 
r 

System Requirements 
This section contains SDM system requirements. 

Memory Requirements 

SDM requires 2.3 MB of free Flash memory space on supported routers. 

Hardware Supported 

cc--:o Routers 

• 

( 

• 

This section lists the hardware that SDM supports. 

SDM is supported on the following Cisco 800 series routers: 

• Cisco 831 

• Cisco 836 

• Cisco 837 

SDM is supported on the following Cisco 1700 series routers: 

• Cisco 1701 

• Cisco 1710 

• Cisco 1711 

• Cisco 1712 

• Cisco 1721 

• Cisco 1751 

• Cisco 1751-v 

• Cisco 1760 

• Cisco 1760-v 

SDM is supported on the following Cisco 2600 series routers : 

• Cisco 261 OXM 

• Cisco 26 1 IXM 

• Cisco 2620XM 

• Cisco 2621 XM 

• Cisco 2650XM 

• Cisco 2651 XM 

• Cisco 2691 

SDM is supported on the fo ll owing Cisco 3600 series routers: 

• Ci sco 3620 

• Ci sco 3640 

Release Notes For Security Device Manager Version 1.0 
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• Cisco 3640A 

• Cisco 3661 

• Cisco 3662 

SDM is supported on the following Cisco 3700 series routers : 

• Cisco 3725 

• Cisco 3745 

Network Modules and WICs Supported 

SDM supports configuration on following Network Modules. 

• NM-IE 

• NM-4E 

• NM-4T 

• NM-2W 

• NM-1E2W 

• NM-IFE2W 

• NM-2E2W 

• NM-2FE2W 

• NM-IFE-FX 

• NM-IFE-TX 

• NM-4A/S (synchronous only) 

• NM-8A/S (synchronous only) 

SDM supports only Ethernet configuration on following NMs 

• NM-IEIR2W 

• NM-IFE1R2W 

• NM-IFEICEIU 

• NM-IFE2CE1B 

• NM-IFEICEIB 

• NM-IFE2CE1U 

• NM-IFEICTI 

• NM-IFE2CTI 

• NM-IFEICTI-CSU 

• NM -1 FE2CT 1-CSU 

SDM supports the following WAN interface cards: 

• WIC-IT 

• WfC-2T 

• WIC-2A/S (Frame Re lay. PPP. HDLC, no async) 

• WIC-IDSU-TI 

Release Notes For Security r-----------------------------------------------------
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• System Requirements 
r 

• WIC-lADSL 

• WIC-lENET 

• WIC-1 SHDSL 

• WIC-1DSU-Tl-V2 

PC System Requirements 

SDM is designed to run on a personal computer that has a Pentium 111 processar. 

Software Supported 
This section describes SDM software requirements. 

é. ...o lOS lmages 

• SDM is compatible with the Cisco lOS images listed in Table I. 

( 

e 

Table 7 SDM-Supported Routers and Cisco /OS Versions 

SDM-Supported Routers SDM-Supported Cisco lOS Versions 

Cisco 831, 836, and 83 7 12.2(13)ZH or !ater. 

1701 , 1710, 1721, 1751, 1751-v, 1760, and • 12.2(13)ZH, or !ater 
1760-v • 12.2(13)T3 or !ater 

• I 2.3(1 )M o r I ater 

• 12.2(1 I)T6 not supported 

1711 , 1712 • 12.2(15)ZL or !ater. 

Cisco 2610XM, 2611XM, 2620XM, 2621XM, • 12 .2(1 I )T6 or late r 
2650XM, 2651 XM, and 2691 • I2.3(l)M or !ater 

• 12 .2(13)T3 not supported 1 

• I 2.2(15)ZJ 

Cisco 3620, 3640, 3640A, 3661, and 3662 . 12.2(1l)T6 or !ater 

• 12.3(1 )M or !ater 

• 12.2(13)T3 not supported 1 

Cisco 3725 and 3745 • 12.2( I I )T6 or I ater 

• 12 .3( I )Mor !ater 

• 12.2(13)T3 not supported 1 

I. 12.2( 13)T3 wi ll be supponed in the next release o f SDM . which will be avai lab le in September o f 2003. 

~------.. ·: ~S n° 03J2ú.,J - OI 
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lnstallation Note~ 

Determining the Cisco lOS Software Version 

'V'­
-~­
"; 

To determine the version of Ci sco lOS software currently running on your Cisco 820 series router, log 
in to the router and enter the show version EXEC command. The following sample output from the show 
version command indicares the version number on the second output line: 

rou ter> show version 
Ci sco I nter network Operat i ng System Softwar e 
IOS (tm) Cl70 0 So f tware (cl7 00-k8sv3y 7-mz ) Vers ion 12 . 2(13 ) ZH 

Web Browser Versions 

SDM can be used with the following browsers : 

• Netscape version 4 .79 

• Internet Explorer version 5.5 and )ater. 

( _ C Operating System Versions 

• SDM can be run on a PC running any of the following operating systems: 

• Windows NT 4.0 with Service Pack 4. 

• Windows 98 (second edition) 

• Windows 2000 

• Windows ME 

• Windows XP 

lnstallation Notes 
This section contains important information regarding installation and upgrades to SDM. 

Oownloading SOM From Cisco.com and lnstalling lt On Vour Router 

The document Downloading and Install ing Cisco Security Device Manager (SDM) Version 1.0 explain s 
how to downl oad SDM from Ci sco.com and install it on your router. To obtain thi s document, vi sit the 
following URL. 

http://www.ci sco.com/go/sdm 

Upgrading to a New SOM Release 

DL-4326-03 

If SDM is already installed on a router, and you are upgradin g to a newer SDM rel ease, yo u mu st also 
upgrade the configurati on file for the router in order for new SDM software to fun cti on properl y. The 
latest SDM conti gurati on file s are contained in the SDM .zip file , availabl e from Ci sco .com at the 
fo ll owing URL: 

http://www.cisco.com/cgi-bin/tablebuild.pl/sdm 
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• lmportant Notes 
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·v-· ~ 
The document Downloading and Installing Cisco Security Device Manager (SDM) Version 1.0 e:?lains 
how to obtain the SDM zip file and how to install SDM and ali related files on your router. This document 
is available at the following URL: 

http://www.cisco.com/go/sdm 

Uninstalling SOM Files 

( 

• 
Step 1 

Step 2 

I f you want to remove SDM from Flash memory, you can do so by logging onto your router and 
completing the following steps in EXEC mode: 

Type the following commands: 

router#delete sdm.tar 
Delete filename [sdm . tar}? 
Delete flash:sdm.tar? [confirm) 
router#squeeze flash: 

Repeat the commands to delete the following additional files from Flash memory : sdm.shtml, 
sdmconfig-<model>xxx.cfg. sdmconfig-<model>xxx.cfg represents the default configuration file that is 
supplied with SDM. For example, the default configuration file for the supported 2600 platforms is 
sdmconfig-26xx.cfg. 

lmportant Notes 
This section contains important information for this release . 

Routers Shipped with SOM Do Not Execute the Standard lOS Startup Sequence 

( 

e 

Step 1 

Step 2 

Step 3 

Step 4 

Because a default configuration file is provided on a router shipped with SDM, it will not execute the 
standard Cisco lOS startup sequence. If you are expecting to use the Cisco lOS setup utility, a 
TFTP/BOOTP configuration download, or other features available through the standard Cisco lOS 
startup, you will need to erase the configuration file. 

To erase the existing configuration and take advantage of the Cisco lOS startup sequence, perform the 
following steps. This will leave SDM on the router if you !ater decide you want to use it, but you will 
need to config ure the router manually before you can begin usin g SDM. Please refer to your router 's 
Quick Start Guide and to the SDM FAQ (available at http: //www.c isco.com/go/sdm) for information 
abo ut the minimum configuration required for using SDM. 

Connect the li g ht blue console cable, included with your router, from the blue console port on your router 
to a seria l port on your PC. Refer to your router 's Hardware Install at ion Guide for in structi ons. 

Connect the power supply to your router, plug the power supply into a power outlet , and turn on your 
router. Refer to your router 's Quick Start Guide for in structions. 

Use a terminal em ul ation program on your PC, with the terminal emul ation 
bits, no parity, I stop bit , and no tlow control, to connect to your router. 

At the prompt. enter the enable command . and enter the password sdm. 

3 6 9 o . 
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Step 5 

Step 6 

Step 7 

Step 8 

yourname > enable 

Password: sdm 
yourname# 

Enter the erase startup-config command. 

yourname# erase startup-config 

Confirm the command by pressing Enter. 

Enter the reload command. 

yourname# reload 

Confirm the command by pressing Enter. 

After the router completes the reload operation, it enters in to the standard lOS startup sequence . You can 
use the startup sequence to give your router a configuration manually, or to copy a configuration file from 
the network. If you !ater decide you want to use SDM to change an existing configuration, refer to the 
instructions on starting SDM included in the Quick Start Guide for your router. 

Unable to perform ·squeeze flash· 

OL-4326-03 

If your router is using a Cisco lOS image with a version earlier than 12.3 in the T release, or 12.2( 13)ZH, 
it may be necessary to use the squeeze flash command to reclaim Flash memory after repeated use of 
SDM. If this becomes necessary, SDM will inform you that the squeeze flash command must be used, 
and will execute the command upon your confirmation. 

However, the squeeze flash command will not work if an erase flash command has never been executed 
on the router. Ifthis is the case you will receive an "Unable to perform 'squeeze flash'" warning message, 
and you will need to run the erase flash: command to enable the use of the squeeze flash command. 

Executing the erase flash: command will remove SDM and the Cisco lOS image from the router's Flash 
memory, and you willlose your connection to the router. Complete the following steps to save files in 
Flash, execute erase flash: , and copy the files back so you can reconnect to SDM. 

Ensure that the router will not Jose power. If the router loses power after an erase flash: operation , there 
will be no Cisco lOS image in memory. 

Prepare a TFTP server to which you can save files and copy them over to the router. You must have write 
access to the TFTP server. Your PC can be used for this purpose if it has a TFTP server program. 

Open up a Telnet sess ion on the router so that you can use the CU. 

Save the router 's running configuration to the startup configuration by entering the command 
copy running-config startup-config. 

Use the tftpcopy command to copy the Cisco lOS image, the' file SDM.tar, and the file SDM.shtml from 
Flash to a TFTP serve r: 

copy flash: filename tftp://tftp -server-address/filenam e 

Example: 

copy flash : sdm . tar tftp : /! 1 0 . 10 . 10 . 3 /S DM . tar 

- ~--···-----, 
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Note If you prefer to download a Cisco lOS image, the file SOM.tar, and the file SOM.shtml, follow these 
instruc tions to use an Internet connection to download an SOM-supported Cisco lOS image, the fil es 
SOM.tar, and the file SOM.shtml, then place those files on a TFTP server. 

Step 6 

Step 7 

Step 8 

Step 9 

g__ 'teats 

-

a. Click the following link to obtain a Cisco lOS image from the Cisco Software Center: 

http://www.cisco.com/kobayashi/sw-center/ 

b. Obtain an image that supports the features you want on the 12.2( li )T release or I ater. Save the file 
to the TFTP server that is accessible from the router. 

c. Use the following link to obtain the files SOM.tar and SOM.shtml, then save SOM.tar and 
SOM.shtml to the TFTP server. 

http://www.cisco.com/go/sdm 

From the PC, log onto the router using telnet, and enter Enable mode. 

Enter the command erase flash:, and confirm. The router's lOS image, configuration file, the file 
SOM.tar, and the file SOM.shtml are removed from Flash memory. 

Use the tftpcopy command to copy the lOS image and SOM.tar from the TFTP server to the router: 

copy tftp://tftp-server-address/filename flash: 

Example: 

copy tftp:/110.10.10.3/SDM.tar flash: 

~ .. 
Note Copy the Cisco lOS image first, followed by the files sdm.tar and sdm.shtml. 

Start your web browser, and reconnect to SOM, using the same IP address you used when you started 
the SOM session. 

Now that an erase flash: has been performed on the router, you will be able to execute the squeeze flash 
command when necessary. 

Caveats describe unexpected behavior in SOM. Severity 1 caveats are the most serious caveats, severity 
2 caveats are Iess serious, and severity 3 caveats are the least serious of these three severity leveis. 

Open Caveats - Release 1.0 

This section li sts caveats that are open in release 1.0. 

---------------·1 • CSCea60147 • ) 11" ((JfLC.Jj- O I 
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• CSCea71480 ~ 
The number of open GRE-over-IPSec tunnels shown in the SDM Monitor Mode Overview window 
is i ncorrect. 

Workaround 

None necessary. 

• CSCea84865 

In routers running a Cisco lOS image of version 12.2(11 )T6, SDM treats PPPoE connections that 
do not contain the vpdn-enable, vpdn-group, request-dialin, and protocol pppoe commands as 
read only. The Edit button is not enabled in the Interfaces and Connections window, and the 
connection is treated as "Other" in the WAN window. 

If SDM is subsequently used to configure another PPPoE connection on the router, those commands 
are added , and the original PPPoE connections are made complete. However SDM will not show 
these original connections as editable. 

Workaround 

Select Refresh from the View menu to make SDM display these PPPoE connections as editable . 

• CSCea89141 

Port Address Translation (PAT) rules configured with no access list using the CLI are not removed 
when using SDM to delete WAN connections the rules are associated with . 

Workaround 

Remove the PAT rules using the CLI. 

• CSCin40086 

SDM can take more than 30 seconds to switch from Advanced Mode to Wizard Mode. 

• CSCin42927 

When performing Security Audit from a PC with more than one Network Interface Card (NIC) 
which is in one of the directly connected Inside Interface networks (as chosen by the user), "Access 
class not set on VTY !ines" security problem as reported cannot be fixed. 

• CSCea89451 

By default, the Startup wizard is invoked when the interface that the PC connects to is one of the 
following : Ethernet O, Fast Ethernet 0/0, or Fast Ethernet O. lf the router doesn't have any of the 
li sted interfaces, the Startup wizard will not be invoked because the IP address assi gnment of 
I O. I O. I O. I fail s. 

Workaround 

Chec k the default co nfiguration file on the router. lf the router interface you are conn ec tin g yo ur PC 
to on initial startup is not the interface assi gned the address I 0.1 0.1 0.1 in the default confi guratio n 
file , than either edit the default configuration file to give the interface you are connecting to an IP 
address and subnet mask, or connect the PC to a network module in SlotO. 

• CSCea9023 I 

Router does not rel oad with default confi guration when user executes Rese t To. Facto~ _efaults in 

SDM. I r.l '" ,r' (,,_,/o~...lt .. J - c li 
I f ro uter is runni ng a Ci sco lOS image o f version 12.2( I I )T6, and th e a~t~ Qits ,tiJ;Jl, .r: . .fi.olreg ister 
va lue are se t to O. for example Ox2 1 00 or Ox 1100. the router does nJ t reload WH I'}Jii\) ~r erforms 
a Rese t To Fac tory Default s. SDM indi ca res that it has se nt a reloa~ . · :tn 1\1 M'r~-lul-elr a1 d shuts 
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down, and the default configuration is copied to the startup-config, but the reload command has not 
executed, and the router is still using the running configuration that was present before the Reset 
operation. 

Workaround 

Use the CLI config-register command to ensure that the last 4 bits of the config register are not set 
to O (zero). 

• CSCin33529 

SOM may require up to I O seconds when being run using Internet Explorer version 6.0 with service 
pack I and JRE version 1.4. 1_0 I to configure a new serial WAN connection in Wizard mode. 

• CSCin40379 

Text display is cut and scrolling causes loss of text in Security Audit when browser uses the Java 
Runtime Environment (JRE) 1.3.1_07 plug-in. 

Various text messages are cut and not displayed properly in the Security Audit feature if JRE 
1.3 .1_07 is installed on the system. For example, the report card contains incomplete sentences, and 
scrolling up and down in the "Fix It" window causes many of the Iines to disappear ar to appear 
incomplete . 

The problem is seen only when the plug-in is installed. 

Workaround 

Upgrade Java Plugins to the latest version available from the Sun website at the following URL: 

http :/ /java.sun .com/ 

Alternatively, disable the Java plugin. In Internet Explorer, click Tools, select Internet Options, 
click Advanced, and uncheck the Use Java 2 v1.3.1_07 option. In Netscape, click Edit, select 
Preferences, click Advanced, and uncheck Enable Java Plugin. 

• CSCin42585 

If a user se lects Save Running Config to PC from the SDM file menu on a router running a Cisco 
TOS image of version 12.2 (13)ZH or version 12.2(1I)T2, the file may not be saved to the PC. 

Workaround 

Shut down SOM and thenrestart it. Then, select the Save Running Config to PC option again, and 
specify a file name on the PC. 

• CSCea89054 

If you delete a WAN connection that you created in Wizard mode, an ip nat inside command may 
st ill remain ir. a LAN interface configuration . 

Workaround 

To delete the ip nat inside command from the LAN interface configuration, go to Interfaces and 
Connections in Advanced Mode, se lect the LAN interface, click Edit, and delete the association in 
the Assoc iati on tab. 

• CSCin44264 

Enab ling AES encrypti on or IP Compress ion in the Add/Edit IKE Policy or Add/Ed it Transform Set 
windows mi ght not work even th ough the lOS image running on the router s up,E2r~~ ~~ry~ 

0 IP Compression. T hi s may happen in the foll owing circumstances: fRC'S no Qj/2GvJ _ 0 1 
- Hard ware encryp tlOO JS enab led. cp;:m _:: CO~t ElOS 

T he router has a VPN modul e that does not support AES encryp ti on or .f_OmRre0 i3 1·3 9 
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Workaround 

Do one of the following: 

- Disable hardware encryption by adding the no crypto engine accelerator command to the 
configuration file using the CLI interface. This command tells router to use lOS software for 
encryption instead of using the encryption provided by the VPN module. 

- Upgrade your hardware VPN module to one that supports AES or IP Compression. 

For more info on VPN Modules, refer to the document at the following URL: 

http :/ /ww w. c i sco.com/en/U S/prod ucts/h w /routers/ps259/products_data_sheet09186a0080088 7 50. htm I 

• CSCebO 1244 

In Advanced Mode Static Routing, if a virtual-template interface is configured as the next hop 
interface in a static route, SOM generates corresponding CLI commands. Delivering such 
commands to the router may fail on some platforms. 

Workaround 

Do not configure a virtual-template interface as a next hop interface if it is not supported on your 
router. 

• CSCea80627 

After the SOM Startup Wizard has been completed by the user, SDM terminates and ali browser 
windows close except the browser window hosting the Applet area, when run in Netscape 
Communicator version 4.79. 

Workaround 

Manually close the browser window(s) that remain open. 

• CSCea45637 

When SOM is run in a browser using Sun Microsystem's Java Plug-in version 1.4.0, null-pointer 
exceptions are displayed in the Java console window when SDM loads and starts. 

This problem has been reported by many other users. Refer to the following links for more 
information: 

~- -- .... ~.­
- -~ --~---

h ttp :/ /search .j ava . sun .com/search/java/i ndex .j sp ?qp=&nh= 1 OO&qt=Certi ficateHos tname Ver i fier&x 
=32&y= 16&col=java&col=javabugs&col=javaforums&col=wireless 

http://forum.java.sun .com/thread .jsp?forum=30&thread=291011 

http://forum .java.sun.com/thread .jsp?forum=2&thread=289203 

Workaround 

Upgrade Java Plugins to the latest version available from the Sun website at the following URL: 

http: //java .sun .com/ 

• CSCdy80223 

When SOM runs with a Cisco lOS image of a version earlier than 12.3 in the T release, or earlier 
than version 12.2( 13)ZH, the HTTP server appends unnecessary characters to names of1i les it 
di splays. As a result:_when SOM is started. the web browser displays the :&lwin-~ "Gontent d~; s ,not 

match the Slgnature. . r. ) ll' (J • ~'-uI 
C"~ -,"'\(' 

Workaround CP;~I • '"'''"-·'-''-'! 

Disregard the warnin g and click Yes to continue. Q s Ne{l3._4_f) __ 
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• CSCin44119 

When an Easy VPN tunnel is active, using SDM to apply a NAT configuration to the Easy VPN 
inside and outside interfaces will deliver 'ip nat inside' and 'ip nat outside' commands to the router, 
but the running configuration will not be changed. SDM displays no errar message when this is 
attempted. 

Workaround 

To apply a NAT configuration to interfaces that have been designated as Easy VPN "inside" or 
"outside" interfaces, complete the following steps in SDM: 

- Select the Easy VPN tunnel in the VPN Connections window and click Disconnect. If the 
Connect/Disconnect button is disabled, select the interface in the Interfaces and Connections 
window, open the Association tab for that connection and change the Easy VPN association to 
None. 

- Open the NAT window, click Designate NAT Interfaces, and designate NAT inside and NAT 
outside interfaces. 

- Select the Easy VPN tunnel, and click Connect .. If you had to disassociate the Easy VPN tunnel 
from the connection, return to the Associations tab, and reselect the Easy VPN connection name 

• CSCeb05125 

When SDM is run in Internet Explorer using Java Plugin 1.3.1_07, some text in the Wizard Mode 
Reset to Factory Defaults screen gets cut off. 

Workaround 

Resize the SDM window to display ali text.Upgrade Java Plugins to the latest version available from 
the Sun website at the following URL: 

http :1/java.sun .com/ 

• CSCea69632 

When run using Netscape version 4. 79, ali SDM windows display a blank signature in the lower left 
comer. The text "Signed by:" appears, but no signature text follows. 

Workaround 

None needed. This does not affect the operation of the router. 

• CSCea68007 

Due to an lOS caveat, i f you configure an Ethernet connection with a dialer-pool command, such as 
a PPPoE connection, subsequently delete the connection, then configure an ATM connection with 
PPPoE, and then recreate the Ethernet connection with the dialer-pool command, that Ethernet 
configuration will contain multiple dialer-pool statements, and be read-only in SDM. 

Workaround 

Use the CU to remove ali PPPoE and dialer-pool statements from the Ethernet interface 
configuration. After saving the configuration, save the running configuration to the startup 
contiguration. Then, reload the router and reconfigure the Ethernet connection. 

• CSCin46907 

I f SDM is using SSH to communicate with the router, it may occasionally display a message box , 
indicating that it can no longer communicate with the router when the user tri(ls ,to delivuer1 .J _ c~ ! I' . ) l i - '·-\.o I ' 
configuration changes. Clicking OK in thi s message box causes SDM to termi at_§ . ~ _ CO'"' ElO(' 
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Workaround 

Reconfigure the router so that SDM will use Telnet to communicate with it. 

To doso using SDM, do the following 

- Restart SDM. 

- When the SSH Username and Password dialog is displayed, click Cancel. SDM will display the 
Telnet Username and Password dialog. 

- Enter a valid username and password in the Telnet dialog and click OK. 

Alternatively, you can make this change using the CLI, by doing the following : 

- Log on to the router using Telnet, and enter configuration mode. 

- Enter the following Cisco lOS commands in config mode: 

router(config)#line vty O 15 
router(config-line)#transport input telnet 
router(config-line)#end 

- Restart SDM . 

With this configuration· change, SDM will use Telnet to communicate to the router. 

• CSCin48956 

When configuring Point-to-Point Protocol over Ethernet (PPPoE) for the Cisco 1711 or 1712 
VLANl interfaces, SDM does not deliver the ip tcp adjust-mss command to the router 's 
configuration. 

Workaround 

Use the CLI to add the ip tcp adjust-mss command to the VLANl interface configuration. Telnet 
to the router and enter the following command in VLANl interface configuration mode . 

ip tcp adjust-mss 1452 

Documentation Updates 

(_ 
The following sections explain how documentation may be inaccurate or incf mplete,1. C. 

1
. 

I - 11 I 'C..-l..._ - CN 
ce;,;l CC.< ~.]OS 

eomissions -Fis 3 4 2 
--·--

The followin g sec tions explain informati on that was not included in documentation . 

~ti_9JL 
SOM Default Configuration File 

SDM includes a default configuration file . The configuration does the fo llowing: 

• Provides an IP address for your Fast Ethernet interface, enablin g an interface to your LAN 

• Enables your router 's HTTP server, allowing http access from your LAN 

• Creates a default username (sdm) and pass word (sdm) with privilege levei 15 

• E nab les Telnet access to the router from your LAN 

Release Notes For Security Device Manager Version 1.0 

OL-4326-03 

- ' ' t • • • -., • I • • ••• .; I ' ' I • . • • ~ • . ' . • .•• · • . \. . 



. , ~ 

• oilocumentation Updates 
t 

~ .. 
Note 

&. 
Caution 

The default configuration included does not configure any WAN interfaces. To connect to the Internet, 
you must use SDM to configure a WAN interface. 

lt is highly recommended that you change the username and password values because they are well 
known. SDM will help you change those values. Please refer your router's Quick Start Guide for 
information on how to launch SDM. 

If you do not change the username and password values from the default, you will have a security risk 
because your router will be vulnerable to attacks. 

SOM ls Not Supported on SOHO 91, SOHO 96, and SOHO 97 Routers. 

( 

• 
The Cisco 831, 836, and 837 Cabling and Setup Quick Start Guides do not state that SDM is not 
supported on the SOHO 91, SOHO 96, and SOHO 97 routers. The SOHO series o f routers do not support 
SDM . 

Modifying the Default Configuration File in Cisco 3620 and 3640 Routers 

l 
e Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

The instructions provided in the Cisco 3620 and 3640 Modular Access Routers Quick Start Guide for 
Starting SDM might not work. 

The initial communication between a browser running on a PC and SDM is controlled by the default 
configuration file for the router. On most supported routers, SDM uses a fixed Fast Ethernet port at 
address 'O', FastEthernet 0/0 or FastEthernet O. The PC is connected to this interface, and the interface 
is given an IP address in the default configuration file that SDM recognizes. 

For the 3620 and 3640 routers there are no fixed Ethernet ports. 

By convention many of these routers ship with a FastEthernet capable network module in Slot O. SDM 
assumes this to be the case in its default configuration file. If this is not true for your router, you need 
to modify the default configuration file to enable and provide an IP address for an Ethernet interface 
before SDM can communicate with the router. 

Perform the following steps to enable SDM to communicate with the browser: 

Log on to the router using the Console port, using the user name sdm, and password sdm. 

Enter Enable mode using the password sdm. 

Provide the IP address 10. I O. 10. I and the subnet mask 255.255.255.0 for the interface you will connect 
the PC to, and enter the no shutdown command to enable the interface. 

Save the contiguration. 

Connect a PC running a supported browser to the interface you configure€!,-_. ___ ----

Enter the IP address I O. I O. I O. I in the browser to start SDM. r<us no 03/2005 - CN 
o o .,w , o. , ••. ~ ~=-o·'"" o. o _ÇPJW ..:.. ~CORREIOS 
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Related Documentation ~ 

This section lists other documents with information on SDM. 

Platform-Specific Documents 

Refer to the Quick Start Guide for your router, available on www.cisco.com, to learn how to start SDM 
for the first time. 

Software Documents 

These documents are available on www.cisco.com/go/sdm 

• Cisco Security Device Manager (SDM) 1.0 Frequently Asked Questions. 

• Downloading and Installing Cisco Security Device Manager (SDM) Version 1.0 

• Switching Between Cisco Security Device Manager (SDM) and Cisco Router Web Setup Tool 
(CRWS) on Cisco 83X Series Routers 

Obtaining Documentation 

Cisco.com 

Cisco provides severa! ways to obtain documentation, technical assistance, and other technical 
resources . These sections explain how to obtain technical information from Cisco Systems. 

You can access the most current Cisco documentation on the World Wide Web at thi s URL: 

http ://www.cisco.com/univercd/home/home .htm 

You can access the Cisco website at this URL: 

http://www.cisco.com 

Internati onal Cisco websites can be accessed from this URL: 

http :/ /ww w. c i sco.com/pu b I ic/cou n tri es_l an guages. s h tm l 

P.'"\.:.i n" 03/.t.t.JGJ - C~J 
CP.-11 CORREIOS 
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Documentation CD-ROM 

Ci sco doc umentation and additional literature are available in a Ci sco Documentati on CD-ROM 
package . which may have shipped with your product. The Documentati on CD-ROM is updated reg ularl y 
and may be more current th an printed doc umentation. The CD-ROM package is avail able as a s in gle unit 
or thro ugh an annual or quarterly subsc ripti on. 

Registered Ci sco.com users can order a sing le Documentation CD-ROM (product number 
DOC-CONDOCCD=) through the Ci sco Orderin g tool : 

h ttp :1 /ww w.c i sco .com/e n/U S/partner/ord e ri ng/o rde ri ng_pl ace_order_orde ri ng_too 1_1 au nc h. html 

Ali users can order monthl y or quarte rl y subsc ripti ons through the onlin e Subsc ripti on Store : 
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http://www.cisco.com/go/subscription 

. I 

Ordering Documentation 

You can find instructions for ordering documentation at this URL: 

http: I lw w w .c i se o.com/u n i vercd/cc/td/ doc/es_i n pck/pdi . htm 

You can order Cisco documentation in these ways : 

• Registered Cisco.com users (Cisco direct customers) can order Cisco product documentation from 
the Networking Products MarketPlace: 

ht tp :1 /w ww .c i se o .com/en/US/partner/orderi ng/i ndex. shtml 

• Nonregistered Cisco.com users can order documentation through a local account representative by 
callin g Cisco Systems Corporate Headquarters (California, U.S.A.) at 408 526-7208 or, elsewhere 
in North America, by calling 800 553-NETS (6387) . 

( 
.cumentation Feedback 

You can submit comments electronically on Cisco.com. On the Cisco Documentation home page, click 
Feedback at the top of the page. 

You can e-mail your comments to bug-doc@cisco.com. 

You can submit comments by using the response card (if present) behind the front cover of your 
document or by writing to the following address : 

Cisco Systems 
Attn : Customer Document Ordering 
170 West Tasman Drive 
San Jose , CA 95134-9883 

We appreciate your comments. 

Obtaining Technical Assistance 

• 
Cisco. com 

Cisco provides Cisco.com, which includes the Cisco Technical Assi stance Center (TAC) website , as a 
startin g point for ali technical assistance . Customers and partners can obtain online documentation, 
troubleshooting tips, and sample configurations from the Cisco TAC website . Cisco. com reg istered users 
have compl ete access to the techni ca l support reso urces on the Ci sco TAC webs ite, inc ludin g TAC tools 
and utiliti es . 

C isco.com offers a suite o f interac ti ve, networked services that let you access Ci sco informati on, 
networkin g soluti ons, se rvices, programs, and resources at any time, from anywhere in _0e world. 

Cisco.com prov ides a broad range of features and se rvices to he lp you with these tas k. : f~-J- i1° ú2/2GG3 - C~J 

• S treamline bu siness processes and improve producti vity ÇP;.-1! O 3Qf5=IOS 
• Reso lve tec hni cal iss ues with onlin e support 
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• Downl oad and test software packages 

• Order Cisco learning materiais and merchandise 

• Register for online skill assessment, training, and certification programs 

To obtain customi zed informati on and service, you can self-register on Ci sco.com at thi s URL: 

http ://to o ls. cisco. com/RPF /regi ster/register. do 

Technical Assistance Center 

The Cisco TAC is available to ali customers who need technical assistance with a Cisco product, 
technology, or so lution . Two types of support are available: the Cisco TAC website and the Cisco TAC 
Escalation Center. The type of support that you choose depends on the priority of the problem and the 
conditions stated in service contracts, when applicable. 

We categorize Cisco TAC inquiries according to urgency : 

• Priority levei 4 (P4)-You need information or assistance concerning Cisco product capabilities, 
product installation, or basic product configuration. There is little or no impact to your business 
operations. 

• Priority levei 3 (P3)-0perational performance of the network is impaired, but most business 
operations remain functional. You and Cisco are willing to commit resources during normal business 
hours to restore service to satisfactory leveis . 

• Priority levei 2 (P2)-0peration of an existing network is severely degraded, or significant aspects 
of your business operations are negatively impacted by inadequate performance of Cisco products . 
You and Cisco will commit full-time resources during normal business hours to resolve the situation. 

• Priority levei 1 (Pl )-An existing network is "down," or there is a criticai impact to your business 
operations . You and Cisco will commit ali necessary resources around the clock to resolve the 
situation. 

Cisco TAC Website 

OL-4326-03 

The Cisco TAC website provides online documents and tools to help troubleshoot and resolve technical 
issues with Cisco products and technol ogies. To access the Cisco TAC website, go to thi s URL: 

http ://www.cisco.com/tac 

Ali customers, partners, and resellers who have a valid Cisco service contract have complete access to 
the technical support resources on the Cisco TAC website . Some serv ices on the Cisco TAC website 
require a Cisco.com logi n ID and password. If you have a valid serv ice contract but do not have a login 
10 or password, go to thi s URL to reg iste r: 

http ://to o ls .c isco. com/R PF /regi s ter /reg i ster. do 

I f you are a Cisco.com registered user, an d you cannot resolve your techni cal issues by using the C isco 
TAC website, you can open a case onlin e at thi s URL: 

h ttp :/I w w w. cisco .com/tac/c aseopen 

I f yo u have Internet access , we recommend that you open P3 and P4 case fully 
describe the situation and attac h any necessary file s. 
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• ._Obtaining Additional Publications and lnformation 

Cisco TAC Escalation Center 

The Cisco TAC Escalation Center addresses priority levei I or priority levei 2 issues. These 
classifications are assigned when severe network degradation significantly impacts business operations. 
When you contact the TAC Escalation Center with a Pl or P2 problem, a Cisco TAC engineer 
automatically opens a case. 

To obtain a directory of toll-free Cisco TAC telephone numbers for your country, go to this URL: 

http://www.cisco .com/warp/public/687/Directory/DirTAC.shtml 

Before calling, please check with your network operations center to determine the Cisco support services 
to which your company is entitled: for example, SMARTnet, SMARTnet Onsite, or Network Supported 
Accounts (NSA). When you call the center, please have available your service agreement number and 
your product serial number. 

~lltaining Additional Publications and lnformation 

• 
Information about Cisco products, technologies, and network solutions is available from various online 
and printed sources. 

• The Cisco Product Catalog describes the networking products offered by Cisco Systems, as well as 
ordering and customer support services. Access the Cisco Product Catalog at this URL: 

http://www.cisco.com/en/US/products/products_catalog_Iinks_launch.html 

• Cisco Press publishes a wide range of networking publications. Cisco suggests these titles for new 
and experienced users: lnternetworking Terms and Acronyms Dictionary, lnternetworking 
Technology Handbook, lnternetworking Troubleshooting Guide, and the lnternetworking Design 
Guide. For current Cisco Press titles and other information, go to Cisco Press online at this URL: 

http :/ /w w w.ci scopress. com 

• Packet magazine is the Cisco quarterly publication that provides the latest networking trends , 
technology breakthroughs, and Cisco products and solutions to help industry professionals get the 
most from their networking investment. Included are networking deployment and troubleshooting 
tips , configuration examples, customer case studies , tutoriais and training, certification information, 
and links to numerous in-depth online resources. You can access Packet magazine at this URL: 

http://www.cisco.com/go/packet 

• iQ Magazine is the Cisco bimonthly publication that delivers the latest information about Internet 
business strategies for executives. You can access iQ Magazine at this URL: 

http ://www.cisco.com/go/iqmagaz ine 

• Internet Protocol Journal is a quarterly journal published by Cisco Systems for engineering 
professionals involved in designing, developing, and operating public and private internets and 
intranets. You can access the Internet Protocol Journal at this URL: 

http: //www.cisco.com/en/US/about/ac I 23/ac 14 7/about_cisco_the_i nternet_protoco l_j o urnal.html 

• Training-Cisco offers world-class networking training. Current offerings in network training are 
li sted at thi s URL: 

http ://www.c isco.com/e n/US/learni ng/ le3 I / learni ng_recommended_trai ni ng_l ist.html 
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Configuring BGP 

This chapter describes how to configure Border Gateway Protocol (BGP). For a complete description of 
the BGP commands in this chapter, refer to the "BGP Commands" chapter of the Cisco /OS IP and IP 
Rouring Command Reference. To locare documentation of other commands that appear in this chapter, 
use the command reference master index or search online. For multiprotocol BGP configuration 
information and examples, refer to the "Configuring Multiprotocol BGP Extensionsfor IP Multicast" 
chapter o f the Cisco /OS I P and I P Routing Configuration Cuide. For multiprotocol BGP command 
descriptions, refer to the "Multiprotocol BGP Extensions for IP Multicast Commands" chapter of the 
Cisco lOS IP and IP Routing Command Reference. 

The Border Gateway Protocol, as defined in RFCs 1163 and 1267, is an Exterior Gateway Protocol 
(EGP). It allows you to set up an interdomain routing system that automatically guarantees the loop-free 
exchange of routing information between autonomous systems. 

For protocol-independent features, see the chapter "Configuring IP Routing Protocoi-Independent 
Features" in this document. 

Cisco's BGP lmplementation 
In BGP, each route consists of a network number, a list of autonomous systems that information has 
passed through (called the autonomous system path), anda list of other path attributes. We support BGP 
Versions 2, 3, and 4 , as defined in RFCs 1163, 1267, and 1771 , respectively. 

The primary function of a BGP system is to exchange network reachability information with other BGP 
systems, including information about the list of autonomous system paths . Thi s information can be used 
to construct a graph of autonomous sys tem connectivity from which routing loops can be prun ed and 
with whi ch auionomous system-level policy decisions can be enforced. 

Yo u ca n config ure the value for the Multi Exit Discriminator (MED) metric att ribute using route maps. 
{The name of thi s metric for BGP Versions 2 and 3 is INTER_AS_METRIC. ) When an update is se nt to 
an IBGP peer, the MED is passed along without any change. This ac tion enables a li the peers in the same 
autonomous system to make a consistent path se lecti on. 

A next- hop router address is used in the NEXT_HOP attribute, regardl ess of the auto nomous syste m of 
that route r. The C isco lOS software automatica ll y ca lcul ares the va lue for thi s attribute. ~ 

Transitive, opti onal path attribu tes are passed along to other BGP-speaking routers. 

(tl 
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• Cisco's BGP lmplementation 

BGP Version 4 supports classless interdomain routing (CIDR), which lets you reduce the size of your 
routing tables by creating aggregate routes, resulting in supernets. CIDR eliminates the concept of 
network classes within BGP and supports the advertising of IP prefixes. CIDR routes can be carried by 
OSPF, Enhanced IGRP, and ISIS-IP, and RIP. 

See the "BGP Route Map Examples" section at the end of this chapter for examples of how to use route 
maps to redistribute BGP Version 4 routes. 

How BGP Selects Paths 

A router running Cisco lOS Release 12.0 or !ater does not select or use an IBGP route unless both o f the 
following are true: 

• The router has a route available to the next-hop router. 

• The router has received synchronization via an IGP (unless IGP synchronization has been disabled). 

BGP bases its decision process on the attribute values . When faced with multiple routes to the same 
destination, BGP chooses the best route for routing traffic toward the destination. The following process 
summarizes how BGP chooses the best route . 

1. If the next hop is inaccessible, do not consider it. 

This is why it is important to have an IGP route to the next hop. 

2. If the path is internai, synchronization is enabled, and the route is not in the IGP, do not consider the 
route . 

3. Prefer the path with the largest weight (weight is a Cisco proprietary parameter). 

4. If the routes have the same weight, prefer the route with the largest local preference. 

5. If the routes have the same local pteference, prefer the route that was originated by the local router. 

For example, a route might be originated by the local router using the network bgp command, or 
through redistribution from an IGP. 

6. If the local preference is the same, or i f no route was originated by the local router, prefer the route 
with the shortest autonomous system path. 

7. If the autonomous system path length is the same, prefer the route with the lowest origin c ode (IGP 
< EGP < INCOMPLETE) . 

8. If the origin codes are the same, prefer the route with the lowest Multi Exit Discriminator (MED) 
metric attribute. 

This comparison is only done if the neighboring autonomous system is the same for ali routes 
considered. unless bgp always-compare-med is enabled. 

Note The most recent IETF decision regarding BGP MED assigns a value of infinity 
to the missing MED, making the route lacking the MED variable the leas t 
preferred. The default behavior of BGP routers running C~sco IOS software is 
to treat routes without the MED attribute as having a MED of O, makin g the 
route lacking the MED variable the most preferred. To configure the router to 
conform to the IETF standard , use the bgp bestpath med missing-as-worst 
command. 

9. Prefer the externai (EBGP) path over the intern ai (IBGP) path. 

Ali confedera ti on paths are considered intern ai paths. 

• Cisco lOS IP and IP Routing Configuration Guide 
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10. Prefer the route that can be reached through the closest IGP neighbor (the lowest IGP metric ). 

This means the router will prefer the shortest internai path within the autonomous system to reach 
the destination (the shortest path to the BGP next-hop) . 

11. If the following conditions are ali true, insert the route for this path in to the IP routing table: 

- Both the best route and this route are externai. 

- Both the best route and this route are from the same neighboring autonomous system. 

- maximum-paths is enabled. 

Note EBGP load sharing can occur at this point, which means that multi pie paths can 
be installed in the forwarding table. 

12. If multipath is not enabled, prefer the route with the lowest IP address value for the BGP router ID. 

The router ID is usually the highest IP address on the router or the loopback (virtual) address, but 
might be implementation-specific. 

BGP Multipath Support 

When a BGP speaker learns two identical EBGP paths for a prefix from a neighboring AS, it will choose 
the path with the lowest route-id as the best path. This best path is installed in the IP routing table. If 
BGP multipath support is enabled and the EBGP paths are learned from the same neighboring AS, 
instead of picking one best path, multiple paths are installed in the IP routing table. 

During packet switching, depending on the switching mode, either per-packet or per-destination load 
balancing is performed among the multi pie paths. A maximum of six paths is supported. The 
maximum-paths router configuration command controls the number of paths allowed. By default, BGP 
will install only one path to the IP routing table . 

Basic BGP Configuration Task List 
The BGP configuration tasks are divided into basic and advanced tasks. The first two basic tasks are 
required to configure BGP; the remaining basic and advanced tasks are optional. 

Basic BGP configuration tasks are discussed in the following sections: 

• Enabling BGP Routing (Requíred) 

• Contiguring BGP Neíghbors (Requíred) 

• Managing Routing Polícy Changes (Optional) 

• Verífying BGP Soft Reset (Optíonal) 

• Configuring BGP Interactions with IGPs (Optional) 

• Confi guring BGP Weíghts (Optíonal) 

• Disabling AS Path Comparison (Optional) 

• Configuríng BGP Route Filterin g by Nei ghbor (Optional) 

• Conti gurin g BGP Filtering Using Prefix Lists (Üpt ional) 

• Contigurin g BGP Path Filt erin g by Neighbor (Op ti ona l) 0353 
• Di sabling Next-Hop Processin g on BGP Updates (Optional) 

Do< 
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' ·- Advanced BGP Configuration Task List 

• Configuring the BGP Version (Optional) 

• Configuring the Multi Exit Discriminator Metric (Optional) 

• Configuring the Multi Exit Discriminator Metric (Optional) 

Advanced BGP Configuration Task List 
Advanced, optional BGP configuration tasks are discussed in the following sections: 

• Using Route Maps to Modify Updates (Optional) 

• Resetting EBGP Connections Immediately upon Link Failure (Optional) 

• Configuring Aggregate Addresses (Optional) 

• Disabling Automatic Summarization of Network Numbers (Optional) 

• Configuring BGP Community Filtering (Optional) 

• Configuring BGP Conditional Advertisement (Optional) 

• Configuring a Routing Domain Confederation (Optional) 

• Configuring a Route Reflector (Optional) 

• Configuring BGP Peer Groups (Optional) 

• Disabling a Peer or Peer Group (Optional) 

• Indicating Backdoor Routes (Optional) 

• Modifying Parameters While Updating the IP Routing Table (Optional) 

• Setting Administrative Distance (Optional) 

• Adjusting BGP Timers (Optional) 

• Changing the Default Local Preference Value (Optional) 

• Redistributing Network 0.0.0.0 (Optional) 

• Configuring the Router to Considera Missing MED as Worst Path (Optional) 

• Selecting Path Based on MEDs from Other Autonomous Systems (Optional) 

• Configuring the Router to Use the MED to Choose a Path from Sub-AS Paths (Optional) 

• Configuring the Router to Use the MED to Choose a Path in a Confederation (Optional) 

• Configuring Route Dampening (Optional) 

For information on configuring features that apply to multiple IP routing protocols (such as 
redistributing routing information) , see the chapter "Configuring IP Routing Protocol-Independent 
Features." 
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The tasks in this section are for configuring basic BGP features. 

Enabling BGP Routing 

Step 1 

Step 2 

To enable BGP routing, establish a BGP routing process by using the following commands beginning in 
global configuration mode: 

Command 

Router(conf i g)# router bgp aut onomous-system 
Route r(config-route r)# 

Router(config-router)# network network-number [mask 
n etwork-mask] [route-map route -map-name] 

~ .. 

Purpose 

Enables a BGP routing process, which places you in 
router configuration mode. 

Flags a network as local to this autonomous system 
and enter it to the BGP table . 

Note For exterior protocols, a reference to an IP network from the network router configuration 
command controls only which networks are advertised. This is in contrast to Interior 
Gateway Protocols (IGP), such as IGRP, which also use the network command to 
determine where to send updates. 

~ .. 
Note The network command is used to inject IGP routes in to the BGP table. The network-mask 

portion of the command allows supernetting and subnetting. The router's resources, sue h 
as configured NVRAM or RAM, determine the upper limit of the number of network 
commands you can use. Alternatively, you could use the redistribute command to achieve 
the same result. 

Configuring BGP Neighbors 
Like other Exterior Gateway Protocols (EGPs), BGP must completely understand the relationships it has 
with its neighbors. Therefore, this task is required. 

BGP supports two kinds of neighbors: internai and externai. Internai neighbors are in the same 
autonomous system; externa/ neighbors are in different autonomous systems. Normally, externai 
neighbors are adjacent to each other and share a subnet, while internai neighbors may be anywhere in 
the same autonomous system. 

To configure BGP neighbors, use the following comrnand, beginning in router contiguration mode: 

Command Purpose 

Router (config - rou t er)# neighbor {ip-addres s I peer- group - name) Specifies a BGP neighbor. 
rernote-as number 

See the "BGP Ne ighbor Configuration Examples" section at the end of thi s c haprer fõr -àn ex an").B ie of . 
configuring BGP ne ighbors. --- 0 3 a 5 
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Routing policies for a peer inc lude ali the configurations such as route-map, distribute-list, prefix-list, 
and filter-list that may impact inbound or outbound routing table updates. Whenever there is a change in 
the routing policy, the BGP session must be soft cleared, or soft reset, for the new policy to take effect. 
Performing inbound reset enables the new inbound policy to take effect. Performing outbound reset 
causes the new local outbound policy take effect without resetting the BGP session. As a new set of 
updates is sent during outbound policy reset, a new inbound policy of the neighbor can also take effect. 

There are two types of reset, hard reset and soft reset. Table 7 lists the advantages and disadvantages 
hard reset and soft reset. 

Tab/e 7 Advantages and Disadvantages of Hard and Soft Resets 

Type of Reset Advantages Disadvantages 

hard reset No memory overhead . The prefixes in the BGP, IP, and FIB 
tables provided by the neighbor are 
lost. Not recommended . 

outbound soft reset No configuration, no storing ofrouting Does not reset inbound routing table 
table updates. updates. 

The procedure for an outbound reset is 
described in the section "Configuring 
BGP Soft Reset Using Stored Routing 
Policy Information." 

dynamic inbound soft Does not clear the BGP session and Both BGP routers must support the 
reset cache. route refresh capability (in Cisco lOS 

Does not require storing of routing Release 12.1 and !ater releases). 

table updates, and has no memory 
overhead . 

configured inbound Can be used when both BGP routers Requires preconfiguration . 
soft reset (uses the do not support the automatic route Stores ali received (inbound) routing 
neighbor refresh capability. policy updates without modification; 
soft-reconfiguration is memory-intensive. 
command) 

Recommended on ly when absolute ly 
necessary, such as when both BGP 
routers do not support the automatic 
route refresh capability. 

Once you h ave defined two routers to be BGP neighbors , they will form a BGP connection and exchange 
routing information. If you subsequently change a BGP filter, weight, distance, version, or timer, or 
make a similar configuration change. you must reset BGP connections for the configuration change to 
take effect. 
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A soft reset updates the routing table for inbound and outbound routing updates. Cisco 10--s\oftware 
releases 12.1 and !ater support soft reset without any prior configuration . This soft reset allows the 
dynamic exchange of route refresh requests and routing information between BGP routers, and the 
subsequent re-advertisement of the respective outbound routing table. 

• When soft reset is used to generate inbound updates from a neighbor, it is called dynamic inbound 
soft rese t. 

• When soft reset is used to send a new set of updates to a neighbor, it is called outbound soft reset. 

To use soft reset without preconfiguration, both BGP peers must support the soft route refresh capability, 
which is advertised in the OPEN message sent when the peers establish a TCP session . Routers running 
Cisco lOS software releases prior to release 12.1 do not support the route refresh capability and must 
clear the BGP session using the neighbor soft-reconfiguration command, described in "Configuring 
BGP Soft Reset Using Stored Routing Policy Information." This will have a negative impact upon 
network operations and should only be used as a last resort. 

~esetting a Router Using BGP Dynamic lnbound Soft Reset 

Command 

If both the local BGP router and the neighbor router support the route refresh capability, you can perform 
a dynamic soft inbound reset. This type of reset has the following advantages over a soft inbound reset 
using stored routing update information: 

• Does not require preconfiguration 

• Does not require additional memory for storing routing update information 

To determine whether a router supports the route refresh capability, use the show ip bgp neighbors 
command, beginning in EXEC mode: 

Purpose 

Router# show ip bgp neighbors 
ip-address 

Shows whether a neighbor supports the route refresh capability. 

Command 

If the specified router supports the route refresh capability, the following 
message is displayed : 

Received route refresh capability from peer. 

If ali the BGP routers support the route refresh capability, you can use the dynamic soft reset method for 
resetting the inbound routing table. To perform a dynamic soft reset of the inbound routing table, use the 
clear ip bgp command beginning in EXEC mode: 

Purpose 

Router# clear ip bgp {* I a ddress I 
peer - group-name) soft in 

Performs a dynamic soft reset on the connection specified in the command . 

The address argument specifies the connection to be reset. Use the * keyword 
to specify that ali connections be reset. 

See the "BGP Soft Reset Examples" sec ti on at the end o f thi s chapter for examples of both types of BGP 
soft resets. 
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Resetting a Router Using BGP Outbound Soft Reset 

Command 

Outbound soft resets do not require any preconfiguration, Using the keyword soft specifies that a soft 
reset be performed. To perform an outbound soft reset, use the clear ip bgp command, beginning in 
EXEC mode: 

Purpose 

Router# clear ip bgp {* I address I 
peer-group-name) soft out 

Performs a soft reset on the connection specified in the command, 

The address argument specifies the connection to be reseL Use the * 
keyword to specify that ali connections be reseL 

Configuring BGP Soft Reset Using Stored Routing Policy lnformation 

( • 
If ali of the BGP routers in the connection do not support the route refresh capability, use the soft reset 
method that generates a new set of inbound routing table updates from information previously stored. To 
initiate storage of inbound routing table updates, you must first preconfigure the router using the 
neighbor soft-reconfiguration command. The clear ip bgp command initiates the soft reset, which 
generates a new set of inbound routing table updates using the stored information. 

Step 1 

Step 2 

Keep in mind that the memory requirements for storing the inbound update information can become 
quite largeTo configure BGP soft reset using stored routing policy information, use the following 
commands, beginning in router configuration mode: 

Command 

Router(config-router)# neighbor {ip-address I 
peer- group-name) soft-reconfiguration inbound 

Rou ter# clear ip bgp [ * I addres s I p eer - group- n ame ) 
soft in 

Purpose 

Resets the BGP session and initiates storage of 
inbound routing table updates from the specified 
neighbor or peer group. From that point forward, a 
copy of the BGP routing table for the specified 
neighbor or peer group is maintained on the router. 

Our implementation of BGP supports BGP Versions 
2, 3, and 4. If the neighbor does not accept default 
Version 4, dynamic version negotiation is 
implemented to negotiate down to Version 2. 

If you specify a BGP peer group by using the 
peer-group-name argument, ali members of the peer 
group will inherit the characteristic configured with 
this command. 

Performs a soft reset on the connection specified in 
the command, using the stored routing table 
information for that connection. 

See the "BGP Path Filtering by Neighbor Example" section at the end of this chapter for an example of 
BGP path filtering by neighboL 
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Step 1 

Step 2 

You can verify whether a soft reset is successful by checking information about the routing table and 
about BGP neighbors. 

Enter the show ip bgp command to display entries in the BGP routing table. The following output shows 
that the peer supports the route refresh capability. 

Router# show ip bgp 
BGP tabl e version is 5, local router ID is 10.0.33.34 
Status cedes: s suppressed , d damped, h history, * valid, > best, i - internal 
Origin cedes: i - IGP, e - EGP, ? - incomplete 

Network Next Hop Metric LocPrf Weight Path 
*> 1.0.0.0 0 . 0.0.0 o 32768 ? 

2.0.0 . 0 10.0 . 33 . 35 10 o 35 ? 
* > 0.0 .0 .0 o 32768 ? 

10.0.0.0 10 . 0.33.35 10 o 35 ? 
* > 0 . 0 . 0.0 o 32768 ? 

* > 192 . 168. 0 . 0 / 16 10.0.33.35 10 o 35 ? 

Enter the show ip bgp neighbors command to display information about the BGP and TCP connections 
to neighbors . · 

Router# show ip bgp neighbors 17'1.69.232 . 178 
BGP neighbor is 172.16 . 232.178, remate AS 35, external link 

BGP version 4 , remate router ID 192.168.3 . 3 
BGP state = Established, up for 1w1d 
Last read 00 : 00:53 , hold time is 180, keepalive interval is 60 seconds 
Neighbor capabi lities: 

Route refresh: advert i sed and received 
Addr ess family IPv4 Unicast: advertised a nd received 
Address family IPv4 Multicast : advertised and received 

Re ce i ved 12519 messages, O notif i cations, O in queue 
Sen t 1252 3 me s sages , O notifi c ations, O in queue 
Rou t e r e fr e sh request : received O, sent O 
Minimum time between advertisement runs is 30 seconds 

For a dd r ess family: IPv4 Unicast 
BGP tabl e version 5, neighbor v e rs ion 5 
I nde x 1 , Offs e t O, Mask Ox2 
Communi ty attribute sent t o th i s n e ighbor 
Inbound pa th p o licy configu r e d 
Outbound pa t h policy configured 
Route ma p f or i ncoming adv erti semen ts i s uni-in 
Rout e map fo r ou tgoin g advert i sements is uni -out 
3 acc epte d prefixes consume 108 bytes 
Pref i x advertised 6, suppressed O, wi t hdrawn O 

For a ddress family : IPv4 Mul t i cast 
BGP table ver s ion 5 , neighbor version 5 
Index 1, Offset O, Ma s k Ox2 
I nbound path policy conf i gured 
Outbound path policy c o n figured 
Route map for incoming a dvertisements is mul -in 
Route map for outgoin g advertisements is mul - out 
3 accepted prefixes consume 10 8 bytes 
Pr ef i x advertised 6 , suppressed O, wi thdra~ O 
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Connections established 2; dropped 1 
Last reset 1w1d, due to Peer closed the session 

Connection state i s ESTAB, I/0 statu s: 1, unread input bytes: O 
Loca l host: 172.16.232.178, Local port: 179 
Foreign host: 172.16 . 232.179, Foreign port: 11002 

Enqueued packets for retransmit: O, i nput: o mis-ordered : o (0 

Event Timers (current time is Ox2CF49CF8): 
Time r Starts Wakeups Next 
Retrans 12518 o OxO 
TimeWait o o OxO 
AckHold 12514 12281 OxO 
SendWnd o o OxO 
KeepAlive o o OxO 
GiveUp o o OxO 
PmtuAger o o OxO 
DeadWait o o OxO 

bytes) 

iss: 273358651 snduna : 273596614 sndnxt: 2735966 14 sndwnd: 15434 
irs: 190480283 rcvnxt: 190718186 rcvwnd: 15491 delrcvwnd: 893 

SRTT : 300 ms, RTTO: 607 ms, ·RTV: 3 ms, KRTT: O ms 
minRTT : O ms, maxRTT: 300 ms, ACK hold: 200 ms 
Flags: passive open, nagle, gen tcbs 

Datagrams (max data segment is 1460 bytes): 
Rcvd: 24889 (out of arder: 0) , with data: 12515, total data bytes: 23792 1 
Sent: 24963 (retransmit: 0), with data: 12518, t otal data bytes: 237981 

') 

Configuring BGP lnteractions with IGPs 

• 
Command 

lf your autonomous system will be pass ing traffic through it from another autonomous sys tem to a third 
autonomous system, it is very important that your autonomous system be consi stent about the routes that 
it advertises. For example, if your BGP were to advertise a route before ali routers in your network had 
learned about the route through your IGP, your autonomous system could receive traffic that some 
routers cannot yet route . To prevent this from happening, BGP must wait until the IGP has propagated 
routing information across your autonomous system. This causes BGP to be synchronized with the IGP. 
Synchronization is enabled by default. 

In some cases , you do not need synchronization. If you will not be passing traffic from a different 
autonomous system through your autonomous system, or if ali routers in your autonomous system will 
be runnin g BGP, yo u can disable sy nchronizat ion. Di sabling thi s feature can a ll ow you to carry fewer 
ro utes in yo ur IGP and all ow BGP to converge more quickl y. To disable sy nchronizat ion, use the no 
synchronization command, beginning in router configuration mode: 

Purpose 

Router (conf ig-router) # no synchronization Disables synchroni zation betwee n BGP and an IGP. 

0360 
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See the "BGP Path Filtering by Neighbor Example" section at the end of this chapter for an e~ple of 
BGP synchronization. 

In general, you will not want to redistribute most BGP routes into your IGP. A common design isto 
redistribute one or two routes and to make them exterior routes in IGRP, or have your BGP speaker 
generate a default route for your autonomous system. When redistributing from BGP into IGP, only the 
routes learned using EBGP get redistributed. 

In most circumstances, you also will not want to redistribute your IGP into BGP. Just list the networks 
in your autonomous system with network router configuration commands and your networks will be 
advertised. Networks that are listed this way are referred to as local networks and have a BGP origin 
attribute of "IGP." They must appear in the main IP routing table and can have any source; for example, 
they can be directly connected or learned via an IGP. The BGP routing process periodically scans the 
main IP routing table to detect the presence or absence oflocal networks, updating the BGP routing table 
as appropriate. 

If you do perform redistribution in to BGP, you must be very careful about the routes that can be in your 
IGP, especially ifthe routes were redistributed from BGP into the IGP elsewhere. This creates a situation 
where BGP is potentially injecting information into the IGP and then sending such information back in to 
BGP, and vice versa. Incorrectly redistributing routes into BGP can result in the loss of criticai 
information, such as the AS-path, that is required for BGP to function properly. 

Networks that are redistributed into BGP from the EGP protocol will be given the BGP origin attribute 
"EGP." Other networks that are redistributed into BGP will have the BGP origin attribute of 
"incomplete." The origin attribute in our implementation is only used in the path selection process. 

Configuring BGP Weights 

A weight is a number that you can assign to a path so that you can control the path selection process. 
The administrative weight is local to the router. A weight can be a number from O to 65535. Any path 
that a Cisco router originates will h ave a default weight of 32768; other paths have weight O. If you have 
particular neighbors that you want to prefer for most of your traffic, you can assign a higher weight to 
ali routes learned from that neighbor. 

Weights can be assigned based on autonomous system path access lists. A given weight becomes the 
weight of the route if the autonomous system path is accepted by the access list. Any number of weight 
filters are allowed . Weights can only be assigned via route maps. 

• Disabling AS Path Comparison 

Command 

RFC 1771, the IETF document defining BGP, does not include as-path as part of the "tie-breaker" 
decision algorithm. By default, Cisco lOS software considers the as-path as a part of the decision 
algorithm. This enhancement makes it possible to modify the decision algorithm, bringing the router's 
behavior in selecting a path more in line with the IETF specification. 

To prevent the router from considering the as-path length when selecting a route, use the bgp bestpath 
as-path ignore command, beginning in router configuration mode: 

Purpose i I 1 

Router (con f i g - rou ter) # bgp bestpath as-path ignore Configures the router to ignore as-patm le-ngth i.n \k rJcUnf a 
route. 

1 3 6 9 o 
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Configuring BGP Route Filtering by Neighbor 

• Command 

~ .. 
Note 

You can filter BGP advertisements in two ways: 

• Use AS-path filters, as with the ip as-path access-Iist global configuration command and the 
neighbor filter-Iist command 

• Use access or prefix Iists, as with the neighbor distribute-Iist command. 

Filtering using prefix lists is described in the "Configuring BGP Filtering Using Prefix Lists" section. 

If you want to restrict the routing information that the Cisco lOS software learns or advertises, you can 
til ter BGP routing updates to and from particular neighbors. To do this, you can either define an access 
list ora prefix list and apply it to the updates. 

Distribute-list filters are applied to network numbers and not autonomous system paths. 

To filter BGP routing updates, use the neighbor distribute-list command, beginning in router 
configuration mode: 

Purpose 

Router(config-router)# neighbor {ip-address I 
peer -group-name) distribute-list {acc ess-list-number 
I name) {in I out} 

Filters BGP routing updates to/from neighbors as specified in 
an access list. 

• ~ .. 

~ .. 
Note The neighbor prefix-list router configuration 

command can be used as an alternative to the 
neighbor distribute-Iist router configuration 
command, but you cannot use both commands to 
configure the same BGP peer in any specific 
direction. These two commands are mutually 
exclusive, and only one command (neighbor 
prefix-list or neighbor distribute-list) an be applied 
for each inbound or outbound direction . 

Note Although the neighbor prefix-Iist router configuration command can be used as an 
alternative to the neighbor distribute-list command , do not use attempt to apply both the 
neighbor prefix-list and neighbor distribute-list command fiJtering to the same neighbor 
in any given direction. These two commands are mutually exclusive, and only one 
command (neighbor prefix-Iist or neighbor distribute-list) can be applied fdr eâcll 
inbound or outbound direction . 
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Configuring BGP Filtering Using Prefix Lists 
-v· 
~ 

Pretix lists can be used as an alternative to access lists in many BGP route filtering commands. "How 
the System Filters Traftic by Prefix List" describes the way prefix list filtering works. The advantages of 
using prefix li sts are: 

• Significant performance improvement in loading and route lookup of large lists 

• Support for incrementai updates 

Filtering using extended access lists does not support incrementai updates. 

• More use r-friendly command-line interface 

The command-line interface for using access lists to filter BGP updates is difficult to understand and 
use , since it uses the packet filtering format. 

• Greater tlexibility 

Before using a prefix list in a command, you must set up a prefix list, and you may want to assign 
sequence numbers to the entries in the prefix list. 

How the System Filters Traffic by Prefix List 

Filtering by prefix list involves matching the prefixes of routes with those listed in the prefix list. When 
there is a match, the route is used. More specifically, whether a prefix is permitted or denied is based 
upon the following rules : 

• An empty prefix list permits ali prefixes. 

• An implicit deny is assumed if a given prefix does not match any entries of a prefix list. 

• When multiple entries of a prefix list match a given prefix, the longest, most specific match is 
chosen. 

The router begins the search at the top of the prefix li st, with the sequence number 1. Once a match 
or deny occurs, the router does not need to go through the rest of the prefix Iist. For efficiency, you 
may want to put the most common matches or denies near the top of the list, using the argument seq 
in the ip prefix-Iist command. The show commands always include the sequence numbers in their 
output. 

Sequence numbers are generated automatically unless you disable this automatic generation . If you 
disable the automatic generation of sequence numbers , you must specify the sequence number for each 
entry using the seq-value argument of the ip prefix-Iist command. 

Regardless of whether the default sequence numbers are used in configuring a prefix li st, a sequence 
number does not need to be specified when removing a configuration entry. 

Show commands in clude the sequence numbers in their output. 

Creating a Prefix List 

To create a prefix li st, use the ip prefix-Iist command , beginning in router configuration mode: 

Command 

Router(config - rout e r)# ip prefix-list list - n ame [seq 
seg-value] deny ' permit n e twork ! l en [ge ge - value J 
[ le l e - valu e ] 

Purpose 

Creates a pretix li st with the name spec ifi ed for lisr-nam e. 
r- -I 
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Command 

~~ 
Note To create a prefix list you must enter at Jeast one permit or deny clause. 

To remove a prefix list and ali of its entries, use the no ip prefix-Iist command, beginning in router 
configuration mode: 

Pu r pose 

Router(config-router)# no ip prefix-list list - name 
[seq seq-value] deny I permit network!len 

Removes a prefix list with the name specified for list-name . 

[ge ge-value] [le le-va lue] 

Configuring a Prefix List Entry 

You can add entries to a prefix list individually. To configure an entry in a prefix list, use the ip prefix-Iist 
command, beginning in router configuration mode: 

Purpose 

Router(config-router)# ip prefix-list list-name seq 
seq-value deny I permit network!len [ge ge-value] 
[le le-value] 

Creates an entry in a prefix list and assigns a sequence number 
to the entry. 

( 

• 
Note 

The optional keywords ge and le can be used to specify the range of the prefix length to be matched for 
prefixes that are more specific than network/len. An exact match is assumed when neither ge nor le is 
specified. The range is assumed to be from ge-value to 32 if only the ge attribute is specified, and from 
lento le-value if only the le attribute is specified. 

A specified ge-value andlor le-value must satisfy the following condition: 

len < ge-value < = le -value < = 32 

For example, to deny ali prefixes matching /24 in 128.0.0.0/8, you would use: 

ip prefix-list abc deny 128.0.0.0/8 ge 24 le 24 

You can specify sequence values for prefix list entries in any increments you want (the 
automatically generated numbers are incremented in units of 5) . If you specify the 
sequence values in increments o f 1, you cannot insert additional entries in to the prefix list. 
If you choose very large increments, you could run out of sequence values. 

Configuring How Sequence Numbers of Prefix List Entries Are Specified 

By default, the sequence numbers are automatically generated when you create a prefix list entry. 
Sequence numbers can be suppressed with the command no ip prefix-Iist sequence-number. Sequence 
values are generated in increments of S. The first sequence value generated in a prefi x list would be 5, 
then 1 O, then 15, and so on. If you specify a vai ue for an entry and then do not specify~l ues for 
subsequent entries, the assigned (generated) sequence values are incremented in units o_f fiv J . For 
example, i f you specify that the first entry in the prefix list have a sequence, valu of 3. and then do not 
spec ify sequence va lues for the other entries, the automatically generated nLH'I1\ters will be 8, 13, 18, and 

so on. ,__ Ü 3 6 4 
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To disable the automatic generation of sequence numbers, use the no ip prefix-list sequenc~umber 
command, beginning in router configuration mode: 

Purpose 

Rou ter(conf ig-router)# no ip prefix-list 
sequence-number 

Disables the automatic generation of the sequence numbers 
for prefix list entries. 

Command 

To reenable automatic generation of the sequence numbers of prefix list entries, use the ip prefix-list 
sequence number command, beginning in router configuration mode : 

Purpose 

Router(config-router)# ip prefix-list 
sequence-number 

Enables the automatic generation of the sequence numbers o f 
prefix list entries. The default is enable. 

If you disable automatic generation of sequence numbers in a prefix list, you must specify the sequence 
number for each entry using the seq-value argument of the ip prefix-list command. 

Regardless of whether the default sequence numbers are used in configuring a ptefix list, a sequence 
number does not need to be specified when de-configuril'lg an entry. Show commands include the 
sequence numbers in their output. 

Deleting a Prefix List or Prefix List Entries 

To delete a prefix list, use the no ip prefix-list command, beginning in router configuration mode: 

Command Purpose 

Router(config-router ) # no ip prefix-list list - name Deletes a prefix list. 

You can delete entries from a prefix list individually. To delete an entry in a prefix list, use the no ip 
prefix-list seq command, beginning in router configuration mode: 

• 
_c_o_m_m __ a_n_d ______________________________________ -+P_u_r_p_o_s_e ________________________________________ __ 

Router (config- router) # no ip prefix-list seq Deletes an entry in a prefix list. 
s e q - value 

~ .. 
Note The sequence number of an entry does not need to be specified when you delete the entry. 
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Showing Prefix Entries 

To display information about prefix tables, prefix table entries, the policy associated with a node , or 
specific information about an entry, use the following commands, beginning in EXEC mode: 

Command Purpose 

Router# show ip prefix-list [detail I swmnary] Displays information about ali prefix lists . 

Router# show ip prefix-list [detail I swmnary) name Displays a table showing the entries in a prefix list. 

Router# show ip prefix-list na me [network/len) Displays the policy associated with the node. 

Router# show ip prefix-list na me [ seq seq-n um] Displays the prefix list entry with a given sequence number. 

Router# show ip prefix-list name [network/len) l o nger Displays ali entries of a prefix list that are more specific than 
the given network and length. 

Router# show ip prefix-list name [network/len) Displays the entry of a prefix list that matches the given 
f ' r -match prefix (network and length of prefix). 

llearing the Hit Count Table of Prefix List Entries 

To clear the hit count table of prefix list entries, use the clear ip prefix-list command, beginning in 
EXEC mode : 

Command Purpose 

Router# clear ip prefix-list name [network/len) Clears the hit count table of the pretix list entries. 

Configuring BGP Path Filtering by Neighbor 

I 
Step 1 

Step 2 

Step 3 

In addition to filterin g routing updates based on network numbers, you can specify an access list filter 
on both incoming and outbound updates based on the BGP autonomous system paths . Each filter is an 
access list based on regular expressions. To do this, define an autonomous system path acçess list and 
apply it to updates to and from particular neighbors. See the "Regular Express ions" appendix in the 
Cisco lOS Dia! Services Command Reference for more information on forming regular expressions. 

To confi gure BGP path filtering , use the followin g commands beginning in g lobal configuration mode : 

Command 

Route r # ip as - path acc ess - list acces s - li s t - numb er 
{permit I deny } as - regu l ar - e xpr ess ion 

Rou t e r # r outer bgp autonomous - sys tem 

Router(config - route r) # neighbor {ip - addres s 
peer-group - name) filter - list access - list - number {in 
I out } 

Purpose 

Define s a BGP-related access li st. 

Enters router configurati on mode. 

Es tabli shes a BGP filter. 

See the "BGP Path Filterin g by Neighbor Example" sec ti on at the end of thi s c hapter for an example\i>f 
BGP path filtering by nei ghbor. 
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Disabling Next-Hop Processing on BGP Updates ~ ~ 
~ 

You can configure the Cisco lOS software to disable next-hop processing for BGP updates to ~eighbor. 
This might be useful in nonmeshed networks such as Frame Relay or X.25, where BGP neighbors might 
not have direct access to ali other neighbors on the same IP subnet. There are two ways to disable 
next-hop processing : 

• Provide a specific address to be used instead of the next-hop address (manually configuring each 
address). . 

• Use a route map to specify that the address of the remote peer for matching inbound routes, or the 
local router for matching outbound routes (automatic method). 

Disabling Next-Hop Processing Using a Specific Address 

Command 

To di sable next-hop processing and provi de a specific address to be used instead of the next-hop address, 
use the neighbor next-hop-self command, beginning in router configuration mode : 

Purpose 

Route r (con f i g - rou ter ) # neighbor { i p-addr ess I 
p e e r - group-name} next-hop-self 

Disables next-hop processing on BGP updates to a neighbor. 

Configuring this command causes the current router to advertise its peering address as the next hop for 
the specified neighbor. Therefore, other BGP neighbors will forward to it packets for that address . This 
is useful in a nonmeshed environment, since you know that a path exists from the present router to that 
address. In a fully meshed environment, this is not useful , since it will result in unnecessary extra hops 
and because there might be a direct access through the fully meshed cloud with fewer hops . 

Disabling Next-Hop Processing Using a Route Map 

To override the inbound next hop setting for BGP routes and specify that the next hop of the matchin g 
routes isto be the IP address of the remote peer, or to set the peering address o f the local ro uter to be the 
next hop of the matching routes, use the neighbor next-hop-self command . 

To configure the nei ghbor peering address to be used for the next hop address, use the set ip next-hop 
command, beginning in route map configuration mode : 

•------------~-----------Command 

Roucer(config - route - map)# set ip next-hop i p-address 
( .. . ip - addres s] (peer-address] 

Purpose 

In an inbound route map of a BGP peer, se ts the next hop of 
the matchin g routes to be the nei ghbor peering address, 
overriding any third-party next hops and allowin g the same 
route map to be applied to multiple BGP peers to override 
third-party nex t hops. .. 

Wi th an outbound route map of a BGP pee r, sets the next hop 
of the recei ved address to the peer'Í'IT0 address of the loc

1
al 

router, di sabling th e nex t hop ca loulatian .- . n 3 6 7 
The nex t hop must be an adj acent toltte r. U 
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Configuring the BGP Version 

Command 

By default, BGP sessions begin using BGP Version 4 and negotiating downward to earlier versions if 
necessary. To prevent negotiation and force the BGP version used to communicate with a neighbor, use 
the neighbor version command, beginning in router configuration mode: 

Purpose 

Router(config-router)# neighbor {ip-address I 
peer-group-name) version val ue 

Specifies the BGP version to use when communicating with 
a neighbor. 

Configuring the Multi Exit Discriminator Metric 

Command 

BGP uses the Multi Exit Discriminator (MED) metric as a hint to externai neighbors about preferred 
paths. (The name of this metric for BGP Versions 2 and 3 is INTER_AS_METRIC.) You can set the 
MED of the redistributed routes by performing the following task. Ali the routes without a MED will 
also be set to this value. Use the default-metric command, beginning in router configuration mode: 

Purpose 

Router(config-router )# default-metric number Sets a multi exit discriminator. 

Alternatively, you can set the MED using the route-map command. See the "BGP Route Map 
Examples" section at the end of this chapter for examples of using BGP route maps. 

Configuring Advanced BGP Features 
The tasks in this section are for configuring advanced BGP features. 

Using Route Maps to Modify Updates 

• You can use a route map on a per-neighbor basis to filter updates and modify various attributes. A route 
map can be applied to either inbound or outbound updates. Only the routes that pass the route map are 
sent or accepted in updates. 

On both the inbound and the outbound updates, we support matching based on autonomous system path , 
community, and network numbers. Autonomous system path matching requires the as-path access-list 
command , community based matching requires the community-list command and network-based 
matching requires the ip access -list command. Use the neighbor route-map command, beginning in 
router configuration mode: 

Command Purpose 

Router (c onfig - r ou ter) # neighbor { ip - a ddress I Applies a route map to incoming or outgoing routes. 
peer- group - name) route-map route - map - name {in I out } 

See the "BGP Route Map Ex ampl es'' sec ti on at the e nd of thi s chapter for BGP route-map exampl es. 
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Resetting EBGP Connections lmmediately upon Link Failure 

Command 

Normally, when a link between externai neighbors goes down, the BGP session will not be reset 
immediately. I f you want the EBGP session to be reset as soon as an interface goes down, use the bgp 
fast-external-fallover command, beginning in router configuration mode: 

Purpose 

Rou ter (con fig - rou ter ) # bgp fast-external-fallover Automatically resets EBGP sessions. 

Configuring Aggregate Addresses 

Command 

Class less interdomain routing (CIDR) enables you to create aggregate routes (or supernets) to minimize 
the size o f routing tables. You can configure aggregate routes in BGP either by redistributing an 
aggregate route into BGP or by using the conditional aggregation feature described in the following task 
table . An aggregate address will be added to the BGP table if there is at least one more specific entry in 
the BGP table . 

To create an aggregate address in the routing table, use one or more of the following commands, 
beginning in router configuration mode: 

Purpose 

Router (config - rou ter)# aggregate-address a ddress Creates an aggregate entry in the BGP routing table. 
mask 

Router(config -router ) # aggregate-address addres s Generates autonomous system set path information. 
ma s k as-set 

Rou t e r (config - router)# aggregate-address Advertises summary addresses only. 
addres s - mask summary-only 

Router(config - router)# aggregate-address address Suppresses selected, more specific routes. 
mask suppress-map map - name 

Rou t e r (config- router)# aggregate-address addr e s s Generates an aggregate based on conditions specified by the 
mask advertise-map map - name route map. 

Router(config - router)# aggregate-address address Generates an aggregate with attributes specified in the route 
~a sk attribute-map map - name map . 

See the "BGP Aggregate Route Examples" secti on at the end of this chapter for examples of us ing BGP 
aggregate routes. 

Disabling Automatic Summarization of Network Numbers 

Command 

In BG P Vers ion 3, when a subn et is redi stributed from an IGP into BGP, only the ne twork route is 
inj ec ted into the BGP table . By default, thi s automatic summarizati on is en abl ed . To di sable automatic 
ne twork number summari zation , use the no auto-summary command, beginnin g in router config uration 
mode : 

I Purpose 

Roucer(config-rout e r)ll no auto-sununary Di sabl es automati c network summari zation. 
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' Configuring BGP Community Filtering 

BGP supports transit policies via controlled distribution of routing information. The distribution of 
routing information is based on one of the following three values: 

• IP address (see the "Configuring BGP Route Filtering by Neighbor" section earlier in this chapter). 

• The value of the AS_PATH attribute (see the "Configuring BGP Path Filtering by Neighbor" section 
earlier in this chapter). 

• The value of the COMMUNITIES attribute (as described in this section). 

The COMMUNITIES attribute is a way to group destinations into communities and apply routing 
decisions based on the communities. This method simplifies a BGP speaker's configuration that controls 
distribution of routing information. 

A community is a group of destinations that share some common attribute. Each destination can belong 
to multiple communities . Autonomous system administrators can define to which communities a 
destination belongs. By default, ali destinations belong to the general Internet community. The 
community is carried as the COMMUNITIES attribute . • - The COMMUNITIES attribute is an optional, transitive, global attribute in the numerical range from 
I to 4,294,967,200. Along with Internet community, there are a few predefined, well-known 
communities, as follows: 

• internet-Advertise this route to the Internet community. All routers belong to it. 

• no-export-Do not advertise this route to EBGP peers. 

• no-advertise-Do not advertise this route to any peer (internai or externai) . 

• local-as-Do not advertise this route to peers outside the local autonomous system. This route will 
not be advertised to other autonomous systems or sub-autonomous systems when confederations are 
configured. 

Based on the community, you can control which routing information to accept, prefer, or distribute to 
other neighbors . A BGP speaker can set, append, or modify the community of a route when you learn , 
advertise, or redistribute routes . When routes are aggregated, the resulting aggregate has a 
COMMUNITIES attribute that contains ali communities from ali the initial routes. 

You can use community lists to create groups of communities to use in a match clause of a route map. 
Just like an access list, a series of community lists can be created . Statements are checked until a match 
is found . As soon as one statement is satisfied, the test is concluded. 

• To create a community li st, use the ip community-list command, beginning in global configuration 
mode: 

Command Purpose 

Router (c onfig ) # ip community-list 
community- list - number {permit I deny } 
community- number 

Creates a community list. 

To set the COMMUNITIES attribute and match clauses based on communities , see the match 
community-list and set community commands in the "Redistribute Routing Information" secti on in the 
"Confi gurin g IP Routing Protocoi-Independent Features" chapter. ,,.. 

By default, no COMM UNITJES attribute is sent to a ne ighbor. You can specify that the COMMUNITJES 
attribute be se nt to the neighbor at an !P address by us ing the neighbor send-co"1munity command . 1 
beginnin g in router conti gurati on mode: 
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Command Purpose 

Router(config-router)# neighbor {ip-address I 
p eer - group-name) send-community [both I standard 
extended ) 

Specifies that the communities attribute be sent to the 
neighbor at this IP address. Both standard and extended 
communities can be specified with the both keyword. Only 
standard or only extended can be specified with the standard 
and extended keywords. 

Command 

To remove communities from the community attribute of an inbound or outbound update using a route 
map to filter and determine the communities to be deleted, use the set comm-Iist delete command, 
beginning in router configuration mode: 

Purpose 

Router (config-router) # set comm-list list-num delete Removes communities in a community attribute that match a 
( standard or extended community list. 
'------------------------~-----------------------

• Specifying the Format for the Community 

Command 

A BGP community is displayed in a two-part format two ·bytes long in the show ip bgp community 
command output, as well as wherever communities are displayed in the router configuration, such as 
router maps and community lists. In the most recent version of the RFC for BGP, a community is of the 
form AA :NN, where the first part is the AS number and the second partis a 2 byte number. The Cisco 
default community format is in the format NNAA. 

To display BGP communities in the new format, use the ip bgp-community new-format command, 
beginning in global configuration mode: 

Purpose 

Router(config)# ip bgp-community new-format Displays and parses BGP communities in the format 
AA:NN. 

"onfiguring BGP Conditional Advertisement 

The BGP advertises routes from its routing table to externai peers (peers in different autonomous 
systems) by default. The BGP Conditional Advertisement feature provides additional control of route 
adverti sement dependin g on the existence of other prefixes in the BGP table. Normally, routes are 
propagated regard less of the existence of a different path. The BGP Conditional Advertisement feature 
uses the non-exist-map and the advertise-map to track routes by the route prefix. If a route prefix is not 
present in the non-exist-map, the route specified by the advertise-map is announced. The announced route 
is installed to the BGP routing table as a locally originated route and will behave as a locally originated route . 
The announced route will be originated by BGP only if the corresponding IGP route ex ists. After the prefix 
is locally originated by BGP, BGP will advertise the prefix to internai and externai peers. If the route prefix 
is present, the route in the advertise -map is not announced. 

This feature can be useful in a multihomed network , in which some prefixes are tobeadvertised to one 
of the prov iders , only if informat ion from the other provider is missing. This co ndition wcfuld indicate a 
failure in the pee rin g sess ion, or partia! reachability. O 3 71 
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Figure 39 Three Fully Meshed /BGP Speakers 
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With route retlectors , ali IBGP speakers need not be fully meshed because there is a method to pass 
learned routes to neighbors . In this model, an internai BGP peer is configured to be a route retlector 
responsible for passing IBGP learned routes to a set of IBGP neighbors. In Figure 40, Router B is 
configured as a route retlector. When the route retlector receives routes advertised from Router A, it 
advertises them to Router C, and vice versa. This scheme eliminates the need for the IBGP session 
between Routers A and C. 

Figure 40 Simple BGP Mode/ with a Route Ref/ector 
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Command 

The internai peers o f the route reflector are divided in to two groups: client peers and ali the other routers 
in the autonomous system (nonclient peers). A route reflector reflects routes between these two groups . 
The route reflector and its client peers form a cluster. The nonclient peers must be fully meshed with 
each other, but the client peers need not be fully meshed. The clients in the cluster do not communicate 
with IBGP speakers outside their cluster. 

Figure 41 illustrates a more complex route reflector scheme. Router Ais the route reflector in a cluster 
with Routers B, C, and D . Routers E, F, and G are fully meshed, nonclient routers . 

Figure 41 
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When the route reflector receives an advertised route, depending on the nei ghbor, it does the following: 

• A route from an externai BGP speaker is advertised to ali clients and nonclient peers . 

• A rou te fr om a nonclient pee r is ad verti sed to ali c lients . 

• A ro ute from a client is ad verti sed to ali c li ents and nonc li e nt peers. Hence, the clients need not be 
fully meshed . 

To configure a route retlector and its clients, use the neighbor route-reflector-client command , 
beg innin g in router confi gurati on mode: 

Purpose 

Router(config-router)# neighbor ip-address 
peer - group - name route-reflector-client 

Configures the local router as a BGP route reflec tor and th e 
spec ifi ed neighbor as a client. 
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Along with route retlector-aware BGP speakers, it is possible to have BGP speakers that do not 
understand the concept of route retlectors . They can be members of either client or nonclient groups. 

This allows easy, gradual migration from the old BGP model to the route reflector model. Initially, you 
could create a single cluster with a route retlector anda few clients. Ali the other IBGP speakers could 
be nonclient peers to the route reflector and then more clusters could be created gradually. 

An autonomous system can have multiple route reflectors. A route reflector treats other route reflectors 
just like other IBGP speakers. A route reflector can be configured to have other route reflectors in a client 
group or nonclient group . In a simple configuration, the backbone could be divided into many clusters . 
Each route reflector would be configured with other route reflectors as nonclient peers (thus, ali the route 
reflectors will be fully meshed). The clients are configured to maintain IBGP sessions with only the route 
reflector in their cluster. 

Usually a cluster of clients will have a single route reflector. In that case, the cluster is identified by the 
router IDo f the route reflector. To increase redundancy and avoid a single point o f failure, a cluster might 
have more than one route reflector. In this case, ali route reflectors in the cluster must be configured with 
the 4-byte cluster ID so that a route reflector can recognize updates from route reflectors in the same 
cluster. Ali the route reflectors serving a cluster should be fully meshed and ali of them should have 
identical sets of client and nonclient peers . 

If the cluster has more than one route reflector, configure the cluster ID by using the bgp cluster-id 
command, beginning in router configuration mode : 

Purpose 

Rou ter(config-router) # bgp cluster-id c luster-id Configures the cluster ID . 

Command 

Use the show ip bgp command to display the originator ID and the cluster-list attributes. 

By default, the clients of a route reflector are not required to be fully meshed and the routes from a client 
are reflected to other clients . However, if the clients are fully meshed, the route reflector does not need 
to reflect routes to clients . To disable client-to-client route reflection , use the no bgp client-to-client 
reflection command, beginning in router configuration mode : 

Purpose 

Router(config - router )# no bgp client-to-client Disables client-to-client route reflection . 
- eflection 

As the IBGP Jearned routes are reflected , it is possible for routing information to loop . The route 
retlector model has the followin g mechani sms to avoid routing loops : 

• Orig in ator-ID is an option a l, nontrans iti ve BGP attribute. Thi s is a 4 -byte attributed created by a 
route retl ector. The attribute carries the router ID of the ori ginator of the ro ute in the loca l 
auton omous system. Therefore , if a miscontiguration causes routing information to come back to 
the ori ginator, the information is ignored. 

• Cluster-li st is an opti onal , nontransitive BGP attribute . It is a sequence o f cluster IDs that the route 
has passed. Whe n a route retlector retl ec ts a route from its clie nts to noncli e nt peers, and v ice ve rsa, 
it appends the local c luster ID to the cluster-li s t. If the cluster-li s t is empty, it creates a new one. 
Usin g thi s attribute , a route retlector can identify i f routing informa tion is looped back to the same 
cluster due to mi sco nfi gurati on. lfthe loca l cluste r ID is found in the cl u..te.r-li s t, the ad verti se me nt 

is ignored. ~ ·-· - ~ O 3 J 4 1 

• Us in g set clauses in o utbound route maps moditl es attributes, poss ibl y c-rea tin g ro utin g loops. To 
avo id thi s. set cl auses of outbound ro Lite maps are ignored for ro utes retl ec tecl to IB G P pee rs. 
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Configuring BGP Peer Groups 

c 

Often, in a BGP speaker, many neighbors are configured with the same update policies (that is, the same 
outbound route maps , distribute lists, filter lists, update source, and so on). Nei ghbors with the same 
update policies can be grouped in to peer groups to simplify configuration and, more importantly, to make 
updating more efficient. When you have many peers, this approach is highly recommended. 

The three steps to configure a BGP peer group, described in the following sections, are as follows: 

1. Creating the Peer Group 

2. Assigning Options to the Peer Group 

3. Making Neighbors Members of the Peer Group 

You can disable a BGP peer or peer group without removing ali the configuration information using the 
neighbor shutdown command. 

ting the Peer Group 

• To c reate a BGP peer group, use the neighbor peer-group command, beginning in router configuration 
mode: 

Command 

Router(config-router)# neighbor peer - group- name 
peer-group 

Assigning Options to the Peer Group 

Purpose 

Creates a BGP peer group. 

After yo u create a peer group, you configure the peer group with neighbor commands. By default, 
members of the peer group inherit ali the configuration options of the peer group. Members can a lso be 
configured to override the options that do not affect outbound updates. 

Peer group members will always inherit the following: remate-as (i f configured), version, update-source , 
out-route-map, out-filter-list, out-dist-list, minimum-advertisement-interval, and next-hop-self. Ali the 
peer group members will inherit changes made to the peer group. 

• 
To assign confi guration options to an individual neighbor, specify any of the following commands usi ng 
the IP address. To assign the options to a peer group, specify any of the commands using the peer group 
name. Use any of these commands, beginning in router configuration mode. 

Command 

Router (con fig - r oute r )# neighbor (ip - addre s s 
peer - gr o up - name ) remete-as number 

Router (config - rou t e r ) # neighbor {ip - address 
peer - g r o up - n ame) description cext 

Router (conf i g - router )# neighbor {ip - addres s 
peer - group - name) default-originate [route-map 
map - name ] 

Rou t e r( conf i g - router )~ neighbor {ip - address I 
peer- gro up - name) send-community 

Router (conf i g - roucer)F neighbor {ip -a d dress 1 

peer - group - name ) update-source interface 

• Cisco lOS IP and IP Routing Configuration Guide 
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Purpose 

Specifies a BGP neighbor. 

Associates a description with a neighbor. 

All ows a BGP speaker (the local ro uter) to se nd the default 
route 0.0.0.0 to a neighbor for use as a default route. 

Specifies that the COMMUNTTJES attribute be se nt to the 
nei ghbor at thi s IP address . 

All ows internai BGP sess ions to use an/'dpe.rational interface 
for TCP co nn ect ions. J C · ·
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Command Purpose 

Router(config- router)# neighbor { ip-address I Allows BGP sessions, even when the neighbor is not on a 
peer- group - name) ebgp-multihop directly connected segment. The multihop session is not 

established if the only route to the multi-hop peer's address 
is the default route (0.0.0.0) . 

Router(config- router)# neighbor {ip-address I Sets the minimum interval between sending BGP routing 
peer-group- name) advertisement-interval seconds updates. 

Router(config-router)# neighbor {ip-address I Limits the number of prefixes al lowed from a neighbor. 
peer- group - name) maximum-prefix maximum [ threshold] 
[warning-only ] 

Router(config- r outer)# neighbo r {ip-address I Invokes MDS authentication on a TCP connection to a BGP 
peer- group - name) password string peer. 

Router(config-router)# neighbor (ip-address I Filters BGP routing updates to/from neighbors, as specified 
peer- group -name) distribute-list {access - list - number in an access Iist. 
I name) {in I out } 

.~ou ter (config-router) # neighbor (ip - address I Establishes a BGP filter. 
peer- group -name) filter - list access-list-number {in I 
out } 

Router(config- router) # neighbor {ip-address I Disables next-hop processing on the BGP updates to a 
peer- group - name) next-hop-self neighbor. 

Router(config-rou ter)# neighbor {ip-address I Specifies the BGP version to use when communicating with 
peer- group - name) version va l ue a neighbor. 

Router(config-router)# neighbor {ip-address I Applies a route map to incoming or outgoing routes . 
peer - group-name) route-map map-name {in I out } 

Router(config-router) # neighbor {ip-address I Configures the software to start storing received updates . 
peer- group - name) soft-reconfiguration inbound 

This command requires at least one keyword. Currently the 
only keyword available is inbound, so the use of inbound is 

' not optional. 

If a peer group is not configured with a remote-as, the members can be configured with the neighbor 
remote-as command. This allows you to create peer groups containing EBGP nei ghbors. 

You can customize inbound policies for peer group members , (using, for example, a distribute list, route 
map, or filter list) because one identical copy of an update is sent to every member of a group. Therefore, 
neighbor option s related to outgoing updates cannot be customized for peer group members . 

Externai BGP peers normally must reside on a directly connected network. Sometimes it is useful to 
relax this restri cti on in order to test BGP; do so by specifying the neighbor ebgp-multihop command. 

Note To avo id the accidenta l creation of loops through oscillating routes, the multihop session 
wi ll not be established if the only route to the multihop peer's address is the default route 
(0.0.0.0). 

Members of a peer group can pass routes fro rn one member of the peer group to another. For example, 
if router B is peerin g with routers A and C, router B can pass router A's routes to router C. 
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4"' 
Foc int<m•l BGP, you might w•nt to •llow youc BGP oonoootion' to "'Y up ceg.cdle" of whioh in~~ 
is used to reach a neighbor. To do this, you first configure a loopback interface and assign it an IP 
address . Next, configure the BGP update source to be the loopback interface. Finally, configure your 
neighbor to use the address on the loopback interface. Now the IBGP session will be up as longas there 
is a route, regardless of any interface. 

You can set the minimum interval of time between BGP routing updates . 

You can invoke MD5 authentication between two BGP peers, meaning that each segment sent on the TCP 
connection between them is verified . This feature must be configured with the same password on both 
BGP peers; otherwise, the connection between them will not be made. The authentication feature uses 
the MDS algorithm. lnvoking authentication causes the Cisco lOS software to generate and check the 
MD5 digest of every segment sent on the TCP connection . lf authentication is invoked and a segment 
fails authentication, then a message appears on the console. 

See the "BGP Peer Group Examples" at the end of this chapter for an example of enabling MDS 
authentication . 

( __ ..<ing Neighbors Members of the Peer Group 

e Finally, to configure a BGP neighbor to be a member of that BGP peer group, use the neighbor 
peer-group command, beginning in router configuration mode, using the same peer.group name: 

Command 

Router(config-router)# neighbor i p - addr ess 
peer-group p eer-group -name 

Purpose 

Makes a BGP neighbor a member of the peer group. 

See the "BGP Peer Group Examples" section at the end of this chapter for examples of IBGP and EBGP 
peer groups. 

Disabling a Peer or Peer Group 

To disable an existing BGP neighbor or neighbor peer group, use the neighbor shutdown command, 
beginning in router configuration mode: 

d 

neighbor {i p-addr ess I 
peer - group-name) shutdown 

Purpose 

Shuts down or di sables a BGP neighbor or peer group. 

To enable a previously existing neighbor or neighbor peer group that had been di sabled usin g the 
neighbor shutdown command, use the no neighbor shutdown command, beginning in router 
confi guration mode: 

Command 

Router(config - router)# no neighbor {ip-address I 
peer - group - name) shutdown 

• Cisco lOS IP and IP Routing Configuration Guide 

Purpose .- I 
! . • ~' o n•>~">fV • (' !\I 
! I \' J.,) I V "'"-vvv • 

Enables a BGP nei ghbor o r peer grou1. CPt~ _. CORt 'i;:! C/) 

r;:ts N"Ü 3 7 7 

_;56 9 o 
D·~ J _ ____ _ 

~----------------~---

~.· ... ·.;.- ~·· ~~·· r•·~ '~~··.· ""- ,,.._ • . ,,r._1-•: ! . . . · ·.~ ~ • , , --... . ·· ··- '. ' I , ·· ~ , 



( 
e 

• 

•• Configuring BGP 
Configuring Advanced BGP Features 

lndicating Backdoor Routes 

Command 

You can indicate which networks are reachable by using a backdoor route that the border router should 
use . A backdoor network is treated as a local network, except that it is not advertised. To configure 
backdoor routes, use the network backdoor command, beginning in router configuration mode: 

Purpose 

Router(config-router)# network address backdoor Indicares reachable networks through backdoor routes. 

Modifying Parameters While Updating the IP Routing Table 

Command 

By default, when a BGP route is put into the IP routing table, the MED is converted to an IP route metric, 
the BGP next hop is used as the next hop for the IP route, and the tag is not set. However, you can use a 
route map to perform mapping. To modify metric and tag information when the IP routing table is 
updated with BGP learned routes, use the table-map command, beginning in router configuration mode: 

Purpose 

Rou ter(config-router)# table-map route-map name Applies a route map to routes when updating the IP routing 
table. 

Setting Administrative Distance 

Command 

Administrative distance is a measure of the preference of different routing protocols. BGP uses three 
different administrative distances : externai, internai , and locaL Routes learned through externai BGP are 
given the externai distance, routes Iearned with internai BGP are given the internai distance, and routes 
that are part of this autonomous system are given the local distance. To assign a BGP administrative 
distance, use the distance bgp command beginning in router configuration mode: 

Purpose 

~outer(config - router)# distance bgp 
:xternal-distance internal-distance local -dis tance 

Assigns a BGP administrative distance. 

Changing the admini strative di stance of BGP routes is con sidered dangerous and generally is not 
recommended. The ex ternai di stance should be lower than any other dyn ami c routin g protocol, and the 
intern ai and local di stances should be hi gher than any other dynamic routin g protocol. 
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Adjusting BGP Timers 
BGP uses certain timers to control periodic activities such as the sending of keepalive messages, and the 
interval after not receiving a keepalive message after which the Cisco lOS software declares a peer dead. 
By default, the keepalive timer is 60 seconds, and the holdtime timer is 180 seconds.You can adjust these 
timers. When a connection is started, BGP will negotiate the hold time with the neighbor. The smaller 
of the two hold times will be chosen . The keepalive timer is then set based on the negotiated hold time 
and the configured keepalive time. To adjust BGP timers for ali neighbors, use the timers bgp command, 
beginning in router configuration mode: 

Command Purpose 

Router (config - router) # timers bgp keepalive holdtime Adjusts BGP timers for ali neighbors. 

( 

d 

To adjust BTP keepalive and holdtime timers for a specific neighbor, use the neighbor timers command, 
beginning in router configuration mode: 

Purpose 

Router(config-router)# neighbor [ip-address I peer 
group-name] timers keepalive holdtime 

Sets the keepalive and holdtime timers (in seconds) for the 
specified peer or peer group. 

~ .. 
Note The timers configured for a specific neighbor or peer group override the timers configured 

for ali BGP neighbors using the timers bgp command. 

To clear the timers for a BGP neighbor or peer group, use the no form of the neighbor timers command. 

Changing the Default Local Preference V alue 

mand 

You can define a particular path as more preferable or less preferable than other paths by changing the 
default local preference v alue of I 00. To assign a different default local preference value, use the bgp 
default local-preference command, beginning in router configuration mode: 

Purpose 

Router(conf i g-router)# bgp default local-preference 
va lu e 

Changes the default local preference value. 

e:;t'fJfJ 

You can use route maps to change the default local preference of specific paths . See the "BGP Route 
Map Examples" section at the end of this chapter for examples when used with BGP route maps. 
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Redistributing Network 0.0.0.0 

~~~ 

\~ 
By default, you are not allowed to redistribute network 0 .0.0.0. To permit the redistribution of network 
0.0.0.0, use the default-information originate command, beginning in router configuration mode: 

Command Purpose 

Router (config-router) # default-infonnation originate Allows the redistribution of network 0.0.0.0 in to BGP. 

Configuring the Router to Considera Missing MED as Worst Path 

To configure the router to consider a path with a missing MED attribute as the worst path, use the bgp 
bestpath med missing-as-worst command, beginning in router configuration mode: 

( ~ommand Purpose 

e
------------~-------------
Router (config-router) # bgp bestpath med Configures the router to considera missing MED as having a 
missing-as-worst value of infinity, making the path without a MED value the 

least desirable path. 

Selecting Path Based on MEDs from Other Autonomous Systems 

Command 

The MED is one of the parameters that is considered when selecting the best path among many 
alternative paths. The path with a lower MED is preferred over a path with a higher MED. 

By default, during the best-path selection process , MED comparison is done only among paths from the 
same autonomous system. You can allow comparison of MEDs among paths regardless of the 
autonomous system from which the paths are received . To do so, use the bgp always-compare-med 
command, begi nnin g in router configuration mode : 

Purpose 

Router(config - router) # bgp always-compare-med Allows the comparison of MEDs for paths from neighbors in 
{ different autonomous systems . 
\._---------------'-----------• 

I 

Configuring the Router to Use the MED to Choose a Path from Sub-AS Paths 

Command 

To configure the router to consider the MED va lue in choosing a path, use the bgp bestpath med confed 
command, beginning in router configuration mode: 

Purpose 

Rout e r(conf i g - rou ter)# bgp bestpath med confed Configures the router to consider the MED in choosing a path 
from among those advertised by different sub-AS s within a 
confederation. - ·---t . ' .. • , , . ., , ,.,. (_ ~ro..! 
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The comparison between MEDs is only made if there are no externai ASes in the path (an exte~l ~ ~ 
is an AS that is not within the confederation). If there is an externai AS in the path, then the extern~'\J'­
MED is passed transparently through the confederation, and the comparison is not made . 

For e and we are comparing route A with these paths: 

path= 65000 65004, med=2 
path= 65001 65004, med=3 
path= 65002 65004, med=4 
path= 65003 1, med=1 

In this case, path I would be chosen i f bgp bestpath med confed is enabled. The fourth path h as a lower 
MED, but it is not involved in the MED comparison because there is an externai AS in this path. 

Configuring the Router to Use the MED to Choose a Path in a Confederation 

( 

• Command 

To configure the router to use the MED to select the best path from among paths advertised by a single 
sub-AS within a confederation, use the bgp deterministic med command, beginning in router 
configuration mode: 

Purpose 

Router(config-router)# bgp deterministic med Configures the router to compare the MED variable when 
choosing among routes advertised by different peers in the 
same autonomous system. 

~ .. 
Note If bgp always-compare-med is enabled, ali paths are fully comparable, including those 

from other ASes in the confederation, even i f bgp deterministic med is also enabled. 

Configuring Route Dampening 

• 
Note 

Route dampening is a BGP feature designed to minimize the propagation of flapping routes across an 
internetwork. A route is considered to be flapping when it is repeatedly available, then unavailable, then 
available, then unavailable, and so on . 

For example, considera network with three BGP autonomous systems: AS 1, AS 2, andAS 3. Suppose 
the route to networ~ A in AS 1 flaps (it becomes unavailable). Under circumstances without route 
dampening , AS I 's EBGP neighbor to AS 2 sends a Withdraw message to AS 2. The border router in 
AS 2, in turn , propagares the Withdraw to AS 3. When the route to network A reappears, AS I sends an 
Advertisement to AS 2, which sends it to AS 3. If the route to network A repeatedly becomes 
unavailable , then available, many Withdrawals and Advertisements are sent. This is a problem in an 
internetwork connected to the Internet because a route flap in the Internet backbone usually involves 
many route s. 

No penalty is applied to a BGP peer reset when route dampening is enabled. Alt!lJ !p~gl) ~~e031;~Cü!J. CN 
reset withdraws the route , there is no penalty applied in this instance, even if ro& .e ','Ç\ P • CORff:IOS 
dampening is enabled. I ---rJ} 3 81 
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Minimizing Flapping 
~~~ 

The route dampening feature minimizes the flapping problem as follows. Suppose again that the route 
to network A flaps. The router in AS 2 (where route dampening is enabled) assigns network A a penalty 
of 1000 and moves it to "history" state. The router in AS 2 continues to advertise the status of the route 
to neighbors . The penalties are cumulative . When the route flaps so often that the penalty exceeds a 
configurable suppress limit, the router stops advertising the route to network A, regardless of how many 
times it flaps . Thus, the route is dampened. 

The penalty placed on network A is decayed until the reuse limit is reached, upon which the route is once 
again advertised. At half of the reuse limit, the dampening information for the route to network A is 
removed. 

Understanding Route Dampening Terms 

The following terms are used when describing route dampening: 

• Flap-A route is available, then unavailable, or vice versa . 

• History state-After a route flaps once, it is assigned a penalty and put in to "history state," meaning 
the router does not have the best path, based on historical information . 

• Penalty-Each time a route flaps, the router configured for route dampening in another AS assigns 
the route a penalty of 1000. Penalties are cumulative. The penalty for the route is stored in the BGP 
routing table until the penalty exceeds the suppress limit. At that point, the route state changes from 
"history" to "damp." 

• Damp state-In this state, the route has flapped so often that the router will not advertise this route 
to BGP neighbors . 

• Suppress limit-A route is suppressed when its penalty exceeds this limit. The default value is 2000. 

• Half-life-Once the route has been assigned a penalty, the penalty is decreased by half after the 
half-life period (which is 15 minutes by default). The process ofreducing the penalty happens every 
5 seconds . 

• Reuse limit-As the penalty for a flapping route decreases and falls below this reuse limit, the route 
is unsuppressed . That is , the route is added back to the BGP table and once again used for 
forwarding . The default reuse limit is 750. The process of unsuppressing routes occurs at 1 0-second 
increments. Every I O seconds, the router finds out which routes are now unsuppressed and 
advertises them to the world. 

• Maximum suppress limit-This value is the maximum amount of time a route can be suppressed . 
The default value is 4 times the half-life . 

The ro utes extern ai to an AS learned vi a IBGP are not dampened. Thi s policy preve nt the IBGP peers 
from having a hi gher penalty for routes extern ai to the AS. 

, ... --·------·1 
~ 1 .' 1 ' I ~·' ú:.\l:!f.JC)) - c N 
1 ~ J.il cou~EIOS 

~ ~-S Nnfi_3_8 _ _2_ 
I 
I ·~ 3: ~ 9 a __ 

Cisco lOS IP and IP Routing Con,f iguratio&ae· • 

'"'"'ltJ 



• Configuring Advanced BGP Features 
Configuring BG~~ 

~~ 
Enabling Route Dampening 

Command 

To enable BGP route dampening, use the bgp dampening command, beginning in global configuration 
mode : 

Purpose 

Router(config)# bgp dampening Enables BGP route dampening. 

Command 

To change the default values o f various dampening factors , use the bgp dampening command, beginning 
in global configuration mode: 

Purpose 

Router(config) # bgp dampening half-life reuse 
sJ·-,..,ress max- suppress [route-map map ) 

Changes the default values of route dampening factors . 

eonitoring and Maintaining BGP Route Dampening 

Command 

Router# show 

Router# show 

Router# show 

Router# show 

Router# show 
longer- prefix 

• Command 

Router# clear 

Router# ele ar 

Router# clear 
list 

Router# clear 

Router# clear 

You can monitor the flaps of ali the paths that are flapping . The statistics will be deleted once the route 
is not suppressed and is stable for at least one half-life . To display flap statistics, use the following 
commands, beginning in EXEC mode: 

ip bgp flap-statistics 

ip bgp flap-statistics 

ip bgp flap-statistics 

ip bgp flap-statistics 

ip bgp flap-statistics 

regexp r e gexp 

filter-list list 

address mask 

address mask 

Purpose 

Displays BGP flap statistics for ali paths . 

Displays BGP flap statistics for ali paths that match the 
regular expression . 

Displays BGP flap statistics for ali paths that pass the filter. 

Displays BGP flap statistics for a single entry. 

Displays BGP flap statistics for more specific entries. 

To clear BGP fl ap statistics (thus making it less likely that the route will be dampened), use the followin g 
commands, beginning in EXEC mode : 

ip bgp flap-statistics 

ip bgp flap-statistics regexp regexp 

ip bgp flap-statistics filter-list 

ip bgp flap-statistics address mask 

ip bgp address flap-statistics 

Purpose 

Clears BGP flap statistics for ali routes. 

Clears BGP flap statistics for ali paths that match the regul ar 
expression. 

Clears BGP tlap statistics for ali paths that pass the filt er. 

Clears BGP flap statistics for a single entry. 

Clears BGP tl ap stati st ics for ali paths from a nei·glib o!.' · : .~rr~ l 
- _ . ,.J \.,UI "'d,.IVv 
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Command 

~ .. 
Note The flap statistics for a route are also cleared when a BGP peer is reset. Although the reset 

withdraws the route, there is no penalty applied in this instance, even i f route flap 
dampening is enabled. 

·~ ~ 

~~ 

Once a route is dampened, you can display BGP route dampening information, including the time 
remaining before the dampened routes will be unsuppressed. To display the information, use the show 
ip bgp dampened-paths command, beginning in EXEC mode : 

Purpose 

Router# show ip bgp dampened-paths Displays the dampened routes, including the time remaining 
before they will be unsuppressed. 

Command 

You can clear BGP route dampening information and unsuppress any suppressed routes by using the 
clear ip bgp dampening command, beginning in EXEC mode: 

Purpose 

Router# clear ip bgp dampening [address mask] Clears route dampening information and unsuppress the 
suppressed routes. 

Monitoring and Maintaining BGP 
You can remove ali contents of a particular cache, table, or database. You also can display specific 
statistics. The following sections describe each of these tasks. 

Clearing Caches, Tables, and Databases 

Command 

You can remove ali contents of a particular cache, table, or database. Clearing a cache, table, or database 
can beco me necessary when the contents of the particular structure have beco me, orare suspected to be, 
invalid. 

The following table lists the tasks associated with clearing caches, tables , and databases for BGP. Use 
these commands, beginnin g in EXEC mode: 

Purpose 

Router# clear ip bgp address Resets a particular BGP connection. 

Router# clear ip bgp * Resets ali BGP connections. 

Router# clear ip bgp peer-group tag Removes ali members of a BGP peer group. 

~·" # • , > • , o 
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Displaying System and Network Statistics 

Command 

Router# show ip 

Router# show ip 

~ :r# show ip 

J 

show ip 

You can display specific statistics such as the contents of BGP routing tables, caches, and databases. 
Information provided can be used to determine resource utilization and solve network problems. You can 
also display information about node reachability and discover the routing path your device's packets are 
taking through the network. 

To display various routing statistics, use the following commands, beginning in EXEC mode: 

Purpose 

bgp prefix Displays peer groups and peers not in peer groups to which 
the prefix has been advertised. Also displays prefix attributes 
such as the next hop and the local prefix. 

bgp cidr-only Displays ali BGP routes that contain subnet and supernet 
network masks. 

bgp community community-number Displays routes that belong to the specified communities. 

bgp community-list Displays routes that are permitted by the community list. 
· ty-list-number [exact] 

Router# show ip bgp filter-list access-list-number Displays routes that are matched by the specified autonomous 
system path access list. 

Router# show ip bgp inconsistent-as Displays the routes with inconsistent originating autonomous 
systems. 

Router# show ip bgp regexp regular-expression Displays the routes that have an AS path that matches the 
specified regular expression entered on the command line. 

Router# show ip bgp Displays the contents of the BGP routing table. 

Router# show ip bgp neighbors [address] Displays detailed information on the BGP and TCP 
connections to individual neighbors. 

Router# show ip bgp neighbors [address] Displays routes Iearned from a particular BGP neighbor. 
[received-routes I routes I advertised-routes I 
paths regular-expression I dampened-routes] 

Router# show ip bgp paths Displays ali BGP paths in the database. 
-

~ 
r# show ip bgp peer-group [ tag] [swnmary] Displays information about BGP peer groups. 

ter# show ip bgp summary Displays the status of ali BGP connections. 

Logging Changes in Neighbor Status 

To enable the logging of messages generated when a BGP neighbor resets, comes up, or goes down , use 
the bgp log-neighbor changes command, beginning in router configuration mode: 

Command Purpose 

Logs messages generated when a BGP neighbor goes up~or 
1 down , or resets ,, - C l 

Router(config-router)# bgp log-neighbor-changes 

Cisco lOS IP and IP Routing Configuration Guide 

,. • ,,.. 1• : I: .,·· .. " ·~·· ·~' ' • •• • .. ..... . -'~ • . • ~ v• ~ · ,, ~ 



.· 

( 

e 

( 

• 

I· tonfiguring BGP 
BGP Configuration Examples • 

BGP Configuration Examples 
The following sections provide BGP configuration examples: 

• BGP Route Map Examples 

• BGP Neighbor Configuration Examples 

• BGP Prefix List Filtering Examples 

• BGP Soft Reset Examples 

• BGP Synchronization Example 

• BGP Path Filtering by Neighbor Example 

• BGP Aggregate Route Examples 

• BGP Community with Route Maps Examples 

• BGP Conditional Advertisement Configuration Examples 

• BGP Confederation Example 

• BGP Peer Group Examples 

• TCP MD5 Authentication for BGP Example 

BGP Route Map Examples 

The following example shows how you can use route maps to modify incoming data from a neighbor. 
Any route received from 140.222. I .1 that matches the filter parameters set in autonomous system access 
list 200 will have its weight set to 200 and its local preference set to 250, and it will be accepted. 

router bgp 100 

neighbor 140 .222.1.1 route - map FIX-WEIGHT in 
neighbor 140.222.1.1 remate-as 1 

ip as - path access-list 200 permit ~690$ 
ip as-path access -list 200 permit ~18 00 

route-map F I X-WEIGHT permit lO 
match as-path 200 
set local - prefer ence 250 
set weight200 

In the following example, route map freddy marks ali paths originating from autonomous system 690 
with a Multi Ex it Discriminator (MED) metric att ribute of 127. The second permit clause is required so 
that routes not matching autonomous system path li st I will still be sent to nei ghbor 1.1 . 1.1 . 

router bgp 100 
neighbor 1 . 1.1.1 route -map freddy out 

ip as - path access-list 1 permit ~690 
ip as-path access - list 2 permit 

route - map freddy permit 1 0 
match as-path 1 
set metric 127 

r out e -map fr eddy permit 20 
matc h as -pa th 2 

Cisco lOS IP and IP Routing Configu nf! tio_n.3ui cD 
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Tho followiog ""mplo •how• how you ooo u•e mote m"P' to modify cedi.tdbuted info•motion fw~~ 
IP forwarding table : ~ 
router bgp 100 
redistribute igrp 10 9 route-map igrp2bgp 

route-map igrp2bgp 
match ip address 1 
set local - pre f erence 25 
se t metri c 127 
se t weight 30000 
set nex t -hop 192 . 92.68 . 24 
set origin igp 

access-l is t 1 permit 13 1 .108.0.0 0.0.255 .2 55 
access-1ist 1 permit 160.89.0 .0 0.0.255 . 255 
access- list 1 permit 198. 112 .0 . 0 0.0.127.255 

1t is proper behavior to not accept any autonomous system path not matching the match clause of the 
route map. This means that you will not set the metric and the Cisco lOS software will not accept the 
route. However, you can configure the software to accept autonomous system paths not matched in the 
match clause of the route map command by using multiple maps of the same name, some without 
accompanying set commands. 

route -map f nord permit 10 
match as-path 1 
set local-preference 5 

route-map fnord permit 20 
match as - path 2 

The following example shows how you can use route maps in a reverse operation to set the route tag (as 
defined by the BGP/OSPF interaction document, RFC 1403) when exporting routes from BGP into the 
main IP routing table: 

router bgp 100 
table -map set_ospf_tag 

route - map set_ospf_tag 
ma te h as -pa t h 1 
set automatic - tag 

ip as - path access - 1ist 1 permit 

The following example shows how the route map called set-as-path is applied to outbound updates to the 
neighbor 200.69.212 .70. The route map will prepend the autonomous system path " 100 100" to routes 
that pass access li st I . The second part of the route map is to permit the advert isement of other ro utes. 

router bgp 100 
network 171.60.0 . 0 
network 172 . 60.0.0 
neighbor 200 . 69.232.70 remate - as 200 
neighbor 200 . 69 . 232.70 route - map set-as - path out 

route - map set-as - path 10 permit 
match address 1 
set as - path prepend 100 100 
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r ou te - map se t-as - path 20 permit 
match addres s 2 

a ccess -lis t 1 permi t 171. 60 . 0 . 0 0 . 0.255 . 255 
a c c e ss -list 1 permit 17 2 . 60. 0. 0 0. 0 . 255 .2 55 

ac cess-lis t 2 p ermit 0. 0. 0 .0 255 .255 .255.255 

BGP Configuration Exainples • 

-~ 
\~ 

lnbound route-maps could do prefix-based matching and set various parameters of the update . lnbound 
prefix matching is available in addition to as-path and community-list matching. The following example 
shows how the set local preference command sets the local preference of the inbound prefix 
140.10.0.0116 to 120. 

rou t er bgp 1 00 
network 1 3 1.108. 0. 0 
neighbor 1 31 . 10 8 .1.1 remo te-as 2 00 
ne i ghbo r 131 .10 8 .1 . 1 r ou te - map s et-loca1-pref in 

route-map s e t -local -pref permi t 10 
match i p addre ss 2 
s e t l oca l p ref e r e nce 12 0 

r oute-map set-loca l-pref p ermit 20 

a c cess-1ist 2 permit 140 . 10.0.0 0.0.2 55.25 5 
a ccess- list 2 deny any 

The following examples show how to ensure that traffic from one router on a shared LAN will always 
be passed through a second router, rather than being sent directly to a third router on the same LAN. 

Routers A, B, and C connect to the .same LAN. Router A peers with B, and B peers with C. B sends traffic 
o ver the routes of router A to router C, but wants to make sure that ali traffic from C to A goes through 
B, rather than directly from C to A over the shared LAN. This configuration can be useful for traffic 
accounting purposes or to satisfy the peering agreement between C and B. You can achieve this 
configuration by using the set ip next-hop command as shown in the followin g two examples. 

Example one applies an inbound route map on the BGP session of router C with router B . 

Router A 
router bgp 10 0 
neighbor 1. 1.1 .2 r emote - as 2 0 0 

Router B 
router bgp 200 
neighbor 1 . 1.1 . 1 remote - as 100 
neighbor 1 . 1.1 . 3 remote-as 300 

Router C 
router bgp 300 
neighbor 1.1.1 . 2 remote-as 200 
neighbor 1 . 1 . 1 . 2 route - map set - peer - address in PClS n° 03/20C5 - O J 

CPMI CORREIOS 
route - map set-peer-address permit 10 
set ip next-hop peer - address 
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Example two applies an outbound route map on the BGP session of router B with router C. 

Router A 

r eu ter bgp 100 
neighber 1 .1 .1 .2 reme t e -as 20 0 

Router B 
r euter bgp 200 
neighbor 1.1 .1 . 1 remot e -as 100 
neighbor 1.1. 1 .3 remete-as 300 
neighbor 1 . 1 .1 . 3 reu te - map s et-peer- address out 

rout e -map set - peer-addre s s permit 1 0 
set ip next-hop peer - address 

Router C 
rou ter bgp 300 

n e i ghbe r 1 . 1.1. 2 remo t e -as 2 00 

.GP Neighbor Configuration Examples 

( 
e 

•aríf}fJ 

The following example shows how BGP neighbors on an autonomous system are configured to share 
information . In the example, a BGP router is assigned to autonomous system I 09, and two networks are 
listed as originating in the autonomous system. Then the addresses of three remote routers (and their 
autonomous systems) are listed. The router being configured will share information about networks 
131.108.0.0 and 192.31 .7 .O with the neighbor routers. The first router listed is in a different autonomous 
system; the second neighbor command specifies an internai neighbor (with the same autonomous 
system number) at address 131.108.234.2; and the third neighbor command specifies a nei ghbor on a 
different autonomous system. 

router bgp 109 
netwerk 131.108 . 0.0 
network 192.31.7.0 
neighbor 13 1 .108 . 200.1 remote - as 167 
neighbor 13 1 .108.234.2 remete - as 109 
neighbor 150 . 136.64.19 remote - as 99 

In Figure 42, Router A is being configured. The intern ai BGP neighbor is not directl y linked to Router 
A. Externai neighbors (in autonomous system 167 and autonomous system 99) must be linked directly 
to Router A. 
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Figure 42 Assigning Internai and Externa/ BGP Neighbors 
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BGP Prefix List Filtering Examples 

The following examples show route filtering using a single prefix list and a group of prefixes, and how 
to add or delete an individual entry from a prefix list. 

Route Filtering Configuration Example Using a Single Prefix List 

The following example shows how a prefix list denies the default route 0 .0.0.0/0: 

ip prefix-l ist abc deny 0 . 0.0 . 0/0 

The following example shows how a prefi x li st permits a route that matches the prefix 35.0.0.0/8: 

ip prefix- list abc pe rmi t 35 . 0 .0. 0/8 

The following example shows how to configure the BGP process so that it only accept prefixes with a 
prefix length of /8 to /24: 

router bgp 
version 2 
network 101 . 20.20.0 
distr ibute-list prefix max24 in 

ip prefix - list max24 seq 5 permit 0 . 0.0 . 0 /0 ge 8 le 24 
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The following example configuration shows how to conditionally originate a default route(O . O.O.~:, \\ 
RIP when there exists a prefix 10.1.1.0/24 in the routing table: "~ ·~ 
ip prefix-list cond permit 10.1.1.0/24 

route-map default-condition permit 10 
match ip address prefix-list cond 

router rip 
default-information originate route-map default-condition ! 

The following example shows how to configure BGP to accept routing updates from 192.1.1.1 only, 
besides filtering on the prefix length: 

router bgp 
distribute-list prefix max24 gateway allowlist in 

ip prefix-list allowlist seq 5 permit 192.1.1.1/32 

The following example shows how to direct the BGP process to filter incoming updates to the prefix 
using namel, and match the gateway (next-hop) of the prefix being updated to the prefix list name2, on 
the interface ethernet O. 

router bgp 103 
distribute-list prefix name1 gateway name2 in ethernet O 

Route Filtering Configuration Example Specifying a Group of Prefixes 

The following example shows how to configure BGP to permit routes with prefix length up to 24 in 
network 192/8: 

ip prefix-list abc permit 192.0.0.0/8 1e 24 

The following example shows how to configure BGP to deny routes with prefix length greater than in 25 
in 192/8: 

ip prefix-list abc deny 192.0.0 . 0/8 ge 25 

The following example shows how to configure BGP to permit routes with prefix length greater than 8 
and less than 24 in ali address space: 

ip prefix-l ist abc permit 0 . 0.0.0/0 ge 8 le 24 

• The following example shows how to configure BGP to deny routes with prefix length greater than 25 
in ali address space: · 

ip prefix-list abc deny 0 . 0 . 0.0/0 ge 25 

The following example shows how to configure BGP to deny ali routes in 10/8, s ince any route in the 
Class A network 10.0 .0 .0/8 is denied if its mask is less than or equal to 32 bits : 

ip prefix-list abc deny 10.0 .0. 0/8 le 32 

The following example shows how to configure BGP to deny routes with a mask greater than 25 in 
204.70.1/24: 

ip prefix - l is t abc deny 204.70.1.0/24 ge 25 

The following example shows how to co nfi gure BGP to permit ali ro utes : 

ip prefix - l is t abc permit 0 . 0 . 0 . 0 / 0 le 32 
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Added or Deleted Prefix List Entries Examples 

\~ · 

~ 
You can add or delete individual entries in a prefix list. For example, i f a prefix list has the following 
initial configuration : 

ip prefix-list abc deny 0 .0. 0 .0!0 le 7 
ip prefix-list abc deny 0.0.0.0/0 ge 25 
ip prefix-li st abc permit 172.16.0.0/8 
ip prefix-list abc permi t 1 92.168.0 .0 / 15 

The following example shows how to delete an entry from the prefix list so that 192.168.0 .0 is not 
permitted, and add a a new entry that permits 10.0 .0.0/8: 

no ip prefix-l i st abc permit 192.168.0.0/15 
ip prefix-l ist abc permit 10.0.0.0/8 

The new configuration is : 

ip prefix- list abc deny 0.0.0.0 /0 le 7 
ip prefix-list abc deny 0.0 .0. 0/0 ge 25 
ip prefix-list abc permit 1 72. 16.0.0 /8 
ip prefix- list abc permi t 10 .0 . 0 . 0 /8 

BGP Soft Reset Examples 

The following examp1es show two ways to reset the connection for BGP peer 131.108.1.1. 

Dynamic lnbound Soft Reset Example 

The following examples shows the clear ip bgp 131.108.1.1 soft in command used to initiate a dynamic 
soft reconfiguration in the BGP peer 131.108.1.1. This command requires that the peer supports the route 
refresh capability. 

Router# c1ear ip bgp 131.108.1.1 soft in 

lnbound Soft Reset Using Stored lnformation Example 

The following example shows how to enable inbound soft reconfi guration for the neighbor 131 .1 08.1.1. 
Ali the updates rece ived from thi s nei ghbor will be stored unmodified , regardl ess of the inbound po licy. 
When inbound soft reconfiguration is performed I ater, the stored information will be used to generate a 
new set of inbound updates . 

router bgp 10 0 
n eighbor 131 .1 08 . 1 .1 remate-as 20 0 
ne ighbor 131 .10 8 .1.1 soft-reconf iguration inbound 

The following example clears the sess ion with the nei ghbor 13 1.1 08 .1.1. 

clear ip bgp 13 1 .1 08 . 1.1 soft in 
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BGP Synchronization Example 

c e 

The example shown in Figure 43 shows how to use the no synchronization command . In the figure , 
synchronizati on is on , and Router B does not advertise network 198.92.68.0 to Router A until an IGRP 
route for network 198.92.68.0 ex ists. If you specify the no synchronization router configuration 
command, Router B advertises network 198.92.68.0 as soon as possible. However, because routing 
information still must be sent to interior peers, you must configure a full internai BGP mesh . 

Figure 43 BGP Synchronization Configuration 
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B(P Path Filtering by Neighbor Example 

• 

l ifttf}lj 

The fo ll owin g example shows BGP path filterin g by neighbor. Only the routes that pass as -path access 
li st 2 will be sent tu 193.1.12.1 O. Similarly, only routes passing access li st 3 will be accepted from 
193 .1.1 2. 10. 

router bgp 200 
neighbor 193 . 1 . 12 . 10 remo te-as 100 
neighbor 193.1 . 12 . 10 filter-list 1 out 
n eighbor 193.1 . 12 . 10 filt e r - lis t 2 in 

ip as - path access - list 1 permit 109 
ip as - path access - list 2 permit _2 00$ 
ip as - path access - list 2 permit AlDO$ 

ip as -path access - list 3 deny _690$ 
ip as-path acc ess -list 3 permit * 

3 6 9 Q_ 
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BGP Aggregate Route Examples \~ 
The following examples show how you can use aggregate routes in BGP either by redistributing an 
aggregate route into BGP or by using the conditional aggregate routing feature. 

In the following example, the redistribute static command is used to redistribute aggregate route 
193 .* .*.*: 

ip route 193.0 . 0 . 0 255.0 . 0.0 null O 

router bgp 100 
redist r ibute sta t ic 

The following configuration shows how to create an aggregate entry in the BGP routing table when there 
is at Ieast one specific route that falls into the specified range. The aggregate route will be advertised as 
coming from your autonomous system and has the atomic aggregate attribute set to show that 
information might be missing. (By default, atomic aggregate is set unless you use the as-set keyword in 
the aggregate-address command.) 

rou ter bgp 100 
aggregate -address 193.0.0.0 255 . 0.0.0 

The following example shows how to create an aggregate entry using the same rules as in the previous 
example, but the path advertised for this route will be an AS_SET consisting of ali elements contained 
in ali paths that are being summarized : 

router bgp 100 
aggregate - address 193.0.0.0 255.0 .0 .0 as-set 

The following example shows how to create the aggregate route for 193 . *. *. *, and also suppress 
adverti sements of more specific routes to ali neighbors: 

router bgp 100 
aggregate - addre ss 193 . 0.0.0 255 . 0 . 0.0 summary- only 

BGP Community with Route Maps Examples 
This section contains three examples of the use of BGP communities with route maps , and two examples 
that also contain confederation configurations. For an example of how to configure a BGP confederation, 
see "BGP Confederation Example" in this chapter. 

The first example shows how the route map set-community is applied to the outbound updates to the 
neighbor I 7 I .69.232.50. The routes that pass access Iist 1 have the special community attribute value 
"no-export." The remaining routes are adverti sed normally. This special community va lue automatically 
prevents the adve rti sement of those ro utes by the BGP speakers in autonomous sys tem 200. 

rout e r bgp 10 0 
neighbor 171 . 69. 232 . 50 remate - a s 200 
neighbor 17 1 .6 9 . 232 .50 s e nd- community 
neighbor 171 . 69 . 232 .50 r ou te -map s e t - communi t y out ~/IIJ.. ---

route - map set - community 1 0 permit 
match addr ess 1 
set communi t y no - export 

rout e - map set - community 20 permit 
match addre ss 2 

RQS no 0')/.~G:.,S - Ctl 
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The seoood example shows how the mote map ut-oommunüy ;, appHed to the outbouod updates to '\ \\_~ 
neighbor 171.69.232.90. Ali the routes that originate from AS 70 have the community values 200 200 ~(\ 
added to their already existing values. Ali other routes are advertised as normal. ' , 'J--
route-map bgp 200 
neighbor 171 .69.23 2.90 remote - as 100 
neighbor 171.69.232.90 send-community 
neighbor 171.69 . 232.90 route-map set -communi ty out 

route-map set -community 10 permit 
match as-path 1 
set community 200 200 additive 

route-map set -community 20 permit 

ip as-path access -1is t 1 permit 70$ 
ip as-path access-1ist 2 permit 

The third example shows how community-based matching is used to selectively set MED and 
local-preference for routes from neighbor 171.69.232.55. Ali the routes that match community list I get 
the MED set to 8000. This inc1udes any routes that have the communities "100 200 300" or "900 901." 
These routes could have other community values also. 

Ali the routes that pass community list 2 get the local preference set to 500. This includes the routes that 
have community values 88 or 90. If they belong to any other community, they will not be matched by 
community list 2. 

Ali the routes that match community list 3 get the loca1-preference set to 50. Community 1ist 3 will 
match ali the routes because ali the routes are members of the Internet community. Thus, ali the 
remaining routes from neighbor 171.69.232.55 get a local preference 50. 

router bgp 200 
neighbor 171.69.232.55 remote-as 100 
neighbor 171.69.232 .55 route-map fi1ter-on-community in 

route-map fi1ter-on -community 10 permit 
match community 1 
set metric 8000 

route - map fi1ter-on - community 20 permit 
match community 2 exact-match 
set 1oca1-preference 500 

route-map fi1ter-on - community 30 permit 
match community 3 
set 1ocal - preference 50 

ip community-l ist 1 permit 100 200 300 
ip community - list 1 permit 900 901 

ip community-1ist 2 permit 88 
ip community-l ist 2 permit 90 

ip community - list 3 permit internet 

The next two examples show how BGP community attributes are used with BGP c ' 
configurations to filter routes . 

Fls. 
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The next example shows how the route map set-commumty 1s apphed to the outbound upda;tes \õ~h 
neighbor 171.69.232.50 and the "local-as" community attribute is used to til ter the routes .· The r u 
that pass access li st 1 have the special community attribute value "local-as." The remaining routes r . 
advertised normally. This special community value automatically prevents the adverti sement of those 
routes by the BGP speakers outside autonomous system 200. 

router bgp 650 0 0 
networ k 1 .0.0.0 route - map set-commun i t y 
bgp con f ederation i de n ti fier 200 
bgp confederat i on peers 6500 1 
neighbor 171.69.232. 50 r emete-as 10 0 
neighbor 171.69 . 233.2 remete- as 65001 

rout e - map set - c ommunity permit 10 
match ip addr ess 1 
set commun i ty local - a s 

The following example shows how to use the "local-as" community attribute to filter the routes . 
Confederation 100 contains three autonomous systems : 100, 200, and 300. For network 1 .0.0.0, the route 
map set-local-as specifies that the advertised routes have the community attribute "local-as." These 
routes are not advertised to any EBGP peer outside the local autonomous system. For network 2.0.0.0, 
the route map set-no-expor't specifies that the routes advertised have the community attribute 
"no-export." 

A route between router 6500 and router 65001 does not cross the boundary between autonomous systems 
within the confederation. A route between sub-autonomous systems for which router 65000 is the 
controlling router does not cross the boundary between the confederation and an externai autonomous 
system, and also does not cross the boundary between sub-autonomous systems within the local 
autonomous system. A route to from router 65000 to router 65001 would not be acceptable for network 
1.0.0.0 because it crosses the boundary between sub-autonomous systems within the confederation. 

router bgp 65 00 1 
bgp confederat i on ident i fier 200 
bgp confederation peer 65000 
network 2.0.0.0 route -map set-community 
neighbor 171 . 69.233. 1 remete - as 65000 

route - map set-communi t y permit 1 0 
set commun i ty no - expo r t 

( ~GP Conditional Advertisement Configuration Examples 

• This sec tion provides a configurati on example of the BGP Conditional Adverti sement feature. In the 
fo ll owing exampl e, the ip-address argument refers to the IP address o f the neighbor, and the map 1-name 
arguments and map2-name, refer to the names of the route maps: 

neighbor { ip-address } advertise-map { map 1 -name} non-exist-map { map2-name } 

no neighbor{ ip-address} advertise-map { map 1-name } non-exist-map { map2-name } 

The route map assoc iated with the non-exist-map specifies the prefi x that the BGP speaker trac ks. The 
route map assoc iated with the ad ve rti se map spec ifies the prefix that is adverti sed when the prefi x in the 
non-ex ist-map no longer ex ists. T he prefi x trac ked by the BGP speaker mu st be prese nt in the IP routing 
tabl e for the conditi onal adverti sement not to take place. In the fo ll ow in g example, the router adverti ses 
172. 16.0.0/16 to its neighbor onl y i f 192. 168.7.0/24 is not present in the JP- FOHti-Hg ·tahl e~--~ 
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To conditionally advertise a set of routes, use the following commands in router configuration mode~ 
rauter b gp 10 9 
ne i ghbar 10 . 89.2.33 remate - as 205 1 
neighbar 10.89 . 2 . 33 a dver ti s e - map map1 -name n an - exist - map map2 - n ame 
r au t e - map map1 - name permit 10 
match ip addr ess 1 
r aute - map map2-name permi t 10 
match ip addre ss 2 
access-list 1 per mit 172. 1 6 . 0.0 
acc ess - list 2 permi t 1 92. 1 68 . 7 .0 

BGP Confederation Example 

( 

e 

• 

The followin g is a sample configuration that shows severa! peers in a confederation. The confederation 
consists of three internai autonomous systerns with autonomous system numbers 6001 , 6002, and 6003. 
To the BGP speakers outside the confederation, the confederation looks like a normal autonomous 
system with autonomous system number 666 (specified via the bgp confederation identifier comrnand) . 

In a BGP speaker in autonomous system 6001 , the bgp confederation peers command marks the peers 
from autonomous systems 6002 and 6003 as special EBGP peers. Hence peers 171.69.232 .55 and 
171.69.232.56 will get the local-preference, next-hop and MED unmodified in the updates . The router 
at 160.69 .69.1 is a normal EBGP speaker and the updates received by it frorn this peer will be just like 
a normal EBGP update from a peer in autonomous system 666. 

rauter bgp 60 01 
bgp can fede r at i an iden t ifier 666 
b gp canfedera tian peer s 60 02 6003 
ne i ghbar 17 1 .69 . 232 .55 r ema t e -as 6002 
ne i ghbar 1 71 .69. 232 .56 remate-as 600 3 
ne i ghbar 1 60.6 9. 69.1 rema te-as 777 

In a BGP speaker in autonomous system 6002, the peers from autonomous systems 6001 and 6003 are 
confi gured as special EBGP peers . 170.70.70. I is a normal IBGP peer and 199.99 .99 .2 is a normal EBGP 
peer from autonomous system 700 . 

rau t er b gp 6002 
bgp c a nfeder atia n identifier 666 
b gp canfederatian peer s 6001 600 3 
ne i ghbar 17 0. 70. 7 0. 1 remate - as 600 2 
neighbar 1 71 . 69.2 32 .5 7 remate - a s 6001 
ne i ghba r 171 . 69.23 2 .56 remate - as 6003 
neighbar 199.99 . 99.2 r e mate - as 700 

In a BGP speaker in autonomous system 6003 , the peers from autonomous syste ms 6001 and 6002 are 
co nfig ured as special EBG P peers. 200.200.200. 200.200 is a normal EBGP peer from autonomous 
system 70 1. 

rauter bgp 6003 
bgp canfederat i an ident i f ie r 66 6 
bgp canf edera t ian peers 6001 6002 
neighbar 171. 69 . 232 . 57 remate - as 600 1 
neighbar 171 . 69 . 232 . 55 rema t e - as 6002 
n e ighbar 200 . 2 00 . 200 . 2 00 rema te - as 7 01 

~--
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Configuring Policy-Based Routing 

This chapter describes the tasks for configuring policy-based routing (PBR) on a router. 

For complete conceptual information about this feature , see the section "Policy-Based Routing" in the 
chapter "Classification Overview" in this book. 

For a complete description of the PBR commands in this chapter, refer to the Cisco lOS Quality of 
Service Solutions Command Reference. To locate documentation of other commands that appear in this 
chapter, use the command reference master index or search online. 

To identify the hardware platform or software image information associated with a feature, use the 
Feature Navigator on Cisco.com to search for information about the feature or refer to the software 
release notes for a specific release. For more information, see the "ldentifying Supported Platforms" 
section in the ''Using Cisco lOS Software" chapter in this book. 

Policy-Based Routing Configuration Task List 

• Enabling PBR 

To configure PBR, perform the tasks described in the following sections. The task in the first section is 
required ; the tasks in the remaining sections are optional. 

• Enabling PBR (Required) 

• Enabling Fast-Switched PBR (Optional) 

• Enabling Local PBR (Optional) 

See the end of this chapter for the section "Policy-Based Routin g Configuration Examples." 

To enable PBR, you must create a route map that specifies the match criteria and the resulting ac tion i f 
ali ofthe match clauses are met. Then, you must enable PBR for that route map on a particular interface . 
Ali packets arriving on the specified interface matchin g the match clauses will be subj ect to PBR. 
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To e"' ble PBR oo'" ;ote<fm, "'e tbe follow;og oommood• beg;,,;,g ;, global ooofigumt;oo m59-

Step 1 

Step 2 

( 
S\ .... ,.. j • 

Step 4 

Step 5 

• 

Command 

Router(config) # route-map map - tag [permit I deny ] 
[sequence-number] 

Router(config - route-map)# match length min max 

Router(config-route-map)# match ip address 
{access-list-number I name} [ .. . access-list-number 
name] 

Router(config-route - map)# set ip precedence [number 
I name] 

Router(config-route-map)# set ip next-hop ip-address 
[ .. . ip-address) 

Router(config - route - map}# set interface 
interface-type interface- number 
[ ... type number) 
Router(config - route -map)# set ip default next-hop 
ip-address [ .. . ip - address] 

Router(config- route - map)# set default interface 
interface- type interface- number [ ... type . .. number] 

Router(config-route-map)# interface interface-type 
interface-number 

Router(config-if)# ip policy route-map map-tag 

Purpose 

Defines a route map to control where packets are 
output. This command puts the router into route-map 
configuration mode. 

Specifies the match criteria. You can specify one or 
both of the following: 

• Matches the Levei 3 length of the packet. 

• Matches the source and destination IP address 
that is permitted by one or more standard or 
extended access lists. 

If you do not specify a match command, the route 
map applies to ali packets. 

Specifies the action or actions to take on the packets 
that match the criteria. You can specify any or ali of 
the following: 

• Sets precedence value in the IP header. You can 
specify either the precedence number or name. 

• Sets next hop to which to route the packet (the 
next hop must be adjacent). 

• Sets output interface for the packet. 

• Sets next hop to which to route the packet, if 
there is no explicit route for thi s destination. 

• Sets output interface for the packet, i f there is no 
explicit route for thi s destination. 

Specifies the interface. This command puts the router 
into interface configuration mode. 

Identifies the route map to use for PBR. One interface 
can only have one route map tag, but you can have 
multiple route map entries with different seq uence 
numbers. These entries are evaluated in seq uence 
number order until the first match . If there is no 
match, packets will be routed as usual. 

The set commands can be used in conj unction with each other. They are evaluated in the order shown 
Step 3 in the previ ous task table. A usab le next hop implies an interface . Once the local router find s a 
next hop and a usable interface, it routes the packet. 

Note Enabling PBR di sables fast switching of ali packets arriving on thi s interface . 

.. v '• J J - C~ l 
Jf you wa nt PBR to be fast-switched , see the sec tion "Enab lin g Fas r-S witched PBR, 'J~h~c h fcí!Xow .COS 
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Enabling Fast-Switched PBR 

IP PBR can now be fast-switched . Prior to Cisco lOS Release 12.0, PBR could only be process-switched, 
which meant that on most platforms the switching rate was approximately 1000 to 10,000 packets per 
second . This speed was not fast enough for many applications . Users that need PBR to occur at faster 
speeds can now implement PBR without slowing down the router. 

Fast-switched PBR supports ali of the match commands and most of the set commands, with the 
following restrictions : 

• The set ip default next-hop and set default interface commands are not supported. 

• The set interface command is supported only over point-to-point links, unless a route cache entry 
exists using the same interface specified in the set interface command in the route map. Also, at the 
process levei , the routing table is consulted to determine i f the interface is on a reasonable path to 
the destination . During fast switching, the software does not make this check. Instead, i f the packet 
matches, the software blindly forwards the packet to the specified interface. 

( 

•--------------~-----------Command 

PBR must be configured before you configure fast-switched PBR. Fast switching of PBR is disabled by 
default. To enable fast-switched PBR, use the following command in interface configuration mode: 

\ 

Purpose 

Rou t er(config- i f) # ip route-cache policy Enables fast switching of PBR. 

To display the cache entries in the policy route cache, use the show ip cache policy command. To display 
which route map is associated with which interface, use the show ip policy command. 

Enabling Local PBR 

Command 

Packets that are generated by the router are not normally policy-routed . To enable local PBR for such 
packets , indicate which route map the router should use by using the following command in global 
configuration mode: 

Purpose 

. outer(config)# ip local policy route-map map- t ag ldentities the route map to use for local PBR . 

.--------------~----------
Ali pac kets ori ginating on the router will then be subject to local PBR. 

Use the show ip local policy command to di spl ay the route map used for local PBR, if one exists . 

Policy-Based Routing Configuration Examples 
.:.•--

The followin g sections prov ide PBR confi gurati on exampl es : 

• Equal Access Example 
fkl ~ ,, tu ... oo • cN I c.p ~ I - CQi(REIOS 

• Drfferin g Nex t Hops Exam:le . . . " :--' 
1 

() LÍ Ü.Ü 
For tnformatt on on how to co nftgure po lt cy-based routm g. see the sec tt on Po lt cy .fB ~se~l<Jl.cmtu.t un e-g __ 
Configurati on Tas k Li st'. in thi s chapter. I 
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Policy-Based Routing Configuration Examples 

Equal Access Example 

( 

e 

The following example provides two sources with equal access to two different service providers. 
Packets arriving on asynchronous interface I from the source 1.1.1.1 are sent to the router at 6.6.6.6 if 
the router h as no explicit route for the destination of the packet. Packets arriving from the source 2.2 .2.2 
are sent to the router at 7.7.7.7 if the router has no explicit route for the destination of the packet. Ali 
other packets for which the router has no explicit route to the destination are discarded. 

access-list 1 permit ip 1.1.1.1 
access-list 2 permit ip 2.2.2.2 

interface async 1 
ip po1icy route-map equal-access 

route-map equal-access permit 10 
match ip address 1 
set ip default next-hop 6.6.6.6 

route-map equal-access permit 20 
match ip address 2 
set ip defau1t next-hop 7 . 7.7.7 

route-map equal-access permit 30 
set defau1t interface nullO 

Differing Next Hops Example 

• 

K!Nttw 

The following example illustrates how to route traffic from different sources to different places (next 
hops), and how to set the Precedence bit in the IP header. Packets arriving from source 1.1.1.1 are sent 
to the next hop at 3.3.3.3 with the Precedence bit set to priority; packets arriving from source 2.2.2.2 are 
sent to the next hop at 3.3.3.5 with the Precedence bit set to criticai. 

access-list 1 permit ip 1.1.1 . 1 
access-1ist 2 permit ip 2.2.2.2 

interface ethernet 1 
ip po1icy route-map Texas 

route-map Texas permit 10 
match ip address 1 
set ip precedence priority 
set ip next-hop 3.3.3.3 

r ou t e-map Texas permit 20 
ma t ch ip address 2 
set ip pre cedence critica l 
s e t ip n e x t-hop 3 . 3 . 3 . 5 
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Configuring OSPF 

This chapter describes how to configure OSPF. For a complete description of the OSPF comrnands 
in this chapter, refer to the "OSPF Commands" chapter of the Network Protocols Command 
Reference, Part I. To locate documentation of other commands that appear in this chapter, use the 
command reference master index or search online . 

Open shortest path first (OSPF) is an IGP developed by the OSPF working group of the Internet 
Engineering Task Force (IETF). Designed expressly for IP networks, OSPF supports IP subnetting 
and tagging of externally derived routing information. OSPF also allows packet authentication and 
uses IP multicast when sending/receiving packets. 

We support RFC 1253, Open Shortest Path First (OSPF) MIB, August 1991. The OSPF MIB defines 
an IP routing protocol that provides management information related to OSPF and is supported by 
Cisco routers . 

For protocol-independent features that include OSPF, see the chapter "Configuring IP Routing 
Protocol-Independent Features" in this document. 

Cisco's OSPF lmplementation 
Cisco 's implementation conforms to the OSPF Version 2 specifications detailed in the Internet 
RFC 1583. The list that follows outlines key features supported in Cisco's OSPF implementation : 

• Stub areas-Definition of stub areas is supported. 

• Route redi stribution- Routes learned via any IP routing protocol can be redistributed into any 
other IP routing protocol. At the intradomain levei , thi s means that OSPF can import routes 
learned via IGRP, RIP, and IS-IS . OSPF routes can also be exported into IGRP, RIP, and IS-IS. 
At the interdomain levei, OSPF can import routes learned via EGP and BGP. OSPF routes can be 
exported into EGP and BGP. 

• Authentication-Plain text and MD5 authentication among neighboring routers within an areais 
supported. 

• Routing interface parameters-Configurable parameters supported include interface output cos t, 
retransmiss ion interval, interface transmit delay, router priority, router "dead" and helio intervals, 
and authentication key. 

• Yirtuallinks-Virtuallinks are supported. 

• NSSA areas-RFC 1587. 

• OSPF over demand circuit-RFC 1793. 
r
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OSPF Configuration Task List 

OSPF Configuration Task List 

( 

e 

( 

• 

OSPF typically requires coordination among many internai routers, area border routers (routers 
connected to multi pie areas), and autonomous system boundary routers. Ata minimum, OSPF-based 
routers or access servers can be configured with ali default parameter values, no authentication, and 
interfaces assigned to areas. If you intend to customize your environment, you must ensure 
coordinated configurations of ali routers. 

To configure OSPF, complete the tasks in the following sections. Enabling OSPF is mandatory; the 
other tasks are optional, but might be required for your application . 

• Enable OSPF 

• Configure OSPF Interface Parameters 

• Configure OSPF over Different Physical Networks 

~-- Configure OSPF Area Parameters 

• Configure OSPF Not So Stubby Area (NSSA) 

• Configure Route Summarization between OSPF Areas 

• Configure Route Summarization when Redistributing Routes into OSPF 

• Create Virtual Links 

• Generate a Default Route 

• Configure Lookup of DNS Names 

• Force the Router ID Choice with a Loopback Interface 

• Control Default Metrics 

• Change the OSPF Administrative Distances 

• Configure OSPF on Simplex Ethernet Interfaces 

• Configure Route Calculation Timers 

• Configure OSPF over On Demand Circuits 

• Log Neighbors Going Up or Down 

• Change the LSA Group Pacing 

• Block OSPF LSA Flooding 

• Ignore MOSPF LSA Packets 

• Monitor and Maintain OSPF 

In addition , you can specify route redistribution; see the task "Redistribute Routing lnformation" in 
the chapter "Configuring IP Routing Protocol-Independent Features" for information on how to 
configure route redistribution. 
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Enable OSPF 
As with other routing protocols, enabling OSPF requires that you create an OSPF routing process, 
specify the range o f IP addresses to be associated with the routing process, and assign area IDs to be 
associated with that range of IP addresses . Use the following commands, starting in global 
configuration mode: 

Step Command 

router ospf process-id 

2 network address wildcard-mask area area-id 

Purpose 

Enable OSPF routing, which places you in 
router configuration mode. 

Define an interface on which OSPF runs and 
define the area ID for that interface. 

Configure OSPF Interface Parameters 
( 

e 

• 

Our OSPF implementation allows you to a] ter certain interface-specific OSPF parameters, as 
needed. You are not required to alter any of these parameters, but some interface parameters must be 
consistent across ali routers in an attached network. Those parameters are controlled by the ip ospf 
hello-interval, ip ospf dead-interval, and ip ospf authentication-key commands. Therefore, be 
sure that i f you do configure any o f these parameters, the configurations for ali routers on your 
network have compatible values. 

In interface configuration mode, use any o f the following commands to specify interface parameters 
as needed for your network: 

Command 

ip ospf cost cost 

ip ospf retransmit-interval seconds 

ip ospf transmit-delay seconds 

ip ospf priority number 

ip ospf hello-interval seconds 

ip ospf dead-interval seconds 

ip ospf authentication-key key 

Purpose 

Explicitly specify the cost o f sending a packet on an 
OSPF interface. 

Specify the number o f seconds between link state 
advertisement retransmissions for adjacencies 
belonging to an OSPF interface. 

Set the estimated number of seconds it takes to 
transmita link state update packet on an OSPF 
interface. 

Set priority to help determine the OSPF designated 
router for a network . 

Specify the length o f time between the helio packets 
that the Cisco lOS software sends on an OSPF 
interface. 

Set the number of seconds that a devi ce's heli o packets 
must not have been seen before its neighbors declare 
the OSPF router down. 

Assign a password to be used by neighboring OSPF 
routers on a network segment that is using OSPFs 
simple password authentication. r----------

_ip __ os_p_f_m_e_s_sa~g~e_-d_i~g_es_t_-k_e_y_k_·e_yL_·d_m __ d_S_k_ey ____________________________________ ~~llL~o?~r~ · ElOS 
ip ospf authentication [message-digest I null] 
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Configure OSPF over Different Physical Networks 
OSPF classifies different media into the following three types of networks by default: 

• Broadcast networks (Ethernet, Token Ring, FDDI) 

• Nonbroadcast multiaccess networks (SMDS, Frame Relay, X.25) 

• Point-to-point networks (HDLC, PPP) 

You can configure your network as either a broadcast ora nonbroadcast multiaccess network. 

X.25 and Frame Relay provide an optional broadcast capability that can be configured in the map to 
allow OSPF to run as a broadcast network. See the x25 map and frame-relay map command 
descriptions in the Wide-Area Networking Command Reference for more detail. 

Configure Your OSPF Network Type 
( 

e 

( 

• 

You have the choice of configuring your OSPF network type as either broadcast or nonbroadcast 
multiaccess, regardless of the default media type. Using this feature, you can configure broadcast 
networks as nonbroadcast multiaccess networks when, for example, you have routers in your 
network that do not support multicast addressing. You also can configure nonbroadcast multiaccess 
networks (such as X.25, Frame Relay, and SMDS) as broadcast networks. This feature saves you 
from having to configure neighbors, as described in the section "Configure OSPF for Nonbroadcast 
Networks." 

Configuring nonbroadcast, multiaccess networks as either broadcast or nonbroadcast assumes that 
there are virtual circuits from every router to every router or fully meshed network. This is not true 
for some cases, for example, because of cost constraints, or when you have only a partially meshed 
network. In these cases, you can configure the OSPF network type as a point-to-multipoint network. 
Routing between two routers not directly connected will go through the router that has virtual 
circuits to both routers. Note that it is not necessary to configure neighbors when using this feature. 

An OSPF point-to-multipoint interface is defined as a numbered point-to-point interface having one 
or more neighbors. It creates multiple host routes. An OSPF point-to-multipoint network has the 
following benefits compared to nonbroadcast multiaccess and point-to-point networks: 

• Point-to-multipoint is easier to configure because it requires no configuration of neighbor 
commands, it consumes only one IP subnet, and it requires no designated router election. 

• lt costs less because it does not require a fully meshed topology . 

• It is more reliable because it maintains connectivity in the event of virtual circuit failure. 

To configure your OSPF network type, use the following command in interface configuration mode : 

Command 

ip ospf network { broadcast I non-broadcast I 
{point-to-multipoint [non-broadcast] } } 

Purpose 

Configure the OSPF nerwork type for a specified 
interface. 

I v lt" ~ 1;,_,,.) - C~ ! 
See the "OSPF Point-to-Multipoint Example" section at the end o f this chapter for an ex. mple_ of6 Q) R ElOS 
OSPF point-to-multipoint network. t .....I . , t . {\ A (\ ~ 

, L}_ V\) 
- Fls 0 _ __ _ 

Configure Point-to-Multipoint, Broadcast Networks 3 6 9 O 
On point-to-multipoint, broadcast networks, there is no need to specify neighbors. HoweY-er.~y o u :.an . 

specify neighbors with the neighbor command, in which case you should spec ify a cosl to-t+la t--·---­
neighbor. 
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Configure OSPF lo• Nonb•oadcast ~ 

Before this feature, some OSPF point-to-multipoint protocol traffic was treated as multicast traffic. 
Therefore, the neighbor command was not needed for point-to-multipoint interfaces because 

multicast took c are o f the traffic. Hellos, updates and acknowledgments were sent using multicast. 
In particular, multicast hellos discovered ali neighbors dynamically. 

On any point-to-multipoint interface (broadcast or not), the Cisco lOS software assumed the cost to 
each neighbor was equal. The cost was configured with the ip ospf cost cornmand. In reality, the 
bandwidth to each neighbor is different, so the cost should be different. With this feature, you can 
configure a separate cost to each neighbor. This feature applies to point-to-multipoint interfaces only. 

To treat an interface as point-to-multipoint broadcast and assign a cost to each neighbor, use the 
following cornmands beginning in interface configuration mode: 

Step Command 

ip ospf network point-to-multipoint 

2 exit 

3 router ospf process-id 

4 neighbor ip-address cost number 

5 

Purpose 

Configure an interface as point-to-multipoint for 
broadcast media. 

Enter global configuration mode. 

Configure an OSPF routing process and enter router 
configuration mode. 

Specify a neighbor and assign a cost to the !)eighbor. 

Repeat Step 4 for each neighbor if you want to specify 
a cost. Otherwise, neighbors will assume the cost of 
the interface, based on the ip ospf cost command. 

Configure OSPF for Nonbroadcast Networks 

( 

e 

Because there might be many routers attached to an OSPF network, a designated router is selected 
for the network. lt is necessary to use special configuration parameters in the designated router 
selection i f broadcast capability is not configured. 

These parameters need only be configured in those devices that are themselves eligible to become 
the designated router or backup designated router (in other words, routers with a nonzero router 
priority value). 

To configure routers that interconnect to nonbroadcast networks, use the following command in 
router configuration mode : 

Command 

neighbor ip-address [priority number] 
[poll-interval seconds) 

Purpose 

Configure a router interconnecting to nonbroadcas t 
networks. 

You can specify the following neighbor parameters, as required : 

• Priority for a neighboring router 

• Nonbroadcast poli interval 

_, 

• Interface through which the neighbor is reachable 
c:s No __ _ 

On point-to-multipoint, nonbroadcast networks, you now use the neighbor command to identif~ 
neighbors. Ass igning a cost to a neighbor is opti onal. ' J 6 9 O 
Prior to Release 12.0, some customers were using point-to-multipoint on nonbroadcast meclia:(s..udJ_ ... -­
as class ic IP over ATM ), so their routers could not dynamically di scover the ir neighbors. Thisfea:tur 
allows the neighbor command to be used on point-to-multipoint interfaces . 
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Configure OSPF Area Parameters 

On any point-to-multipoint interface (broadcast or not), the Cisco lOS software assumed the cost to 
each neighbor was equal. The cost was configured with the ip ospf cost comrnand. In reality, the 
bandwidth to each neighbor is different, so the cost should be different. With this feature, you can 
configure a separare cost to each neighbor. This feature applies to point-to-multipoint interfaces only. 

To treat the interface as point-to-multipoint when the media does not support broadcast, use the 
following commands beginning in interface configuration mode: 

Step 

2 

3 

4 

5 

Command 

ip ospf network point-to-multipoint 
non-broadcast 

exit 

router ospf process-id 

neighbor ip-address [cost number] 

Purpose 

Configure an interface as point-to-multipoint for 
nonbroadcast media. 

Enter global configuration mode. 

Configure an OSPF routing process and enter router 
configuration mode. 

Specify an OSPF neighbor and optionally assign a cost 
to the neighbor. 

Repeat Step 4 for each neighbor. 

Configure OSPF Area Parameters 

• 

Our OSPF software allows you to configure severa) area parameters. These area parameters, shown 
in the following table, include authentication, defining stub areas, and assigning specific costs to the 
default summary route. Authentication allows password-based protection against unauthorized 
access to an area. 

Stub areas are areas into which information on externai routes is not sent. Instead, there is a default 
externai route generated by the area border router, into the stub area for destinations outside the 
autonomous system. To take advantage of the OSPF stub area support, default routing must be used 
in the stub area. To further reduce the number of link state advertisements sent in to a stub area, you 
can configure no-summary on the ABR to prevent it from sending summary link advertisement 
(link state advertisements Type 3) into the stub area. 

In router configuration mode, specify any of the following area parameters as needed for your 
network: 

Command 

area area-id authentication 

area area-id authentication message-digest 

area area-id stub [no-summary] 

area area-id default-cost cost 

Purpose 

Enable authentication for an OSPF area . 

Enable MD5 authentication for an OSPF area. 

Define an area to be a stub area. 

Assign a specific cost to the default summary route 
used for the stub area. 

Configure OSPF Not So Stubby Area (NSSA) 
NSSA area is similar to OSPF stub area. NSSA does not ftood Type 5 externai link state 
advertisements (LSAs) from the core into the area, but it has the ability of importing AS ~xternal 
routes in a limited fashi on within the area. - - 0. ~~~~· 

. r b t R:J tlii~\'J;óQ- OI 
NSSA all ows importing of Type 7 AS externa! routes within NSSA area by redi strib f'o~~,p~secoRREIOS 
Type 7 LSAs are translated mto Type 5 LSAs by NSSA ABR wh1ch are fl ooded thro bgnout the 

whole routing domain. Summarization and filtering are supported during the translatipn:~s No---
1 
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lmplementaUon Conslde~ 
Use NSSA to simplify administration if you are an Internet service provider (ISP), ora network 
administrator that must connect a central site using OSPF to a remote site that is using a different 
routing protocol. 

Prior to NSSA, the connection between the corporate si te border router and the remote router could 
not be run as OSPF stub area because routes for the remote si te cannot be redistributed into stub area. 
A simple protocollike RIP is usually run and handle the redistribution. This meant maintaining two 
routing protocols. With NSSA, you can extend OSPF to cover the remote connection by defining the 
area between the corporate router and the remote router as an NSSA. 

In router configuration mode, use the following command to specify area parameters as needed to 
configure OSPF NSSA: 

Command 

area area-id nssa [no-redistribution] 
[ default-information-originate] 

Purpose 

Define an area to be NSSA. 

In router configuration mode on the ABR, use the following command to control summarization and 
filtering ofType 7 LSA into Type 5 LSA: 

Command Purpose 

summary address prefix mask [not advertise] [tag tag] (Optional) Control the summarization and 
filtering during the translation. 

lmplementation Considerations 
Evaluate the following considerations before implementing this feature: 

• You can set a Type 7 default route that can be used to reach externai destinations . When 
configured, the router generates a Type 7 default into the NSSA by the NSSA ABR. 

• Every router within the same area must agree that the areais NSSA; otherwise, the routers will 
not be able to communicate with each other. 

If possible, avoid using explicit redistribution on NSSA ABR because confusion may result over 
which packets are being translated by which router. 

.onfigure Route Summarization between OSPF Areas 
Route summarization is the consolidation of advertised addresses. This feature causes a single 
summary route to be adverti sed to other areas by an ABR. In OSPF, an ABR will advertise networks 
in one area in to another area. lf the network numbers in an area are assigned in a way such that they 
are contiguous, you can configure the ABR to advertise a summary route that covers ali the 
individual networks within the area that fali into the specified range . 

To specify an address range, use the following command in router configuration rrrde· --·---

1 
t<tJS n6 ú31L. ... ~ - OJ I 

Command Purpose 
1 
rp ~! _ rtJ:-' ..,CIOS 

area area-id range address mask [adverlise I Specify an address range for w~ ich a single 
not-advertise] route will be advertised. I F!=:. NcÜ · _9_ 
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Configure Route Summarization when Redistributing Routes into OSPF 

Configure Route Summarization when Redistributing Routes into 
OSPF 

( 

When redistributing routes from other protocols in to OSPF (as described in the chapter "Configuring 
IP Routing Protocol-Independent Features"), each route is advertised individually in an externallink 
state advertisement (LSA). However, you can configure the Cisco lOS software to advertise a single 
route for ali the redistributed routes that are covered by a specified network address and mask. Doing 
so helps decrease the size o f the OSPF link state data base. 

To have the software advertise one summary route for ali redistributed routes covered by a network 
address and mask, use the following command in router configuration mode: 

Command 

summary-address address mask 

Purpose 

Specify an address and mask that covers 
redistributed routes, so only one summary 
route is advertised. 

ecreate Virtual Links 

• 

In OSPF, ali areas must be connected to a backbone area. If there is a break in backbone continuity, 
or the backbone is purposefully partitioned, you can establish a virtuallink. The two end points of a 
virtuallink are Area Border Routers. The virtual link must be configured in both routers. The 
configuration information in each router consists o f the other virtual endpoint (the other ABR), and 
the nonbackbone area that the two routers have in common (called the transit area). Note that virtual 
links cannot be configured through stub areas. 

To establish a virtuallink, use the following command in router configuration mode: 

Command 

area area-id virtual-link router-id [authentication 
[message-digest I null ]] [hello-interval seconds] 
[ retransmit-interval seconds] [ transmit-delay seconds] 
[dead-interval seconds] [[authentication-key key] I 
[message-digest-key keyid md5 key]] 

Purpose 

Establish a virtuallink. 

To display information about virtuallinks, use the show ip ospf virtual-links EXEC command. To 
display the router ID of an OSPF router, use the show ip ospf EXEC command . 

Generate a Default Route 
You can force an autonomous system boundary router to generate a default route into an OSPF 
routing domain . Whenever you specifically configure redistribution of routes in to an OSPF routing 
domain, the router automatically becomes an autonomous system boundary router. However, an 
autonomous system boundary router does not, by default, generate a default route in to the OSPF 
routing domain. 

To force the autonomous system boundary router to generate a default route, use the_ followin.g . · ·­
command in router configuration mode: \ p _-:> nr GJ ,..N..J - Cl'l 

o• ~"''"'~~, E·lOS 
'l.,,'f' u!l V'-" ' ,J\ 

Command 

default-information originate falways] [metric 
me1ric-value] [metric-type rrpe-value] [route-map 

0410 
Force the autonomous system boundm' b _ 

j..J ·-__.--

Purpose 

router to gencratc a defauit ro utc into-tile 

_n_w~p_-,_w_n_·J e..:.J __________________ O_S_P_F_r_o_ut_i'....:1g:.._do_m_ai_n_. -------i3-..U:::- 9 Q: 
-I...,_._, _ __ _.. .• ··-
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Configure Lookup oi DNS N~ · 

See the discussion of redistribution of routes in the "Configuring lP Routing Protocol-lndependent 
Features" chapter. 

Configure Lookup of DNS Names 
You can configure OSPF to look up Domain Naming System (DNS) names for use in ali OSPF show 
command displays. This feature makes it easier to identify a router, because it is displayed by name 
rather than by its router lO or neighbor lD. 

To configure DNS name lookup, use the following command in global configuration mode: 

Command Purpose 

ip ospf name-lookup Configure DNS name lookup. 

Jrce the Router ID Choice with a Loopback Interface 
OSPF uses the largest lP address configured on the interfaces as its router lD. If the interface 
associated with this lP address is ever brought down, or i f the address is removed, the OSPF process 
must recalculate a new router lD and resend ali its routing information out its interfaces. 

If a loopback interface is configured with an lP address, the Cisco lOS software will use this lP 
address as its router lD, even if other interfaces have larger lP addresses. Since loopback interfaces 
never go down, greater stability in the routing table is achieved. 

OSPF automatically prefers a loopback interface over any other kind, and it chooses the highest lP 
address among allloopback interfaces. If no loopback interfaces are present, the highest lP address 
in the router is chosen. You cannot tell OSPF to use any particular interface. 

To configure an lP address on a loopback interface, use the following comrnands, starting in global 
configuration mode: 

Step Command 

interface loopback O 

2 ip address address mask 

~ontrol Default Metrics 

Purpose 

Create a loopback interface, which places you in 
interface configuration mode. 

Assign an IP address to this interface. 

In Cisco lOS Release 10.3 and !ater, by default, OSPF calculates the OSPF metric for an interface 
according to the bandwidth of the interface. For example, a 64K link gets a metric of 1562, while a 
TI link gets a metric of 64. 

The OSPF metric is calculated as ref-bw divided by bandwidth, with ref-bw equal to I 08 by default, 
and bandwidth determined by the bandwidth command. The calculation gives FDDl a metric of I. 
lf you have multi pie links with high bandwidth, you might want to specify a larger number to 
differentiate the cost on those links. To doso, use the following command in router cr~--~r~ -i- 72005 - OJ 

mode : CPMI - COR 

Command Purpose I --
1 

c:-

1
-Fis N.P._p i -f.ll " 

ospf auto-cost reference-bandwidth ref-bw Differentiatc high bandwidth links. V4-J:.... 

' ,. ,. • ' . ' ' "' . I ' • ' ' • ' I · ' " l ; ' ~ . '• • • . ' '•• '• • • ' ' •. ' . 1,._ ' 1. '• .. 



Solution 

( 

• 

• 

Figure 21 OSPF LSAs on a Single Timer without Group Pacing 

Ali LSAs refreshed, 120 externai LSAs on Ethernet need three packets 

~ ~ 
I 30 minutes I 30 minutes I 30 minutes I E • 

Prior to pacing, ali LSAs refreshed at once 

This problem is solved by each LSA having its own timer. Again using the example ofrefreshing, 
each LSA gets refreshed when it is 30 minutes old, independent of other LSAs. So CPU is used only 
when necessary. However, LSAs being refreshed at frequent, random intervals would require many 
packets for the few refreshed LSAs the router must send out. That would be inefficient use of 
bandwidth . 

Therefore, the router delays the LSA refresh function for an interval o f time instead of performing 
it when the individual timers are reached. The accumulated LSAs constitute a group, which is then 
refreshed and sent out in one packet or more. Thus, the refresh packets are paced, as are the 
checksumming and aging. The pacing interval is configurable; it defaults to 4 minutes, which is 
randomized to further avoid synchronization. 

Figure 22 illustrates the case o f refresh packets. The first timeline illustrates individual LSA timers; 
the second timeline illustrates individual LSA timers with group pacing. 

Figure 22 OSPF LSAs on Individual Timers with Group Pacing 

Without group pacing , LSAs need to be refreshed frequently 
and at random intervals. Individual LSA timers require many 

refresh packets that contain few LSAs. 

111 11 11 I 11 111 I 11 11 1111 • 
Individual LSA timers 

20 LSAs, 1 packet 

1 
37 LSAs, 1 packet 

~ ~ 5 LSAs, 1 packet 

14 min 14 min 14 minI É 

Individual LSA timers with group pacing 
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The group pacing interval is inversely proportional to the number of LSAs the router is refreshing, 
checksumming, and ag ing. For example, i f you have approximately I 0,000 LSAs, decreasing the 
paci ng i nterval would benefi t you. Jf yo u h ave a very small data base ( 40 to I 00 LSAs ). increas i ng 
the pac ing interva l to I O to 20 minutes mi ght benefit you slightl y. 
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----------------'~. Block OSPF LSA Flood;ng ·~ 

The default value of pacing between LSA groups is 240 seconds (4 minutes). The rangeis 10 
seconds to 1800 seconds (half an hour). To change the LSA group pacing interval, use the following 
command in router configuration mode: 

Command Purpose 

timers Jsa-group-pacing seconds Change the group pacing o f LSAs. 

For an example, see the section "LSA Group Pacing Example" at the end of this chapter. 

Block OSPF LSA Flooding 
By default, OSPF floods new LSAs over ali interfaces in the same area, except the interface on which 
the LSA arrives. Some redundancy is desirable, because it ensures robust flooding . However, too 
much redundancy can waste bandwidth and might destabilize the network dueto excessive link and 
CPU usage in certain topologies. An example would be a fully meshed topology. 

You can block OSPF ftooding of LSAs two ways, depending on the type of networks: 

• On broadcast, nonbroadcast, and point-to-point networks, you can block flooding over specified 
OSPF interfaces. 

• On point-to-multipoint networks, you can block flooding to a specified neighbor. 

On broadcast, nonbroadcast, and point-to-point networks, to prevent flooding of OSPF LSAs, use 
the following command in interface configuration mode: 

Command Purpose 

ospf database-filter ali out Block the flooding of OSPF LSA packets to the interface. 

On point-to-multipoint networks, to prevent flooding o f OSPF LSAs, use the following command in 
router configuration mode: 

Command Purpose 

neighbor ip-address database-filter ali out Block the flooding of OSPF LSA packets to the specified 
neighbor. 

For an example of blocking LSA flooding , see the section "Block LSA Flooding Example" at the 
end of this chapter. 

Ignore MOSPF LSA Packets 
Cisco routers do not support LSA Type 6 (MOSPF), and they generate syslog messages i f they 
receive such packets . If the router is receiving many MOSPF packets, you might want to configure 
the router to ignore the packets and thus preventa large number of syslog messages. To do so, use 
the following command in router configuration mode : 

Command 

ospf ignore Jsa mospf 

Purpose 

Preve nt the router from generating sys log messages when it 
receives MOSPF LSA packets. 

-c-r-0413 
For an example of suppress ing MOSPF LSA packets, see the section "Ignore MOSPF "'fjzt · f?.~ .. uJ - OJ 

CORREIOS Example" at the end of thi s chapter. CPMI 
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Monitor and Maintain ~ . 

Monitor and Maintain OSPF 
You can display specific statistics sue h as the contents o f IP routing tables, caches, and databases. 
Information provided can be used to determine resource utilization and solve network problems. You 
can also display information about node reachability and discover the routing path your device's 
packets are taking through the network. 

To display various routing statistics, use the following commands in EXEC mode: 

Command 

show ip ospf [process-id] 

show ip ospf [process-id area-id] database 

show ip ospf [process-id area-id] database 
[router] [link-state-id] 

show ip ospf [process-id area-id] database 
[router] [self-originate] 

show ip ospf [process-id area-id] database 
[router] [adv-router [ip-address]J 

show ip ospf [process-id area-id] database 
[network] [link-state-id] 

show ip ospf [process-id area-id] database 
[summary] [link-state-id] 

show ip ospf [process-id area-id] data base 
[asbr-summary] [link-state-id] 

show ip ospf [process-id] database [externai] 
[link-state-id] 

show ip ospf [process-id area-id] database 
[da tabase-summary] 

show ip ospf border-routers 

show ip ospf interface [inteiface-name] 

show ip ospf neighbor [inteiface-name] 
[neighbor-id] detail 

show ip ospf request-Iist [nbr] [intf] [intf-nbr] 

show ip ospf retransmission-list [nbr] [intj) 
[inif-nbr] 

show ip ospf virtual-Iinks 

Purpose 

Display general inforrnation about OSPF routing 
processes. 

Display lists of information related to the OSPF 
database. 

Display the internai OSPF routing table entries to Area 
Border Router (ABR) and Autonomous System 
Boundary Router (ASBR). 

Display OSPF-related interface inforrnation. 

Display OSPF-neighbor information on a per-interface 
basis . 

Display a list of all LSAs requested by a router. 

Display a list of all LSAs waiting to be retransmitted. 

Display OSPF-related virtual links information. 

OSPF Configuration Examples 
The following sections provide OSPF configuration examples: 

• OSPF Point-to-Multipoint Example 

• OSPF Point-to-Multipoint , Broadcast Example 

• OSPF Point-to-Multipoint. Nonbroadcast Example 

RQS n° 03/?..C: ~ - O! l 
CP VIl CORt ElO:: 
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• Yariable-Length Subnet Masks Example 3 6 9 o 
• OSPF Routing and Route Redistribution Examples D~.~.::. ____ ··-
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• Route Map Examples 

• Changing OSPF Administrative Distance 

• OSPF over On-Demand Routing Example 

• LSA Group Pacing Example 

• Block LSA Flooding Example 

• Ignore MOSPF LSA Packets Example 

OSPF Point-to-Multipoint Example 
In Figure 23, Mollie uses DLCI 201 to communicate with Neon, DLCI 202 to Jelly, and DLCI 203 
to Platty. Neon uses DLCI 101 to communicate with Mollie and DLCJ 102 to communicate with 
Platty. Platty communicates with Neon (DLCJ 401) and Mollie (DLCI 402). Jelly communicates 
with Mollie (DLCI 301) . 

Figure 23 

Neon 
10.0.0.1 

Platty 
1 0.0.0.4 

OSPF Point-to-Multipoint Example 

Mollie's Configuration 

Mollie 

• hostname mollie 

interface serial 1 
ip address 10.0.0 . 2 255 . 0.0.0 
ip ospf network point - to - multipoint 
encapsulation frame-re l ay 
frame-relay map ip 10 .0 .0 . 1 201 broadcast 
frame - relay map ip 1 0 .0.0. 3 202 broadcast 
frame-relay map ip 10.0.0. 4 203 broadcast 

router ospf 1 
network 10 . 0.0 . 0 0 . 0 . 0.255 area O 
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Neon's Configuration 
hostname neon 

interface seria l O 
ip address 10.0 . 0 .1 255.0 . 0.0 
ip ospf network point - to - multipoint 
encapsulation frame- re l ay 
frame - relay map ip 10 .0.0 . 2 101 broadcast 
frame-relay map ip 10.0. 0 .4 102 broadcast 

router ospf 1 
network 10 . 0.0 . 0 0.0.0.255 area O 

Platty's Configuration 
hostname p1atty 

interface serial 3 
ip address 10.0 .0. 4 255 . 0.0.0 
ip ospf network point-to - multipoint 
encapsulation frame - re1ay 
clock rate 1000000 
frame-re1ay map ip 10 .0. 0.1 401 broadcast 
frame - relay map ip 10.0.0.2 402 broadcast 

router ospf 1 
network 10.0.0.0 0.0.0.255 area O 

Jelly's Configuration 
hostname jelly 

interface serial 2 
i p address 10 . 0.0.3 255 . 0.0.0 
i p ospf network point-to- mu ltipoint 
encapsulation frame - relay 
c1ock r ate 2000000 
frame - re1ay map ip 1 0.0 . 0 . 2 301 broadcast 

router ospf 1 
( network 10 . 0.0.0 0 .0.0. 255 area O 

.OSPF Point-to-Multipoint, Broadcast Example 

~ OSPF Polnl-to-Multlpolnt, B"'adcast Exa"! ( . /} 

The fo ll owing example illustrates a po int-to-multipo int network with broadcast: 

interface SerialO 
ip a ddre s s 10 . 0 . 1 . 1 255. 2 55.255. 0 
e ncapsulation frame - re lay 
ip ospf cost 100 
ip os p f network po in t - t o -mul tipoin t 
fra me-relay map ip 1 0 . 0.1. 3 2 0 2 b roadc a s t 
Írame - relay map ip 1 0. 0 . 1.4 203 b r oadcast 
fra me - relay map i p 1 0 . 0 . 1 . 5 20 4 broadc ast 
frame-re lay local -dl c i 20 0 

r ou t er ospf 1 
netwo r k 10 . 0 . 1 . 0 0 . 0 . 0 . 25 5 area O 
ne ighbor 10 . 0 . 1 . 5 cos t 5 

n e ighbor 10 . 0 . 1 . 4 cost 1 0 
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interface serial O 
ip address 10 . 0.1.3 255.255.255.0 
ip ospf network point-to-multipoint 
encapsulation frame - relay 
frame -relay local - dlci 301 
frame - relay map ip 10 .0.1 .1 300 broadcast 
no shut 

router ospf 1 
network 10.0.1.0 0 . 0.0.255 area O 

The output shown for neighbors in the first configuration above looks like this: 

Router# show ip ospf neighbor 
Neighbor ID Pri State Dead Time Address 
4.1.1.1 1 FULL/ 00:01:50 10.0.1.5 
3.1.1.1 1 FULL/ 00:01:47 10 . 0.1.4 
2.1.1.1 1 FULL/ 00:01:45 10.0.1.3 

The route information in the first configuration above looks like this: 

Router# show ip route 

Interface 
Seria10 
Serial O 
Seria10 

Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP 
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 
Nl - OSPF NSSA externa1 type 1, N2 - OSPF NSSA external type 2 
El - OSPF external type l, E2 - OSPF external type 2, E - EGP 
i - IS - IS, L1 - IS-IS level-1, L2 - IS-IS level - 2, * - candidate default 
U - per-user static route, o - ODR 

Gateway of last resort is not set 
C 1 . 0.0 . 0/8 is directly connected, LoopbackO 

10.0.0 . 0/8 is variably subnetted, 4 subnets, 2 masks 
O 10.0. 1.3/32 [110/100] via 10.0.1.3, 00:39 : 08, SerialO 
C 10 . 0 .1 .0/24 is directly connected, SerialO 
O 10.0.1 .5/32 [110/5] via 10.0 . 1.5, 00:39:08, SerialO 
O 10.0.1.4/32 [110/10] via 10.0 .1.4, 00:39:08, SerialO 

OSPF Point-to-Multipoint, Nonbroadcast Example 
The fol lowing example illustrates a point-to-multipoint network with nonbroadcast: 

• 
interface SerialO 
ip address 10.0 . 1.1 255.255.255.0 
ip ospf network point-to-multipoint non-broadcast 
encapsulaticn frame - relay 
no keepaliv e 
frame-relay local-dlci 200 
frame-relay map ip 10.0.1 . 3 202 
frame-re lay map ip 10.0 .1. 4 203 
frame - relay map ip 10.0.1 . 5 204 
no shut 

router ospf 1 
network 10 . 0 . 1 . 0 0.0 . 0.255 area O 
ne ighbor 10.0.1.3 cost 5 
neighbor 10.0 . 1.4 cost 10 
ne i ghbor 10 . 0.1.5 cost 15 
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Variable-Length Subnet Masks Exam I 

The following example is the configuration for the router on the other side: 

interface Serial9/2 
ip address 10.0.1.3 255.255.255 . 0 
encapsulation frame-relay 
ip ospf network point-to - multipoint non-broadcast 
no ip mroute-cache 
no keepalive 
no fair - queue 
frame-relay local - dlci 301 
frame-relay map ip 10.0 . 1.1 300 
no shut 

router ospf 1 
network 10.0.1.0 0.0.0.255 area O 

The output shown for neighbors in the first configuration above looks like this: 

Router# show ip ospf neighbor 
Neighbor ID Pri State Dead Time Address 
4.1.1.1 1 FULL/ 00:01:52 10.0 . 1.5 
3.1.1.1 1 FULL/ 00:01:52 10.0.1.4 
2.1 . 1 . 1 1 FULL/ 00:01:52 10.0.1.3 

Interface 
Serial O 
Serial O 
Serial O 

Variable-Length Subnet Masks Example 
OSPF, static routes, and IS-IS support variable-length subnet masks (VLSMs). With VLSMs, you 
can use different masks for the same network number on different interfaces, which allows you to 
conserve IP addresses and more efficiently use available address space. 

In the following example, a 30-bit subnet mask is used, leaving two bits of address space reserved 
for serialline host addresses. There is sufficient host address space for two host endpoints on a 
point-to-point seriallink. 

interface ethernet O 
ip address 131.107 . 1.1 255 . 255 . 255 . 0 

! 8 bits of host address space reserved for ethernets 

interface serial O 
ip address 131.107.254.1 255.255.255.252 

2 bits of address space reserved for serial lines 

Router is configured for OSPF and assigned AS 107 
router ospf 107 
! Specifies network directly connected to the router 
n etwor k 131.107.0.0 0.0.255.255 area 0.0.0.0 

OSPF Routing and Route Redistribution Examples 
OSPF typically requires coordination among many internai routers, area border routers, an.L-.----­
autonomous system boundary routers. Ata minim um, OSPF-based routers can be • Õ~ & • t~9c3 - CN 
ali default parameter values, with no authentication , and with interfaces assigned t, ~'reàst CORREIOS 

C~vl -

Three examples follow: q A18 
• The first is a simple configuration illustrating basic OSPF commands. l Fls · _-_ -

• The second example illustrates a configuration for an internai router, ABR, and ASBRsz.v i!B in g 0 
smgle, arb1tranly ass1gned, OSPF autonomous system. \ C-~ Y. O __ .. -· 

• The third example illustrates a more complex configuration and the appli cation ofV'Ií{ious tools 
available for controlling OSPF-based routing environments. 
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Basic OSPF Configuration Example 
The following example illustrates a simple OSPF configuration that enables OSPF routing process 
9000, attaches Ethernet O to area 0.0.0.0, and redistributes RIP into OSPF, and OSPF into RIP: 

interface ethernet O 
ip address 130.93.1.1 255.255.255.0 
ip ospf cost 1 

interface ethernet 1 
ip address 130.94.1.1 255.255.255.0 

router ospf 9000 
network 130.93.0.0 0.0 .255.255 area 0.0.0.0 
redistribute rip metric 1 subnets 

router rip 
network 130.94.0.0 
redistr ibute ospf 9000 
defau1t-metric 1 

.Basic OSPF Configuration Example for Internai Router, ABR, and ASBRs 

• 

The following example illustrates the assignment of four area IDs to four IP address ranges. In the 
example, OSPF routing process 109 is initialized, and four OSPF areas are defined: 10.9.50.0, 2, 3, 
andO. Areas 10.9.50.0, 2, and 3 mask specific address ranges, while Area O enables OSPF for all 
other networks . 

router ospf 109 
network 131.108.20.0 0.0.0.255 area 10 .9.50.0 
network 131.108.0.0 0.0.255.255 area 2 
network 131.109.10.0 0.0 . 0.255 area 3 
network 0.0 .0. 0 255.255.255.255 area O 

! Interface EthernetO is in area 10.9.50.0: 
interface ethernet O 
ip address 131.108.20.5 255 . 255.255.0 

! Interface Ethernet1 is in area 2: 
interface ethernet 1 
ip address 131.108.1 . 5 255.255 . 255 . 0 

! Interface Ethernet2 is in area 2: 
interface ethernet 2 
ip address 131.108.2.5 255.255.255 . 0 

! Interface Ethernet3 is in area 3: 
interface ethernet 3 
ip address 131.109 .1 0.5 255.255.255.0 

! Interface Ethernet4 is in area 0: 
interface ethernet 4 
ip address 131.109.1.1 255.255.255.0 

! Interface Ethernet5 is in area 0 : 
interface ethernet 5 
ip address 10.1 .0.1 255 . 255 . 0.0 

f I ': ttr, (L)/~":')1'; • Cf'l 
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Each network area router configurati on command is evaluated sequent ia ll y, so the order of these 
commands in the configurat ion is important. T he Cisco lOS software sequentially eval uates the 
addresslwildcard-mask pai r for each interface. See the "OSPF Commands" chapter of the Network 

Protocols Command Reference. Part I for more information. 
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OSPF Routing and Route Redistribution Example 

Consider the first network area command. Area ID 10.9.50.0 is configured for the interface on 
which subnet 131.108.20.0 is located. Assume that a match is determined for interface Ethernet O. 
Interface Ethernet Ois attached to Area 10.9.50.0 only. 

The second network area command is evaluated next. For Area 2, the same process is then applied 
to ali interfaces (except interface Ethernet 0). Assume that a match is determined for interface 
Ethernet 1. OSPF is then enabled for that interface and Ethernet I is attached to Area 2. 

This process of attaching interfaces to OSPF areas continues for all network area commands. Note 
that the last network area command in this example is a special case. With this command, ali 
available interfaces (not explicitly attached to another area) are attached to Area O. 

Complex Internai Router, ABR, and ASBRs Example 

• 

The following example outlines a configuration for severa! routers within a single OSPF autonomous 
system. Figure 24 provides a general network map that illustrates this example configuration . 
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Figure 24 
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Sample OSPF Autonomous System Network Map 

OSPF domain (BGP autonomous system 1 09) 

Router A Router B 

E1 
Interface address: 
131.108.1.1 

Network: 131.1 08.2.0 

Router D 

Network: 131.108.1 .0 

E
3 

Interface address: 
131 .108.1.3 

Interface address: 
131.108.2.4 

Area O 

Interface address: 
10.0.0.4 

Network: 1 0.0.0.0 

E5 

Router E 

Interface address: 
10.0.0.5 

Interface address: 
11.0.0.5 

Network: 11.0.0.0 

',~- - - - - - -- -- --- - - -- ------- ------------- ------- - -----------------"' 

In thi s configuration , five routers are configured with OSPF: 

• Router A and Router B are both internai routers within Area 1. 

"' o 
M 
o 
Ui 

Remate address: 
11.0.0.6 
in autonomous 
system 110 

~· 

• Router C is an OSPF area border router. Note that for Router C, Area 1 is ass1gned tq~E3 Q.Qçl __ 

Area o is ass igned to so. ~C? no _0'2/';.L;; - c~ 
• Router D IS an internai router in Area O (backbone area) . In this case, both netwo ~ o~ ler - COOijt ~ IQS 

configurati on commands spec1fy the same area (Area O, or the backbone area). · 1 f! ~ 1 
• Router E is an OSPF autonomous system boundary router. Note that BGP routes ar rf ~tr~:. eõ _ _ _ 

into OSPF and that these ro utes are advert ised by OSPF. 

0:.~ . 3 6 9 o 
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OSPF Routing and Route Redistribulion Exa~~le'~ .. ~ 

Note It is not necessary to include definitions of ali areas in an OSPF autonomous system in the 
configuration of ali routers in the autonomous system. You must only define the directly connected 
areas . In the example that follows, routes in Area O are leamed by the routers in Area I (Router A 
and Router B) when the area border router (Router C) injects summary link state advertisements 
(LSAs) into Area I . 

The OSPF domain in BGP autonomous system 109 is connected to the outside world via the BGP 
link to the externai peer at IP address 11.0.0.6. 

Router A-Internai Router 
interface ethernet 1 
ip address 131.108.1.1 255.255.255.0 

router ospf 1 
network 131.108.0.0 0.0.255.255 area 1 

Router B-lnternal Router 
interface ethernet 2 
ip address 131.108.1.2 255.255.255 . 0 

router ospf 202 
network 131.108.0.0 0.0.255.255 area 1 

Router C-ABR 
interface ethernet 3 
ip address 131.108.1 .3 255.255.255.0 

interface serial O 
ip address 131. 108.2.3 255.255.255.0 

router ospf 999 
network 131.108.1.0 0 . 0 .0. 255 area 1 
network 131.108.2.0 0.0.0.255 area O 

Router O-Internai Router 
i nterface ethernet 4 
ip address 10 . 0.0.4 255.0.0 .0 

interface serial 1 
ip address 131 . 108.2.4 255 . 255.255.0 

router ospf 50 
network 131.108.2 . 0 0.0.0.255 area O 
network 10 . 0.0.0 0.255.255.255 area O 
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Router E-ASBR 
interface ethernet 5 
ip address 10.0.0.5 255.0.0.0 

interface serial 2 
ip address 11.0.0.5 255.0.0.0 

router ospf 65001 
network 10. 0 .0.0 0.255.255.255 area O 
redistribute bgp 109 metric 1 metric-type l 

router bgp 109 
network 131.108.0.0 
network 10.0.0.0 
neighbor 11.0 .0.6 remate-as 110 

Complex OSPF Configuration for ABR Examples 
( The following example configuration accomplishes severa! tasks in setting up an ABR. These tasks 

• can be split into two general categories: 

• Basic OSPF configuration 

• Route redistribution 

The specific tasks outlined in this configuration are detailed briefly in the following descriptions. 
Figure 25 illustrates the network address ranges and area assignments for the interfaces. 

Figure 25 Interface and Area Specifications for OSPF Example Configuration 

Network address range: 
192.42.110.0 through 192.42.110.255 
Area 10: 192.42.110.0 

~------,----

Network address range: 

Router A EO 131.119.251 .0 through 131.119.251.255 
/ Area 10: O 

E1j('ll Configured as backbone area 

I 
Network address range: 
36.56.0.0 through 35.56.255.255 
Area ID: 36.0.0.0 
Configured as stub area 

E3 

E2 

Network address range: 
131.119.254.0 through 131.254.255 
Area 10: O 
Configured as backbone area 

The basic configuration tasks in this example are as follows: 

• Configure address ranges for Ethernet O through Ethernet 3 interfaces. 

• Enable OSPF on each interface. 

• Set up an OSPF authentication password for each area and network. 

• Assign link state metrics and uther OSPF interface confi guration options. 
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OSPF RouHng and Route RedlstrlbuHon Exam\~ 

• Create a stub area with area id 36.0.0.0. (Note that the authentication and stub options of the 
area router configuration command are specified with separate area command entries, but can 
be merged into a single area command.) 

• Specify the backbone area (Area 0) . 

Configuration tasks associated with redistribution are as follows: 

• Redistribute IGRP and RIP into OSPF with various options set (including metric-type, metric, 
tag, and subnet). 

• Redistribute IGRP and OSPF into RIP. 

The following is an example OSPF configuration: 

interface ethernet O 
ip address 192.42.110.201 255.255.255.0 
ip ospf authentication-key abcdefgh 
ip ospf cost 10 

interface ethernet 1 
ip address 131.119.251.201 255.255 . 255.0 
ip ospf authentication-key ijk1rnnop 
ip ospf cost 20 
ip ospf retransmit-interval 10 
ip ospf transmit - delay 2 
ip ospf priority 4 

interface ethernet 2 
ip address 131.119 . 254.201 255.255.255.0 
ip ospf authentication- key abcdefgh 
ip ospf cost 10 

interface ethernet 3 
ip address 36.56.0 . 201 255.255.0.0 
ip ospf authentication-key ijklmnop 
ip ospf cost 20 
ip ospf dead-interval 80 

OSPF is on network 131.119.0.0: 

router ospf 201 
network 36 . 0.0 . 0 0 . 255 . 255.255 area 36.0.0.0 
network 192 . 42.110.0 0.0.0.255 area 192.42.110.0 
network 131 .119 . 0.0 0 . 0 . 255.255 area O 
area O authentication 
area 36.0.0.0 stub 
area 36.0.0 .0 authentication 
area 36.0 . 0.0 default-cost 20 
area 192.42.110.0 authentication 
area 36.0 . 0.0 range 36.0.0 . 0 255 . 0 .0 .0 
area 192.42.110.0 range 192.42 . 110 .0 255 . 255.255 . 0 
area O range 131.119.251.0 255.255.255.0 
area O range 131.119.254.0 255 .255.255.0 

redistribute igrp 200 metric - type 2 metric 1 tag 200 subnets 
redistribute rip metric - type 2 metric 1 tag 200 
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IGRP autonomous system 200 is on 131.119.0.0: 

router igrp 200 

network 13 1. 119 . 0 . 0 

! RIP for 192.42.110 

router rip 
network 192.42.110.0 
redistribute igrp 200 metric 1 
redistribute ospf 201 metric 1 

Route Map Examples 

( 

• 
The examp1es in this section illustrate the use of redistribution, with and without route maps. 
Examp1es from both the IP and CLNS routing protocols are given. 

The following examp1e redistributes ali OSPF routes into IGRP: 

router igrp 109 
redistribute ospf 110 

The following examp1e redistributes RIP routes with a hop count equa1 to 1 in to OSPF. These routes 
will be redistributed into OSPF as externa11ink state advertisements with a metric of 5, metric type 
of Type 1, and a tag equa1 to 1. 

router ospf 109 
redistribute rip route-map rip-to-ospf 

route-map rip-to-ospf permit 
match metric 1 
set metric 5 
set metric-type type1 
set tag 1 

The following example redistributes OSPF 1earned routes with tag 7 as a RIP metric of 15: 

router rip 
redistribute ospf 109 route-map 5 

route-map 5 permit 
match tag 7 
set metric 15 

The following example redistributes OSPF intra-area and interarea routes with next-hop routers on 
serial interface O into BGP with an INTER_AS metric of 5: 

router bgp 109 
redistribute ospf 109 route-map 10 

route -map 10 permit 
match route-type internal 
match interface serial O 
set metric 5 

r.os nc o· ' L 1 - Ol 
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Route Map Exam~ 
The following example redis tributes two types of routes in to the integrated IS-IS routing table 
(supporting both IP and CLNS). The first are OSPF externai IP routes with tag 5; these are inserted 
into Levei 2 IS-IS LSPs with a metric of 5. The second are ISO-IGRP derived CLNS prefix routes 
that match CLNS access list 2000. These will be redistributed into IS-IS as Levei 2 LSPs with a 
metric of 30. 

router isis 
redistribute ospf 109 route - map 2 
redistribute iso-igrp nsfnet route-map 3 

route-map 2 permit 
match route-type external 
match tag 5 
set metric 5 
set level level-2 

route-map 3 permit 
match address 2000 
set metric 30 

With the following configuration, OSPF externai routes with tags 1, 2, 3, and 5 are redistributed into 
RIP with metrics o f 1, 1, 5, and 5, respectively. The OSPF routes with a tag of 4 are not redistributed. 

router rip 
redistribute ospf 109 route-map 1 

route-map 1 permit 
match tag 1 2 
set metric 1 

route-map 1 permit 
match tag 3 
set metric 5 

route - map 1 deny 
match tag 4 

route map 1 permit 
match tag 5 
set metric 5 

The following configuration sets the condition that i f there is an OSPF route to network 140.222.0.0, 
generate the default network 0.0.0.0 into RIP with a metric of I : 

router rip 
redistribute ospf 109 route-map default 

rout e -map default permit 
match ip address 1 
set metric 1 

access - list 1 permit 140.222.0 . 0 0.0.255.255 
access-list 2 permit 0.0.0.0 0.0.0 . 0 

r------------------, 
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In the following configuration, a RIP learned route for network 160.89.0.0 and an ISO-IGRP learned 
route with prefix 49.0001 .0002 will be redistributed into an IS-IS Levei 2 LSP with a metric of 5: 

router isis 
redistribute rip route-map 1 
redistribute iso-igrp remote route-map 1 

route-map 1 permit 
match ip address 1 
match clns address 2 
set metric 5 
set level level-2 

access-list 1 permit 160.89.0.0 0.0.255.255 
clns filter-set 2 permit 49.0001.0002 ... 

The following configuration example illustrates how a route map is referenced by the 
default-information router configuration command. This is called conditional default origination. 
OSPF will originate the default route (network 0.0.0.0) with a Type 2 metric of 5 i f 140.222.0.0, with 
network 0.0.0.0 in the routing table. Extended access-lists cannot be used in a route map for 
conditional default origination. 

route-map ospf-default permit 
match ip address 1 
set metric 5 
set rnetric-type type-2 

access-list 1 140.222.0 .0 0.0.255.255 

router ospf 109 
default-inforrnation originate route-rnap ospf-defau1t 

Changing OSPF Administrative Distance 

( 

• 

The following example changes the externai distance to 200, making it less trustworthy. Figure 26 
illustrates the example. 
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Figure 26 OSPF Administrative Distance 
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OSPF over On-Demand Routi . 

OSPF over On-Demand Routing Example 
The fo ll ow ing confi guration all ows OSPF over an on-demand circ uit, as shown ip F i·gl)fe :f~· Ng \e. C~J 
that the on-demand c irc ui t is defined on o ne si de onl y (BRI O o n Router A). It is n0 re

1
qui reel·t fl-:;b -·o~ 
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Figure 27 OSPF over On-Demand Circuit 
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BRIO BRIO 

Router A 
usernarne RouterB password 7 060C1A2 F47 
isdn switch- type basic - 5ess 
ip routing 

interface TokenRingO 
ip address 140.10 . 20.7 255.255 . 255.0 
no shut 

interface BRIO 
no cdp enab1e 
description connected PBX 1485 
ip address 140 . 1 0 . 10 . 7 255.255.25 5 .0 
encapsu l at i on ppp 
ip ospf dernand- circuit 

Ethernet O 

Router B 

dialer rnap ip 140.10.10.6 narne Route r B broadca s t 61484 
dialer - group 1 
PPP authen t icat i on chap 
no shut 

router ospf 10 0 
n e twork 140.10.10.0 0.0 . 0.255 area O 
network 140. 1 0 . 20 . 0 0 . 0.0.255 area O 

dialer-list 1 protocol ip perrnit 

Router B 
usernarne RouterA password 7 04511E0804 
isdn s witch - type bas i c-5ess 
ip routing 

interface Et~ernetO 
ip address 140.10.60 . 6 255.255 .255 . 0 
no shut 

interface BRIO 
no cdp enable 
description connected PBX 1484 
ip address 140.10 . 10 .6 255 .255. 255 .0 
encapsulation ppp 
dialer map ip 140.10.10.7 narne RouterA broadcast 61485 
dialer-group 1 
ppp authentication chap 
no shut 

roul e r ospf 100 
ne twork 140 . 10 . 10 . 0 0 . 0 . 0 . 255 area O 
network 140 . 1 0 . 60 . 0 0 . 0 . 0 . 255 area O 

dia l er-list 1 protocol i p perrnit 
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LSA Group Pacing E~ 

LSA Group Pacing Example 

( 

e 

The following example changes the OSPF pacing between LSA groups to 60 seconds: 

rou t er ospf 
timers l sa - group-pacing 60 

Block LSA Flooding Example 
The following example prevents ftooding of OSPF LSAs to broadcast, nonbroadcast, or 
point-to-point networks reachable through Ethernet interface 0: 

i nterfa c e ethernet O 
osp f database - filter a ll out 

The following example prevents ftooding of OSPF LSAs to point-to-multipoint networks to the 
neighbor at IP address 1.2.3.4: 

rou t er ospf 10 9 
neighb or 1.2.3 . 4 data base - fi lte r al l out 

Ignore MOSPF LSA Packets Example 

• 

The following example configures the router to suppress the sending of syslog messages when it 
receives MOSPF packets: 

r ou t er ospf 1 0 9 
ospf i gn ore l sa mosp f 
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Release Notes for ACL Manager 1.5 
on Sola ris and Windows 

~ These release notes contain information on ACL Manager 1.5 running 
on Solaris and Windows. They provide the following information: 

• New Features, page 1 

• ACL Manager Documentation, page 2 

• Supported Cisco lOS and Catalyst OS Releases, page 3 

• Supported Devices, page 4 

• Known and Resolved Problems, page 6 

• Troubleshooting, page 22 

• Obtaining Documentation, page 26 

• Obtaining Technical Assistance, page 28 

fi :ew Features 

CISCO SVSTEMS 

® 

ACL Manager 1.5 has these new features that provide increased security and 
added functionality: 

• Support for Secure Server to Devíce Communication Using IPSec 

• Enhancements to the ACL Use Wizard 

• Support for New Devices 
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• ACL Manager Documentation \:>.: c 
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• 

' . 
Support for Secure Serve r to Device Communication Using IPSec 

ACL Manager now supports IPSec for secure communication between server and 
device. 

Enhancements to the ACL Use Wizard 

You can now create ACLs out of a template, on multiple devices, using the 
ACL Use Wizard. If required, you can further apply such newly created ACLs to 
the selected interfaces of the devices. 

1t is no longer mandatory for you to create Uses for such ACLs, created from 
templates using the ACL Use Wizard, as it was in the previous release of 
ACL Manager. 

Support for New Devices 

This release supports new devices (see Table 1). 
For a complete list of supported devices, see both Table 1 and Table 2, in the 
section "Supported Devices". 

ACL Manager Documentation 
~~ 

Note Although every effort has been made to validate the accuracy of the information 
in the printed and electronic documentation, you should also review the ACL 
Manager documentation on Cisco.com for any updates. 

The following documents are provided in PDF on your product CD: 

• /nstallation Cuide for ACL Manager, Software Release 1.5 

• Use r Cuide for ACL Manager, Software Release 1.5 

Note Adobe Acrobat Reader 4.0 or later is required. 

')' 
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Additionallnformation Online ~S 
\ , I 

1 
Use these publications to learn how to install and use ACL Manager: 

• lnstallation Guide for ACL Manager (DOC-7815203= )-Provides 
information about ACL Manager requirements and how to install the product. 

• User Guidefor ACL Manager (DOC-7815202=)-Provides information on 
using ACL Manager. 

• Release Notes for ACL Manager on Solaris and Windows 
(DOC-7815142=)-Provides information on the new features, the supported 
devices and the known and resolved problems of ACL Manager 1.5, running 
on Solaris and Windows. lt also provides troubleshooting information. 

.- • ACL Manager online help-Contains all of the information available in 
Use r Guide for ACL Manager. This ensures you have complete information 
even if you do not have the manual readily available while using 
ACL Manager. 

Additionallnformation Online 
For answers to frequently asked questions about ACL Manager, see: 

http://www.cisco.com/warp/public/cc/pd/wr2k/caclrn/prodlit/aclm_qp.htm 

You can download device packages for new devices from Cisco.com and find 
information about all supported devices by logging into Cisco.com. 

Device packages are released cumulatively; that is, new device packages contain 
the contents of any previous packages. 

To determine which packages are installed on your CiscoWorks Server, select 
Server Configuration>About the Server>Applications and Versions. 

You can 'llso obtain any published patches from the download site. 

Supported Cisco lOS and Catalyst OS Releases 
Support is provided for devices running Cisco lOS Releases .l.O~ tJu;Gmg, 1~:2 

and Catalyst os Releases 5.3 through 7.1. 1'·,' 1i
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l 

Supported Devices 
ACL Manager 1.5 newly supports the devices listed in Table 1. 

Table 1 Newly Supported Devices in ACL Manager 1.5 

Routers Devices 

Cisco 800 Series 827 

Cisco 1700 Series 1721 

Cisco 2600 Series 2691, 2610XM, 2611XM, 2620XM, 2621XM, 2650XM, 2651XM 

~1sco 2900 Series 29500-12-EI, 29500-24-EI, 29500-48-EI, 29500-24-EI-DC 

Cisco 3700 Series 3725, 3745 

Catalyst 4000 series 4232 L3 module 

Catalyst 4500 series 4503 (Supervisor III, IV), 4506 (Supervisor III, IV), 
4507 (Supervisor IV) 

Devices supported from the previous releases are in Table 2. 

Table 2 Devices Supported From the Previous Releases 
\ 

Routers Devices 

Cisco 800 Series 

Cisco 900 UBR Series 

sco 1000 Series 

isco 1600 Series 

Cisco 1700 Series 

Cisco 2400 series 

Cisco 2500 Series 

Cisco 2600 Series 

Cisco 3600 Series 

Cisco 4000 Series 

801,802,805 

UBR-904, UBR-905, UBR-924 

1000,1003,1004,1005, 1020,CPA1003,CPA1004,CPA1005 

1601, 1602, 1603, 1604, 1605, CPA1601, CPA1602, CPA1603 , 
CPA1604 

1710, 1720, 1750, 1751, 1760 

IAD 2420 

2500 - 2525 , 2501CF, 2501LF, 2502LF, 2509RJ, 2511RJ, CPA2500 

2610,2611 , 2612,2613,2620,2621,2650,2651 

3620, 3640, 3660, CPA3640, CPA3620, 3661AC, 3 . 
3662DC, 3662AC-CO, 3662DC-CO 

4000 , 4000-M, 4500, 4500-M , 4700 , 4700-M 

' . ~ . . 
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Supported Devices . Íl 

Table2 Devices Supported From the Previous Releases (continued) 

Cisco 7xxx UBR Series UBR-7246 VXR 

Cisco 7000 Series 7000,7010,7120,7140,7200,7202,7204, 7204VXR, 7206, 7206VXR, 
7505, 7506, 7507, 7507Z, 7507~X, 7513, 7513Z, 7513~X, 7576 

Cisco 7300 series 7304 

Cisco 7 400 series 7401 

Cisco 7 600 series 7603, 7606, 7609 

(7603, 7606, 7609 are also supported on hybrid images running CatOS.) 

1co 10000 ESR series ESR-10005, ESR-10008 

10000 UBR Series 10012 

Gigabit Switch Router 12004, 12008, 12012, 12016, 12404, 12406, 12416 
Series 

Cisco switching access ~C3810 

concentrator 

Cisco AS5000 Series AS5200, AS5300, AS5800 

Catalyst 2900-XL 2916~-XL, 2924-XL, 2924C-XL, 2924-XLv, 2924C-XLv, 2912-XL, 
2924M-XL, 2912~f-XL 

Catalyst 2948G L3 2948G-L3 
S wi tch/Rou ter 

Catalyst 2950 2950C-24 

Catalyst 3550 Series 3550-12T, 3550-24, 3550-48 

( talyst 3500-XL 3508G-XL, 3512-XL, 3524-XL, 3548-XL, 3524T-XLEn 

~yst 4000 series 4006 Supervisor III 

Catalyst 5000 RSFC, RS~ 

Catalyst 6000 6006,6009,6509,6506, 6509-NEBS, 6513, (all these switches running 
C atOS 

(Catalyst 6000 series switches running the native lOS are also 
supported.) 

Catalyst 6000 ~SFC ~SFC, ~SFC II r---.. ---· 
Catalyst 8500 851 OCSR, 851 OMSR, 8515CSR, 8540CSR, 8540CSF ~ithn~~§0~~- OJ 

Daughter card , 8540~SR with ACL Daughter card C..P.J11 - KEIOS 
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• Known and Resolved Problems 

Known and Resolved Problems 

• .. 

~ .. 

In this section, see: 

Table 3-For the general known problems that occur in both Solaris and in 
Windows. 

Table 4-For the known problems that are specific to device, lOS and Catalyst 
OS versions , in both Solaris and in Windows. 

Table 5-For the known problems that are specific to downloads, in both Solaris 
and in Windows . 

Table 6-For the known problems that occur specifically on Solaris. 

Table 7-For the known problems that have been resolved since the last release 
of ACL Manager. · 

Note To obtain more information about known problems, access the Cisco Software 
Bug Toolkit at http://www.cisco.com/cgi-bin/Support/Bugtool/home.pl. (You will 
be prompted to log into Cisco.com.) 
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Known and Resolved Problems ~ 

Table 3 describes the general known problems that occur in both Solaris and 
Windows . 

Table 3 General Known Problems 

Bug ID Description 

CSCdm02104 ACL Manager 
cannot be 
invoked as 
http://localhost 

CSCds05102 Expand ACE(s) 
Inline inserts 
comments in 
ACE column. 

CSCin06368 Use Wizard fails 
for SNMP Use if 
the Community 
string has a caret 
(i\). 

• 
CSCin0 88 12 Cannot undo a 

deleted IP VACL. 

78-15142-01 

Explanation 

To connect to ACL Manager server, do not enter http://localhost 
(or http: /1127.0.0.1). 

Workaround: 

Use the local server1
S network IP address or name. For 

example, http: /1192.168.252.205, optionally with a port 
number. 

Expand Inline will expand any logical ACE into the physical 
equivalents of the ACE. Since each ACE may expand into 
multiple ACEs, the inline comments are duplicated at the 
beginning and the end of the newly generated list. 

Workaround: 

None. 

ACL Manager Use Wizard fails for SNMP Use if its Community 
string contains a special character, caret (" ). 

For example, if you enter asia"pacific for the Community 
name, the name is split at the caret. As a result, a s ia incorrectly 
appears as the Community name and pac i f i c as the View N ame, 
in the Results window . 

Workaround: 

Do not enter a caret in the Community string for the Use 
Wizard . 

You cannot undo the deletion of a Standard IP VACL. 

Workaround: 

None. 
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Known and Resolved Problems 

Table 3 General Known Problems (continued) 

Bug ID Description Explanation 

CSCdm57940 Need a more lf the client disconnects from the server, a message, 
accurate message ORG . OMG.CORBA.NO_IMPLEMENT [completed=MAYBE) appears . 
when client gets Workaround: 
disconnected 
from server. None. 

CSCin22741 Find does not The Find option does not search for strings in ACEs within 
work in Template Template Manager. 
Manager for Workaround: 
ACEs 

None. 

CSCin08814 Device does not The Download Panel appears empty when you use the Sync 
appear when Template on Device(s) option on a Template Device Use. 
synchronizing to This happens when the ACL contains expanded ACEs in place of 
device on a TDU. a template. 

An ACL may contain expanded ACEs instead of a template when 
the download verify fails for the ACL that contains the template, 
and the device becomes stale. 

Workaround: 

None. 

CSCdt20485 Fragments option You cannot create an IP VACE using the Fragments option. 
is supported by Workaround: 

( 
CatOS 6.1 but not 
by ACLM None. 
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Known and Resolved Problems tíl(: 

Table 3 General Known Problems (continued) 

( • 

• 

Bug ID 

CSCin18576 

78-15142-01 

Description Explanation 

Issues with The following are some of the issues with template tracking 
template tracking information (Template Device Uses or TDUs) in Template 

Manager: 

• Template Manager does not allow you to delete TDUs that 
have undergone Out-of-Band changes. 

When you refresh the device and use the Sync Template on 
Device(s) option, on such TDUs, the Downloader dialog box 
does not show these devices. 

• lf you dele te a template that is being used on some ACLs, and 
then select the Undo option, the template is restored, but its 
TDUs are deleted. The ACEs in which the template was used, 
appear as invalid. 

• lf you make an Out-of-Band change on a device when the 
download of a modified ACL containing a template is in 
progress, the device in your scenario becomes stale. 

The TDU appears valid for this template. However, when you 
modify the template and use the Sync template on device(s) 
option, the TDU does not appear. 

• TDUs are not updated if a download is not attempted on a 
device. This may be because the ACLs present on the device 
are the same as those in the physical view. 

• 

However, when you make a change, such as saving ACEs as 
a template, the Downloader dialog box indicates that the 
device configuration has changed. 

lf you select this device and download the job, the TDU for 
this device will not be updated in Template Manager. 

I'" 

3 6 9 o 

• .. 
• • ~ ' I • • _. ' • 

' • • ' ' • • ' ~ ' ' , ' ' ' , ' • ~ ' ' 1 •" r ' : • ~ " ' • 



. . 

• Known and Resolved Problems 

Table 3 General Known Problems (continued) 

\_ • 

( • 

Bug ID 

CSCin18576 

(Continued) 

Description Explanation 

Issues with • TDUs are not updated ifyou use Class Manager to update the 
template tracking Network Class or Service Class that is used in the template 

(Continued) • When device configuration gets rolled back during job 
download (because of errors on this or other devices), ACL 
Manager may delete the TDU for the ACL on which the 
download failed. 

Workaround: 

• Modify the ACL to include template ACEs and schedule ajob 
download. This will remove the invalid TDUs. 

o r 

• Reschedule the old job containing the template. You can do 
this from the J ob Browser dialog box o f ACL Manager. 

To reschedule the job: 

a. Select the job that you want to re-submit. 

b. Click Open to open the scenario. 

c. Schedule download from the scenario. 

Since it is a read-only scenario, a message may appear that 
there were problems while removing the redundant ACEs. 
Ignore this message and proceed with scheduling the job. 

The invalid TDUs are removed. 

& 
Caution Do not use this method if you are not sure of all the 

changes made after scheduling this job. Since you are 
rolling back the configuration, this will remove ali the 
logical changes done after the earlier job. 
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Known and Resolved Problems ~ 

Tab/e 3 General Known Problems (continued) 

Bug ID Description 

CSCin18576 Issues with 

(Continued) template tracking 

(Continued) 

( • 
CSCin26363 On a stale device, 

when you 
download an 
ACL that 
includes a 
template, the 
latest version of 
that template is 
not downloaded 

• 

78-15142-01 

Explanation 

Template Device Use (TDU) information is also lost under these 
circumstances: 

• If you restart the ACLM server when the job is in progress . 

• If the device becomes unreachable (because of wrong read 
community string or network problems) and if ACL Manager 
is restarted. 

• If you reboot the device when the startup and the running 
configurations are out of synchronization . 

• lf you do not select Save to NVRAM when scheduling 
downloads to devices, TDU information is lost when you 
reboot the devices. 

Workaround: 

None. 

On a stale device, if you download an ACL that includes a 
template, the latest version of the included templates does not get 
downloaded. As a result, the Template Devi c e Use is displayed as 
False in ACL Manager, although the download was successful. 

Workaround: 

Refresh the stale device in your scenario and then download 
the ACL that includes a template, to the device. 

To refresh a stale device, see the section, Refreshing Devices, 
in the User Guide for ACL Manager. 

(On Cisco.com, select Products and Services > Network 
Management Cisco Works > Cisco Works Access Control List 
Manager > Version and Options > Cisco Works Access 
Contrai List Manager 1.5 > User Guide for 
ACL Manager 1.5). 
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Tab/e 3 General Known Problems (continued) . . ll 
Bug ID 

CSCin40868 

• 

Description 

Problems with 
2950 device 
support on 
ACLM 

Explanation 

The following are some of the problems that occur in ACL 
Manager, with 2950 family of devices: 

• In the Properties o f Devi c e dialog box, the devices 2950-G 12, 
2950-G24 and 2950G-24-EI-DC(IOS version 12.1(9)EA1d) 
both dynamic and reflexive ACLs are incorrectly shown as 
Unsupported on the devices. 

• On the devices 2950-G 12, 2950-G24 and 2950-G48 ACLs 
cannot be applied to outbound traffic on FastEthernet and 
GigabitEthernet interfaces. However, ACL Manager 
incorrectly allows you to apply ACLs, both in and out, on line 
interfaces and VLAN interfaces. 

• Time ranges cannot be applied to IP Extended ACLs on the 
device 2950-G48, although they can be created for these 
devices. However, ACL Manager incorrectly shows 
time-based ACLs as supported and also allows you to apply 
the time ranges. 

• For the 2950C-24 and 2950G-48 devices: 

- Standard IP logging and Extended IP logging are not 
supported on the device, but these are incorrectly shown 
as supported in the Properties of Device dialog box. 

- On the device, IP Extended ACLs can be created only 
with TCP, UDP, and IP protocols. However, ACL 
Manager allows all other protocols such as igrp, icmp, to 
be used. 

- Time-Ranges can be defined on the devices but you 
cannot associate them with ACLs . However, ACL 
Manager incorrectly allows you to associate time ranges 
with these devices . 

- --------
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Known and Resolved Proble 

Table3 General Known Problems (continued) 

Bug ID Description 

CSCin40868 Problems with 

(Continued) 2950 device 
support on 
ACLM 

(Continued) 

( • CSCin40862 ACLM does not 
work through 
HTTP tunneling 
with proxy server 

CSCdt20501 ACLM does not 
work without 
Java Plug-in on 
Netscape. 

Explanation 

- TCP flags cannot be specified in an ACL on the devices. 
Tos/precedence, DSCP ACLs cannot be defined. 

- Reflexive ACLs and dynamic ACLs are not supported on 
the device. However, named IP ACLs, are displayed 
correctly. 

• The feature set for the 2950C-24 and 2950G-48 is displayed 
as unknown in the Properties of Device dialog box. 

Workaround: 

None. 

You cannot invoke ACL Manager if there is a proxy server anda 
firewall between the ACL Manager client machine and the 
Cisco Works server. 

Workaround: 

Remove either the proxy server or the firewall. 

This is cause by VisiBroker 2.5, which is shipped with Netscape 
4.x by default. VisiBroker 2.5 classes are not compatible with 
VisiBroker 4 .1 classes shipped with Cisco Works . 

Workaround: 

Delete the fi le iioplO.jar from the Netscape 4.x installation. 
This file is located at: 
Netscape lnstall Directory\Program\j ava\classes . 
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• Known and Resolved Problems ~v-. " 1,--... \: .. ' 

Table 4 shows the known problems that are specific to Device, lOS and Cat~ 
OS Versions. These problems occur both in Solaris and in Windows. 

Table 4 Known Problems - Specific to Device, /OS, and Catalyst OS Versions 

Bug ID Description 

CSCdt67958 ACL Manager stops 
all traffic through 
interface. 

Explanation 

ACL Manager stops all traffic through an interface when you 
download an access list whose first entry denies traffic through 
the interface. This happens when: 

• The interface is a management interface (an interface used 
by CiscoWorks to manage the device). 

o r 

• It is an interface through which download traffic passes. 

In both cases, the ACL Use already exists on the interface for 
inbound traffic. 

Workaround: 

1. On the devi c e CLI, remove o r modify the access list. lf you 
have to modify the access list, ensure that proper 
connectivity has been established from the Cisco Works 
machine to the device. 

A 
Warning This may allow unauthorized traffic, or may 

disallow authorized traffic for some duration. 

2. From ACL Manager, download the ACL again using TFTP 

• download protocol. 
---1------+---------
CSCin09111 Can paste an ARP 

ACE from a 
Supervisor li device 
into a Supervisor I 
device. 

ACL Manager allows you to incorrectly copy an ARP ACE 
from a device that supports ARP ACE (Supervisor li) , and paste 
it into a device that does not support ARP ACEs, such as a 
Supervisor 1 device. 

Job download fails if such a VACL, containing a rn~R·P /X'CE is 
d 1 d d d . h d . r>, ' l no o~ . - c: ! 

own o a e to a ev1ce t at oes not support lt. CP .. J1 1-· ... JÚ)i:, ~t.. : cs 

-·-· o 4 4 6 r:s .~ N~----·--
Workaround: 

None. 
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Tab/e 4 

Known and Resolved Prob~ 

Known Problems- Specific to Device, /OS, and Catalyst OS Versions (continued) 

Bug ID Description 

CSCin09125 Applying VACL IP 
templates on 
interfaces, when 
SUP I and SUP II 
devices are selected, 
causes problems. 

78-15142-01 

Explanation 

When you apply an IP VACL template, to an interface on a 
device, ACL Manager inserts an ARP VACE into the 
corresponding VACL that it creates, if the device is Supervisor 
II . 

When you select multiple devices, ACL Manager creates ARP 
VACEs for the VACLs on all the devices that you select. This 
may also include the devices that do not support ARP VACEs. 
In such a case, job download fails on these devices. 

Workaround: 

When you apply an IP VACL template to devices through 
the Use Wizard, for the correct behavior, select only the 
devices that support ARP VACEs, such as the Supervisor II 
device. 

Do not select together devices, such as Supervisor I and 
Supervisor II, and apply the template on their interfaces, as 
this will cause ACL Manager to insert ARP VACEs 
incorrectly. 
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• Known and Resolved Problems 

Table 4 Known Problems - Specific to Device, /OS, and Catalyst OS Versions (continued) 

( 

e 

Bug ID Description 

CSCin09556 ACLM does not show 
ARP ACE, when 
upgraded from 
ACLM 1.4 or 1.3. 

( 

• 

Explanation 

ACL Manager supports ARP ACEs on switches running 
CatOS 6.1 or higher with Supervisor 11 and PFC 11. However, 
ACL Manager does not show ARP ACEs in the scenario, if you 
have upgraded from ACL Manager 1.4 or 1.3. 

Workaround: 

1. Telnet to the device and change any of the configuration 
parameters on the device. For example, you can make a 
minor banner change. 

2. Refresh the device. 

Warning lf you refresh the device, ali the logical data, such 
as inline comments, templates, will be lost on the 
device. 

After you refresh the device, the ARP ACEs appear in the 
scenario for Supervisor 11 devices (if you are running 
CatOS 6.1 and above). 
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Known and Resolved Problems 

Table 4 Known Problems- Specific to Device, /OS, and Catalyst OS Versions (continued) 

Bug ID Description Explanation 

CSCin09556 ACLM does not show You can refresh the devices in the following ways: 

( 

e 

(Continued) ARP ACE, when 
upgraded from 
ACLM 1.4 or 1.3. 

(Continued) 

CSCin06498 An ARP VACE does 
not appear in the 
physical view of a 
new IP VACL. 

( • 

78-15142-01 

1. Select ACL Manager > Edit ACLs from the Essentials 
Navigation tree. 

The Scenario Selection window appears. 

2. Select the required scenario (that contains Supervisor li 
devices) and select the option ReadConfig from Device. 

3. Click Next. 

The ACL Manager Main Window opens with your scenario 
containing the refreshed devices 

• lf your ACL Manager Main Window is already open, you 
can select File> Open Scenario. You can select the 
required scenario from the Scenario Selection window, 
after checking the option, ReadConfig from Device. 

• lf your scenario is already open in the ACL Manager 
Main Window, you can select View > Refresh Device, to 
refresh the devices from within your selected scenario. 

When you create a new IP VACL, the first entry is an ARP 
VACE. 

After creating the IP VACL, if you check the physical view (by 
selecting View > Physical View in the ACL Manager Main 
Window), the view does not show the ARP VACE. 

Workaround: 

1. Recompute the physical view (by selecting 
View > Recompute Physical View in the ACL Manager 
Main Window) 

2. Check the physical view again. 

The ARP VACE will be visible. R"'S u'-'' ' ~~!l \l-_ n '"'' ft· ..;f~ ~' -
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• Known and Resolved Problems 

Table 4 Known Problems- Specific to Device, /OS, and Catalyst OS Versions (continued) 

( • 

Bug ID 

CSCin09039 

CSCds20818 

• 

Description 

ACLM does not 
recognize L3 
interfaces for 3550s, 
4006 Supervisor III 
and 6513 

ACLM lists 
unsupported 
Ethertype for MAC 
VACLs . 

Explanation 

On 4006 Supervisor III, 3550 and 6513 devices running 
native lOS, you can convert Layer 2 interfaces to Layer 3 using 
the command no switchpo rt. After the interfaces are 
converted, you can apply access lists on them. 

ACL Manager however, does not display these interfaces. lt 
displays only the VLAN interfaces that are present on the 
device, and allows you only to apply ACLs on VLAN 
interfaces. 

Workaround: 

None. 

The ethertype xerox-address-translation(Ox0601) is not 
supported in MAC VACLs on some versions of CatOS. 

However, ACL Manager lets you select this option to create 
ACEs . This results in a download failure. 

Workaround: 

None . 
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~------------------------~*~ Known and Resolved Proble~ 

Table 5 shows the known problems that are specific to downloads. These 
problems occur both in Solaris and in Windows. 

Tab/e 5 Known Problems - Specific to Downloads 

Bug ID Description Explanation 

CSCdt67943 ACL Manager can cause Traffic through a router can get affected when you apply 
failure of telnet and ftp a large ACL to a router interface, using ACL Manager. 
sesswns. Workaround: 

None. 

( ,Cds32898 Download fails if you When a template is included in an ACL, some properties 
include templates with o f the devi c e are not checked to ensure if the template is 
options such as Capture and valid. 
Fragments that are For example, it does not check whether the device 
unsupported on the device. supports the new Fragments option (IP Extended ACL), 

or the Capture option (VACL). 

Workaround: 

None . 

• 
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• Known and Resolved Problems 

Table 6 shows the known problems that occur specifically on Solaris. 

Table 6 Known Problems - Specific to Solaris Operating System 

Bug ID Description Explanation 

CSCds40688 Some time zones are 
unsupported in Solaris with 
Common Services 2.2. 

For these time zones, ACL Manager shows the time in 
GMT +0, whereas Essentials reports it as GMT +4: 

• PRC 

• GB 

• W-SU 

• Australia/North 

• Australia/Broken Hill 

• Australia/Tasmania 

• Brazil/West 

Workaround: 

None. 

Table 7 describes the problems resolved since the previous release of ACL 
Manager. 

Table 7 Resolved Problems - Solaris and Windows 

Bllg ID 

.\____,Cin04763 

Summary 

Named ACLs cannot be used on 
I2xxx series interfaces. 

Additionallnformation 

Earlier, the download failed if you used 
named ACLs on the interfaces of the 12xxx 
series of devices. 

Although ACL Manager allowed you to use 
named ACLs on interfaces, the 12xxx series 
of devices did not allow you to use named 
ACLs on their interfaces. J ob download f~iled 

[r" 'S ,1' (/,';'.~1- Cil 
in such cases. - --, 

This problem is now resolve~0: .• li _ c~.~.-.::: : í... · 
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Tab/e 7 Resolved Problems- Solaris and Windows (continued) 

CSCds34942 Hits Optimizer fails if device has If the device configuration contained 
XNS access-lists. unsupported access-lists, such as XNS, Hits 

Optimizer did not work correctly. 

This problem is now resolved. 

CSCin06514 TFTP does not work if an active TFTP download did not work if the active 
Supervisor is in slot 2 of a Cat6K Supervisor Card was present in slot 2 of a 
switch. Catalyst 6000 series switch ora 7600 series 

switch, running Catalyst OS. 

( This problem is now resolved . 

• CSCin09789 Telnet or TFTP options should not be ACL Manager supports SSH, Telnet and 
selectable along with the Use SSH TFTP download protocols . 
option. 

.. 

( 

78-15142-01 

Earlier, when different download protocols 
were selected, the following occurred: 

• For SSH: Use SSH and Use Telnet were 
both selected. 

• For Telnet: Only Use Telnet was selected . 

• For TFTP: Use TFTP was selected while 
Use SSH was either in the selected or the 
unselected state. 

However, these download protocols, SSH, 
Telnet and TFTP, did not have any 
interdependencies between them. 

This problem is now resolved. 
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• Troubleshooting 

Table 7 Reso/ved Prob/ems - So/aris and Windows (continued) 

CSCds32970 Download verify fails if the only 
change is in the order of ACEs. 

CSCdw37774 Fragments option, TCP flags should 
not be selected together. 

Troubleshooting 
Table 8 Troub/eshooting ACL Manager 1.5 

Symptom 

The ACL Manager 
Maio Window is 
grayed out. 

Template not visible 
in Template Selection 

( :1dow 

• 

Probable Causes 

The OS did not refresh 
successfully. 

The Template Selection 
Window shows a list of 
Templates specific to the ACL 
Protocol. This means that if 
you are on ACL 100, you will 
see only IP Extended 
Templates and so on. However, 
Template Manager willlist all 
templates . 

You should have administrator 
privileges to access Template 
Manager. 

If you re-ordered the VACEs in a VACL and 
downloaded to a device, the download 
verification failed, because of a problem in 
Essentials Config Archive 
(see CSCds33989). 

This problem is now resolved. 

ACL Manager allowed you to incorrectly 
select the Fragments option along with a TCP 
flag. 

This problem is now resolved. 

Possible Solution 

Resize the ACL Manager Main Window to 
force refresh. 

Create a template appropriate to the ACL 
protocol. 
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Troubleshooti'\~ 

1 
Tab/e 8 Troubleshooting ACL Manager 1.5 (continued) 

Symptom 

Error message: 
Cannot connect 

ACLM Server 

( • 

78-15142-01 

to 

Probable Causes 

You tried to start Essentials or 
ACL Manager before the 
applications were initialized. 

TCP port 15349 is in use . 

RmeGatekeeper is not running 

The ACL Manager server is 
not running. 

The JRM or Change Audit 
processes are not running. 

Possible Solution 

Wait 1 minute for Essentials and 
ACL Manager processes to start. 

Use netstat -a -n to view status ofTCP port 
15349. lf the port is in use, change the 
AclmPort value in aclm.properties. 

To start RmeGatekeeper: 

1 . Select CiscoWorks Server > 
Administration > Process Management > 
Process Status . 

The Process Status dialog box appears . 

2. Select RmeGatkeeper from the 
drop-down list box to start the process. 

Select Cisco Works Server > Administration > 
Process Management > Process Status to 
make sure the ACL Manager server is 
running. 

Make sure JRM and Change Audit processes 
are runmng. 
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• Troubleshooting 

Table 8 Troubleshooting ACL Manager 1.5 (continued) 

Symptom Probable Causes Possible Solution 

Download Job status: Essentials telnet and enable Match telnet and enable passwords in 
Download Failed passwords do not match Essentials inventory with the device. 

Device Results devi c e. From the Cisco Works desktop, select 
reports that telnet Resource Manager Essentials> 
credentials did not Administration > Inventory > 
match. Check Device Attributes. 

The Check Device Attributes dialog box 

( appears. You can check the passwords, using 

• this dialog box . 

TACACS username and lf you are using TACACS, match the 
password in Essentials do not TACACS username and password in 
match device. Essentials inventory with the device. 

Do not specify the local username and 
password in the Essentials inventory. 

Download Job status: This happens if the device Set the device enable prompt to end in#. 
Download Failed enable prompt ends in 

Device Results something other than # . 

reports that telnet 
could not get device 
prompt. 

• 
-------
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Tab/e 8 Troubleshooting ACL Manager 1.5 (continued) 

Symptom 

Download Job status: 
Download Failed. 

TFTP Download 
Failed and Device 
Results Reports 
SNMP Community 
string is wrong. 

- ·"( minute delay 

• 
hile downloading 

console on Win2K. 

78-15142-01 

Probable Causes 

For TFTP download, 
ACL Manager uses SNMP 
Write Community string as 
well as SNMP Read 
Community string 

On some Windows 2000 
systems, the initial download 
o f large Java applets 
(or subsequent downloads of 
the same applets that are not 
cached locally) might take 
longer than expected ( up to 6 
minutes in some instances). 

After the applet has been 
loaded and cached locally, the 
problem no longer occurs. 

The delay is caused by client 
side filtering mechanisms such 
as virus scanning. Some virus 
scanners are configured to 
automatically scan content 
downloaded by browsers. 

Scanning consumes a lot of 
memory and results in disk 
paging on most systems. 

Downloading is significantly 
slower than expected, because 
of this. (The effect is less on 
systems with large amounts of 
RAM and virtual memory.) 

Possible Solution 

Check that: 

• SNMP Write Community string has been 
updated in the Essentials Inventory. 

• Community strings are correct. 

To enable a faster download: 

1. Disable the automatic scanning of all 
downloaded files. 

2. Enable the scanning of program files only 
(specified by file extension). 

Exact instructions vary depending on the 
virus scanner installed on your system. 

For more information, see the following 
article: 

http://support.microsoft.com/support/kb/ 
ar6cles/q240/3/09 .asp 

r-.. --------... 
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• Obtaining Documentation 

Obtaining Documentation 

Cisco. com 

Cisco provides several ways to obtain documentation, technical assistance, and 
other technical resources. These sections explain how to obtain technical 
information from Cisco Systems. 

You can access the most current Cisco documentation on the World Wide Web at 
this URL: 

h ttp :/ /www. cisco .com/un ivercd/home/home. htm 

You can access the Cisco website at this URL: 

http:/ /www.cisco.com 

International Cisco web sites can be accessed from this URL: 

http://www.cisco.com/public/countries_languages.shtml 

Documentation CD-ROM 

Cisco documentation and additionalliterature are available in a Cisco 
Documentation CD-ROM package, which may have shipped with your product. 
The Documentation CD-ROM is updated monthly and may be more current than 
printed documentation. The CD-ROM package is available as a single unit or 
through an annual subscription. 

Registered Cisco.com users can order the Documentation CD-ROM (product 
number DOC-CONDOCCD=) through the online Subscription Store: 

h ttp :/ /www.cisco .com/ go/su bscripti on 

r------ -
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Ordering Documentation 

You can find instructions for ordering documentation at this URL: 

http://www.cisco.com/univercd/cc/td/doc/es_inpck/pdi.htm 

You can order Cisco documentation in these ways: 

• Registered Cisco.com users (Cisco direct customers) can order Cisco product 
documentation from the Networking Products MarketPlace: 

http://www.cisco.com/en/US/partner/ordering/index.shtml 

• Registered Cisco.com users can order the Documentation CD-ROM 
(Customer Order Number DOC-CONDOCCD=) through the online 
Subscription Store: 

http :/ /www.cisco.com/ go/su bscription 

• Nonregistered Cisco.com users can order documentation through a local 
account representative by calling Cisco Systems Corporate Headquarters 
(California, U.S.A.) at 408 526-7208 or, elsewhere in North America, by 
calling 800 553-NETS (6387). 

Documentation Feedback 
\ 

• 
You can submit comments electronically on Cisco.com. On the Cisco 
Documentation home page, click Feedback at the top of the page. 

You can email your comments to bug-doc @cisco.com. 

You can submit your comments by mail by using the response card behind the 
front cover of your document or by writing to the following address: 

Cisco Systems 
Attn: Customer Document Ordering 
170 West Tasman Drive 
San Jose, CA 95134-9883 

We appreciate your comments. 
- ------
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• Obtaining Technical Assistance 

Obtaining Technical Assistance 

{ isco.com 

• 

Cisco provides Cisco.com, which includes the Cisco Technical Assistance Center 
(TAC) Website, as a starting point for ali technical assistance. Customers and 
partners can obtain online documentation, troubleshooting tips, and sample 
configurations from the Cisco TAC website. Cisco.com registered users have 
complete access to the technical support resources on the Cisco TAC website, 
including TAC tools and utilities. 

Cisco.com offers a suíte of interactive, networked services that let you access 
Cisco information, networking solutions, services, programs, and resources at any 
time, from anywhere in the world. 

Cisco.com provides a broad range of features and services to help you with these 
tasks: 

• Streamline business processes and improve productivity 

• Resolve technical issues with online support 

• Download and test software packages 

• Order Cisco learning materiais and merchandise 

• Register for online skill assessment, training, and certification programs 

To obtain customized information and service, you can self-register on Cisco.com 
at this URL: 

http:/ /www.cisco.com 

Technical Assistance Center 

The Cisco TAC is available to all customers who need technical assistance with a 
Cisco product, technology, or solution. Two leveis of supportrªre 'lY_~bl~ 
Cisco TAC website and the Cisco !A~ Escalation Center. Thf~&.fi11u~J;9L~~R <?f 
that you choose depends on the pnonty of the problem and t €.- e.Ginc}itij):l(f·ft~t; 

in service contracts , when applicable. - V 'f 1 
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Obtaining Technical Assistance ~'\. 
\ " ~ 

We categorize Cisco TAC inquiries according to urgency: ~ 
• Priority level4 (P4)-You need information or assistance concerning Cisco 

product capabilities, product installation, or basic product configuration. 

• Priority levei 3 (P3)-Your network performance is degraded. Network 
functionality is noticeably impaired, but most business operations continue: 

• Priority levei 2 (P2)-Your production network is severely degraded, 
affecting significant aspects of business operations. No workaround is 
available. 

• Priority levei 1 (Pl)-Your production network is down, anda criticai impact 
to business operations will occur if service is not restored quickly. No 
workaround is available . 

Cisco TAC Website 

78-15142-01 

You can use the Cisco TAC website to resolve P3 and P4 issues yourself, saving 
both cost and time. The site provides around-the-clock access to online tools, 
knowledge bases, and software. To access the Cisco TAC website, go to this URL: 

http://www.cisco.com/tac 

All customers, partners, and resellers who have a valid Cisco service contract 
have complete access to the technical support resources on the Cisco TAC 
website. Some services on the Cisco TAC website require a Cisco.com login ID 
and password. If you have a valid service contract but do not have a login ID or 
password, go to this URL to register: 

http://tools.cisco.com/RPF/registerlregister.do 

lf you are a Cisco.com registered user, and you cannot resolve your technical 
issues by using the Cisco TAC website, you can open a case online at this URL: 

http:/ /www.cisco.com/en/US/s u pportlindex. html 

lfyou have Internet access, we recommend that you open P3 and P4 cases through 
the Cisco TAC website so that you can describe the situation in your own words 
and attach any necessary files. 

L :..:: 
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Cisco TAC Escalation Center 

( • 

The Cisco TAC Escalation Center addresses priority levei 1 or priority levei 2 
issues. These classifications are assigned when severe network degradation 
significantly impacts business operations. When you contact the TAC Escalation 
Center with a Pl or P2 problem, a Cisco TAC engineer automatically opens a case. 

To obtain a directory of toll-free Cisco TAC telephone numbers for your country, 
go to this URL: 

http :/ /www.cisco .com/warp/pu blic/687 /Directory /DirTAC .shtml 

Before calling, please check with your network operations center to determine the 
levei of Cisco support services to which your company is entitled: for example, 
SMARTnet, SMARTnet Onsite, or Network Supported Accounts (NSA). When 
you call the center, please have available your service agreement number and your 
product serial number. 

Obtaining Additional Publications and lnformation 
Information about Cisco products, technologies, and network solutions is 
available from various online and printed sources. 

• The Cisco Product Catalog describes the networking products offered by 
Cisco Systems as well as ordering and customer support services. Access the 
Cisco Product Catalog at this URL: 

http://www.cisco.com/en/US/products/products_catalog_links_launch.html 

• Cisco Press publishes a wide range of networking publications. Cisco 
suggests these titles for new and experienced users: Internetworking Terms 
and Acronyms Dictionary, lnternetworking Technology Handbook, 
lnternetworking Troubleshooting Cuide, and the Internetworking Design 
Cuide. For current Cisco Press titles and other information, go to Cisco Press 
online at this URL: 

http://www.ciscopress.com 

• Packet magazine is the Cisco monthly periodical that mv0·vicle-vs ;· ndu.J· stry.1 J .tr , Jfl ... .~t- ..... ... ~,_;, 

professionals with the latest information about the fie, ldFó;1i.net~grJs:jv;g.c; You 
can access Packet magazine at this URL: ·--- O 4 6 3 I 
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• 

Obtaining Additional Publications and lnformation 

• iQ Magazine is the Cisco monthly periodical that provides business leaders 
and decision makers with the latest information about the networking 
industry. You can access iQ Magazine at this URL: 

http :/ /business .cisco. com/prod/tree. ta f% 3 fasset_id=44699& pu blic _ view=tru 
e&kbns= l.html 
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Obtaining Additional Publications and lnformation 

~q, 

• 

• Internet Protocol Journal is a quarterly journal published by Cisco Syste~ \.} 
for engineering professionals involved in the design, development, and 
operation of public and private internets and intranets. You can access the 
Internet Protocol Journal at this URL: 

http:/ /www.cisco.com/en/US/about/ac 123/ac 14 7 /about_cisco_the_internet_ 
protocoljournal.html 

• Training-Cisco offers world-class networking training, with current 
offerings in network training listed at this URL: 

http :/ /www.ci se o. com/ en/US/learning/le31/learning_recommended_ training 
list.html 

Thi s document is to be used in conjunction with the documents lis ted in the "ACL Manager Documentation" sec tion. 
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CiscoWorks Resource Manager Essentials 3.5 

Resource Manager Essentials (RME) 3.5 

is the cornerstone application o f the 

CisocWorks family of network 

management solutions. LMS, RWAN and 

VMS ali build on the intelligent facilities in 

RME that provide lifecycle management of 

Cisco network devices. Designed to reduce 

human erro r and eliminate many o f the 

manual tasks associated with maintaining a 

network, RME helps make Cisco networks 

the most manageable and available in the 

world. 

Resource Manager Essentials 3.5 

RME 3.5 is a suíte o f tools for simplifying 

the administration of a Cisco network. 

These components include: 

• Inventory Manager 

• Device Configuration Manager 

• Software Image Manager 

• Change Audit Service 

• Availability Manager 

• Syslog Analyzer 

• Cisco Management Connection 

• Cisco Connection Online (CCO) Service 

Tools 

RME Features Include 

The basic purpose of RME is to simplify 

network operations and to dramatically 

simplify efficiency. RME can automate 

software updates and configuration 

changes , reduce human errar, and track ali 

devices and changes in the network. 

Features includ e: 

• Quickly builds a complete network 

inventory of Cisco devices 

• Monitors and reports on hardware, 

configuration, and inventory changes 

• Manages and deploys configuration 

changes and software image updates to 

multiple devices 

• Simplifies monitoring and 

troubleshooting·or criticallocal-area 

network (LAN) and wide-area network 

(WAN) resources 

Secure communication between the 

client browser and the server via Secure 

Sockets Layer (SSL) protocol. 

• Secure upload/download o f device 

configurations from server device via 

Secure Shell (SSH). 

Inventory Manager-Builds and maintains 

an up-to-date hardware and software 

inventory 

Inventory Manager provides an up-to-date 

inventory database o f Cisco devices, from 

the Cisco 700 series Integrated Services 

Digital Network (ISDN) routers to the 

high -end CSS 11000, GSR 12400. and ESR 

10000 series switches. The inventory 

database provides detailed inventory 

information on device attributes, such as 

chassis type , interfaces, software version , 

memory, Flash characteristics , and more. 

Inventory Manager provides a wide range 

o f reporting capabilities from high-level 

summary repor e·cletail çl evice-level 

reporting. l P.r 3 ~ 92,_'".: _-;;/ 
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• Up-to-date inventory o f ali Cisco devices in the network, including support for Cisco CallManager, the VPN 3000 

Concentrator (VPN c3000), CSS 11000, GSR 12400, and ESR 10000 

• Hardware and software summary information as well as detailed reports for groups of devices, including device 

name, chassis type, memory, Flash, software version, interface, stack modules, and other detailed hardware and 

software characteristics 

• Device import from Cisco WAN Manager as well as CWSI Campus 2.x, and Campus Manager 3.2, HP 

OpenView, Tivoli NetView, or from a flat file 

• Capacity planning information by identifying the total number of free and used slots in many Cisco devices 

• Multiservice port report on the number and location of Catalyst® switches that are multiservice port-enabled 

• Device credentials (password information) that can be exchanged via Extended Markup Language (XML) with 

other management applications 

• Ability to select VPN as a device grouping for report generation 

• CLI command to extract Detailed Device Inventory information in XML format. 

• Ability for Administrators to Title (ex Location, Owner etc.) the User Defined Fields. Inventory reports would 

reflect these titles. 

Device Configuration Manager-Maintains an active archive and simplilies deployment of conliguration changes to 

multiple devices 

Device Configuration Manager consists o f severa! sub-components: Configuration Archive, NetConfig, ConfigEditor 

& NetShow Applications. 

Configuration Archive Benefits: 

• Maintains an up-to-date archive by automatically identifying and storing changes to configuration files 

• Supports configuration file searching to simplify locating specific device configurations and configuration 

attributes 

• Identifies differences between the running and startup configurations 

• Significant performance improvement over previous version (RME 3.4) 

• Ability to choose a device and its version o f configuration and download it to the device from the Config Archive 

application 

• CLI command to extract Running Configuration o f devices in XML format. 

NetConfig 

• Provides a wizard-based approach to simplify and reduce the complexities and time associated with rolling out 

global changes in the network 

• NetConfig ap plication allows configuration changes to be performed against multiple switches or routers in the 

network ; changes can be downloaded immediately or run as scheduled operations 

• Cisco-provided templates simplify the configuration change process for Simple Network Management Protocol 

(SNMP) community, Terminal Access Controller Access Contrai System (TACACS) , en éfb'l~~slo· , ~NMP~tFap~ 

destinations. Cisco Discovery Protocol (CDP) , Domain Name System (DNS) and many brlier il ~ ·- - C J I 
J CP'1I . . ctf} A-R •8 

• Flexibility in pushing command-line interface (CU) changes out to the network via use de fi '~êd ~em_P~~êSit1Ut 
are published to an authorized user or group o f users for execution 
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• Support for downloading/uploading o f device configurations Secure Shell (SSH) protocol (functionality also 

available in ConfigEditor & NetShow) 

• Support for configuration management for devices across Network Address Translators (NAT) boundaries 

• Support for lnteractive lOS, CAT-OS and FastSwitch commands. 

• Significant performance enchancements-up to X% faster than previous versions. (RME 3.4) 

• Abil ity for operators to specify Username & Password for devices selected for thejob, duringjob creation 

(functionality also available in ConfigEditor & NetShow) 

• New Templates to Enable SSH & lPSec on devices 

ConfigEditor 

• ConfigEditor application provides a powerful Web-based editing facility for modifying and downloading 

configuration changes 

NetShow 

• Provides a simplified Web-based show command interface, allowing show commands to be run against multiple 

switches or routers to enhance and simplify network troubleshooting 

• Batch interface to show commands, enabling multi pie show commands to be run against a group o f device as a 

scheduled operation 

Software lmage Manager-Simplífies and speeds software image analysis and deployment 

Software lmage Manager greatly simplifies the version management and routine deployment o f software updates to 

Cisco routers and switches through wizard-assisted planning, scheduling, downloading, and monitoring o f software 

updates. Software lmage Manager automates the many time-consuming steps required to upgrade software images 

while reducing the error-prone complexities o f the upgrade process. Built-in links to CCO correia te the Cisco online 

information about software patches with Cisco lOS and Catalyst software deployed in the network, highlighting 

related tech notes. New planning tools, also linked to CCO, find system requirements and send notification when 

hardware upgrades (Boot ROM, Flash RAM) are needed to support proposed software image updates. 

Before an update is initiated, the prerequisites of a new image are validated against the target switch or router's 

inventory data to help ensure a successful upgrade. When multi pie devices are being updated, Software lmage 

Manager synchronizes download tasks and allows the user to monitor the progress of the job. Scheduled jobs are 

controlled through a signoff process , enabling managers to authorize a technician's activities before initiating each 

upgrade task. RME 3.5 includes the ability to analyze software upgrades for a wide range of Cisco rou ters a nd 

switches thereby greatly simplifying and reducing the time required to determine the impacto f a software upgrade. 

Software lmage Manager benefits: 

• Provides software update analysis reports showing prerequisites and impacts of proposed updates 

• Reduces from hours to minutes the mean time to deploy router or switch software images 

• Distributes singl e or mul tiple images to devices in a single deployment operation 

• Support for software image management for devices across Network Address Transl tms~(NAJ.:) boundaFies 

• Performs network image software audits and software library synchronization R S ~ ~~~~~,) ;,:~ 
CP .• I - qf.< ' r- ... r.v._., 

Uses CCO to report on softwa re defec ts and ava ilabl e patches that affect devi ces and ima~:s in yo'Ú r~t'&~ 

• Contains enhanced Web-proxy support for irnproved CCO connecti vity Fls No_. - -··--

• Provides robust software upgrade a nalysis for Cisco devices 3690 
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• Two new workflow models added to the Software Image Management Application 

- Ability for users to select an image, appropriate devices, followed by job scheduling. This new workflow 

reduces the amount o f time it takes to create a job (especially if the image to be deployed is known) , by 

eliminating the " Image Recommendation" phase. 

- This new workflow allows users to optimize bandwidth utilization by storing the image to be deployed on a 

router 's flash and "instructing" the devices retrieve the image from the router. 

Change Audit Service-Displays comprehensive reports o f software, hardware, and configuration changes 

Change Audit is a central point where users can view network changes. Summary information is easily displayed, 

showing the types of changes made, by whom and when, and whether the changes were made from a Telnet or 

console CLI o r from a CiscoWorks application. Further, the nature o f the changes is identified quickly through 

detailed reports (cards added/removed, memory changes, configuration changes, and so on). In organizations with 

policies defining when changes should be made to the network, Change Audit provides an exception summary, 

highlighting changes made outside the approved time window. 

Change Audit benefits: 

• Provides a comprehensive audit of network changes reported chronologically 

• Records who changed what, when, and how 

• Offers change report filtering using simple or complex sort criteria 

• Identifies network changes made during criticai network operational times 

Availability Manager-Highlights criticai devices and their ability to respond 

Availability Manager 's "reachability dashboard" quickly determines the operational status of criticai routers and 

switches. From the availability monitor you can drill down on a particular device to view historical details about its 

response time, availability, reloads, protocols, and interface status. 

Availability Manager benefits: 

• Provides reports summarizing when criticai devices went offline or reloaded 

• Dispiays individual de vice drill-down views o f reachability and availability history 

• Offers graphicai reports o f device response time trends 

• Features browser-accessibie status reports of router and switch availability over time 

• Provides connectivity to CCOs Stack Decoder to simplify reload failure troubleshooting 

• Displays summaries ofthe protocols to which a device can respond (UDP, TCP, HTTP, TFTP, TELNET, SNMP) 

through the connectivity tool 

Syslog Analyzer-Isolates network errar conditions and suggests probable causes 

Syslog Analyzer filters syslog messages Iogged by Cisco switches, routers , access servers, and Cisco lOS firewa lls, 

displaying explanations o f probable causes and recommended actions. It leverages embedded Cisco lOS ;:echnology 

to provide detailed device information. Its reports are based on user-defined filters that highlight specific errors or 

severity conditions and help identify when specific events occurred (such as a link-down ~.ev.i1aecr~b~ooD:. S sl@g I V I ....11 L. ..,.,}v ·· I ~ 

Analyzer allows syslog messages to be linked to customized information , such as Web-ba c@r ;~ tn inis t©í] \ J'< f!P :çJ 
to launch a Common Gateway Interface (CGI) script to take corrective actions. 

Cisco Sys1ems, Inc . 
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Syslog Analyzer benefits: 

• Speeds troubleshooting by displaying criticai error patterns over 

time 

• Summarizes syslog events by severity or user criteria for 

switches, routers, and Cisco lOS and PIX firewalls 

• Supports selective filtering of remote syslog collectors, allowing 

only wanted messages to be sent to the RME server 

• Separates unwanted messages with user-definable filters or 

scripts through local and remate filtering 

• Launches user-defined scripts or links to a Web page for related 

information based on specific syslog messages 

• New option to store messages that are scheduled to be purged 

from the database in a flat file . 

Server, Client and Browser System Requirements 

The server, client and web browser system requirements can be 

f in the Product Overview documents for the Routed WAN 

•

, LAN Management solutions, and on Cisco's main on-line 

cumentation site, under each CiscoWorks2000 solution. Please 

refer to these and other Product Installation documentation for 

more detailed information on setting up and configuring these 
/1 

<lJiv 
-~--J 

solutions. 

Supported Cisco lOS Versions and Cisco Devices~ '\ 

http://cco/en/US/partner/products/sw/cscowork/ps2073t ' 

products_device_support_tables_list,html 

Availability 

RME is an integral parto f multiple CiscoWorks solutions and is not 

sold as an individual product. For additional information on the 

Cisco Works family, se e: http://cco/en/US/partner/products/sw/ 

cscowork/index.html 

To place an arder, contact your local Cisco sales representative. 

• CISCO SYSTEMS 

Corporatc Hcadq uarlers 
Cisco Sys tems, In c. 
170 West Tasman Drive 
San Jose, CA 95134-1706 
USA 
www.c isco.com 
Te i: 408 526-4000 

800 553-NET S (6387 J 
Fax: 408 526-4 100 

European Hcadquarlers 
Cisco Systems lntemational [lV 
Haarl erbergpark 
Haarl erbergweg 13- 19 
I I O I CH Amsterdam 
The Netherlands 
www-europe.c isco.com 
Tel: 31 O 20 357 1000 
Fax: 3 1 O 20 357 li 00 

-® 
Americas Hcadquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San Jose, CA 95134-1706 
USA 
www.ci sco.com 
Tcl: 408 526-7660 
Fax: 408 527-0883 

Asia Pacitic Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
#22-0 I LO #29-0 I 
Singapore 068912 
WWW.CISCO.COm 

Te i: +65 63 17 7777 
Fax: +65 63 1 7 7799 

Cisco Systems h as more lhan 100 ortices in lhe following countries and rcgions. Addresses, phone numbers, and fax numbers are lisled on lhe 

C isco We b si I e a I w w w. cisco. c o m I g o I o ffi c e s 

Arge nti na • A ust ral ia • Aus tri a • Be lg.ium • Braz i I • Bul ga ria • Canada • Ch il e • C hin a PRC • Co lo mbia • Cos t· iRi ca~ ·nC-31'0: C~eç h(_~ P' b li c • 

Denmark • Dubai , UAE • F1nland • Francc • German y • Grcccc • Hong Ko ng SA R • Hun gary • ln dia • lndonesia • lr1l 'L1ç! T 1rãe l • •a·I,~7 J.a, ' J.. Ko rea 
Luxe m bourg • Ma la y., Ja • Mcx1cn • Th~ Ncth e r la nds • New Zea lancl • Norwa y •. Pe ru • Philippines • Polancl Po rtu gal ·---· uetlo J'l{;)o1fl ~· 1\'J ·av • 
Sa ud1 Arab 1a • Sco tland • S1n gapu rc • S lovakJa • S lo 1·c n1 a • South Afn ca • Spa1n • Swecl e n Sw 1t ze rland • Ta1 wa n ThailcJn ciJ• 'tu keJ. • U · ra in e 

Unit e d Kin gdo m • Un it ed S tate s • Ve n ez ue la • V1e tnam • Z imb abwe Fls No 

,\\\ e< HHCnl' are· Copyn~IH O I 'N~ - 2\M\) C""' S"icHh. lnr Ali n~IH> rc>crvccl. Ca~;>i y>l. C»co. C»c<> lOS. Cose o Sy>IC>ll>. lhe C»co Syswms Jogo.""" E1hc rCh""ncl are Jradcmarks" rc~>Sicrc<ll3cmÔ. oi 9 , coGf,: , . nc. :md/o r 
Jb :llltii:J.tcs 1n thc Li.S. :111tl..:cn:un 11\hL'r wun t n c~ 

Ali 11 thcr lf:J.Lk m:~rJ... , lll L' Illlont·d m tht' du~ un11..:n t !!I \\d1 , , ,~.· ;Jft' thL' rrnpL' n ~ 111 llh: tr r ~·, p ~.~c\1\ L' ownt'P•. Thc 11 \•.: o i t h~.: Wl lfd p:tnncr Uu~.· , mil unply :J pan ncr:. htp rd tH!ii':o.htp t>ctwcr.: n Ct:-.t:o :utd :•ny o thl.' r ·ompan y 
ll!1tn R ) U:trf:m:.r f.lt[;:f.M~0.11fl'- ---

., . ....,('", '; ' . i ',l .... , ... • .. .•• ~ . · -·-.-- • .. ·-· .• · .... . . '.\' ..• '~ . • ...... $ .. , ,,. -1- ~;.... .... ~ ... ~ · · 



( 

• Roteador Tipo 1 doe 13 

Fls ~0--------

3 690 
f_,:.,.J. __ .. --



~~--------------------~~~~ 
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New and C~h~~~~~~ i~~~~::~~~.~wace and softwa<e fe•'"'"' that .. e '"pponed in 21 
Release 12.3. 

New Features in Release 12.3(1) 

~ .. 
Note 

Documentation for new features that contain new or modified Cisco lOS software commands for 
Cisco lOS Release 12.3(1) can be found at the following location: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 123/ 123newft/ 123_1/index.htm 

A cumulative list of ali new and existing features supported in this release, including platform and 
software image support, can be found in Cisco Feature Navigator at 
http://tools.cisco.com/ITDIT/CFN/jsp/index.jsp. To access Cisco Feature Navigator, you must have 
an account on Cisco.com. If you have forgotten or lost your account information, senda blank e-mail 
to cco-locksmith@cisco.com. An automatic check will verify that your e-mail address is registered 
with Cisco.com. If the check is successful, account details with a new random password will be 
e-mailed to you. Qualified users can establish an account on Cisco.com by following the directions 
found at this URL: http://www.cisco.com/register. 

The following new features for Cisco lOS Release 12.3(1) are documented in these release notes only; 
these features do not contain new or modified Cisco lOS software commands. 

New Hardware Features Supported in Cisco lOS Release 12.3(1) 

The following are new hardware features supported in Cisco lOS Release 12.3(1 ). 

• 1 and 2 Port Channelized Tl/EI/PRJ Network Module (NM-lCElTl-PRI and NM-2CE1Tl-PRI). 
pag:e 123 

• I port BRI S/T WAN Interface Card (WIC-lB-S/T-V2), page 124 

• PA-POS-20C3: 2-port Packet over SONET OC3c/STM I Port Adapter, page 124 

( • VPN Acceleration Module 2 (VAM2), page 124 

•
1 and 2 Port Channelized T1/E1/PRI Network Module (NM-1CE1T1-PRI and NM-2CE1T1-PRI) 

Ol-4233-01 Rev. DO 

The NM-ICEl TI-PRI (1-port) and NM-2CEITI-PRI (2-port) network modules provide support for Tl, 
E!, and ISDN primary rate interface (PRI) network connections in a network module form factor. This 
feature (referred to in this documentas NM-xCE I TI -PRI) offers attachment of one TI , E I, or ISDN PRI 
line on the 1-port module and two TI, El , or ISDN PRllines on the 2-port version. 

This new feature (NM~xCEITl-PRI) enables you to configure a single network module as either a TI 
interface o r an E I interface on the same card . The configuration o f a TI or E 1 interface and the change 
from one to the other is controlled by the card type command. Additionally, when in E! mode, the 
module can be configured between channelized E I , ISDN PRI, E I -CAS-R2 balanc.ed an unl<Ja~tl nced, 

and structured (G.704) versus unstructured (G.703) modes. In TI mode, t Ç'-modu.·e r c::~•nube,co fildured 
1 \. • v .... 'i··~ .... ....., 

for channelized TI, T 1-CAS, andas a CSU/DSU. CP,. .L "" CO~ . ...... 'C~ ! 
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Note After you insert the NM-xCEI Tl-PRI feature network module in to the router chassis, you must use the 
card type command in the command-line interface (CLI) to configure the NM-xCE 1 Tl-PRI feature. The 
controller will not be detected and cannot be configured until you use the card type command. 

The configuration o f the T 1 o r E 1 interface can be customized using command-line interface (CLI) 
commands. In E I mode, each port can be individually set to I20-ohm or 75-ohm termination . Each port 
has RJ-48C connectors, and there is one bantam jack that is shared by each port (for 2-port cards) for 
monitoring. 

1 port BRI S/TWAN Interface Card (WIC-1B-S/T-V2) 
The new I port BRI S/T WAN Interface Card (WIC-IB-S/T-V2) provides one ISDN BRI port with an 
S/T interface. WIC-1 B-S/T-V2 is a replacement for Cisco WIC-IB-S/T and provides ali the functionality 
of the existing card . 

PA-POS-20C3: 2-port Packet over SONET OC3c/STM1 Port Adapter 

( 

• 
The PA-POS-20C3 provides two Packet-over-SONET (POS) ports in a single port adapter slot. The two 
ports function as either dual independent OC-3c/STMI ports ora single port with automatic switchover. 
The PA-POS-20C3 is used as a direct connection between the supported router or switch platform and 
externai networks. The PA-POS-20C3 fits into a single port slot on the Cisco 7204VXR, 
Cisco 7206VXR, Cisco 7401ASR router, and the Cisco 7500 series routers . 

VPN Acceleration Module 2 (VAM2) 
The Service Adapter VPN Acceleration Module 2 (SA-VAM2) is a single-width port adapter supported 
on Cisco 7200 series routers with the Network Processing Engine 225, 300, 400, G I (NPE-225, 
NPE-300, NPE-400, NPE-Gl), and the Network Services Engine (NSE-1) services accelerator. 

An SA-VAM2 provides hardware-assisted tunneling and encryption services for Virtual Private Network 
(VPN) remate access, site-to-site intranets, and extranet applications, including security, quality of 
service (QoS), fi rewall and intrusion detection , and service-level validation and management. The 
SA-VAM2 off-l oads IPSec processing from the main processar to permit resources on the processar 
engines for other tasks. 

New Software Features Supported in Cisco lOS Release 12.3(1) 

The foll owing are new software features supported in Cisco lOS Release 12.3(1 ). 

• Service lndependent Intercept, page 124 

• T.38 Call Agent Driven Fax for Cisco lOS Voice Gateways, page 125 

Service lndependent lntercept 
Serv ice prov iders world wide are legall y required to allow government agencies to co nduct surve illance 
on the service provider 's traditi onal telephony equipment. The objective of the Service Independent 
Intercept feature is to enable service providers with New World networks to legally all ow government 
agencies to conduct el ec tro nic surveill ance on these New World networks (that is, conventional "wire 
tapping" ). From a government agency perspec ti ve, you can see how thi s is important. Leg islati on and 
Regulati on has been passed, or is be in g passed, in most countries worldwide to require service prov iders 
to support Lawful Intercept (LI). 

. ; 
LI is the term used to describe the process (not a spec ific regul atory requireme;nt ) by .;w hicb law. C~l · 1 t J , j ... r '~ '" J 

enfo rce ment agencies conduct elec troni c surve illance of circuit and packe t- ·odep c0mll!_u\.·ni cations•q 
' ••JI - · ,t J"o\~·~~ 

auth orized by judic ia l or admini stra ti ve arder. Means and authority of conduqtin g LI is o r 1Af14e7r~ d 
in government Jegislati on or regul ato ry mandates. , .. :5· No_ .. _v ___ _ 
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T.38 Call Agent Driven Fax for Cisco lOS Voice Gateways 
The T.38 Call Agent Driven Fax for Cisco lOS Voice Gateways feature enables T.38 fax rei' 
interworking between H.323 gateways and MGCP gateways and between two MGCP gateways, under 
the control of a call agent. This feature introduces the ability for the gateway to accept the MGCP FXR 
package and to use the fxr prefix when communicating with the call agent. In addition, this feature 
introduces the ability for the gateway to accept a new port when switching from voice to fax transmission 
during a call. 

This feature makes obsolete the CA-controlled mode as described in Media Cateway Control 
Protocol-Based Fax (T38) and Dual Tone Multifrequency (IETF RFC 2833) Relay. The CA-controlled 
mode described in that document used the ca parameter to communicate with the call agent, and the ca 
parameter is no longer supported as of Cisco IOS Release 12.3(1 ). That method for CA-controlled mode 
has been superseded by the method described in the current document. Note that the gateway 
(GW)-controlled mode described in the previous document remains supported and is the same as 
described in the Cisco Fax Services over JP Application Cuide. 

The T.38 Call Agent Driven Fax for Cisco IOS Voice Gateways feature is described in Chapter 4, "Con­
figuring T.38 Fax Relay," in the Cisco Fax Services over IP Application Cuide. 

• New Features in Release 12.3 

( 

• 

~ .. 
Note 

Documentation for new features that contain new or modified Cisco lOS software commands for 
Cisco lOS Release 12.3 can be found at the following location: 

http://www.cisco.com/univercd/cc/td/doc/product/software!ios 123/l23mindx/new 123.htm 

A cumulative list of ali new and existing features supported in this release, including platform and 
software image support, can be found in Cisco Feature Navigator at 
http://tools.cisco.com/ITDIT/CFN/jsp/index.jsp. To access Cisco Feature Navigator, you must have 
an account on Cisco.com. If you have forgotten or 1ost your account information, senda b1ank e-mai1 
to cco-locksmith@cisco.com. An automatic check will verify that your e-mai1 address is registered 
with Cisco.com. If the check is successful, account details with a new random password will be 
e-mailed to you . Qualified users can establish an account on Cisco.com by following the directions 
found at this URL: http ://www.cisco.com/register. 

The following new features for Cisco lOS Re1ease 12.3 are documented in these release notes only; these 
features do not contain new or modified Cisco lOS software commands . 

New Hardware Features Supported in Cisco lOS Release 12.3 

The following are new hardware features supported in Cisco lOS Release 12.3(1). 

• 1 and 2-port TI/E 1 Multitlex Voice/WAN Interface Card. page 127 

• 1- and 2-Port V.90 Modem WICs for Ci sco 1720. 1751 , and 1760 Routers, page 127 

• I Port Enhanced ATM Port Adapter with Support for 8K VCs, page 127 

• 16-Port Ethernet Switch Module for Cisco 2600 Series and Cisco 3600 Series, page 127 

• 1-Port Tl/EI Digital Voice Port Adapters for Cisco 7200 and CiscolT"i007i)~fe 127 --:-,I' 
I .• 1 U- J •· (,1 

• 36-Port Ethernet Switch Modul e for Ci sco 2600 Series and Cisco 3 · q~ ,.)iri es , ~a-ge , J "'. ', 

• 7100 PA Support. page 128 I 0 47 5 
: Fls I'J0 _______ _ 
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~·· • 8-Port Mix-Enabled Tl/El!PRI PA, page 128 

• ADSL over ISDN, page 129 

• Analog Station Interface (ASI) Cards, page 129 

• ATM OC-12 Port Adapter, page 129 

• Catalyst 4224 Access Gateway Switch, page 129 

• Catalyst 4500 Access Gateway Module 16-port RJ21 FXS Module (WS-U4604-16FXS), page 129 

• Catalyst 4500 AGM Voice/WAN Bundle (WS-X4604-VOICE), page 129 

• Cisco 1721 Router, page 130 

• Cisco 1751 Router, page 130 

• Cisco 1760 Router, page 130 

• Cisco 2600XM Series Routers, page 130 

• Cisco 2691 Series Router, page 130 

• Cisco 3631 Router Enhanced Functionality, page 131 

• Cisco 3631 Series Router, page 131 • • Cisco 3640A Router, page 131 

• Cisco 3725 Application Service Router, page 131 

• Cisco 3725 Router, Cisco 3745 Router, Cisco 2691 Router Enhanced Functionality, page 132 

• Cisco 3745 Application Service Router, page 132 

• Cisco 7401 ASR-BB and Cisco 7401 ASR-CP, page 132 

• Cisco 806 Broadband Gateway Router, page 132 

• Cisco AS5350 Universal Gateway, page 132 

• Cisco AS5850 Universal Gateway, page 133 

• Cisco CVA 122 Cable Voice Adapter, page 133 

• Cisco CVA 122E Cable Voice Adapter, page 133 

• Cisco uBR905 Cable Access Router, page 133 

• Cisco uBR925 Cable Access Router, page 133 

• Gigabit Ethernet Network Module, page 134 

• MRP300, page 134 • • MRP3-16FXS, page 134 

• MRP3-8FXS, page 134 

• NPE-G I, page 134 

• PA-MC-8TE I+. page 135 

• RPM-XF Card for the MGX 8850, page 135 

• SDH/STM-1 Trunk Card for Cisco AS5850 Universal Gateway, page 135 

• Small Office, Home Office ADSL Router, page 135 

• SRP MIB for DPT-OC 12 WAN Card. page 135 

• Update to the Enhancements for the Cisco Voice Gateway 200. page 135 

• URM LAN , page 135 

- ·- - -
• Release Notes for Cisco lOS Release 12.3 • fl• Ol-4233-01 Rev. DO I 

~~-··,~~~#~. I ·;.. . . ... · - . • .... , .... • ._ ,.._,,· .-. . ~.'' . , . . ~ ~··.- , '!: •. 



~~-------------~~~ 
New and Changed lnfor_mation • 

~'\:>- 0y] 
• VPN Encryption and Compression Module (AlM-VPN/EPII & AIM-VPN/HPII), page\.1 3 

• WIC-I-B-U-V2, page 136 

• WT-2750 Multipoint Broadband Wireless System, page 136 

1 and 2-port T1/E1 Multiflex Voice/WAN Interface Card 
1- and 2-port TI/E I Muliflex Voice/WAN interface cards provide basic structured and unstructured 
service for TI o r E 1 networks. The card provides fractional data servi c e and channelized v o ice services 
and TDM drop and insert (voice/data integration) services . 

1- and 2-Port V.90 Modem WICs for Cisco 1720, 1751, and 1760 Routers 
The one- and two-port V.90 Modem WICs expand the extensive range of WICs currently available on 
these routers. The modem WIC cards provide cost-effective basic te1ephone service connectivity to 
allow remate router management, asynchronous Dial-on-Demand routing (DDR) and dia! back-up, and 
low-density remate access server (RAS) services. 

1 Port Enhanced ATM Port Adapte r with Support for 8K VCs 
The PA-A6 is a series of single-width, sing1e-port, ATM port adapters for Cisco 7200 series and 
Cisco 740IASR routers. With advanced ATM features, the PA-A6 supports broadband aggregation, 
WAN aggregation, and campus/MAN aggregation . 

• 16-Port Ethernet Switch Module for Cisco 2600 Series and Cisco 3600 Series 
Thel6-Port Ethernet switch network moduleis a modular, high-density voice network module that 
provides Layer 2 switching across Ethernet ports. The 16-port Ethernet switch network module has 
sixteen I 011 OOBASE-TX ports, and an optional power module can ais o be added to provi de inline power 
for Cisco IP telephones. 

Features included on this network module include the following: 

• Broadcast/Multicast Suppression 

• Classless InterDomain Routing (CIDR) IP Default Gateway 

• IEEE 802.1Q ISL VLAN Mapping 

• IEEE 802.1 Q Tunneling 

• IEEE 802.1Q VLAN Trunking 

• IEEE 802.3x Flow Contrai 

• MAC Address Filtering 

• Spanning Tree Protocoi-Backbone Fast Convergence 

• Spanning Tree Protocoi-Portfast Guard 

• Spanning Tree Protocol-Uplink Fast Convergence 

• Switch Port Analyzer (SPAN) 

• Switch Port Analyzer (SPAN)-Disable Receive Traffic Destination Port 

• Switch Port Analyzer (SPAN)-Multiple Source Port Selection 

• Jumbo Frames 

Refer to the following document for additional information: 

RCS t~0 03t~.-" ... J - O! 
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1-Port T1/E1 Digital V o ice Port Adapters for Cisco 7200 and Cisco 7500 
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The PA-VXB and the PA-VXC are multichannel packet voice port adapters that allow Ci sco 7200 se ries 
routers. Cisco 7200 VXR routers. Cisco 740 I ASR routers. and Cisco 7500 series routers to become 
dedicated packet voice hubs or packet vo ice gateways that connect to both private branch exchanges 
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(PBXs) and the Public Switched Telephone Network (PSTN). With this technology, packet voice ~' ~ 
packet fax calls can be placed over the WAN and sent through the gateway into the traditional 0 "' \ 
circuit-switched voice infrastructure. The PA-VXB and PA-VXC are single-width port adapters with171 

__ 

universal ports that are configurable for either Tl or El connections. The PA-VXB contains 12 · 
1 

· 

high-performance digital signal processors (DSPs) that support up to 48 medium-complexity or 24 
high-complexity channels of compressed voice . The PA-VXC contains 30 high-performance DSPs that 
support up to 120 medium-complexity or 60 high-complexity channels of compressed voice. 

In Voice over IP (VoiP), the DSP segments the voice signal in to frames, which are then coupled in groups 
of two and stored in voice packets. These voice packets are transported using IP in compliance with 
ITU-T specification H.323. Because VoiP is a delay-sensitive application, you must have a 
well-engineered end-to-end network to use it successfully. Fine-tuning your network to adequately 
support VoiP involves a series of protocols and features geared toward quality of service (QoS) . Traffic 
shaping considerations must be taken in to account to ensure the reliability of the voice connection. 

36-Port Ethernet Switch Module for Cisco 2600 Series and Cisco 3600 Series 

• 
7100 PA Support 

The 36-Port Ethernet switch network moduleis a modular, high-density voice network module that 
provides Layer 2 switching across Ethernet ports. The 36-port Ethernet switch network module has 
thirty-six 10/lOOBASE-TX ports, and an optional power module can also be added to provide inline 
power for Cisco IP telephones. 

The 36-port Ethernet switch network module supports the same features as the 16-port Ethernet switch 
network module introduced in Cisco lOS Release 12.2(8)T. 

The .. +100 PAis a port of support for the following features and port adapters on the Cisco 7100: Turbo 
ACLs;cRTP Acceleration, PA-GE, PA-MC-2T1, PA-MC-2E1!120, PA-POS, PA-MC-4Tl, PA-MC-8Tl, 
PA-MC-8E1, PA 2FE, PA-T3+, and PA-2T3+. 

8-Port Mix-Enabled T1/E1/PRI PA 
The PA-MC-8TE1+ port adapter is a single-wide port adapter that provides eight T1 or E1 interfaces for 
Cisco 7200 series routers . The PA-MC-8TE 1 + interfaces can be channelized, fractional, or unframed 
(E1 only) . 

The PA-MC-8TE1+ provides the following features: 

• Universal ports-Eight interface ports per port adapter are configurable as either T1 (with integrated 
channel service unit [CSU] and data service unit [DSU]) or E1 (with integrated G.703/G.704 
balanced 120-ohm interface). 

• Full DSO channelization capability for all T1/E1 ports, for a maximum of 248 full-duplex HDLC 
channels. 

• Data rates in multi pies of 56 kbps or 64 kbps per channel. 

• Maximum data rates per port: 1.536 Mbps (TI) , 1.984 Mbps (E1 G.704), 2.048 Mbps (E! 
unframed). 

• Integrated Tl/E1 supporting Iinecode AMI, B8SZ (T1) , framing AMI or HDB3 (El), framing SF or 
ESF (TI), CRC4, no-CRC4 or unframed (El). 

• Full Facility Data Link (FDL) support and FDL performance monitoring per-ANSI T1.403 or AT&T 
TR 54016. 

• Fui I ISDN support for either 23B+D (Tl) or 30B+D via network processin.g enguKJN.P,.EJ_.. 

• Performance monitoring. 

• Alarm integration, detection , and insertion. 

• Line and payl oad loopback on a per-DSO levei. 

, ,l , "· :i .. ' .. v~' - c~J 
C? .. ~l . C0i1t ElOS 

, F!s ~~ 4 7 8 
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' • BERT functionality to transmit and receive test patterns over any Nx64 channe13'aro up .
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• 

ADSL over ISDN 

• Clock jitter attenuators. 

• Line or internai clocking. 

Refer to the PA-MC-8TEJ + Port Adapter Jnstallation and Configuration Note for additional 
information: 

http ://www.cisco.com/univercd/cc/td/doc/product/core/7200vx/portadpt/multicha/8port_t1/index.htm 

Cisco 826 routers connect corporate telecommuters and small offices via Internet Service Providers 
(ISPs) over asymmetric digital subscriber !ines (ADSLs) to corporate LANs and the Internet. The router 
can provide bridging and multiprotocol routing between LAN and WAN ports. Cisco 826 routers provide 
connectivity to an ISDN network through an ADSL port. 

Analog Station Interface (ASI) Cards 
Analog station interface (ASI) cards enable you to connect to analog telephones, fax machines, and 
teleconferencing stations . The following two ASI cards are available: 

• ASI 81-Contains an 8-port Foreign Exchange Station (FXS) module and any one of the 
VIC/WICIVWIC modules that support digital and analog voice trunks and WAN routing interfaces, 
completely integrating voice and data networking . 

• ASI 160-Contains a 16-port FXS module. 

ATM OC-12 Port Adapter 
Platforms: Cisco 7500/RSP series with Versatile Interface Processar (VIP) 

The ATM OC-12 Port Adapter is a dual-width ATM port adapter that provides a single-port, 
622.08 Mbps connection from Cisco 7500 series routers to any ATM switch. The PA-A3 OC-12 includes 
two hardware versions (PA-A3-0C12MM and PA-A3-0C12SMI) that support the following 
standards-based physical interfaces: 

• OC-12c/STM-4 multimode 

• OC-12c/STM-4 single-mode intermediate reach 

Refer to the followin g document for additional information : 

http :/ /w ww. cisco .com/uni vercd/cc/td/doc/prod uct/cabl e/cab _r ou t/cfi g_nts/6228oc 12/622 8ovrn. h tm 

Catalyst 4224 Access Gateway Switch 
The Cisco Catalyst 4224 Access Gateway Switch (Catalyst 4224) is an integrated switch/router that 
provides Voice over IP (VoiP) gateway and IP telephony services to a small branch office. The 
Cisco Catalyst 4224 provides an integrated switch and WAN/voice gateway for enterprise satellite 
offices with up to 24 users . It is intended to work in conjunction with a Cisco Call Manager cluster from 
the central site with fail over capabilities to allow local calls and basic PBX features . 

For information about Ci sco Catalyst 4224 configuration , see the following: 

h ttp :1 I w w w. c i sco.com/un i vere d/ ccltd/ doc/prod uct/1 a n/ cat4224/i ndex. h tm 

Catalyst 4500 Access Gateway Module 16-port RJ21 FXS Module (WS-U4604-16FXS) 
The 16-Port RJ21 FXS module for the Catalyst 4500 Access Gateway Moduleis a high density analog 
phone and fax interface. By providing service to analog phones and fax machines, the sixteen Forei gn 
Exchange Station (FXS ) ports emul ate a PSTN central offi ce (CO) or PBX. 

Catalyst 4500 AGM Voice/WAN Bundle (WS-X4604-VOICE) 

Ol-4233-01 Rev. DO 

The Cisco Catalyst 4500 AG~ Voice/WAN bundle provide~ integrated telep1o.~y ~~ê[fõü ing scr:~~rs 
to the Ctsco Catalys t 4000 senes and Ctsco Catalyst 4500 sen es swttches . The tsco

1
Cat 1 st 14-§00.A M 

..,f""',~t '"""" v-10" Voice/WAN bundl e consists of the followin g products: /:... '"'""'- u 

·· / F!s Ü'J4_7_9._ ____ _ 
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• Cisco Catalys t 4500 Access Ga teway Module (WS-X4604-G WY) 
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Cisco 1721 Router 

Cisco 1751 Router 

• 
Cisco 1760 Router 

• Cisco Catalyst 4500 AGM 96-channel Digital Signal Processar Set (4x6 DSP SIMMS) 
(WS-X4604-DSP) 

• Cisco Catalyst 4500 AGM 128-MB RAM DIMM (MEM-C4K-AGM128M) 

The Cisco 1721 data-only modular access router is an enhanced Cisco 1720 router that provides higher 
performance, additional functionality, and increased memory capacity. The router supports WAN access, 
Virtual Private Network (VPN), and firewall technology for secure Internet, intranet, and extranet access. 
Cisco 1721 routers ais o support standards-based Institute o f IEEE 802.1 Q VLAN routing, which enables . 
enterprises to set up and route between multiple VLANs for additional security in an internai corporate 
network. 

The voice-and-data capable Cisco 1751 router provides global Internet and company intranet access and 
includes the following: 

• Voice-over-IP (VoiP) voice-and-data functionality; the router can provide support for digital and 
analog voice traffic (for example, telephone calls and faxes) over an IP network. 

• Support for virtual private networking . 

• Modular architecture. 

• Network device integration. 

The Cisco 1760 router is a voice-and-data-capable router that provides Voice-over-IP (VoiP) 
functionality and can carry voice traffic (for example, telephone calls and faxes) over an IP network. 
Using one or two WAN connections, the router links small-to-medium-size remate Ethernet and Fast 
Ethernet LANs to central offices . 

The Cisco 1760 router is available in two models. The Cisco 1760 runs data and data-plus-voice images, 
providing digital and analog voice support. The Cisco 1760-V includes ali the features needed for 
immediate integration of data and voice services with support for multiple voice channels. 

Refer to the documents at the following location for additional information: 

http :1 !w ww. cisco .com/uni vercd/cc/td/doc/product/access/acs_serv /5 300/i ndex. htm 

Cisco 2600XM Series Routers 

l 
e 

The Cisco 2600XM series provides new product enhancements to the current Cisco 2600 series. The 
Cisco 2600XM series is available in three performance leveis and six base configurations: 

• Cisco 2650XM and Cisco 2651MX-up to 40K packets per second (pps), one and two autosensing 
101100 Mbps Ethernet ports. 

• Cisco 2620XM and Cisco 2621 XM-up to 30K pps, one and two autosensing I 01100 Mbps Ethernet 
ports . 

• Cisco 261 OXM and Cisco 2611 XM-up to 20K pps, one and two autosensing 101100 Mbps Ethernet 
ports . 

Each model also has two WAN interface card (WIC) slots, one Network Module slot, and an Advanced 
Integrati on Module. 

Cisco 2691 Series Router 
The Cisco 2691 router is part of the next generation Modular Multiservice pl- .. ,;:e,.,,,_. .,.,. . ..~"""'~·~:r~'-""-'""""""" 1 
advanced JP Telephony Solutions and Integrated Services . This platform is the \11' <M e .'~((,s-..>ufoJ 
Cisco 2600 products that offer additional performance levei s. CP:-.:,1 

8 
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New and Changed lnformat~ • 

~ The Cisco 2691 provides two 10/lOOBASE-T Fast Ethernet (FE) ports with one Network Modu~~ 
slot, three WAN Interface Cards (WICs) slots, and two Advanced Interface Module (AIM) slo::~ ~~

1

y 
of the current NMs, WICs and AIMs used today on the Cisco 2600 and Cisco 3600 series routers are 
supported on the Cisco 2691 series router. 

Cisco 3631 Router Enhanced Functionality 
The Cisco 3631 supports the following interfaces: 

• NM-T3 

• NM-E3 

• NM-1FE2W 

• NM-2FE2W 

• NM-2W 

• NM-8B-S/T 

• NM-8B-U 

l • NM-ICEB • • NM-ICEU 

• NM-2CEB 

• NM-2CEU 

• ETM 

For more information about network module configuration, see the following: 

http ://w ww .cisco.com/uni vercd/cc/td/doc/prod uct/access/acs_mod/cis2600/h w _i nst/nm_i nst/nm-doc/i n 
dex.htm 

For more information about WAN interface card (WIC) configuration, see the following: 

h ttp: I I w w w. c i se o. c o m/u ni vere d/ cc/td/ do c/ prod uc t/ a c ces s/ a c s_mod/ c i s 2 600/h w _i ns t/w i c _i ns t/ wi c_ do c/ i 
ndex.htm 

Cisco 3631 Series Router 
The Cisco 3631 is a new midrange router for Data Communication Network (DCN) applications that 
provides two network modules and two WICs, one Fast Ethernet port, one console port, and an auxiliary 

• ~isco 3640A Router 

port. The Cisco 3631 is two rack units high in an 11-inch NEBS/ETSI-compliant chassis that functions 
at 70,000 pps . 

The Cisco 3640A is identical to the Cisco 3640 router in terms of physical characteristics, interface 
support, performance and memory. The Cisco 3640A router will support the same Cisco lOS feature sets 
as the Cisco 3640 router, but reguires a different minimum version of Cisco lOS software . 

Cisco 3725 Application Service Router 
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The Cisco 3725 Series Application Service Router is part of a new family of modular routers that enable 
flexible and scalable deployment of new e-business applications in an integrated branch office access 
platform. 

The Cisco 3700 series are new access platforms optimized for the modular integration and consolidation 
of branch applications and services. The Cisco 3725 is a two-rack unit (RU) router eguipped with two 
on-board Fast Ethernet (FE) interfaces, three WAN Interface Card (WIC) s ~Advam;g€1, 

Integration Module (AIM) slots, and two network module (NM) slots. The Jf72.5~ also in cO:u c!l ~ s 
optional -48VDC integrated inline power to support IP Telephony when u an fj't~~[oh 
network module. Lf O _l 
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Cisco 3725 Router, Cisco 3745 Router, Cisco 2691 Router Enhanced Functionality r , ~ 

• 

The Cisco 3725, Cisco 3745, and Cisco 2691 routers will support the following interfaces: 

• AIM-ATM 

• AIM-VOICE-30 

• AIM-ATM-VOICE-30 

• AIM-VPNII 

• OC-3 NMs (Multimode, Singlemode Intermediate Reach and Singlemode Long Reach) 

• WIC-1 SHDSL 

• VIC-2BRI-NT/TE 

For more information about network module configuration, see the following: 

http://www.cisco.com/univercd/cc/td/doc/procluct/access/acs_mod/cis2600/hw_inst/nm_inst/nm-doc/in 
dex .htm 

For more information about WAN interface card (WIC) configuration, see the following: 

h ttp :/ /w w w. cisco. com/uni vercd/ cc/td/ doc/prod uc ti access/ acs _mo d/ c i s2 600/h w _i ns t/w i c _in s t/ w i c_ doe/i 
ndex.htm 

Cisco 3745 Application Service Router 
The Cisco 3745 Series Application Service Router is part of a new family of modular routers that enable 
tlexible and scalable deployment of new e-business applications in an integrated branch office access 
platform. 

The Cisco 3745 is a three-rack unit (RU) router equipped with two on-board Fast Ethernet (FE) 
interfaces, three WAN Interface Card (WIC) slots and two Advanced Integration Module (AIM) slots, 
and two network module (NM) slots. The Cisco 3745 also includes optional 48vDC integrated inline 
power, internai redundant AC or DC Power options, and Online Insertion and Remova! (OIR) 
capabilities for like network modules. 

The Cisco 3700 series is ideal for sites and solutions requiring the highest leveis of integration at the 
eclge, such as: 

• Integration of tlexible routing and low density switching. 

• Single platform solution for Branch Office IP Telephony and Voice Gateway allowing flexible , 
incrementai migration and service integration. 

( • Consolidation of service infrastructure and high service density in a compact form factor. 

.co 7401 ASR-BB and Cisco 7401 ASR-CP 
The Cisco 740 I ASR-BB and Cisco 7401 AS R-CP are supported in Cisco lOS Release 12.3. 

Cisco 806 Broadband Gateway Router ·-The Cisco 806 Broadband Gateway Router adds business-class fu ctionality' to'\afforcl ·~ broadband 
r ' ()' i /. U ,~ - I 

access for smal~ offices _anel corporate te~ecommuters. Through the Gwer•. f is· o~t ':Pvts hn~l?~y, the 
C1sco 806 prov1des busmess-class secunty, remote management, an ' u hty o rv1ce ca , abiiities. 
These value-added features, with the proven reliability of Cisco Iüf tecfínõlo~\P~v'!e t e 
mi ss ion-critical networking requirecl by today's agile businesses . I Fls N°_~..0 ~-

Cisco AS5350 Universal Gateway \ - n. f\ 
The Cisco AS5350 Universal Gateway is the only one-rack-unit, two, ~ur, 3" ef}h t:':P~a eway that 
provides universal services-data, vo ice, anel fax services on any se! vi e:'á"ny"põrf:-Tbe Ci, o AS5350 
offers high performance and high reliability in a compact , modular d~s1gn. This cost-effective pl atform 
is ideall y suited for Internet service providers (ISPs) and enterprises that require innova ti ve universa l 
serv ices. 
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Refer to the documents at the following location for additional information: 

http :1 lw w w. c i se o.com/un i vercd/cc/td/doc/prod uct/access/acs_serv /as53 50/index. h tm 

~~~ r.r 
Cisco AS5850 Universal Gateway 

The Cisco AS5850 Universal Gateway provides the highest concentration of port and Integrated 
Services Digital Network (ISDN) terminations available in a single remote access server product. The 
Cisco AS5850 is specifically designed to meet the demands of large service providers such as Post, 
Telephone, and Telegraphs (PTTs), regional bel! operating companies (RBOCs), inter-exchange carriers 
(IXCs), and large Internet service providers (ISPs). 

Refer to the documents at the following location for additional information: 

http :1 /w w w. c i sco.com/u ni vercd/cc/td/doc/prod uct/access/acs_serv /as585 O/i ndex .h tm 

Cisco CVA122 Cable Voice Adapter 
The Cisco CVA 122 Cable Voice Adapter acts as a cable modem to connect computers and other customer 
premises equipment (CPE) devices ata subscriber si te to the service provider cable, hybrid fiber-coaxial 
(HFC), and IP backbone network. The Cisco CVA122 Cable Voice Adapter is based on the 
Data-over-Cable Service Interface Specifications (DOCSIS) and interoperates with any bidirectional, 
DOCSIS-qualified cable modem termination system (CMTS) . 

The Cisco CVA 122 Cable Voice Adapter supports both data and Voice o ver IP (VoiP) traffic via a shared 
two-way cable system and IP backbone network. PCs and other CPE devices can connect to the cable 
voice adapter either through an Ethernet port or through a Universal Serial Bus (USB) port. Single-line 
telephones, fax, or modems can be connected to two RJ-11 analog voice ports of the cable voice adapter. 
The cable voice adapter supports DOCSIS-compliant bridging data operations, and it can also function 
as an advanced router, providing WAN data and VoiP connectivity in a variety of configurations. 

Cisco CVA122E Cable Voice Adapter 

c • 

The Cisco CVA 122E Cable Voice Adapter acts as a cab1e modem to connect computers and other 
customer premises equipment (CPE) devices at a subscriber site to the service provider cable, hybrid 
fiber-coaxial (HFC), and IP backbone network. The Cisco CVA122E Cable Voice Adapter is based on 
the European Data-over-Cable Service Interface Specifications (EuroDOCSIS) and interoperates with 
any bidirectional, EuroDOCSIS-qualified cable modem termination system (CMTS). 

The Cisco CVA 122 Cable Voice Adapter supports both data and Voice over IP (VoiP) traffic via a shared 
two-way cable system and IP backbone network. PCs and other CPE devices can connect to the cable 
voice adapter either through an Ethernet port or through a Universal Serial Bus (USB) port. Single-line 
telephones, fax, or modems can be connected to two RJ-11 analog voice ports of the cable voice adapter. 
The cable voice adapter supports EuroDOCSIS-compliant bridging data operations, and it can also 
function as an advanced router, providing WAN data and VoiP connectivity in a variety of 
configurations. 

Cisco uBR905 Cable Access Router 
The Cisco uBR905 Cable Access Router features a single F-connector interface to the ca ble sys tem, four 
RJ-45 ( lOBASE-T Ethernet) hub ports , and one RJ-45 console port to connect to a laptop 
computer/console terminal for local Cisco lOS configuration. The Cisco uBR905 Cable Access Router 
also provides an onboard IPSec hardware accelerator, which provides high-performance encryption that 
is substantially faster than software-based encryption. 

Cisco uBR925 Cable Access Router . 
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The Cisco uBR925 cable access router acts as a cable modem to connectl"fc01P~~ s} sV tb ·r N stomer 
premises equipment (CPE) devices ata subscriber si te to the service prov!í~~ ~able, yrl» ,·ld . 0'l J oaxial 

. . 1.., .11, v , r . 
(HFC), and IP backbone network. The Cisco uBR925 router IS based on tHe 't)ata-over-Cable S rv1ce 
Interface Specifications (DOCSIS) and interoperates with any bidirectio a~ Dfi.Ql:fê-(()l alified able 
modem terminat ion system (CMTS). ls u"'4-ê-d----
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~ 
The Cisco uBR925 cable access router supports both data and Voice over IP (VoiP) traffic via a sh;red 
two-way cable system and IP backbone network. PCs and other CPE devices can connect to the Cisco 
uBR925 router either through a four-port Ethernet hub or through the Universal Serial Bus (USB) port 
of the router. Single-line telephones, fax , or modems can be connected to two RJ-11 analog voice ports 
of the router. The Cisco uBR925 router supports DOCSIS-compliant bridging data operations, and it can 
also function as an advanced router, providing WAN data and VoiP connectivity in a variety of 
configurations. 

Gigabit Ethernet Network Module 

MRP3-16FXS 

MRP3-8F.XS 

NPE-61 

• 

The Gigabit Ethernet (GE) network module provides gigabit connectivity. The throughput of the 
interface depends on the platform. The network module has one GBIC slot to carry any standard copper 
or optical Cisco GBIC, including CWDM. The GE network module optimizes the performance for 
branch office customers by offering a high-speed uplink to both existing and new LAN or WAN 
environments. The extended reach of the provided fiber connectivity allows customers the option of 
interconnecting branch offices with Gigabit Ethernet and avoids expensive leased serial i ines. Metro area 
service providers now have additional options when connecting their customers in branch offices to 
MANs. 

The Gigabit Ethernet network module is supported on the following platforms: Cisco 2691, Cisco 3660, 
Cisco 3725, and Cisco 3745. 

The Multiservice Route Processar 300 (MRP300) is a voice-and-data-capable router that can carry voice 
traffic over an IP network and that can link small-to-medium-size remate Ethernet LANs to central 
offices over WAN links. The MRP300 has a slot for expanding flash memory; two slots that support 
WICs, VWICs, and VICs; two PVDM slots for adding DSPs; and a DIMM slot for upgrading DRAM. 

The MRP3-16FXS contains a 16-port Foreign Exchange Station (FXS) module. The MRP3-16FXS is 
similar to the analog station interface 161 card (ASI160), except that the ASI160 does not have onboard 
Flash memory. 

The MRP3-8FXS contains an 8-port Foreign Exchange Station (FXS) module and a slot for any VIC, 
WIC, or VWIC module that supports digital and analog voice trunks and WAN routing interfaces. The 
MRP3-8FXS is similar to the analog station interface 81 card (ASI81 ), with the exception that the ASI81 
does not have onboard Flash memory. 

The NPE-G I is the first network processing engine for the Cisco 7200 VXR routers to provi de the 
functionality o f both a network processing e~gine and an I/0 controller. If used without an l/O controller, 
an 1/0 blank panel must be in place. 

Although its design provides I/0 controller functionality, it can also work with any 1/0 controller 
supported in the Cisco 7200 VXR routers. The NPE-G I , when installed with an I/O controller, provides 
the primary input/out functionality; that is, the NPE-G I input/out functionality enhances that of the 
existing 110 contrai ler. However, when both the 1/0 controller and NPE-G 1 are present, the functionality 
of the auxiliary port and console portare on the 110 controller. 

The NPE-G I maintains and executes the system management functions for the Cisco 7200 VXR routers 
and also holds the system memory and environmental monitoring functions I 

J S n° 03/ '"t... ... .J - Cl'_l 
The NPE-G I consists of one board with multiple interfaces . lt is keyed so th t can be · seá 0~· y4 n the 

•V I lJ.I\1'' ;)~ l 
Cisco 7200 VXR routers . U -_i 
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PA-MC-8TE1+ 
The Cisco PA-MC-8TE1+ is a single-wide port adapter designed to provide a full eight-port PRI 
multichannel solution for the Cisco 7200 and Cisco 7400. The interfaces can be channelized, fractional 
or ISDN-PRI, or unframed (El) with up to 256 independent RDLC channels definable for TI andE 1 
applications. 

RPM-XF Card for the MGX 8850 
The RPM-XF card is a next-generation, high-performance model of the RPM for the MGX 8850 
platform, using PXM45 processar modules. It is a router module based on an RM7000A MIPS 
processing engine. 

The RPM-XF hardware provides forwarding technology for packet switching capabilities in excess of 
2-million pps. The forwarding engine is packet based and is interfaced to the midplane of the system 
through a combination of switch interface technologies. 

SDH/STM-1 Trunk Card for Cisco AS5850 Universal Gateway 
Channelized STM-1 provides a high speed remate access aggregation solution with 63 Eis and 1890 
DSO channels. The SDR/STM-1 trunk card is a high density mux/demux card that takes in an STM-1 
(SDR) pipe, used to transport up to 1890 DSO channels. The SDR/STM-1 trunk card provides an ingress 
connection between the Cisco AS5850 universal gateway and externai networks. The SDR/STM-1 trunk 
card has a 155-Mbps channelized SDR physical interface in a standard dia! feature card (DFC) format. 
The SDR interface supports channelization to 64 kbps and connects to single mode fiber optic supporting 
intermediate reach PPP applications. 

Small Office, H orne Office ADSL Router 
Cisco lOS Release 12.3 supports the following Cisco SORO series routers: 

• SORO 76 

• SORO 77 

The SORO 76 and SORO 77 are small office, home office (SORO) asymmetric digital subscriber line 
(ADSL) routers, each with one Ethernet interface for connection to service provider networks. 

The SOHO routers also provide the following key hardware features: 

• Connection to an ADSL network through an ADSL port. 

• A central processing unit : 50 MHz MPC 855T RISC processar. 

• Ability to be stacked or mounted on a wall. 

( 
• Locking power connectors and a Kensington-compatible locking slot. 

.,ftp MIB for DPT-OC12 WAN Card 
• This feature provides the SRP MIB for PA-SRP-OC12xx and SRPIP-OC12xx cards for the Cisco 7200 

and Cisco 7500 series routers. 

Update to the Enhancements for the Cisco V o ice Gateway 200 

URM LAN 

Ol-4233-01 Rev. DO 

The Enhancements for the Cisco Voice Gateway 200 (Cisco VG200) feature provides the Cisco VG200 
platform (also called CAG-VG200) with increased voice gateway feature _ arity to the Cis~ 600, 
Cisco 3600, and Cisco 3700 platforms. This update provides additional fel at,ure funatiO'T)a ityrn\1\l the 

~\ \.) ,, u ;/ ·"''-' \..;"1 .. 

Cisco VG200 platforrn. CP .• 11 C0'"'1-EIOS 
The Cisco VG200 platforms provide the following default mernory optiorys: 16MB ofFlash, 64 B of 

DRAM. Fls NU-4--8--5--
On the Cisco IGX 8400 series, the Universal Router Module (URM) has be

1
en. ~nl arAec9J(}ew ~AN 

features such as Security and VPN. Installed URMs can be enabled with t e-new't@-a~.fes-by-upsjading 
to IGX switch software 9.3.30 and Cisco lOS Release I 2.2(2)XX as well asoy-ãclô 1ng an AIM-VPN 
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daughter module to the URM. Also, a new, price-reduced back card for the URM with 2 FE ports 
(BC-URI-2FE) for LAN services will be supported. URM together with the voice-enabled back cards 
(BC-URI-2FE2V-El/Tl) will support the new LAN. 

VPN Encryption and Compression Module (AIM-VPN/EPII & AIM-VPN/HPII) 

WIC-1-B-U-V2 

( 

The VPN Encryption AIM provides hardware-based DES/3DES/AES and Compression services for 
Cisco 2691, Cisco 3660, Cisco 3725, and Cisco 3745 routers. The Data Compression supports IPSec 
IPPCP and supports the industry standard LZS. For more information about configuring the virtual 
private network (VPN) encryption hardware advanced integration modules (AIM-VPN/EPII & 
AIM-VPN/HPII) and network modules, refer to the following document: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/ 122t 13/ftaimvpn.ht 
m 

Beginning in this release, the model number for the existing WIC-1-B-U interface card for the 
Cisco 1700 series, Cisco 2600 series, and Cisco 3600 series is changing to WIC-1-B-U-V2. 

In addition, this interface card will now be supported on the Cisco 1760, Cisco 2691, Cisco 3725, and 
Cisco 3745 beginning with this release. 

·-2750 Multipoint Broadband Wireless System . 
The Cisco broadband fixed wireless point-to-multipoint system is an integrated solution consisting of 
one headend (WT-2751 Multipoint Headend Line Card) and multiple subscriber units (WT-2755 
Multipoint Subscriber Network Module) . The fixed wireless point-to-multipoint subscriber unit is 
designed to receive radio frequency (RF) signals from the headend. lt a1so transmits a return signal to 
the headend. This return signal is a point-to-point signal, soa properly installed subscriber antenna must 
be correctly oriented with the headend antenna to which it is transmitting. 

( 

• 
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For more information about the fixed wireless point-to-multipoint headend feature, refer to 
Point-to-Multipoint Supportfor the Cisco uBR7200 Series Universal Broadband Router at the following 
location: 

http://www.cisco.com/univercd/cc/td/doc/product/wireless/bbfw/p2mplindex.htm 

The fixed wireless multipoint system incorporates Vector Orthogonal Frequency Division Multiplexing 
(VOFDM), so it does not always depend on line-of-sight (LOS) deployment. With VOFDM, the system 
allows wireless operation in obstructed, non-line-of-sight (non-LOS) environments by taking advantage 
of multipath signals. This can be particularly useful in urban and suburban environments. 

Wireless Network Module 

The NM-WMDA wireless network module installs in the network module slot of a Cisco 2600 series 
router. Installing a wireless network module enables the Cisco 2600 series router to act as a subscriber 
unit (SU) in a point-to-multipoint wireless network. It is configured through the router's system console 
or vi a the CiscoView network management system. The network module provides the control and data 
interface between the Cisco 2600 series digital motherboard and the radio frequency (RF) subsystem in 
the wireless transverter. It also provides the up/down conversion from baseband to intermediate 
frequency (IF). One network module supports one or two wireless transverters (main and diversity). 

Microcode software images ship in Fl ash memory alon g with the syl·~ef~woat'e ·mage . When the 
router starts, the system software unpacks the microcode software bu ' <fl é1S<n'cf> J. aâ ' . the p f .. r software 
on ali the interface line cards. CPMI co;-,";::· v, 

It is poss ible to use a !ater version of microcode software than the o f;!1 i p~l 'fi t~ t~ ~i se; o lOS 
software from the factory . The microcode software in Fl as h memory i· ma pe êl télt-ht-Í-;.h!leands. Unless 
you full y understand how Ci sco IOS software uses mi crocode software , it is important to ke,ep the 

f"ctocy co ofi g,müoo. I Dc :.l-º_~ _ __9 -' 
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The multipoint wireless modem card requires externai microcode software. lnformation about thi~ 
microcode software is available (with a Cisco.com login) at the following location: 

http://www.cisco.com/cgi-bin/tablebuild.pl/rsu 

For further information regarding the network module, refer to the Cisco Network Modules Hardware 
/nstallation Cuide (for Cisco 2600 series routers) for detailed installation instructions, and the Software 
Configuration Cuide (for Cisco 2600 series routers) for an overview of network module configuration 
procedures and information on configuring specific network modules. 

New Software Features Supported in Cisco lOS Release 12.3 

The following are new software features supported in Cisco lOS Release 12.3: 

• AAA-PPP-VPDN Non-Blocking, page 143 

• Accounting of VPDN Disconnect Cause, page 143 

• ACL Default Direction, page 143 

• ADSL over ISDN, page 144 

• Advanced Voice Busyout, page 144 

• Analog DID (Direct Inward Dia!), page 144 

• Asynchronous Serial Traftic Over User Datagram Protocol (UDP), page 144 

• ATM PVC Range and Routed Bridge Encapsulation Subinterface Grouping, page 144 

• ATM Service Leve! Monitoring (SLM), page 145 

• ATM Subinterface MIB/Traps, page 145 

• Automatic Bandwidth Adjustment for MPLS Traffic Engineering Tunnels, page 145 

• Automatic Protection Switching (APS), page 146 

• Barge-Jn and Busy Line Verify Operator Services, page 146 

• BGP Link Bandwidth, page 146 

• BRI QSIG Protocol , page 146 

• Cal! Admission Contrai Based on CPU Utilization, page 147 

• Call Admission Contra! for H.323 VoiP Gateways, page 147 

• CDP and ODR Support for ATM PVCs, page 147 

• CEF and Distributed CEF Switching for IPv6, page 148 

• CEF on Mu ltipoint GRE Tunnels , page 14R 

• Certificare Autoenrollment, page 148 

• Certificare Enrollment Enhancements, page 148 

• Circuit Interface Identification Persistence for SNMP, page 149 
-I 

• Cisco Di scovery Protocol (CDP)-IPv6 Address Family Suppor lia Nel·:g · bo-r nfo r t'on, 't ) I ..,.;/l~ V ..J -

page 149 CPtv11 - CO:< ~ ElOS 
• Cisco Gateway Management Agent, page 149 

• Cisco lOS Firewall Sta tefu l ln specti on of ICMP. page 149 Fls N~J 4 8 7 
3 6 9 o • Cisco lOS Firewall Support for SIP. page 149 

• Cisco IOS Servcr Load Bal ancin g, puge 149 
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• .New and Changed lnformation 

• Cisco Mobile Networks- Dynamic Network Support, page 149 

• Cisco Quality of Service Device Manager 2.0 Support for Cisco 1700 Series Routers, page 150 

• Cisco Servi c e Assurance Agent Support for the Cisco 820 Series and SOHO 70 Series, page I 50 

• Cisco VCWare Version Checker, page 150 

• CISCO-BULK-FILE-MIB Enhancements, page I 50 

• CISCO-SIP-UA-MIB Enhancements Providing Functional Parity to SIP related CLI, page 151 

• C1ass-Based Weighted Fair Queueing (CBWFQ), page 151 

• CNS Agents SSL Security, page 151 

• CNS Configuration Agent, page 151 

• CNS Event Agent, page 151 

• Committed Access Rate (CAR), page 152 

• Connection-Oriented Media (Comedia) Enhancements for SIP, page 152 

• Crashinfo Support for Cisco 3600 Series, page 152 

• Default VPDN Group Template, page 152 

• DF Bit Override Functionality with IPSec Tunnels, page 152 

• DFP Support in DistributedDirector, page 152 

• DHCP Client on WAN Interfaces, page 153 

• DHCP Client-Dynamic Subnet Allocation API, page 153 

• DHCP Relay Agent Support for Unnumbered Interfaces, page 153 

• DHCP Server Import Ali Enhancement, page 153 

• DHCP Server-On-Demand Address Pool Manager, page 153 

• DHCP Server- Option to Ignore AI! BOOTP Requests, page I 54 

• Dialer CEF, page 154 

• Dialer Watch Connect Delay, page 154 

• Disabling VI lO Padding, page 154 

• Distributed 1Pv6 for Cisco lOS Software, page 154 

• Distributed Management Event MIB Conformance to RFC 2981 , page I 54 

• DLR Enhancements: PGM RFC-3208 Compliance, page !54 • • DLSw+ E nh anced Loacl Balancing, page !55 

• DLSw+ Peer Group Clusters, page 155 

• DNS Client AAAA Record Lookups over IPv6, page 155 

• DNS Server Support for NS Records, page 155 

• Dual Seria l Line Management to Interface Lucent 5ESS. page 155 

• E 1 R2 Signaling, page I 55 
r.C<) · O <-~ •• - Oll 
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• Easy VPN Server, page 156 

• Encrypted Vendor-Speci1ic Attributes. page !56 

• Enhanced Password Securit y. page I 56 

• Enhanced Test Command , page 156 

• Release Notes for Cisco lOS Release 12.3 •n• OL-4233-01 Rev. 00 I 
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New and Changed lnformati~~ 

·"'V 

\~ • Enhanced YoiceXML Diagnostics, page 157 

• Enhancements for the Cisco YG200 Yoice Gateway, page 157 

• Update to the Enhancements for the Cisco Yoice Gateway 200, page 157 

• Event Tracer, page !58 

• Fax and Modem Pass-Through over YoiP, page !58 

• Fax Detection for YoiceXML, page 158 

• File 5ystem Check anel Repair for PCMCIA ATA Disks, page 159 

• Firewall Authentication Proxy, page 159 

• Firewall Feature 5et, page 159 

• Firewall Feature 5et for Cisco 820 5eries Routers, page 160 

• Four 557 Link 5upport on the Cisco Signaling Link Terminal, page 160 

• Frame Relay Discard Eligibility Bit Setting, page 160 

• Frame Relay PVC Bundles with IP anel MPLS QoS Support, page 161 

• Frame Relay Queueing and Fragmentation at the Interface, page 161 

• Functionality Changed for the tunnel mpls traffic-eng autoroute metric Command, page 16 I 

• G.SHD5L Symmetric DSL Support, page 161 

• Gatekeeper-to-Gatekeeper Authentication, page 161 

• Generic Routing Encapsulation (GRE) Tunnel Keepalive, page 162 

• GKTMP Security Token Enhancement, page 162 

• Global Modem Counters, page 162 

• H.323 Call Redirection Enhancements, page 162 

• H.323 Dual Tone Multifrequency Relay Using Named Telephone Events, page 162 

• H.323 Redundant Zone Support. page 163 

• H.323 5upport for Virtual Interfaces, page 163 

• H.323 Yersion 2 Phase 2, page 163 

• High-Performance Gatekeeper, page 164 

• HTTP l.l Client, page 164 

• iBGP Mu!Lpath Load 5haring, page 164 

• ICMP ECHO-Based RTT Probing by DRP Agents, page 164 

• IGMP MIB 5upport Enhancements for 5NMP, page 165 

• IKE-Initiate Aggressive Mode, page 165 

• Implementing 05PF for 1Pv6, page 165 

• lntegrated IS-IS Multi-Topology Support for 1Pv6, page 165 

3 6 9 o 
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• Integratecl IS-IS Point-to-Point Acljacency Over Broadcast Media, page 165 

• Integrated IS-TS 5upport for IPv6, page 166 

• ln teract ive Yoice Respon se Version 2.0 on Cisco VoiP Gateways , page 166 

• 1nteractive Yoice Response Yersion 2.0 on YoiP Gateways, page !67 

• Int erface Alias Long Name Support, page 167 
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• Interface Index Display, page 167 

\il 
ü . 

• Interim Local Management Interface (ILMI), page 167 

• Interim Update at Call Connect, page 167 

• lnterim-lnterswitch Signaling Protocol (IISP), page 168 

• Interworking Signaling Enhancements for H.323 and SIP VoiP, page 168 

• IP Header Compression Enhancement-PPPoATM and PPPoFR Support, page 168 

• IP Multicast MIB Enhancements, page 168 

• IP-FORWARDING-TABLE-MIB, page 168 

• IPMROUTE-STD-MIB, page 168 

• IPSec and 3DES Feature Set for Cisco 820 Series Routers, page 169 

• Triple Data Encryption Standard Feature Set for Cisco 820 Series Routers, page 169 

• IRR Triggers for GKTMP, page 169 

• ISDN and V.I20 Support for NextPort DSPs, page 169 

• ISDN Progress Indicator Support for SIP Using 183 Session Progress, page 170 

• ISIS: Allows BGP to Contrai the Configuration o f the Overload Bit, page 170 

• IVR: Enhanced Multilanguage Support, page 170 

• Low Latency Queueing, page 170 

• Low Latency Queueing with Priority Percentage Support , page 170 

• LZ Software with Hardware Encryption, page 171 

• MD5 File Validation, page 171 

• Media Forking, page 171 

• Media Gateway Control Protocol-Based Fax (T.38) and Dual Tone Multifrequency (IETF RFC 
2833) Relay, page 172 

• MGCP 1.0 lncluding NCS 1.0 and TGCP 1.0 Profiles, page 172 

• MGCP Basic CLASS and Operator Services, page 172 

• MGCP CAS PBX and AAL2 PVC with Basic CLASS and Operator Services, page I 73 

• MGCP Generic Configuration Support for Call Manager (IP-PBX), page 174 

• MGCP Line Package Enhancements for Loop Current Feed Open (LCFO), page 174 

• MGCP PRI Backhaul and T 1-CAS Support for Cal! Manager (lP-PBX). page 174 

• MGCP Voice on Cisco AS5850 Universal Gateway, page I 74 

• MGCP VoiP Call Admission Control , page 175 

• MGCP VolP Signaling for 1750 Series, page 176 ~------.. 

• · Mobi te IP -IPSec for H o me Agent to Foreign Agent Tunnel , page 176 r·~": !·f! ü.;' ~, t': ~ - .C~~ 
Ct ,.!1 • íY'.z:Ví:\:[(À'\.; 

• Mobile IP MIB Support for SNMP. page 176 -- V"' .L v· U'"' 

• Mobile IP-Fastswitching Support on Foreign Agent, page 176 . Fls N° __ _ 

• Mobi le IP-Genenc NAI Support and Home Address Allocation , page ~ ~ ~ " . 

• Mobile JP- MJB Support for NAI and HA Redundancy, page 177 l_:-3 _§_~ _O _ ~· 

• Mobile IP-Priva te Address in g Support, page 177 

• Release Notes for Cisco lOS Release 12.3 
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• Mobile Networks , page 177 

• Mobile Networks MIB Support , page 178 

• Modem Script and System Script Support in Large-Scale Diai-Out, page 178 

• MPLS Over ATM: Virtual Circuit (VC) Merge, page 178 

• MPLS VPN ID, page I 79 

• Multicast Music on Hold Support for Cal! Manager (IP-PBX), page 179 

• Multiple RSA Keypair Support, page I80 

• NAT MIB (Read-Only) , page 180 

• NAT Protocol Translation, page 180 

• NAT Support of H.323 RAS, page I 80 

• NAT-Support of H.323 v2 Call Signaling, page I 80 

• NetFlow Multiple Export Destínations, page 181 

• NetFiow ToS-Based Router Aggregatíon, page 181 

• NetWare Línk Services Protocol (NLSP), page 181 

• Network Access Server (NAS) Package for MGCP, page 181 

• No Service Password-Recovery, page 181 

• Nonblocking Gatekeeper AAA Interface, page 181 

• OSPF Sham-Link Support for MPLS VPN, page 181 

• Particle Drivers, page 182 

• PIM MIB Extension for IP Multicast, page 182 

• PIM Multicast Scalability, page 182 

• Plain NFAS Support on NM-HDV, page 182 

• PPPoE Connection Throttling, page 183 

• PPPoE MTU Adjustment, page 183 

• PPPoE over Gigabit Ethernet, page 183 

• Preauthentication with ISDN PRI and Channel-Associated Signaling Enhancements, page 183 

• • PRI QSIG Protocol, page 183 

• PSTN Fallback. page 183 

• RADIUS Attribute 52 and Attribute 53 Gi gaword Support. page 184 

• RADIUS Attribute 66 (Tunnel-Ciient-Endpoint) Enhancements. page 184 

• RADIUS Attribute 77 for DSL page 184 

• RADIUS Number Translati on VSAs for VoiP, page 185 

• RADIUS Route Downl oad, page 185 n' Qj, r:. l - Ctl 

• Reverse Path Forwardin g - Source Exists Only, page 185 

• Rotatin g Through Dial Strings, page 185 F!s·· ~----

• 
• RPR+ (Routo Pm"""' Roduudoocy Pl"' ) ou Ci"o 7500 S"'" Routoc, , '[ I ~ 6 9 o 
• RSVP Support fo r Low Late ncy Queuein g, page 185 ·-~: _, _ .. __ _ 

• Sec ure Shell (SSH) Support over IPvó, page 186 
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New and Changed lnformation 

• Secure Shell (SSH) Version 1 Server Support, page 186 

• SIP Diversion Header Implementation for Redirecting Number, page 186 

• SIP Gateway Compliance to RFC2543-bis-04, page 187 

• SIP Gateway Support for Third-Party Call Control , page 187 

• SIP Gateway Support of RSVP and TEL URL, page 187 

• SIP Intra-gateway Hairpinning, page 187 

• SIP INVITE Request with Malformed Via Header, page 188 

• SIP Multiple 18x Responses, page 188 

• SIP T.37 Store and Forward Fax, page 188 

• SIP T.38 Fax Relay, page 188 

• SIP User Agent MIB, page 188 

• SIP-Configurable PSTN Cause Code Mapping, page 188 

• SIP-DNS SRV RFC2782 Comp1iance, page 189 

• SIP-Session Initiation Protocol for VoiP, page 189 

• SIP-Session Initiation Protoco1 for VoiP Enhancements, page 189 

• SLT Dual Ethernet, page 190 

• SLT 0.732 Support, page 190 

• SNMP IF-MIB Support for VLAN (ISL, 802.1Q) Subinterfaces, page 190 

• SNMP Support over VPN, page 191 

• SNMPv3 Community MIB Support, page 191 

• Speech Recognition and Synthesis for Voice Applications, page 193 

• Static Cache Entry for IPv6 Neighbor Discovery, page 193 

• Supplementary Telephone Services for the Euro-ISDN Switch , page 193 

• T.37 for Cisco 7200, page 194 

• T.38 Fax Re1ay for YoiP H.323, page 194 

• TI Channel Associated Signaling (CAS), page 194 

• TCL IVR 2.0 Call lnitiation and Callback, page 194 

• TCL IVR disconnect cause-code Manipulation, page 195 

• TCL-Enabled Signaling Parameter Mapping. page 195 

• TCP Window Scaling, page 195 

• Trimble Palisade NTP Synchronization Driver for the Cisco 7200 Series Routers, page 195 .· 

• TX Ring Adjustment. page 195 

• Using 31-Bit Prefixes on IPv4 Point-to-Point Links, page 195 

• Virtual Circuit (VC) Merge. page 195 

• VoAAL2 Proti1e 9 Support for BLES Interoperab ility, page 196 

• Yoice Application Access To SS7 S ignalin g, page 196 

• Voice over IP Q.SIG Network Transparency, page 196 

• VoiceXML For C isco IOS . page 197 

• Release Notes for Cisco lOS Release 12.3 
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• VoiceXML Media Volume and Rate Controls, page 197 

• VoiceXML SS7 ISUP Session Variables, page 197 

• VoiceXML Transfer Enhancements, page 197 

• VoiceXML Voice Store and Forward, page 197 

• VoiP Cal! Admission Contrai Using RSVP, page 197 

• VPN Routing Forwarding (VRF) Framed Route (Pool) Assignment via PPP, page 198 

• VRRP Support, page 198 

• WRED Enhancement-Explicit Congestion Notitication (ECN), page 198 

• X.25 Over TCP Protiles, page 199 

• X.25 Record Boundary Preservation for Data Communications Networks, page 199 

AAA-PPP-VPDN Non-Biocking 
Previously, Cisco lOS software created a statically configurable number of processes to authenticate 
calls . Each of these processes would handle a single call, but in some situations the limited number of 
processes could not keep up with the incoming cal! rate. This resulted in some calls timing out. The 
AAA-PPP-VPDN Non-Blocking feature changes the software architecture such that the number of 
processes will not limit the rate of call handling. 

Accounting of VPDN Disconnect Cause 
In the past, whenever a Layer 2 Tunneling Protoco1 (L2TP) or Layer 2 Forwarding (L2F) session fai1s 
or disconnects, the network access server (NAS) and Home GateWay (HGW) reporta very generic 
disconnect-cause code, such as "LOST CARRIER". These generic codes do not provide enough detailed 
information for accounting and debugging purposes, creating a need for disconnect-cause codes that 
provide more detailed information. The Accounting of VPDN Disconnect Cause feature adds eight new 
disconnect-cause c odes. These eight disconnect-cause c odes describe the status of Virtual Private Dialup 
Network (VPDN) failures and disconnects more specifically than existing generic disconnect-cause 
codes. These new disconnect-cause codes can be found in the Cisco /OS Security Configuration Cuide, 
Release 12.2, located at the following URL: 

htt.p ://www.cisco.com/un ivercd/cc/td/doc/product/software/i os 122/ 122cgcr/fsecur _c/fappendx/fradattr/ 
scfrdat3 .htm 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/122newft/122t/ 122t4/ftacldir.htm 

.. L Default Direction 

Ol-4233-01 Rev. 00 

The ACL Default Direction feature allows you to change the filter direction (where fi !ter direction is not 
specified) to inbound packets only; that is, you can configure your server to til ter packets that are coming 
toward the network. 

This feature introduces the radius-server attribute 11 direction default command, which allows you 
to change the default direction of filters for your access contrai lists (ACL) via RADIUS . (RADIUS 
attribute 11 (Filter-Id) indicates the name of the filter li st for the user.) Enab1ing this command allows 
you to change the filter direction to inbound-which stops traffic from entering a router, thereby 
reducing resource consumption-rather than the outbound default direction, which waits untíl the traffic 
is about to leave the network before filtering. Refer to the following document t:or-additiona l --­
information: I .. s n° ü',, ' ) - Cd 

C~ ' I " '"' 
http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1_2'tL.'l'22t4/f a l'd '~li 1n' 
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ADSL over ISDN r 'J>"' 
Cisco 826 routers connect corporate telecommuters and small offices via Internet service providers 
(ISPs) over asymmetric digital subscriber !ines (ADSLs) to corporate LANs and the Internet. The router 
can provide bridging and multiprotocol routing between LAN and WAN ports. Cisco 826 routers provide 
connectivity to an ISDN network through an ADSL port. 

Advanced Voice Busyout 

• 

The local voice busyout feature provides a way to busy out a voice port or DS-0 group (time slot) if a 
state change is detected in a monitored network interface (or interfaces). When a monitored interface 
changes to a specified state-to out-of-service or in-service-the voice port presents a seized/busyout 
condition to the attached PBX or other customer premises equipment (CPE). The PBX or other CPE can 
then attempt to select an alternate route. 

Advanced Voice Busyout adds the following functionality to the local voice busyout feature: 

• For Voice over IP (VoiP), monitoring of links to remate, IP-addressable interfaces by use of service 
assurance agent (SAA). 

• Configuration by voice class to simplify and speed up the configuration ofvoice busyout on multiple 
voice ports . 

Using the Advanced Voice Busyout feature you can perform the following tasks: 

• Configure individual voice ports to enter the busyout state if an SAA probe signal returned from a 
remote, IP-addressable interface detects loss of IP connectivity by crossing a specified delay or loss 
threshold. 

• Define voice classes with specified busyout conditions, and assign a particular voice class to any 
number of voice ports . 

• SAA probe monitoring of remate interfaces is intended for use with VoiP networks, although it can 
also be used with Voice over Frame Relay (VoFR) and Voice over ATM (VoATM) networks. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/1221imit/ 122x/ 122xa/ 122 
xa_21ft_cacbo.htm 

Analog DID (Direct lnward Dial) 
Analog Direct Inward Dia! (DID) is now supported on Cisco 1700 series routers . 

Asynchronous Serial Traffic Over User Datagram Protocol (UDP) 

( 

• 
The Asynchronous Serial Traffic Over User Datagram Protocol (UDP) feature provides the ability to 
encapsulate asynchronous data into UDP packets , and then unreliably transmit this data without needing 
to establish a connection with a receiving device. 

You load the data you want to transmit through an asynchronous port, and then transmit it, optionally, 
as a multicast ora broadcast. The receiving device(s) can then receive the data whenever it wants. I f the 
rece iver ends reception , the transmission is unaffected. 

This process is referred to as UDP Telnet (UDPTN), although it does not-and cannot-use the Telnet 
protocol. UDPTN is similar to Telnet in that both are used to transmit data, but UDPTN is unique in that 
it does not require that a connection be established with a receiving device . 

ATM PVC Range and Routed Bridge Encapsulation Subinterface Grouping . , , ___ "-
In a digital subscriber line (DSL) environment, many applications require the confi , ~rat~ ~'f 0' ,?,. ' ~9C: O I 
number of ATM permanent virtual circuits (PVCs). The ATM PVC Range and Route~, J?.fiidge C~,~," .::LIS 
Encapsulation Subinterface Grouping feature enables you to group a number of PVGs in to a PVC range 

in a rder to configure them ali at once. : .7-s- ·N'? A n 4--
- \3-r:f.V 
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~~~~: l ~ - ~__Q_ ·-
• Release Notes for Cisco lOS Release 12.3 

MCCQ OL-4233-01 Rev. DO 



' • 

• 

1'. 

~ .. 
Note 

New and Changed lnfor~~ • 

\\\11 

Foc opplk.tio"' that "" multipoint subintecfaces, such as PPP ove< Ethernet and PPP ove< ~ 
PVC rangeis on a single multipoint subinterface. For applications that use point-to-point subinterfaces, 
such as routed bridge encapsulation (RBE), a point-to-point subinterface is created for each PVC in the 
range. 

A PVC range is defined by two VPI-VCI pairs. The two virtual path identifiers (VPis) define a VPI 
range, and the two virtua l channel identifiers (VCis) define a VCI range. The number of PVCs in the 
PVC range equals the number of VPis in the VPI range multiplied by the number of VCis in the VCI 
range. 

Once the PVC range is defined, you can configure the range by using the existing interface-ATM-VC 
configuration commands that are also supported in ATM PVC range configuration mode. The shutdown 
ATM PVC range configuration mode command can be used to deactivate the range without deleting the 
configuration. 

The ATM PVC Range and Routed Bridge Encapsulation Subinterface Grouping feature also introduces 
the pvc-in-range command, which allows you to explicitly configure an individual PVC within the 
defined range of PVCs on a multipoint subinterface. The shutdown ATM PVC-in-range configuration 
mode command allows you to deactivate an individual PVC within a range . 

You cannot explicitly configure the individual point-to-point subinterfaces created by the PVC range on 
a point-to-point subinterface. All of the point-to-point subinterfaces in the range share the same 
configuration as the subinterface on which the PVC range is configured. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 newft/121 t/ 121 t5/dtatmpvr.htm 

ATM Service Levei Monitoring (SLM) 
The Cisco Service Assurance Agent (SA Agent) is an embedded performance monitoring utility in Cisco 
lOS software. The ATM Service Levei Monitoring (SLM) feature expands the capabilities of the SA 
Agent to provide detailed monitoring statistics for your ATM network. Monitoring service leveis for 
ATM connections allows service providers to ensure that their networks are meeting or exceeding the 
performance outlined in service levei agreements (SLAs). 

The ATM Service Levei Monitoring feature can also be used with Cisco Networking Services (CNS). A 
device running CNS, such as the IE2100, can be used to retrieve the ATM performance statistics 

( 

• 
generated by the SA Agent. Additionally, these results can be passed to other devices running third-party 
monitoring software. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/ t22t I I /ftatmslm.htm 

ATM Subinterface MIB/Traps 
This feature adds support for the monitoring of ATM and Frame Relay (FR) subinterface status using 
SNMP. New CLI commands allow the enabling or disabling of ATM and Frame Relay notifications 
(traps and informs), and provide an option for limiting the rate of notifications sent ("trap throttling") . 

Automatic Bandwidth Adjustment for MPLS Traffic Engineering Tunnels 
Traffic engineering automatic bandwidth adjustment provides the means to automatically adjust the 
bandwidth allocation for traffic engineering tunnels based on their measured traf.fic_load. -

C;- '"' ~ '; - ( I. Traffic engineering autobandwidth samples the average output rate for each tunnf Hnàr · d fo. ·~ ·au Of!f"' t) 
bandwidth adju stment. For each marked tunnel, it periodically (for example, o &PpJ da~~ijt~(h'e 
tunn el's allocated bandwidth to be the largest sample for the tunnel since the la t "ãdju stment. 
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• New and Changed lnformation . 

The frequency with which tunnel bandwidth is adjusted and the allowable range of adjustments is 
configurable on a per-tunnel basis. In addition, the sampling interval and the interval over which to 
average tunnel traffic to obtain the average output rate is user-configurable on a per-tunnel basis . 

There are three new commands: 

• clear mpls traffic-eng auto-bw timers : Reinitializes the automatic bandwidth feature . 

• mpls traffic-eng auto-bw timers : Enables automatic bandwidth adjustment for a platform and 
starts output rate sampling for tunnels configured for automatic bandwidth adjustment. 

• tunnel mpls traffic-eng auto-bw: Configures a tunnel for automatic bandwidth adjustment and 
controls the manner in which the bandwidth for a tunnel is adjusted. 

Refer to the following document for additional information: 

http :/ /www.cisco.com/un ivercd/cc/td/doc/productlsoftware/ios 122/ 122newft/122t/122t4/ftbwadjm.htm . 

Automatic Protection Switching (APS) 
This feature allows switchover of Packet-over-SONET (POS) circuits in the event of circuit failure and 

( is often required when connecting SONET equipment to telco equipment. 

~rge-ln and Busy line Verify Operator Services 
• The Barge-In and Busy Line Verify Operator Services feature enhances Simple Gateway Control 

Protocol (SGCP)/Media Gateway Control Protocol (MGCP) gateway conferencing capabilities to 
support the Busy Line Verification/Operator Interrupt (BLV /OI) feature. The Busy Line Verification 
feature permits an operator to establish a connection to a customer's line to verify a busy condition for 
a calling party. The Operator Interrupt feature allows the operator to speak to the customer and to 
connect the calling party and customer, i f appropriate . These enhancements support other c ali tlows such 
as call pickup with barge-in that require the ability to conference a second call into an existing two-party 
call without intervention by parties in the existing cal!. No explicit configuration is required to enable 
this feature. 

BGP link Bandwidth 

( 

• 
BRI QSIG Protocol 

The MGCP Basic CLASS and Operator Services feature introduced conferencing to support three-way 
calling on SGCP and MGCP gateways. It is described in MGCP Basic CLASS and Operator Services at 

http :/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t2/ftmgcpgr. htm 

The Border Gateway Protocol (BGP) Link Bandwidth feature is used to advertise the bandwidth of an 
autonomous system exit link as an extended community. The BGP Link Bandwidth feature is supported 
by the internai BGP (iBGP) and externai BGP (eBGP) multipath features. The link bandwidth extended 
community indicates the preference of an autonomous system exit link in terms of bandwidth . The link 
bandwidth extended community attribute may be propagated to ali iBGP peers and used with the BGP 
multipath feature s to configure unequal cost load balancing . When a router receives a route from a 
directly connected externa! nei ghbor and adverti ses thi s route to iBGP nei ghbors , the router may 
advertise the bandwidth of that link. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ l22newft/ 122t/J 22t2/ftbgplb. htm 

BRI QSIG is the QSIG support over BRI interface . QSIG protocol support all ows Cisco vo ice gareways 
to connect PBXs, key telephone systems (KTS), and central office switc hes that comm.unicate by us· a 

the QSIG protocol. r;1 S ;1a o:, . ') _ C J 

Call Admission Control Based on CPU Utilization CP ,11 - CGT CIOS 

•c r• 

The Preauthentication with ISDN PRI feature permits the Cisco AS5300 and AS , 800 univ~'s 'J4 ~~s 

se rvers to de ny incoming ca ll s exceedin g a preconfi gured thres ho ld , permittin g the s~· IC ti , ~'df1tse/sMm 
CPU load leve i va lue. T his feature he lps ensure the quality of service (QoS) of e isting cá ll s and 
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~ 
reliability of system processes by preventing system overload that is caused by excessive incoming cahs. 
The feature rejects new digital calls (PRI, channel-associated signaling [CAS], and ISDN), with minar 
disruption to system users. 

Refer to the following document for additional information: 

http ://ww w.ci sco.com/uni vercd/cc/td/doc/product/access/acs_serv /as5800/s w _confli os_l22/d t61294. ht 
m 

Call Admission Control for H.323 VoiP Gateways 
Before the call admission control feature, gateways did not have a mechanism to gracefully prevent calls 
from entering when certain resources were not available to process the call. This causes the new call to 
fail with unreported behavior, and could potentially cause the calls that are in progress to have quality 
related problems. 

This feature set provides the ability to support resource-based call admission contrai processes. These 
resources include system resources such as CPU, memory, and call volume, and interface resources such 
as call volume. 

If system resources are not available to admit the call, two kinds of actions are provided: system denial 
(which busyouts ali ofTl or El) or per call denial (which disconnects, hairpins, or plays a message or 
tone) . If the interface-based resource is not available to admit the call, the call is dropped from the 
session protocol (such as H.323). 

This feature is supported on the Cisco 2600 and Cisco 3600 routers, Cisco MC3810 multiservice 
concentrators, and the Cisco IAD2420 platform. 

CDP and ODR Supportfor ATM PVCs 
This feature introduces support for the Cisco Discovery Protocol (CDP) over ATM point-to-point 
permanent virtual circuits (PVCs). Prior to this release, CDP discovery messages were not supported 
over ATM interfaces. 

CDP is a Cisco proprietary device discovery protocol. Each Cisco device periodically sends messages 
to a multicast address . These messages advertise information about that device, such as the system ID 
(name), capabilities, Cisco lOS software version, and the network address of the connected interface. 
This information will be picked up by any neighboring Cisco devices on the same medium, which are 
listening for CDP advertisements. The information learned about neighboring devices is available 
through the Cisco lOS CLI show cdp commands and through SNMP monitoring using the CDP MIB. 

This feature also adds support for On-Demand Routing (ODR) over ATM PVCs. ODR uses CDP to 
propagate IP address information in hub-and-spoke topologies. When ODR is enabled, spoke routers 
automatically advertise their subnets using CDP . 

CDP is disabled by default for ATM PVC interfaces. To enable CDP, use the cdp run global 
configuration mode command and the cdp enable interface configuration mode command on both ends 
of the PVC. To enable ODR, use the router odr global configuration mode command on the hub router 
and turn off any dynamic routing protocols in the spoke routers. 

For details on configuring CDP, refer to the following documentation: 

http://www.ci sco.com/un ivercd/cc/td/doc/product/software/ios 122/122cgcr/ffun_c/fcfprt3/fcf0 15. htm 

For detail s on configuring ODR, refer to the following documentation : 

http://www.cisco.com/uni vercd/cc /td/doc/product/so ftware/ios 122/ I 22cgcr/fipr_c/ipcprt2/ I cfodr.htm 

CEF and Distributed CEF Switching for 1Pv6 Ir': 
1 

Cisco Express Forwarding foriPv6 (CEFv6) is advanced, Layer 3 IP switchi ~~:?'~0ofop:~,/~t ~~~~! 
forward1ng ofiPv6 packets. Dt stnbuted CEF for IPv6 (dCEFv6) performs the amel t unf!:~nt~E · 6 
but for distributed architecture platform s such as the Ci sco 12000 series Jnte ! lÇJ. route~ iA:ctt:lhJ 
Cisco 7500 series routers. dCEFv6 and CEFv6 functi on the same and offer the sa '"e I:J 

0~.fits .. as .. rLCEF 4 
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~~ 
and CEFv4-network entries that are added, removed, or modified in the IPv6 Routing Information BJ;' '­
(RIB), as dictated by the routing protocols in use, are retlected in the Forwarding lnformation Bases 
(FIBs), and the 1Pv6 adjacency tables maintain Layer 2 next-hop addresses for ali entries in each FIB. 

CEFv6 was introduced in Cisco lOS Release 12.2(13)T for nondistributed architecture platforms, such 
as the Cisco 7200 series routers. dCEFv6 was introduced in Cisco lOS Release 12.0(21 )ST for the 
Cisco 12000 series Internet routers, and was then integrated in to Cisco lOS Release 12.2(13 )T and I ater 
releases for other distributed architecture platforms, such as the Cisco 7500 series routers. 

In Cisco lOS Release 12.0(21 )ST, dCEFv6 included support for IPv6 addresses and prefixes. In 
Cisco lOS Release 12.2(13)T or later releases, dCEFv6 and CEFv6 were enhanced to include support 
for separate FIBs for IPv6 global, site-local, and 1ink-local addresses. 

CEF on Multipoint GRE Tunnels 
The CEF on Multipoint GRE Tunnels feature enables Cisco Express Forwarding (CEF) switching of IP 
traffic to and from multipoint generic routing encapsulation (GRE) tunnels. Tunnel traffic can be 
forwarded to a prefix through a tunnel destination when both the prefix and the tunnel destination are 
specified by the application. 

c{ •icate Autoenrollment 

e 

~ .. 

The Certificate Autoenrollment feature allows you to configure your router to automatically request a 
certificate from the certification authority (CA) that is using the parameters in the configuration. Thus, 
operator convention is no longer required at the time the enrollment request is sent to the CA server. 

Automatic enrollment will be performed on startup for any trustpoint CA that is configured and does not 
have a valid certificate. When the certificate-which is issued by a trustpoint CA that has been 
configured for autoenrollment-expires, a new certificate is requested. Although this feature does not 
provide seamless certificate renewal, it does provide unattended recovery from expiration. 

Refer to the following document for additional information: 

http:! /www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/ 122t8/ftautoen .htm. 

Note This feature was originally introduced in Cisco lOS Release 12.1 (8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5800 platforms. 

Certificate Enrollment Enhancements 

( 

• 
The Certificate Enrollment Enhancements feature introduces five new subcommands to the crypto ca 
trustpoint command-ip-address (ca-trustpoint), password (ca-trustpoint), serial-number, 
subject-name, and usage. These commands provide new options for certificate requests and allow users 
to specify fields in the configuration instead of having to go through prompts . (However, the prompting 
behavior remains the default if this feature is not enabled.) Thus, users can preload ali necessary 
information into the configuration, allowing each router to obtain its certificate automatically when it is 
booted. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ I 22t8/ftenrol2 .htm . 

Note This feature was originally introduced in Cisco lOS Release 12.1 (8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5800 platforms. r;;~~-~ i~ I 
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Circuit Interface ldentification Persistence for SNMP 

Now "' Ch,god I~ • 

~. 

The Circuit Interface MIB (CISCO-CIRCUIT-INTERFACE-MIB) provides a MIB object (cciDescr) 
which can be used to identify individual circuit-based interfaces for SNMP monitoring . The Circuit 
Interface Identification Persistence for SNMP feature maintains this user-defined name of the circuit 
across reboots , allowing the consistent identification of circuit interfaces. Circuit Interface Identification 
Persistence is enabled using the snmp mib persist circuit global configuration command. 

Note This feature was originally introduced in Cisco lOS Release 12.1(4)T. This release is porting the feature 
in to the Cisco AS5300 platform. 

Cisco Discovery Protocol (CDP}-1Pv6 Address Family Support for Neighbor lnformation 
The CDP 1Pv6 Address Family Support for Neighbor Information feature adds the ability to transfer 
IPv6 addressing information between two Cisco devices using Cisco Discovery Protocol (CDP) . CDP in 
IPv6 functions the same as and offers the same benefits as CDP in IPv4. 1Pv6 enhancements to CDP 
allow CDP to exchange 1Pv6 and neighbor addressing information. 1Pv6 CDP provides IPv6 information 

(__ to network management products and provides troubleshooting tools . 

• 
Cisco Gateway Management Agent 

The Cisco Gateway Management Agent (CGMA) feature provides an eXtensible Markup Language 
(XML) interface to support real-time management of a Cisco lOS gateway (GW). Currently, GWs 

• 

provide statistics using Simple Network Management Protocol (SNMP) and do not support real-time 
polling. The CGMA feature allows GWs to communicate with third-party management applications 
using XML over TCP/IP. 

Cisco lOS Firewall Statefullnspection of ICMP 
The Cisco lOS Firewall Stateful Inspection of ICMP feature addresses the limitation of qualifying 
Internet Control Management Protocol (ICMP) messages into either a malicious or benign category by 
allowing the Cisco lOS firewall to use stateful inspection to "trust" ICMP messages that are generated 
within a private network and to permit the associated ICMP replies. Thus, network administrators can 
debug network issues without needing to block ICMP messages from entering the network because of 
possible intruders . 

Cisco lOS Firewall Support for SIP 
The Cisco lOS Firewall Support for SIP feature integrates Cisco lOS firewalls , the Voice over IP (VoiP) 
protocol, and Session Initiation Protocol (SIP) within a Cisco lOS based platform, enabling better 
network convergence. 

co lOS Server load Balancing 
The lOS SLB feature is a Cisco IOS-based solution that provides IP server load balancing. Using the 
lOS SLB feature, the network administrator defines a virtual server that represents a group of real servers 
in a cluster of network servers known as a server farm. In this environment the clients are confi gured to 
connect to the IP address of the virtual server. The virtual server IP address is configured as a loopback 
address , or secondary IP address , on each of the real servers. When a client initiates a connection to the 
virtual server, the lOS SLB function chooses a real server for the connection based on a configured 
load-balancing algorithm. 

Refer to the following document for additional information: n"S .o (;~ ,~/ -. 
1 .1 · n .... , _ C~J 
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http: //www.ci sco.com/uni vercd/cc/td/doc/product/software/i os 12 11121 n,~ft1.1 ~ I t/ I ~· "15,/ i 'YS!>' lb5t .htm 

Cisco Mobile Networks- Dynamic Network Support 
The Ci sco Mobile Networks feature enables a mobile router and its sub ef fõ ~0fl0-~~<(i}Q. aintain 
ali IP connectivity, transparent to the IP hosts connectin g through thi s ob.ile rou re)i-_lj>rt;Jyflus l, , thi s 
feature was a static network impl ementati on that supported stub route r onl y. n I 
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Cisco lOS Release 12.2(13)T introduces dynamic network support, which means that the mobile ~o~!::" 
dynamically registers its mobile networks to the home agent, which reduces the amount of configuration 
required at the home agent. For example, if a home agent supports 2000 mobile routers, the home agent 
does not need 2000 configurations but only a range of home IP addresses to use for the mobile 
routers .This registration results in minimal configuration on the home agent making admini stration and 
set up easier. 

Cisco Ouality of Service Device Manager 2.0 Support for Cisco 1700 Series Routers 
QDM is now supported on Cisco 1700 series routers. 

Cisco Quality of Service Device Manager (QDM) is a web-based Java application with which users can 
configure and monitor advanced IP-based Quality of Service (QoS) functionality within Cisco routers 
using a graphical user interface (GUI) . 

QDM 2.0 is available as a separate product download and is free of charge. If you would like to install 
or reinstall QDM, refer to the Release and lnstallation Notes for Cisco Quality of Service Device 
Manager 2.0 on Cisco.com and the Documentation CD-ROM for additional information : 

http ://www.cisco.com/univercd/cc/td/doc/product/rtrmgmt/qdm/qdmrn20.htm 

~: \. tJ Service Assurance Agent Support for the Cisco 820 Series and SOHO 70 Series 
• For information on configuration for the Cisco Service Assurance Agent, refer to the following Iocation : 

http:/ /www.c isco.com/univercd/cc/td/doc/product/software/ios 122/ 122cgcr/ffun_c/fcfprt3/fcf0 17 .htm 

The Cisco 820 series and SOHO 70 series do not currently support the Cisco Service Assurance Agent 
Application Performance Monitor (APM) feature. 

Cisco VCWare Version Checker 

CI • 

The Cisco VCWare Version Checker feature adds Cisco VCWare version checker warning output at 
bootup and when you use the show vfc version vcware and show vfc version dspware commands. 

This new version checker feature detects possible mismatches between Cisco lOS software and 
Cisco VCWare and DSPWare. If a software mismatch is found , a compatibility mismatch warning is 
output at bootup and when the show vfc version commands are used . If no mismatch is found , there is 
no advisory output. Because the new information is advisory only, there is no action taken whether the 
software is compatible or incompatible. 

This feature applies only to the Cisco AS5300. Refer to the following document for additional 
information : 

http: //www.ci sco.com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/ 122t/122t 11/ftvdspck.htm 

-BULK-FILE-MIB Enhancements 
The Cisco Bulk File Creation MIB (CISCO-BULK-FILE-MIB .my) is a MIB module for creating and 
deleting bulk file s of SNMP data for fil e transfer. The CISCO-BULK-FILE-MIB Enhancements feature 
enhances the Cisco Bulk File Creati on MIB to support selective-row-tran sfer and 
notifi cati on-on-fil e-creation. Prior to thi s enh ancement, when the MIB was used to dump large tables 
(for example, the ccHi storyTable), much of the data transfer consisted of dup licated data . This feature 
allows the SNMP manager to specify a starting row in the SNMP Get request. 

Thi s feature also introduces a notificati on that can be sent when fil e creation is complete or when there 
is an errar durin g fil e creati on. Specifica ll y, thi s fea ture modities the CIS CO-BlYJ::· -PI J:>E-MIB y-· .... ""' c l introduc in g fo ur new MIB objects (c bfDeti neFi leNotifyOnCompleti on, cbfDefi eCQ bj'eélt a b~·e i_QS't ;[~c c' 

c bfDefineObj ec tNumE~tri es, cbfDeti_neObj ec tLas tPolledlnst) and a new notifi c tlÔ.· ;~bfeCt)C~ }~"'(\vJ 
(cbfDefin eF Ji eComplet10n ). For detali s, refer to the CISCO-BULK-FILE-MIB .my...fiJe, avM~l !J V 
through Cisco.com MIB FTP site at the foll ow in g locati on: Fls . N° _ _ _ 

ftp :1 /ft p.c i sco .co m/pu b/m i bs/v 2/CTSCO-B UL K-FILE-MIB . m y 
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CISCO-SIP-UA-MIB Enhancements Providing Functional Parity to SIP related CLI 
The CISCO-SIP-UA-MIB Enhancements Providing Functional Parity to session initiation protocol (SIP) 
related CU feature has Simple Network Management Protocol (SNMP)/command-line interface (CLI) 
MIB enhancements to maintain parity with SIP features released to date. 

No documentation work is required. The MIB is "self-documenting." 

Class-Based Weighted Fair Queueing (CBWFQ) 
Class-based weighted fair queueing (CBWFQ) extends the standard WFQ functionality to provide 
support for user-defined traffic classes. For CBWFQ, you define traffic classes based on match criteria 
including protocols, access controllists (ACLs) , and input interfaces. Packets satisfying the match 
criteria for a cl ass constitute the traffic for that class. A queue is reserved for each class, and traffic 
belonging to a class is directed to the queue for that class. 

CNS Agents SSL Security 

~ .. 

CNS Agents SSL Security is a Cisco lOS software feature that allows for the configuration of a secure 
connection between the CNS Agent, running on the Cisco lOS software-based device, anda CNS Server. 
Secure Socket Layer (SSL) encryption for CNS connections is enabled on the Cisco lOS device (CNS 
Agent) side using the encrypt keyword with the cns config initial or cns config partia! global 
configuration mode commands. 

Note This feature was originally introduced in Cisco lOS Release 12.1 (8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

CNS Configuration Agent 

( • 

CNS is a foundation technology for linking users to network services. CNS SDK accomplishes this by 
making applications network-aware and increasing the intelligence of the network elements . CNS SDK 
provides building blocks to a range of customers in market segments such as Enterprise, service 
provider, independent software vendors, and system integrators. 

The CNS Configuration Agent supports routing devices by providing: 

• lnitial configurations 

• Incrementai (partia!) configurations 

• Synchronized configuration updates 

Refer to the following document for further information: 

http ://ww w.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/122t2/ftcn s_ca. htm 

Note This fea ture was orig inally introduced in Ci sco lOS Release 12.1 (4)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 

CNS Event Agent 

f Ol-4233-01 Rev. DO 

CNS is a foundation technol ogy for linking users to network services. CNS SD!f-aeee~J]Ii-s~;s ..,his;8Y. 
mak ing applicati ons network-aware and increas in g the intelli gence of the netwo ,elême nÍt . C NS ~.?~ 
prov ides ~uilding bl ocks .to a range of customers in ~1arket segments such as Enj~íJ~e-;-se -.v'ib~·~-18'-' 
prov 1der, 1ndependent software vendors, and sys tem Integrators. I \.) 5 \J 
The CNS Event Agent is part of the Cisco lOS infras tructure that allows Cisco IÓ -·!3ipp~~~at1·<:m"S7"TO"f 
exampl e CNS Configuration Agent, to publi sh and subscribe to events on a CNS lEvent Bus. CNS Event 

Age nt wo rks in conjuncti on with CNS Configuration Agent . I ~ ~:: --3-6-g_n_ 
Refe r to the fo ll ow in g doc ument for further in fo rmati on: ~. ---~-

htt p :1/ww \v.c isco.com/un i ve rcd/cc/td/doc/product/so i"t ware/ios 1221 122newft/ 122t/ 122 t2/ft cns_ea. htm 

Release Notes for Cisco lOS Release 12.3 • •n• 



• .New and Changed lnformation 

~ .. 
Note This feature was originally introduced in Cisco lOS Release 12.1 ( 4)T. This release is porting the feature 

into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms . 

Committed Access Rate (CAR) 
Committed Access Rate (CAR) can rate limit traffic based on certain matching cri teria, such as incoming 
interface, IP Precedence, or IP access list. 

Connection-Oriented Media (Comedia) Enhancements for SIP 

( 

• 

This feature provides the following functionality to symmetric Network Address Translation (NAT) 
traversal: 

• Allows the Cisco gateway to check the media source of incoming Real-time Transport Protocol 
(RTP) packets. 

• Allows the endpoint to advertise its presence inside or outside of NAT. 

The new feature implements one of many possible SIP solutions to address problems with different NAT 
types and traversals .With the Connection-Oriented Media (Comedia) Enhancements for SIP feature , the 
gateway can open an RTP session with the remote end and then update or modify the existing RTP 
session 's remote address and port (raddr:rport) with the source address and port of the actual media 
packet received after passing through NAT. 

Crashinfo Support for Cisco 3600 Series 
Crashinfo is a mechanism to reliably and quickly store useful information related to unexpected system 
shutdowns directly to a local flash card. This information can be retrieved after a system reload to aid in 
the analysis and resolution of a system error. 

To enable this feature , use the exception crashinfo file device:filename in global configuration mode. 
Use the device and filename arguments to specify the flashcard and file to be used for storing the 
diagnostic information . To change the size of the crashinfo buffer, use the exception crashinfo 
buffersize command . The default buffer size is 32 kilobytes. 

Default VPDN Group Template 
The Default VPDN Group Template feature introduces the ability to configure global default values for 
virtual private dialup network (VPDN) parameters in a VPDN template. These global default values are 
applied to ali VPDN groups , unless specific values are configured for individual VPDN groups. 
Previously, the Cisco lOS software required that VPDN parameters be configured for each individual 
VPDN group i f the system default values were not desired. 

Refer to the following document for additional information: 

http://www.cisco.com/uni vercd/cc/td/doc/product/software/ios 122/ I :22newft/1 22t/ L22t8/ftdevpdn . htm 

DF Bit Override Functionality with IPSec Tunnels 
The DF Bit Override Functionality with IPSec Tunne ls feature allows cu stomers to confi gure the settin g 
of the DF bit when encapsulating tunnel mode IPSec traffic on a global or per-interface levei. Thus, i f 
the DF bit is set to clear, routers can fragment packets regardless of the orig inal DF bit setting. Refer to 
the followin g document for additional information : 

http ://www.c isco.com/uni vercd/cc/td/doc/product/software!ios 12'2/ 122newft / 122t/ 122t2/ftdti_psc .htm 

DFP Support in DistributedDirector f. :> n° Cft5 02-·! 
DistributedDirector can obtain load informati on from Ci sco LocaiDirector, Catalyst ilOg_ a~d g Õ),t';.í .... ICS 
clients usin g Dynamic Feedback Protocol (DFP). Thi s protocol allows the user to co figure the 
DistributedDirector to communicate with various DFP agents. The Distributed0irect

1 
r ls tre DFP __ 

age nts how often they should report load informati on; then the DFP agent can tell the 
Di stributedDirec tor whi ch LocalDirec tor c luster to remove from prov iding se rvice. 

Refer to the fo ll ow in g document for additi ona l informati on: 

• Release Notes for Cisco lOS Release 12.3 
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http://www.cisco.com/univercd/cc/td/doc/product/iaabu/distrdir/dtdddfp.htm 

DHCP Client on WAN Interfaces 

\~ 
The DHCP Client on WAN Interfaces feature extends the Dynamic Host Configuration Protocol (DHCP) 
to allow PPP over ATM (PPPoA) and certain ATM interfaces to acquire an IP address through DHCP. 
By using DHCP rather than the IP Control Protocol (IPCP), a DHCP client can acquire other useful 
information such as DNS server addresses, the DNS default domain name, and default route. 

Previously, the ip address dhcp interface configuration command could only be used on Ethernet 
interfaces. This feature allows the ip address dhcp command to be used on WAN interfaces. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ l22t8/ftwandhp.htm. 

DHCP Client-Dynamic Subnet Allocation API 
The DHCP Client-Dynamic Subnet Allocation API feature is an application program interface (API) that is 
called by the DHCP Server-On-Demand Address Pool Manager feature for obtaining a subnet or releasing a 

( 
subnet to the source server via DHCP. This feature allows automated configuration of Layer 3 devices for 
simplified deployment . 

• 
DHCP Relay Agent Support for Unnumbered Interfaces 

Relay agents are used to forward requests and replies between clients and servers when they are not on 
the same physical subnet. Relay agent forwarding is distinct from the normal forwarding of an IP router, 
where IP datagrams are switched between networks somewhat transparently. Relay Agents receive 
Dynamic Host Configuration Protocol (DHCP) messages and then generate a new DHCP message to 
send out on another interface. 

The Cisco lOS DHCP relay agent supports IP unnumbered interfaces. The DHCP relay agent 
automatically adds a static host route specifying the unnumbered interface as the outbound interface. 

DHCP Server lmport Ali Enhancement 
When the import ali DHCP pool configuration command is used, the DHCP Server Import Ali 
Enhancement feature allows options imported by one subsystem to coexist with options imported from 
another subsystem. When the session is terminated or the lease is released, the imported options are 
cleared from the DHCP server database. 

DHCP Server-On-Demand Address Pool Manager 

c • 
The DHCP Server-On-Demand Address Pool Manager is a feature in which pools of IP addresses can 
be dynamically increased or reduced in size depending on the address utilization levei. This feature 
supports address assignment using the Dynamic Host Configuration Protocol (DHCP) for customers 
using private addresses. Each on-demand address pool (ODAP) is configured and associated with a 
particular Multiprotocol Label Switching (MPLS) Virtual Private Network (VPN). 

When configured, the ODAP is populated with one or more subnets leased from a source server and is 
ready to serve address requests from DHCP clients or from PPP sessions. The source server can be a 
remote DHCP server ora RADIUS server (via AAA). Currently, only the Cisco Access Registrar 
RADIUS server supports ODAPs. Subnets can be added to the pool when a certain utilization levei (high 
utilization mark) is achieved. When the utilization levei falls below a certain levei (low utilization mark), 
a subnet can be returned to the server from which it was originally leased. 

This feature all ows customers to optimize their use of IP addresses, thus conserving address space. 

Refer to the following document for additional information: ,-::::--· -

http: //www.ci sco .com/univercd/cc/td/doc/product/software/ios 122/1 22newft/ 122IJi!~4i8 ~~ ndhcR: ~F.fn1 lI 
~~ .• 11 - (f5·\j'1Jvu 
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• New and Changed lnformation 

DHCP Server- Option to Ignore Ali BOOTP Requests \~\À. 
The DHCP Server- Option to Ignore Ali BOOTP Requests feature introduces the following ne~ bal 
configuration command: ip dhcp bootp ignore. This command allows the Cisco lOS DHCP se er to 
ignore received BOOTP requests . 

Dialer CEF 

Refer to the following document for additional information : 

http :/ /www.ci sco.com/univercd/cc/td/doc/product/software/ios 122/122newft/ 122t/ 122t8/ftdbootp . htm 

The Dialer CEF feature introduces Cisco Express Forwarding (CEF) support for dialer interfaces. The · 
Dialer CEF feature allows packets to be CEF switched across dialer interfaces rather than being low-end 
switched (LES) or fast switched. Compared to fast switching, CEF switching support improves 
switching performance by decreasing CPU utilization and lowering the packet loss rate . Refer to the 
following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/122newft/122t/122t4/ftdlrcef.htm 

Dialer Watch Connect Delay 
( The Dialer Watch Connect Delay feature introduces the ability to configure a delay in bringing up a 

secondary link when a primary link that is monitored by Dialer Watch goes down and is removed from 
• the routing table. Previously, the router would instantly dia! a secondary route without allowing time for 

the primary route to come back up. When the Dialer Watch Connect Delay feature is configured, the 
router will check for availability of the primary link at the end of the specified delay time before dialing 
the secondary link. 

Refer to the following document for additional information : 

http :/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t8/ftdial w l.htm 

Disabling V.110 Padding 
In networks with devices such as terminal adapters (TAs) and global system for mobile communication 
(GSM) handsets that do not fully conform to the V. li O modem standard, you will need to disable V. li O 
padding. To disable the padded V.llO modem speed report required by the V.llO modem standard, use 
the no isdn vllO padding command in interface configuration mode. 

Distributed 1Pv6 for Cisco lOS Software 
This feature provides distributed CEF switching support for 1Pv6 on the Cisco 7500 platforms. 

Distributed Management Event MIB Conformance to RFC 2981 
Prior to Cisco lOS Release 12.2( 4 )T3, Event MIB support in Cisco lOS software was based on the IETF 

C- internet draft version. In Cisco lOS Release 12.2(4)T3, the Cisco implementation of the EVENT-MIB 
was updated to comply with the finalized version of the Event MIB , as defined in RFC 2981. For details, 

• see RFC 2981, available through the IETF website at http ://www.ietf.org. 

DLR Enhancements: PGM RFC-3208 Compliance 
In compliance with RFC 3208, the DLR Enhancements feature adds off-tree designated local repairer 
(DLR) support and redirecting poli response (POLR) capability for upstream DLRs to the Ci sco 
implementation of Pragmatic General Multicast (PGM). 

3 6_ 9 O, 
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DLSw+ Enhanced Load Balancing (\ \) 
In a network with multiple capable paths, the Data Link Switch Plus (DLSw+) Load Balancing·r 
Enhancements feature improves traffic load balancing between peers by distributing new circuits based 
on existing loads and the desired ratio. 

~ ... 

For each capable peer (peers that have the lowest or equal cost specified), the DLSw+ Load Balancing 
feature calculates the difference between the desired and the actual ratio of circuits being used on a peer. 
It detects the path that is underloaded in comparison to the other capable peers and assigns new circuits 
to that path until the desired ratio is achieved. 

Note This feature was originally introduced in Cisco lOS Release 12.0(3)T. This release is porting the feature 
into the Cisco AS5350 platform. 

DLSw+ Peer Group Clusters 
The DLSw+ Peer Group Clusters feature reduces the explorer packet replication that typically occurs in 

( 
e 

a large Data Link Switch Plus (DLSw+) peer group design, where there are multi pie routers connected 
to the same LAN. 

The DLSw+ Peer Group Clusters feature associates DLSw+ peers (that are connected to the same LAN) 
into logical groups. Once the multiple peers are defined in the same peer group cluster, the DLSw+ 
Border Peer recognizes that it does not have to forward explorers to more than one member within the 
same peer group cluster. 

• 

~ ... 
Note This feature was originally introduced in Cisco lOS Release 12.0(3)T as DLSw+ Peer Clusters. This 

release is porting the feature into the Cisco AS5350 platform. 

DNS Client AAAA Record Lookups over 1Pv6 
The DNS Lookups over an 1Pv6 Transport feature adds support for 1Pv6 AAAA record types over an 
1Pv6 transport in the Domain Name System (DNS) name-to-address and address-to-name lookup 
processes . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/prod uct/software/ios 1221122newft/122t/ 122t2/ipv6/index. ht 
m 

-,C) Serve r Support for NS Records 
DistributedDirector has improved server load-balancing capacity with the DNS Server Support for NS 
Records feature . This feature adds support for name server (NS) records to the Cisco lOS Domain Name 
System (DNS) server. With this feature, the DistributedDirector can distribute the server-selection 
process to multiple Di stributedDirectors , improving overall server capacity. 

Dual Serial Line Management to Interface Lucent 5ESS 
This feature is a part of the Cisco IOS Telco Feature Set, a bundle of applications specific to the data 
communications network (DCN) environment. Specifically, this feature supports X.25-to-TCP protocol 
translation , and provides dual serial interfaces to preserve the redundancy and monitorin g capability 
available from SCCO and SCC I links on a Lucent 5ESS switch in the DCN pe.tw.ork. 

E1 R2 Signaling I·. ;-) ,,: (J. {. vJ - Cl J 

R2 signaling is an international signaling standard that is common to channelf.feci·!E t.n t0;~; ! 2f.n 
El R2 Signaling feature was introduced in Cisco lOS Release 11.3(2)T and lis ~ow sup~~fpttj; 
Cisco 1751 and Cisco 1760 platforms in Ci sco IOS Release 12.2(15)T and OC is···o,J® -~_11~. 3 
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Easy VPN Serve r 

~~0 
A client process, such as HSRP, Virtual Router Redundancy Protocol (VRRP), or Gateway Lot\J 
Balancing Protocol (GLBP), can now register with the tracking service, its interest in tracking a • · )/'-­
particular object, such as an interface ora route, and then be notified when the tracked object changes 
state. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/ 122t/122t 15/fthsrptk.htm 

The Easy VPN Server feature introduces server support for the Cisco VPN Client Release 3.x software 
clients and Cisco VPN hardware clients. It allows a remote end user to communicate using IP Security 
(IPSec) with any Cisco lOS Virtual Private Network (VPN) gateway. Centrally managed IPSec policies 
are "pushed" to the client by the server, minimizing configuration by the end user. 

Refer to the following document for additional information: 

http :/ /www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/122newft/122t/122t8/ftunity.hlm 

Encrypted Vendor-Specific Attributes 
The Encrypted Vendor-Specific Attributes feature introduces support for the following three types of 
string vendor-specific attributes (VSAs): 

• Tagged string VSA-To retrieve the right value for this VSA, the Tag field must be parsed correctly. 
The value for this field can range only from Oxül through Ox lF. If the value is not within the 
specified range, the RADIUS server will ignore the value and consider the Tag field to be a part of 
the attribute string field. 

• Encrypted string VSA-This VSA h as a Salt field that ensures the uniqueness o f the encryption key 
that is used to encrypt each instance of the VSA. The first and most significant bit of the Salt field 
must be set to 1. 

• Tagged and Encrypted string VSA-This VSA is similar to encrypted string VSAs except this VSA 
has an additional Tag field. Ifthe Tag field is not within the valid range (Oxül Oxül through OxlF), 
it is considered to be part of the Salt field . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/softwarelios l22/122newft/ 122t/122t8/ftencvsa. htm 

Enhanced Password Security 

c • 
The Enhanced Password Security feature allows you to configure Message Digest 5 (MD5) encryption 
for username passwords . Before the introduction of this feature, there were two types of passwords 
associated with usernames : Type O, which is a clear text password visible to any user who has access to 
privileged mode on the router, and type 7, which is a password with a weak, exclusive, or type 
encryption. Type 7 passwords can be retrieved from the encrypted text by using publicly available tools . 

Use the username secret command to configure a username and an associated MD5-encrypted secret. 

Refer to the following document for additional information: 

http://www.ci sco.com/univercd/cc/td/doc/product/software!ios 122/ 122newft/ 122t/122t8/ft_md5'.htm 

Enhanced Test Command 

M f1W 

The Enhanced Test Command feature introduces two new commands-aaa user ,P-rofile and aa.a _ 
attribute-that allow you to create a named user profile with calling line identificátiofl (q LIQ) ,~ r cj ia efll 
number identification service (DNIS) attribute values , which can be associated w1

1it~. ~JestO~J)=Ôe;s 
command. 
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U« th< aaa attdbute oommand to add CLID oc DN!S attcibute values to a usec pcofil<, whioh is o~ 
by using the aaa user profile command. The CLID or DNIS attribute va1ues can be associated with the 
record that is going out with the user profile (via the test aaa group command), thereby providing the 
RADIUS server with access to CLID or DNIS attribute information for ali incoming calls. Refer to the 
following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t4/ftaaacmd.htm 

Enhanced VoiceXML Diagnostics 
With the Enhanced VoiceXML Diagnostics feature, debugging output can be filtered for ali VoiceXML 
applications except the application named in the debug condition application voice command. When 
this command is configured, the gateway displays debugging messages on1y for the specified VoiceXML 
application when using the debug vxml and debug http client commands. 

Refer to the following documents for additiona1 information : 

• Cisco lOS TCL and VoiceXML App1ication Guide: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/ 122t/122t 11 /ivrapp/in 
dex.htm 

• Cisco VoiceXML Programmer's Guide: 

h t tp :/ /ww w.cisco .com/uni vercd/cc/td/doc/prod uct/software/i os 122/rel_docs/vxml prg/i ndex . htm 

Enhancements for the Cisco VG200 V o ice Gateway 

( 

• 

The Enhancements for the Cisco VG200 Voice Gateway feature provides the Cisco VG200 p1atform 
with increased voice gateway feature parity to the Cisco 2600 series, Cisco 3600 series, and Cisco 3700 
series. This feature is also supported on the Cisco VG200XM platform upgrade. The Cisco VG200XM 
is new for Cisco lOS Release 12.2( 11 )T and is a more powerful version of the Cisco VG200, offering 
higher processing power and improved performance. 

The Cisco VG200 platforms provide the following default memory options: 

• CiscoVG200-8 MB of Flash, 64MB of DRAM. 

• Cisco CG200XM-16 MB of Flash, 64 MB of DRAM. 

The Enhancements for the Cisco VG200 Voice Gateway feature includes the following features: 

• FXO Answer and Disconnect supervision-Enables analog Foreign Exchange Office (FXO) ports 
to monitor call-progress tones and to monitor voice and fax transmissions returned from a PBX or 
from the Public Switched Telephone Network (PSTN) . 

• NM-HDV-IT1/E1-12-This digital voice card provides telephony interface signaling support, 
providing a lower density digital solution. 

• Private-line automatic ringdown (PLAR)-Provides an off-premises extension (OPX) from a private 
PBX. Also provides dial tone from a remote PBX. 

• Propr ietary Transfer Code-Enables the Cisco VG200 (acting as a PSTN gateway with an 
Survivable Remote Site Telephony (SRST) or ITS device) to support Cisco proprietary cal I transfer 
from the SRST or ITS device back to the PSTN. 

Update to the Enhancements for the Cisco Voice Gateway 200 

Ol-4233-01 Rev. DO 

The Enhancements for the Cisco Voice Gateway 200 (Cisco VG200) feature provides the Cisco VG200 
platform (also called CAG-VG200) with increased voice gateway feature paf\f~ to tt)é Ci sco 2_'bo9· 
Cisco 3600, and Cisco 3700 platforms. This update provides additional feat re fun'ct iónality on< t~e 

• ,n,. ,l l,,..,..,.lloi .. ._ 1·.J~.,I 
C1sco VG200 platform . - -

The Cisco VG200 platforms prov ide the following default memory options: C~.9 -~:IDc0.-76 MB of 
Flash. 64MB of DRAM . I 3_6_9_ 0 
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~uq,\\ 

Event Tracer 
\~ 

The Event Tracer feature provides a binary trace facility for troubleshooting Cisco lOS software. This 
feature gives Cisco service representatives additional insight in to the operation of the Cisco lOS 
software and can be useful in helping to diagnose problems in the unlikely event of an operating system 
malfunction or, in the case o f redundant systems, route processar switchover. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 120/120newft/1201imit/120s/ 120s 18/evn 
ttrcr.htm 

Fax and Modem Pass-Through over VoiP 

( 
e 

~ .. 

On detection o f the fax or modem tone on an established VoiP call, the gateways switch in to modem fax 
or pass-through mode: the voice codec and configuration is suspended and the pass-through parameters 
are loaded for the duration of the fax or modem session. This changes the bandwidth needed for the c ali 
to the equivalent o f O. 711. 

With pass-through, the fax. or modem traffic is carried between the two gateways in RTP packets, using 
an uncompressed format resembling the 0.711 codec. Packet redundancy may be used to mitigate the 
effects of packet loss in the IP network. Even so, fax and modem pass-through remain susceptib1e to 
packet 1oss, jitter and latency in the IP network. The two endpoints must be c1ocked synchronous1y for 
this type of transport to work predictably. 

The Fax and Modem Pass-Through feature is a1so known as Voice Band Data (VBD) by the International 
Te1ecommunication Union (ITU). VBD refers to the transport of fax or modem signals over a voice 
channel through a packet network with an encoding appropriate for fax or modem signals. The minimum 
set of coders for VBD mode is 0.711 ulaw and alaw with VAD disabled. For modem transport, Echo 
cancellation is also be disabled. 

Note The Fax and Modem Pass-Through over VoiP feature is also known under the feature title Modem 
Passthrough over Voice over IP. 

Fax Detection for VoiceXML 

( • 
With the Fax. Detection for VoiceXML feature, when a VoiceXML fax detection application is configured 
on the gateway, callers can dia! a single number for both voice and fax. calls. The gateway automatically 
detects that a call is a fax transmission by listening for comfort noise generation (CNO), the distinctive 
fax "calling" tone. When configured for fax detection, the Cisco VoiceXML gateway continuously 
listens to incoming calls to determine which calls are voice or fax . The gateway then routes the calls to 
the appropriate application or media server. 

Refer to the following documents for additional information: 

• Cisco lOS TCL and VoiceXML Application Ouide: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/l22newft/ 1 22t/ 122t I Jlivrapp/i n 
dex .htm 

• Cisco VoiceXML Programmer's Ouide: 

http ://www.cisco.com/uni verccl/cc/td/doc/prod uct/software/ios 122/rel_docs/v/x ml prg/i ndex. htm -
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\~1v~"?: 
File System Check and Repair for PCMCIA ATA Disks ~ 

This feature introduces a File-System-Check (fsck) utility in Cisco lOS software for FAT filesyste 
PCMCIA disks. The utility performs functions such as checking the boot sector and partition tab e, 
checking file and directory structure, reclaiming unused disk space, and updating the FAT file structure. 
Prior to the introduction o f this utility, corrupt files could not be removed from ATA disks using the Cisco 
lOS CLI. This utility is run using the fsck privileged EXEC mode command. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/productlsoftware/ios 122/ 122newft/ 122t/122t 13/ft_fsck.htm 

Firewall Authentication Proxy 

Firewall Feature Set 

OL-4233-01 Rev. 00 

The Cisco lOS Firewall authentication proxy feature allows network administrators to apply specific 
security policies on a per-user basis. Previously, user identity and related authorized access was 
associated with the IP address of a user, or a single security policy had to be applied to an entire user 
group or sub network. Now, users can be identified and authorized on the basis of their per-user policy, 
and access privileges tailored on an individual basis are possible, as opposed to general policy applied 
across multiple users. 

With the authentication proxy feature, users can log in to the network or access the Internet via HTTP, 
and their specific access profiles are automatically retrieved and applied from a CiscoSecure ACS, or 
other RADIUS, or TACACS+ authentication server. The user profiles are active only when there is active 
traffic from the authenticated users. 

The authentication proxy is compatible with other Cisco iOS security features such as Network Address 
Translation (NAT), Context-based Access Control (CBAC), IP Security (IPSec) encryption, and 
Cisco Secure VPN Client (VPN client) software. 

Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 cgcr/secur_c/scprt3/scdauthp.ht 
m 

The Cisco lOS Firewall feature set provides firewall-specific security features to the Cisco CVA 122 
Cable Voice Adapter. When this feature is enabled, the router acts as a buffer between the Internet and 
other public networks and the private network that is connected to the router. Security is provided by 
access lists, as well as by examining incoming traffic for suspicious activity. 

The firewall-specific security features include the following: 

• Authentication proxy services to intelligently apply specific security policies on a per-user basis 
without impacting performance . 

• Checking packet headers and dropping suspicious packets to detect and prevent denial of service 
attacks , such as ICMP and UDP echo packet flooding, SYN packet flooding , half-open or other 
unusual TCP connections, and deliberate misfragmentation of IP packets. 

• Context-Based Access Control (CBAC) which gives internal -to-the-firewall users secure, 
per-application-based traffic control across the Internet/Intranet. This includes protection against 
Simple Mail Transfer Protocol (SMTP) attacks, one o f the most common attacks against computers 
connected to the Internet . 

• Dynamic port mapping to allow network applications with well-known port assignmentSto, us·e 
customized port numbers. This mapping can be done on a host-by-host basis or•for an enlil~ t~ 11 net, 
providing a Iarge degree of control over which users can access different •app1icati ~ms·. " ...... )J 

• Intrusion Detection System (TDS) that recogni zes the signatures ofthe mos t ,CO il;!J];!O n attack pro les. 
When an intru sion is detected, IDS can perform a number of actions: send an' ~_!a~nrmtf5s{11()erver 
or to NetRanger Director, drop the packet. or rese t the TCP connectron. . 
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• Java blockiog to pmtoct agaiost de<tmctive Java applets. Applets cao be allowed ooly from k1 
and trusted sources or blocked completely. 

• Real-time and configurable alerts and audit trail capabilities to record and time-stamp source and 
destination hosts. 

• Support for a broad range of commonly used protocols, including H.323 and NetMeeting, FTP, 
HTTP, MS Netshow, RPC, SMTP, SQL *Net, and TFTP. 

• User-configurable audit rules, real-time alerts, and audit-traillogs. 

Firewall Feature Set for Cisco 820 Series Routers 

( 

• 

The Cisco lOS Firewall feature set is available on the Cisco 820 series routers . This feature set provides 
the following capabilities: 

• Context-Based Access Control (CBAC) 

• Java blocking 

• Denial-of-service detection and prevention 

• Real-time alerts and audit trails 

The Cisco lOS Firewall Feature Set feature module provides severa) sample firewall configurations, 
including the following examples for small-office environments: 

• lP network to Internet 

• Remote office network to corporate office network 

Four SS7 link Support on the Cisco Signaling link Terminal 
The Four SS7 Link Support on the Cisco Signaling Link Terminal feature introduces support for up to 
four Cisco SS7 links on a new platform for the Cisco SLT, the Cisco 2651 Multiservice Access Router. 
Ali existing Cisco 2611-based Cisco SLT functionality is supported on the new platform, and both 
Cisco SLT platforms use the same Cisco lOS software image. 

The Cisco 2651-based Cisco SLT supports up to four SS7 A-links and F-links, and each SS7 link can 
support up to 0.4 erlangs of signaling traffic during normal operation . Refer to the following document 
for additional information: 

http://www.ci sco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t4/ft_ 4lnk .htm 

Frame Relay Discard Eligibility Bit Setting 

( 

• 
The Modular QoS CU has been enhanced to include matching and marking based on the Frame Relay 
Discard Eligibility (DE) bit. Frame Relay DE bit Matching and Marking is documented as part of the 
Class-Based Marking feature module . 

The DE bit in the address field of a Frame Relay frame is used as a method for prioritizing the discarding 
of frames in congested frame rel ay networks . The Frame Relay DE bit has only one bit and can therefore 
only have two settings, O or I. If congestion occurs in a Frame Relay network, frames with the DE bit 
set at I are discarded before frames with the DE bit set atO. Therefore, important traffic should have the 
DE bit set atO and less important traffic should be forwarded with the DE bit set at 1. 

The default DE bit setting is O. The Class-Based Packet Marking feature allows users to change the DE 
bit settin g to I for various traffic, giving users the option of keepin g the default value of O or changing 
the value to I . Users can therefore use the Frame Relay DE bit marking to prioritize frames in a Frame 
Relay network. 
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• ,New and Changed lnformation 

• H.450.3 Call Deflection 

• Translation of FXS Hookflash Relay 

• H.235 Security 

• Gatekeeper Transaction Message Protocol (GKTMP) and RAS Messages 

• Gatekeeper and Alternate Endpoints 

• Gatekeeper C Code Generic API for GKTMP in a UNIX Environment 

• Gateway Support for Network-Based Billing Number 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 12l/121 newft/121 t/121 ti /h323v2p2.htm 

High-Performance Gatekeeper 

(_ 

• 
HTTP 1.1 Client 

The Cisco High-Performance Gatekeeper feature introduces new gatekeeper functionality and 
modifications for facilitating carrier class reliability, security, and performance into the Cisco voice 
network solution portfolio. These H.323 standard-based features have carrier grade reliability and 
performance characteristics with a robust open application protocol interface to enable development of 
enhanced applications like voice VPNs and wholesale voice solutions. 

This feature addresses the scalability, redundancy, and performance aspects of the gatekeeper as part of 
the Cisco Multimedia Conference Manager (MCM) to present a complete Cisco solution . The Cisco 
H.323 MCM provides the network administrator with the ability to identify H.323 traffic and to apply 
appropriate policies. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 newft/121limit/121 x/ 121 xm/121 
xm_5/ft_0394.htm 

This feature implements support for HTTP clients within Cisco lOS software compliant with the HTTP 
1.1 standard (RFC 2616). The HTTP 1.1 Client allows the network device to contact a remote web server 
and obtain content or interact with remote applications. The HTTP 1.1 Client is enabled by default on 
supported p1atforms. 

iBGP Multipath Load Sharing 
When a Border Gateway Protocol (BGP) speaker router with no local policy configured receives multi pie 
network layer reachability information (NLRI) from the internai BGP for the same destination, the router 
will choose one internai BGP path as the best path . The best path is then installed in the IP routing table 
of the router. 

The Internai BGP Multipath Load Sharing feature enables the BGP speaker router to select multiple 
internai BGP paths as the best paths to a destination . The best paths or multipaths are then installed in 
the IP routin g table of the router. 

Refer to the following document for further information : 

http ://www.c isco.com/uni ve rcd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t li /ft I I bmls. htm 

ICMP ECHO-Based RTT Probing by DRP Agents 

• n• 

DistributedDirector users can now control Director Response Protocol (DRP) agents to send both TCP 
and ICMP pac kets for round-trip time (RTT) measurement.The RTT measurem t!Sü~edr tO -
dynamically direct Internet customers to the closes t regional web proxy based o t,esp

1
o1ns '- ÍJJ,l ~ ~.:_ s~~ 

Ct' ,., - '"'' ~ .. Jvv 
In the origi nal impl ementati on, some Internet DNS servers did not respond whe the-bJ)P~i?f n-ts sent 
them a query to measure the RTT. - · F!s i'Jo_~ __ J.. _l ___ _ 
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r. 
New and Changed lnfor~ • 

\\\K 
This feature introduces the new ip director drp rttprobe tcp I icmp command that enableç-\'\ 
DistributedDirector to instruct a DRP agent to send ICMP-echo packets to measure the RT~ .. ~ 
When both ICMP and TCP are enabled, DistributedDirector will instruct DRP agents to send ooth TCP 
and ICMP packets for RTT probing. The returned RTT from a DRP agent will be the RTT collected from 
either the TCP or ICMP mechanism, which ever becomes available first. 

IGMP MIB Support Enhancements for SNMP 
The Internet Group Management Protocol (IGMP) is used by IP hosts to report their multicast group 
memberships to neighboring multicast routers. The IGMP MIB describes objects that enable users to 
remotely monitor and configure IGMP using Simple Network Management Protocol (SNMP) . lt also 
allows users to remotely subscribe and unsubscribe from multicast groups. The IGMP MIB Support 
Enhancements for SNMP feature adds full support of RFC 2933 (Internet Group Management Protocol 
MIB) in Cisco lOS software. There are no new or modified Cisco lOS commands associated with this 
feature. 

For complete details on the IGMP MIB , see the IGMP-STD-MIB .my file available from the Cisco MIB 

( 
website on Cisco.com at http://www.cisco.com/public/sw-center/netmgmt/cmtklmibs.shtml. 

_ .• E-Initiate Aggressive Mode 

• 
The IKE- Initiate Aggressive Mode feature allows you to specify RADIUS Tunnel attributes 
(Tunnel-Client-Endpoint [66] and Tunnel-Password [69]) for an IPSec peer and to initiate an IKE 
aggressive mode negotiation with the tunnel attributes. This feature is best implemented in a crypto 
hub-and-spoke scenario, in which the spokes initiate IKE aggressive mode negotiation with the hub by 
using the preshared keys that are specified as tunnel attributes and stored on the AAA server. This 
scenario is scalable because the preshared keys are kept ata central repository (the AAA server) and 
more than one hub router and one application can use the information . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/ccltd/doc/product/software/ios 122/122newft/122t/ 122t8/ft_ikeag.htm. 

lmplementing OSPF for 1Pv6 
The Open Shortest Path First (OSPF) Version 3 for 1Pv6 (RFC 2740) feature expands on OSPF to provide 
support for 1Pv6 routing prefixes. In OSPF for 1Pv6, the commands used to customize OSPF are in 
interface configuration mode rather than router configuration mode. When using a nonbroadcast 
multiaccess (NBMA) interface in OSPF for 1Pv6, users must manually configure the router in order to 
detect neighbors . 

lntegrated IS-IS Multi-Topology Support for 1Pv6 
( The Integrated IS-IS Multi-Topology Support for 1Pv6 feature provides support for routing 1Pv6 prefixes 

• 

in Intermediate System-to-Intermediate System (IS-IS) using a multi-topology solution . 

lntegrated IS-IS Point-to-Point Adjacency Over Broadcast Media 

fOL-4233-01 Rev. DO 

When a network consists of only two networking devices that are connected to broadcast media and 
using the integrated IS-IS protocol, it is better for the sys tem not to have to handle the link as a broadcast 
link but rather as a point-to-point link. The Integrated IS-IS Point-to-Point Adjacency Over Broadcast 
Media feature introduces a new command to make IS-IS behave as a point-to-point link between the 
networking devices. Refer to the following document for additional information : 

http://www.c isco.com/un ivercd/cc/td/doc/product/software/ios 122/ 122 newft/ 122t/ I 22t8/fti ssp2p.htm 
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• ,New and Changed lnformation 

lntegrated IS-IS Support for 1Pv6 
IPv6 supports Interior Gateway Protocols (IGPs) and Exterior Gateway Protocols (EGPs). 'Ro 
Information Protocol (RIP) and Integrated Intermediate System-to-Intermediate System (IS­
protocols are the supported IGPs for IPv6. Multiprotocol Border Gateway Protocol (BGP) i 
supported EGP for IPv6. 

IS-IS in 1Pv6 functions the same as and offers many of the same benefits as IS-IS in 1Pv4. IPv6 
enhancements to IS-IS allow IS-IS to advertise 1Pv6 prefixes in addition to IPv4 and Open System 
Interconnection (OSI) routes . Extensions to the IS-IS CLI allow configuration of 1Pv6-specific 
parameters. IS-IS in IPv6 extends the address families supported by IS-IS to include IPv6, in addition to 
OSI and 1Pv4. 

Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ l22t/122t2/ipv6/ftipv6s. ht 
m 

lnteractive Voice Response Version 2.0 on Cisco VoiP Gateways 

( • 
IVR Version 2.0 is the fourth release of IVR and TCL scripting on Cisco lOS VoiP gateways. The Cisco 
IVR feature (first made available in Cisco lOS Release 12.0(3)T and 12.0(7)T) provides IVR capabilities 
using TCL scripts. 

IVR is a term that is used to describe systems that provi de information in the form of recorded messages 
over telephone I ines in response to user input in the form of spoken words, or more commonly dual tone 
multifrequency (DTMF) signaling. For example, when a user makes a call with a debit card, an IVR 
application is used to prompt the caller to enter a specific type of information, such as a PIN. After 
playing the voice prompt, the IVR application collects the predetermined number of touch tones (digit 
collection), forwards the collected digits to a server for storage and retrieval, and then places the call to 
the destination phone or system. Call records can be kept and a variety of accounting functions 
performed. 

The IVR application (or script) is a voice application designed to handle calls on a voice gateway, which 
is a router that is equipped with Voice over IP (VoiP) features and capabilities . 

The IVR feature allows an IVR script to be used during call processing. The scripts interact with the IVR 
software to perform the various functions . Typically, IVR scripts contain both executable files and audio 
files that interact with the system software . 

IVR Version 2.0 is made up of severa) separate components in the section that follows . These new 
features include: 

• Media Gateway Control Protocol (MGCP) scripting package implementation 

• Real Time Streaming Protocol (RTSP) client implementation 

• New Tool Command Language (TCL) verbs to utilize RTSP and MGCP scripting features 

• IVR prompt playout and digit collection on IP call legs 

• Performance improvements and TCL infrastructure changes 

• IVR application MIB for network management 

These fea tures add scalabi li ty and enable the IVR scripting function ality on VoiP call legs. In addition , 
support for RTSP enables VoiP gateways to play messages from RTSP-compliant announcement servers . 

~ .._- ._ 

Refer to the following document for additional information: l1_ .:· · .. J - OI 
i J [I• t 

http ://ww w.ci sco .com/univercd/cc/td/doc/product/access/acs_serv/as5800/ 12_2~~u+S'I<yn~x . m' \ .uv 
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New and Changed In~~ M 

lnteractive V o ice Response Version 2.0 on VoiP Gateways ~ \J 
Interactive Voice Response (IVR) consists of simple voice prompting and digit collection to gat~r 
information for authenticating the user and identifying the destination. IVR applications can be assigned 
to specific ports or invoked on the basis of dialed number identification service (DNIS). An IP Public 
Switched Telephone Network (PSTN) gateway can have severa! IVR applications to accommodate many 
different gateway services, and you can customize the IVR applications to present different interfaces to 
the various callers. 

~ .. 
Note 

IVR systems provi de information in the form of recorded messages over telephone I ines in response to 
user input in the form of spoken words, or more commonly, dual tone multifrequency (DTMF) signaling. 
IVR uses Tool Command Language (TCL) scripts to gather information and to process accounting and 
billing. 

Refer to the following document for additional information : 

http ://www.cisco.com/uni vercd/cc/td/doc/productlsoftware/ios 122/122newft/122t/ 122t8/ft_ivr72.htm 

This feature was originally introduced in Cisco lOS Release 12.1(3)T. This release is porting the feature 
into the Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 

Interface Alias Long Name Support 
The Interface Alias (ifAJias) is a user-specified description of an interface used for SNMP network 
management. The ifAiias is an object in the Interfaces Group MIB (IF-MIB), which can be set by a 
network manager to "name" an interface. The ifAlias value for an interface or subinterface can be set 
using the description command in interface configuration mode, or by using a Set operation from a 
Network Management System. 

Before Cisco lOS Release 12.2(2)T, ifAlias descriptions for subinterfaces were limited to 64 characters. 
A new Cisco lOS software command, snmp ifmib ifalias long, configures the system to handle ifAiias 
descriptions of up to 256 characters. !fAlias descriptions appear in the output of the show interfaces 
CLI command. Refer to the following document for further information: 

http://www.ci sco.com/univercd/cc/td/doc/product/software/i os 122/ 122newft/ l22t/122t2/ftshowi f. htm 

Interface lndex Display 
The Interface lndex (Iflndex) is a user-specified identification number for an interface used in SNMP 
network management. The lflndex is an object in the Interfaces Group MIB (IF-MIB), which can be set 
by a network manager to consistently identify an interface. A new Cisco lOS software command, show 
snmp mib ifmib ifindex, allows the user to display the Iflndex identification numbers assigned to 
interfaces and subinterfaces using the CLI. The IFindex provides a way to display these values without 
the need for a Network Management Station . Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122 newft/122t/ 122t2/ftshowif.htm 

lnterim Local Management Interface (ILMI) 
The Interim Local Management Interface (ILMI) is a protocol defined by the ATM Forum for setting and 
capturing physical layer, ATM layer, virtual path, and virtual circuit parameters on ATM interfaces. 
ILMI uses simple network management protocol (SNMP) messages without User Datagram Protocol 
(UDP) and IP, and organizes managed objects into the following four management information bases 
(MIBs). 

lnterim Update at Call Connect ~-; t° C " .... J - C1! 
With this feature , Cisco lOS software generates and sends an additional UP,>d <tte,~ inte "' ,<!P-{Qt];l'l i g 
record to the accounting server when a cal! leg is connected . Ali attribute (fur ..e.x ample , 
h323-c onn ec t-time and backward-call-indi ca tors) availabl e at the time of aj l ! @;O i1{o/~:_: n 

through thi s Interim updated accounting record . -L· . . 
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• ,New and Changed lnformation 

lnterim-lnterswitch Signaling Protocol (IISP) 
The Interim-Interswitch Signalling Protocol (IISP) defines a static routing protocol (using manually 
configured prefix tables) for communication between ATM switches. IISP provides support for switched 
virtual circuits (SVCs) on ATM switches that do not support the Private Network-to-Network Interface 
(PNNI) protocol. 

lnterworking Signaling Enhancements for H.323 and SIP VoiP 

IP 

e 

~. 

The Interworking Signaling Enhancements for H.323 and SIP VoiP feature enables VoiP networks to 
properly signal the setup and tear-down of calls when interworking with PSTN networks. These 
enhancements ensure that in-band tones and announcements are generated when needed so that the voice 
path is cut-through at the appropriate point of call setup and that early alerting (ringing) does not occur. 
In addition, support for network-side ISDN and the reducing of speech clipping is addressed. 

Note This feature was originally introduced in Cisco lOS Release 12.1 (5)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms . 

.. der Compression Enhancement-PPPoATM and PPPoFR Support 
In Cisco lOS Release 12.2(2)T, IP header compression (TCP and IP/UDP/RTP) is now supported on 
PPP-over-ATM interfaces and PPP-over-Frame Relay interfaces. Refer to the following document for 
additional information: 

http :/ /www.ci sco.com/un ivercd/cc/td/doc/prod uct/software/i os 122/ 122c gcr/fqos_c/fqcprt6/qcflem. htm 

IP Multicast MIB Enhancements 
This feature enhances the IP multicast routing protocol in Cisco lOS software by adding MIB variables 
to query the number of (S, G) and (*, G) entries. It also adds support for high-speed interface counters. 

IP-FORWARDING-TABLE-MIB 

IPL . .JUTE-STD-MIB • 

This release introduces support for the new IP-FORWARD-MIB (IP Forwarding Table MIB). The 
current version ofthe IP Forwarding Table MIB is defined in RFC 2096. (RFC 2096 replaces RFC 1354.) 
The Cisco implementation of this MIB does not support the ipCiderRouteNextHopAS object. 
Additionally, ali entries for the ipCidrRouteTos object (the IP Type-of-Service field) remain set to zero, 
which indicates a default TOS policy. 

For details, refer to the IP-FORWARD-MIB.my file, available through the Cisco MIB FTP si te at the 
following location: 

ftp :/ /ftp.cisco.com/pub/m i bs/v2/ 

This feature introduces support for the IPMROUTE-STD-MIB in Cisco lOS software. 
IPMROUTE-STD-MIB, as defined in RFC 2932, is a module for management of IP multicast routing in 
a manner independent of the specific multicast routing protocol in use. Support for this MIB replaces the 
draft form of the IPMROUTE-MIB. 

The IPMROUTE-STD-MIB supports ali the MIB objects of the IPMROUTE-MIB and in addition 
supports the followin g four new MIB objects: 

1. ipMRouteEntryCount 

-2. ipMRouteHCOctets r. 1 ,,·• L.~ . - - LI! 
3. ipMRoutelnterfaceHCinMcastOctets CP .. il - CC," ;;:::c~ 
4. ipMRoutelnterfaceHCOutMcastOctets - --

. . . . . ~N 
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IPSec and 3DES Feature Set for Cisco 820 Series Routers ] 
The Internet Protocol Security (IPSec) feature is available on the Cisco 820 series routers. I s a 
framework of open standards developed by the Internet Engineering Task Force (IETF) that provides 
security for transmission of sensitive information over unprotected networks such as the Internet. It acts 
at the network levei and implements the following standards: 

• IPSec 

• Internet Key Exchange (IKE) 

• Data Encryption Standard (DES) 

• Message Digest 5 (MD5) 

• Secure Hash Algorithm (SHA) 

• Authentication Header (AH) 

• Encapsulating Security Payload (ESP) 

IPSec services are similar to those provided by Cisco Encryption Technology (CET), a proprietary 
security solution introduced in Cisco lOS Release I I .2. (The IPSec standard was not yet available at 
Release I I .2.) It provides network data encryption at the IP packet levei and implements the following 
standards: 

• Digital Signature Standard (DSS) 

• Diffie-Hellman (DH) public key algorithm 

• Data Encryption Standard (DES) 

IPSec provides a more robust security solution and is standards-based. IPSec also provides data 
authentication and antireplay services in addition to data confidentiality services, and CET provides only 
data-confidentiality services. 

The following component technologies are implemented for IPSec: 

• DES is used to encrypt packet data. 

• Cipher Block Chaining (CBC) requires an initialization vector (IV) to start encryption. The IV is 
explicitly given in the IPSec packet. 

• MD5 and SHA are hash algorithms. 

Triple Data Encryption Standard Feature Set for Cisco 820 Series Routers • ( The Triple Data Encryption Standard (3DES) Cisco lOS feature is available on Cisco 820 series routers . 
This feature encrypts packet data. Cisco lOS software implements the mandatory 56-bit DES-Cipher 
Block Chaining (CBC) with an Explicit initialization vector (IV). 

IRR Triggers for GKTMP 
The IRR Triggers for GKTMP feature allows a Cisco Gateway to send an information request response 
(IRR) to the Gatekeeper (GK) containing the details of a particular cal I after a successful connect. The 
feature also allows a back end application to set triggers for this message and the GK to deliver the IRR 
information to the application. 

ISDN and V.120 Support for NextPort DSPs 

OL-4233-01 Rev. DO 

The ISDN and V. I 20 Support For NextPort DSPs feature provides full coverage ·fordi·gita. l call s·'3n8-] 
performance enhancement for V.I20 ca ll s. T he feature permits terminating syn&hronous ISDN-and ,~l 
V.l20 sess ions without customer inter~ention. This feat_ure allows the Cisco AS~350 -.a1ff~ -Ci c.o ASJijtaO 
to terminate more than 256 ISDN sesswns per channehzed T3 (CT3) controllen by _ _Q~:Idmg (}M_ t} 
capacity. Th is feature is mandatory for wholesa le dial installation s in which ISDN i.s b'êJ~g us~:_]'his 
feature permits V.l20 call s to operate on the NextPort digital si gnal processar DSP) in stead of on the 
CT3 co ntro ller to reduce activity on the CPU and to increase the V.l20 ca l I capability. -Support fo r thes · 

enhancements is automati c, and no confi gurati on steps are required. - ~--6 g &-. 
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• ,New and Changed lnformation 
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15 DN Progress lndicator Support for SIP Using 183 Session Progress ;; \) 
The ISDN Progress Indicator Support for SIP Using 183 Session Progress feature adds the SIP~ 
Session Progress and Ringing messages to better map to the ISDN/CAS messages. 

ISIS: Allows BGP to Control the Configuration of the Overload Bit 
The Intermediate-System to lntermediate-System (IS-IS) protocol defines a special bit in each Iink-state 
packet (LSP) called the overload-bit. IS-IS uses the overload bit to "tell" other routers to ignore this 
router in their shortest path first (SPF) calculations. This function prevents transit traffic from passing 
through the router before the routing table has converged, and transit traffic is not lost. 

IVR: Enhanced Multilanguage Support 

~ .. 

This feature releases the infrastructure to support Tool Command Language (TCL)-based script 
interpreters, which allow you to easily add new languages to your router or access server. You can add 
a new language by creating a TCL script that interprets prompts in to a sequence o f audio files or silences. 
The underlying Cisco lOS dynamic prompting code interfaces with the TCL script to translate the 
message into a sequence of URLs that point to audio files . Then, the Cisco lOS software plays the 
sequence of audio files as a dynamic prompt. New TCL-script Janguage interpreters operate 
simultaneously with the current built-in languages : Spanish, Chinese/Mandarin, and English. Adversely, 
new TCL-script language interpreters can replace one or more of the built-in languages by overwriting 
the built-in Ianguage functionality. 

Note This feature does not release any specific TCL scripts. 

~ .. 
Note Although the language intelligence comes from a TCL-based language script, once you configure a 

language any system (TCL IVR 1.0, 2.0, VxML, MGCP, and so on) on your router can use the configured 
language with little to no change to Cisco lOS software. 

Refer to the following document for additional information : 

http :/ /www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/ 122t/ 122t2/ftmu !ti I .htm 

Low Latency Queueing 
Low Latency Queueing is now supported on Cisco 820 routers . The Low Latency Queueing feature 
brings strict priority queueing to Class-Based Weighted Fair Queueing (CBWFQ) . Strict priority 
queueing allows delay-sensitive data such as voice to be dequeued and sent first (before packets in other 
queues are dequeued), giving delay-sensitive data preferential treatment over other traffic . Information 
about LLQ is provided in the Quality of Service Solutions Configuration Cuide. For overview 
information, refer to the following chapter: 

http :/ /www.ci sco.com/u n i vercd/cc/td/doc/procluct/software/i os 122/ 122c gcr/fqos_c/fqcprt2/qcfcon mg. h 
tm#xtoc icl12 39530 

For configuration instructions, refer to the following chapter: 

http ://www.ci sco.com/un iverccl/cc/tcl/doc/procluct/software/i os 122/ 122c gcr/fqos_c/fqcprt2/qcfwfq . htm 
#xtocid2836441 

Low Latency Queueing with Priority Percentage Support 
This feature allows you to configure bandwidth as a percentage within low 1<\tency queueing ( I::b~ 1'. 
Specitically, you can designa te a percentage of the bandwidth to be allocated to an entity (sue h· as 
physical interface, a shaped ATM permanent virtual circuit (PVC) , ora shaped Fra'~ J3.•eÍ-ay •P..Y. - ~ 
which a poli cy map is attached. Tra fti c assoc iated with the policy map will then be given ~i~r4' ' ( 
treatment. Thi s feature also all ows yo u to specify the perce ntage of bandwidth to .Be a chleZU_s:_ 
nonpri ority trafti c c lasses . -
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This feature modifies two existing commands-bandwidth and priority. This feature adds' a w 
keyword to the bandwidth command-remaining percent. The feature also changes the cti nality 
of the existing percent keyword. These changes result in the following commands for ban width: 
bandwidth percent and bandwidth remaining percent. The bandwidth percent command configures 
bandwidth as an absolute percentage of the total bandwidth on the interface. The bandwidth remaining 
percent command allows you to allocate bandwidth as a relative percentage of the total bandwidth 
available on the interface. This command allows you to specify the relative percentage of the bandwidth 
to be allocated to the classes of traffic . 

This feature also adds the percent keyword to the priority command. The priority percent command 
indicates that the bandwidth will be allocated as a percentage o f the total bandwidth o f the interface. You 
can then specify the percentage (that is, a number from 1 to 100) to be allocated by using the percentage 
argument with the priority percent command. 

Unlike the bandwidth command, the priority command provides a strict priority to the traffic class, 
which ensures low latency to high priority traffic classes. Refer to the following document for additional 
information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/iosl22/l22newft/l 22t/ 122t2/ftllqpct.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.0(5)T. This release is porting the feature 
into the Cisco AS5300 platform. 

LZ Software with Hardware Encryption 

MD5 File Validation 

Media Forking 

Ol-4233-01 Rev. DO 

Before the LZ Software with Hardware Encryption feature was introduced, compression was not 
supported with the VPN encryption hardware advanced integration module (AIM) and network module 
(NM); that is, a user had to remove the VPN module from the router and run software encryption with 
software compression. This feature enables ali VPN modules to support LZ compression in software 
when the VPN module is in Cisco 2600 and Cisco 3600 series routers, thereby, allowing users to 
configure and compress 2 128Kb/sec streams. 

The MD5 File Validation feature allows you to check the integrity of a Cisco lOS software image by 
comparing its MDS checksum value against a known MD5 checksum value for the image. MDS values 
are now made available on Cisco.com for ali Cisco lOS software images for comparison against local 
system image values. 

To perform the MD5 integrity check, execute the verify command using the new "/md5" keyword. For 
example, executing the verify flash:c7200-is-mz.122-2.T.bin /mdS command will calculate and display 
the MDS value for the software image. Compare this value with the value available on Cisco.com for 
thi s image. 

Alternatively, you can get the MDS value from Cisco.com first, then specify this va lue in the command 
syntax. For example, executing the verify flash:c7200-is-mz.122-2.T.bin /MDS 
8b5f3062c4caeccae72571440e962233 command will display a message verifying that the MDS values 
match or that there is a mi smatch. 

A mismatch in MDS val ues means that either the image is corrupt or the wrong MDS value was entered. 

Media Forking allows the gateway to create multiple streams (or forks) of media ass ociated with a sin·gJe· 
cal! an~ .send those strea.ms to multiple desti~ ation.s, w~ich may i~~lude voice p~Tta ls )wJt~ s '· e~en ~ c~ 
recognit iOn. Only the on gmal media stream IS bidirectiOnal. AdditiOnal branche re 'ú!nidir[iÇ,~r{tjl l~ 
(tra nsmit only ), so additi onal participants are ab le to hear onl y the originat in g caJ.Ier a-nd not 6\c~ dlnkf. 

I Fls N°_· __ _ 
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Each media stream is independently configured and can be a variation of voice only, named telephone 
event (NTE) only, or voice plus NTE media stream.The content of the media stream is specified in the 
signalin g when the media stream is established. 

Although there can be more than one media destination, there is only one signaling destination, which 
might be the voice portal. The call leg that was originally signaled (for instance, from the originating 
gateway to the voice portal) is maintained for the life of the session. The media destinations are 
independent of the signaling destination, so media forks can be added and removed dynamically. The 
local telephony callleg must be maintained, and up to four media forks, including the destination of the 
original call, are supported . Fax ca ll s are not supported on any media streams (including the original) 
when multiple forks are requested . No media forks can be created for a fax call session . 

Media Gateway Control Protocoi-Based Fax (T.38) and Dual Tone Multifrequency (IETF RFC 2833) Relay 

( 
e 

~ .. 

The MGCP-Based Fax (T.38) and DTMF (IETF RFC 2833) Relay feature adds support for fax relay and 
DTMF relay with MGCP. This feature provides two modes of implementation for each component: 
gateway (GW)-controlled mode and call agent (CA)-controlled mode. In GW-controlled mode, GWs 
negotiate DTMF and fax relay tran smission by exchanging capability information in Session Description 
Protocol (SDP) messages. That transmission is transparent to the CA. GW-controlled mode allows use 
of the MGCP-Based Fax (T. 38) and DTMF (IETF RFC 2833) Relay feature without upgrading the CA 
software to support the feature. In CA-controlled mode, CAs use MGCP messaging to instruct GWs to 
process fax and DTMF traffic . For MGCP T.38 Fax Relay, the CAs can also instruct GWs to revert to 
GW-controlled mode i f the CA is unable to handle the fax control messaging traffic ; for example, in 
overloaded or congested networks . 

Refer to the following document for additional information : 

http ://www.cisco .com/univercd/cc/td/doc/productlsoftware/ios 122/ 122newft/122Iimit/1 22x/1 22xb/122 
x b _2/ftmgcpfx. htm 

Note Fax CODEC up-speeding is not supported. 

Note debug voip rtp [ali I named-event] - Enables the new debug fl ag and displays reception .or transmission 
of RTP named events is not supported on the Cisco AS5850, since the voice packets are CEF and would 
not be visible on the RSC card . 

M,r- .., 1.0 lncluding NCS 1.0 and TGCP 1.0 Profiles 

•

- \.... The MGCP 1.0 Including NCS 1.0 and TGCP 1.0 Profiles feature implements the followin g Media 
Gateway Control Protocol (MGCP) protocols on the supported Cisco medi a gateways: 

• MGCP 1.0 (RFC 2705 ) 

• Network-based Call Signaling (NCS) 1.0, the PacketCable profil e of MGCP 1.0 fo r res idential 
gateways (RGWs) 

• Trunkin g Gateway Control Protocol (TGCP) 1.0, the PacketCable profile ofMG CP 1.0 for trunking . 
gateways (TGWs) 

Refer to the followin g document for additional informati on: 

htt p://www.cisco.com/uni vercd/cc/ td/doc/product/soft ware/ios 122/ 122newft /122t/ 12' t4/t),_24mgl. litnr--t 
... v il" U".-"' i\~ 5t, ! 

MGCP Basic CLASS and Operator Services C? 11·--- c~ -V· ·, , · 
1•1 V• 'I u- o\ .. "J 

Q ffW 

The MGCP BCOS are a set of calling fea tures , sometimes called "custom ca lling" f .atures, th crt úse 
MGCP to transmi t voice, video, and data over the IP network. These fea tures are us a j:.l·_y5foiulíl.d in 
circui r-based networks. MGCP BCOS brings them to th e Cisco lOS gateways on pac1et-basJ n"'6>tf"'A77g"'rt>-kQ""s .- -

_. ·: 
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The MGCP BCOS software is built on the MGCP CAS PBX and AAL2 software package, an~~ports 
MGCP 0.1 and the earlier protocol versions Simple Gateway Contrai Protocol (SGCP) 1.1 and 1.5. 

The following MGCP BCOS features are available on Residential Gateways (RGWs) and Business 
Gateways (BGWs): 

• Distinctive power ring 

• Visual Message Waiting lndicator 

• Caller ID 

• Caller ID with Call Waiting 

• Call Forwarding 

• Ring Splash 

• Distinctive Call Waiting Tone 

• Message Waiting Tone 

• Stutter Dia! Tone 

• Off-Hook Warning Tone 

The following two features can be run as RGW or trunking gateway (TGW) features: 

• 911 calls 

This feature is supported in SGCP mode on Cisco 3660 and Cisco AS5300 platforms and in MGCP 
mode on ali tive supported platforms. 

• Three-Way Calling 

This feature is supported on the Cisco 3660 and Cisco AS5300 TOW platforms and on the Cisco 
MC3810 series, and Cisco 2600 ROW platforms. This feature cannot be supported on the 0.728 and 
0.723 codecs. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/122newft/122t/ 122t2/ftmgcpgr.htm 

MGCP CAS PBX and AAL2 PVC with Basic CLASS and Operator Services 

• 
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The MOCP CAS PBX and AAL2 PVC software package is a solutions-oriented program that focuses on 
severa! customer gateway scenarios. These scenarios require features that address residential, business, 
and trunking gateway needs on a variety of hardware platforms: 

• Residential cable connectivity 

• CAS and analog PBX connectivity 

• Incoming CAS support for trunking gateways that support operator services such as busy-line verify 
and barge-in xOCP support of Voice over ATM Adaption Layer type 2 (VoAAL2) 

To answer these needs, the MOCP CAS PBX and AAL2 PVC feature combines and expands existing 
feature sets on the merged Simple Oateway Control Protocol (SOCP)/MOCP software platform as 
follows : 

• Voice over IP (VoiP) support of selected channel-associated signaling (CAS) features 
r ~~- ---, 

• SGCP AAL2 features I ' ' ',,,'u - ~ J · OJ 

Refer to the following documents for additional information : ! 0!',, 11 • ,C:-'. ElOS 

http ://www.cisco.com/un Jve rcd/cc/td/doc/product/softwareli os 122/ 12:2neL~{ I ~MI ~ift mgcput .htm 
-· 1 t .sUi\~-- _ 

http .//ww v. CJsco.co m/uJll\ ercd/cc/td/doc/pi od uctlso ft ware/ ios I 22/ 122 n wft/122t/122t27ftmgcp_r htm 
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MGCP Generic Configuration Support for Call Manager (IP-PBX) 
The MGCP Generic Configuration Support for Call Manager (IP-PBX) feature provides generic 
configuration support for Cisco lOS Media Gateway Control Protocol (MGCP) gateways with Call 
Manager. The gateways receive voice configuration from Call Manager by way of an eXtensible Markup 
Language (XML) file that is downloaded from a TFTP server. 

MGCP Une Package Enhancements for Loop Current Feed Open (LCFO) 
The MGCP Line Package Enhancements for Loop Current Feed Open (LFCO) feature enhances Media 
Gateway Control Protocol (MGCP) residential gateway capabilities to support the generation of the 
LFCO signal at the request o f the call agent. LFCO is a new signal in the line package. This enhancement 
supports call flows that involve answering machines or other automated devices that act as the 
terminating party and will facilitate the notification of the originating party 's on-hook to such devices. 
There is no explicit configuration required to enable this feature. 

MGCP PRI Backhaul and T1-CAS Support for Call Manager (IP-PBX) 

c 
I 

ISDN PRI backhaul provides a method for transporting complete IP telephony signaling information 
from an ISDN PRI interface of an MGCP voice gateway to Cisco CallManager through a highly reliable 
TCP connection. 

This feature works by terminating ali the ISDN PRI Layer 2 (Q.921) signaling functions in the Cisco lOS 
software on the MGCP voice gateway while, at the same time, packaging ali the ISDN PRI Layer 3 
(Q.931) signaling information in to packets for transmission to the Cisco CaliManager through an IP 
tunnel over a highly reliable TCP connection. This methodology ensures the integrity of the Q.931 
signaling information being passed through the network for managing IP telephony devices . 

A rich set of user-side and network-side ISDN PRI calling functions is supported by the ISDN PRI 
backhaul feature . A single TCP connection is used by the gateway to backhaul ali the ISDN D channels 
to Cisco CaliManager. The "SAP/Channel ID" parameter in the header of each message identifies 
individual D channels. In addition to carrying the backhaul traffic, the inherent TCP keepalive 
mechanism is also used to determine MGCP voice gateway connectivity to an available call agent. 

The MGCP voice gateway also establishes a TCP link to the backup (secondary) Cisco CaliManager 
server. In the event of Cisco CaliManager switchover, the ISDN PRI backhaul functions are assumed by 
the secondary Cisco CaliManager server. During this switchover, ali active ISDN PRI calls are 
preserved, and the affected MGCP gateway is registered with the new Cisco CaliManager server through 
a Restart-in-Progress (RSIP) message to ensure continued gateway operation . 

TI CAS is supported in non-backhaul fashion and supported CAS signaling types on the 
Cisco CaliManager are E&M, wink-start, and E&M delay-dial. El CAS is not supported . 

Voice on Cisco AS5850 Universal Gateway 

M f'DI 

Although the documents listed below were not written specifically for the Cisco AS5850, they still apply 
to the Cisco AS5850. MGCP Voice on Cisco AS5850 Universal Gateway include the foll owin g feature s: 

FGD-OS 911 Calls 

The 911 feature can be run as residential gateway (RGW) or trunking gateway (TGW) feature . 

lnteractive Voice Response Version 2.0 on Cisco Vo!P Gateway 

Refer to the foll owin g document for information : 

http: //www.ci sco.com/uni vercd/cc/td/doc/product/software/ios 121 I 12 1 newft/.,1-2 1 t/ 121 t3/dt_skyn.htm 

Í:' :.s i1v V .. v l .. l,. 1 j 
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Note The Configuring IVR on the lnbound VoiP Dia! Peer feature and the IVR Prompts Played on IP 
Call Legs feature is not supported. 

Media Gateway Control Protocol Residential Gateway Support 

Refer to the following document for information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1211121 newft/121 t/121 t3/mgcp 1213.ht 
m 

MGCP VoiP Call Admission Control 

Refer to the following document for information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/ 122t/122t8/ft_04mac .htm 

Network Access Server Package for Media Gateway Control Protocol 

Refer to the following document for information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/ 1221imit/ 122x/ 122xb/ 122 
xb_2/ft_mgnas.htm 

PRI/Q.931 Signaling Backhaul for Call Agent Applications 

Refer to the following document for information : 

http :/ /www. cisco.com/univercd/cc/td/doc/prod uct/access/acs_serv /5 300/sw _conf/ios_l21 /0 144cors .ht 
m 

MGCP 1.0 lncluding NCS 1.0 and TGCP 1.0 Profiles 

Refer to the following document for information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software!ios 122/l 22newft/122t/ 122t4/ft_24mg1 .htm 

Further Documentation 

Refer to the following document for further information about the MGCP Voice on Cisco AS5850 
Universal Gateway feature: 

http ://www.cisco.com/univercd/cc/td/doc/product/software!ios 122/ 122newft/ 122t/ 122t 11 /pull_daz.htm 

MGCP VoiP Call Admission Control 
( The MGCP VoiP Call Admission Contrai (CAC) feature determines if calls can be accepted on the IP 

• 

network on the basis of available network resources. Before this release, Media Gateway Contrai 
Protocol (MGCP) Voice over IP (VoiP) calls were established regardless of the available resources on 
the gateway or network. The gateway had no mechani sm for gracefully refusing calls i f resources were 

OL-4233-01 Rev. DO 

not avail ab le to process the cal I. New calls would fail with unexpected behavior and in-progress calls 
would experience quality -re lated problems. 

The MGCP VoiP Call Admission Contrai feature provides three CAC mechanisms to address the need 
for improved quality and predictable gateway behavior. The first mechanism is locallsystem CAC, which 
provides the ability to gracefully refuse calls on the basis of the availability of local gateway ca l! 
processing resources such as CPU utili zation and memory. The second CAC mechanism provides 
sync hronization wi th Resource Reservation Protocol (RSVP) and reports thwrese-rvatien regues- te the 
call agent. The third mechanism provides network congestion detection to gr céfu, l í)'~réfuse caHs <Dh the 

bas is of a measured levei of congestion. I CP,~), f;, 5C,, ·' · :. · 
The MGCP VoiP Call Admiss ion Contra i feature was previously released in i ~p M ~2se 12.2(:8 )T 
and is now supported on the Cisco 1751 and Cisco 1760 platforms. •5 ---- ·-

' 3 6_9 o 
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MGCP VoiP Signaling for 1750 Series 
The MGCP CAS PBX and AAL2 PVC features extend the earlier Simple Gateway Control Protocol 
(SGCP) Channel Associated Signaling (CAS) and AAL2 support onto the merged SGCP/MGCP 
software base to enable various service provider solutions. Refer to the following document for further 
information: 

http ://www.cisco.com/univercd/cc/td/doc/product/softwarelios 1211121 newft/l2llimit/121 x/l21 xm/ 121 
xm_S/ftmgcpba.htm 

Mobile IP -IPSec for Home Agent to Foreign Agent Tunnel 
The Mobile IP-IPSec for Home Agent to Foreign Agent Tunnel enables the use of IPSec on the home 
agent to foreign agent tunnel. 

Crypto map configuration must be applied to both the tunnel and physical interfaces. For details refer to 
the "Configuring Cisco Encryption Technology" chapter in the Release 12.2 Cisco /OS Security 
Configuration Cuide. 

Mobile IP MIB Support for SNMP 

( 
The Mobile IP MIB Support for SNMP feature adds a MIB module which expands network monitoring 
capabilities of Foreign Agent (FA) and Home Agent (HA) Mobile IP Entities. Mobile IP management I using SNMP is defined in two MIBs: the RFC2006-MIB and the CISCO-MOBILE-IP-MIB. The Cisco 
Mobile IP MIB is a Cisco enterprise-specific extension to IETF RFC 2006 MIB module which allows 
you to monitor the total number of HA Mobile bindings and the total number ofFA visitar bindings. This 
release also adds support for RFC 2006 Set operations and a SNMP notification. Set operations 
(performed from a Network Management System) are supported for starting and stopping the mobile IP 
service, configuring security associations, modifying advertisement parameters, and configuring 
"care-of addresses" for foreign agents. An SNMP notification (trap or inform) for security violations can 
be enabled on supported routing devices using the snmp-server enable traps ipmobile and 
snmp-server host global configuration CLI commands. As this feature affects security, use of SNMPv3 
is strongly recommended. 

For further details, refer to the Mobile IP MIB Supportfor SNMP Feature Guide at the following 
location: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t2/ft I mip.htm 

Mobile JP-Fastswitching Support on Foreign Agent 
The Mobile IP-Fastswitching Support on Foreign Agent feature enables packets to be fast switched 
from the foreign agent both in the direction of the mobile node and through the reverse tunnel. In the 
direction of the mobile node, packets will be properly fast-switched for global IP addresses. However, 
this feature does not support fast-switching to mobile nodes using private home addresses. 

Fast-switching packets through the reverse tunnel is achieved by intercepting packets before cache 
lookup and dynamically switching them through the correct tunnel interface. 

Mobile JP-Generic NAI Support and Home Address Allocation . 
The Mobile IP-Generic NAI Support and Home Address Allocation feature allows a mobile node to be 
identified by using a network access identifier (NAI) instead of an IP address (home address) . The NAI 
is a character string similar to an email address in that it is formatted as either user or use r@ realm but 
it need not be a valid e-mail address. 

The original purpose of the NAI was to support roaming between dialup ISPs. With the NAI, each ISP 
need not have ali the accounts for ali of its roaming partners in a single RADJUS -

1
dãiãba:;; BA US 

f h l ~ " c , .~ - Ol 
servers can. proxy requests to remate ser~ers or eac. rea m. . ! .. '" 1 (,0 .. ~,.:'0S 
These serv1ces are also valuable for mobile nodes usmg Mobile IP when the nod,es are attemptmg to 
co nnect to foreign domains with AAA servers. The mobil e nade can identify itse lf9Y. ·n qlpp~g.~hí)NAI 

along with the Mobile IP regi stration request. . u-v~-~:r .. -

: 
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Additionally, this feature allows you to configure the home agent to allocate addresses to ~ile nodes 
either statically (including multiple static addresses per NAI flow) or dynamically. Home address 
allocation can be from address pools configured locally, through either DHCP server access, or from the 
AAA server. 

Refer to the following document for more information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/ 122t 13/ftnaiadd.htm 

Mobile IP-MIB Support for NAI and HA Redundancy 

c -

The CISCO-MOBILE-IP-MIB is enhanced to add support for following features: 

1. Compliance with RFC 2794 for mobile nodes identified by Network Access Identifiers (NAI). 

The following tables are defined in the MIB to support NAI based mobile nodes (MN): 

• cmiFaRegVisitorTable 

• cmiHaRegCounterTable 

• cmiSecAssocTable 

• cmiSecViolationTable 

These tables are the same as the corresponding tables in the RFC2006-MIB (MIP MIB) in terms of the 
information they provide, but índices are changed so that entries for mobile nodes which are not 
identified by the IP address will also be included in the table . 

The 'cmiHaRegMobilityBindingTable' is augmented from 'haMobilityBindingTable' of the 
RFC2006-MIB (MIP MIB) to provide the NAI information. 

2. HA redundancy feature . 

Scalar objects have been added to MIB to monitor the message exchanges between peer home agents. 
These objects are under the 'cmiHaRedun' subtree of the MIB. 

3. Performance monitoring. 

There are scalar objects under 'cmiHaReg' subtree which gives statistics about the registration 
processing rate at home agent. Distinction is made between registration requests authenticated locally 
and those authenticated at the AAA server. There are scalar objects under the 'cmiMaReg' subtree which 
give statistics about the rate at which registration requests are received at the mobility agent (HA or FA). 

Mobile IP-Private Addressing Support 

Mobile Networks 

Ol-4233-01 Rev. DO 

The Mobile IP-Private Addressing Support feature allows the use of private IP addresses for mobile 
nodes . Enhancements have been made to the foreign agent to allow it to distinguish between mobile 
nodes using the same private home address, but with different home agents. 

When a mobile node successfully registers with a foreign agent, a tunnel is set up between the foreign 
agent and the home agent. When a packet is received by the foreign agent for the mobile node , the 
fo reign agent will identify whi ch mobile node to route the packet to based on the address of the mobile 
node, as well as the home agent from which the packet carne. 

The Cisco Mobile Networks feature enables a Mobile Router and its subnets to be mobile and maintain 
ali IP connectivity, transparent to the IP hosts connecting through thi s Mobile Router. 

Mobile IP, as defined in stand ard RFC 2002, provides the architecture that enables the Mobile Router to 
connect back to its home network. Mobile IP allows a device to roam while appea ring to be at its home 
network. Such a device is call ed a mobile node. A mobile node is a node, for example, di gital 
assistant , a laptop computer, or a data-ready cellular phone, that can change its point nt from 
one network or subnet to another. Thi s mobile node can travei from link to link -and' going 
commu ni cat ion s while using the same IP address . fi L"' ') 4 

'U J 1-.1 -

3 6_9 o 

+!' '"•~; ....... .-.-..........._,.._.,._ .. ..a-., - · "'"• . :ut~·•··· ... , .. · _, ., ......... "' .,_, .. ~ . ~, · . , .. , ..,..,..,., 'j •~ .,......._, ... ~ ,~ ~-;.~-~~ r"{T , .....,_, ... ..;.. -.,;r , ,\.... .. ,.,,...... .... . ,.. "(\ •' , • .,., ' 



• ,New and Changed lnformation 

llcOL.i 
\ i.k P'-' 

The Mobile Router functions similarly to the mobile nade with one key difference-the Mobil~~uter 
allows entire networks to roam. For example, a plane with a Mobile Router can tly around the world 
while passengers stay connected to the Internet. This communication is accomplished by Mobile IP 
aware routers tunnel ing packets, which are destined to hosts on the mobile networks, to the location 
where the Mobile Router is visiting. The Mobile Router then forwards the packets to the destination 
device. 

These devices can be mobile nades running Mobile IP client software or nodes without the software. The 
Mobile Router eliminares the need for a Mobile IP client. In fact, the nodes on the mobile network are 
not aware of any IP mobility at ali. The Mobile Router "hides" the IP roaming from the local IP nodes 
so that the local nades appear to be directly attached to the home network. 

The Cisco Mobile Networks feature is a static network implementation that supports stub routers only. 
The Mobile Router avoids convergence problems by statically defining which networks it can address. 
The Mobile Router can do the following: 

• Perform agent solicitation 

• Perform registration and reregistration 

• Decapsulate information for its attached devices 

Refer to the following document for additional information : 

http :/ /ww w. c i sco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftm brout. htm 

Mobile Networks MIB Support 
The Cisco Mobile Networks MIB Support feature implements mobile nade MIB groups for the 
monitoring and management of Cisco Mobile Network activity. Data from managed objects is returned 
through the use of the "show" commands described in the documentation for the "Cisco Mobile 
Networks" 12.2( 4 )T feature, o r can be retrieved from a Network Management System using SNMP. 

The Cisco Mobile Networks MIB Support feature implements the following mobile nade (mn) groups 
in the Mobile IP MIB (RFC2006-MIB) : the mnSystem group, the mnDiscovery group, and the 
mnRegistrationGroup. 

For further details, refer to the RFC2006-MIB.my file, available through Cisco.com at 
ftp://ftp.cisco.com/pub/mibs/v2/, and RFC 2206, "The Definitions of Managed Objects for IP Mobility 
Support using SMiv2." 

Modem Script and System Script Support in Large-Scale Diai-Out 
Modem connection and system login chat scripts are often used when asynchronous dial-on-demand 
routing (DOR) is configured. Currently, however, the large-scale dial-out network architecture does not 
allow chat scripts for a particular session to be passed through the network. Cisco lOS Release 12.2(2)T 
allows modem and system chat scripts to pass through large-scale dial-out networks by allocating two 
new authentication, authorization, and accounting (AAA) attributes for outbound service . 

The AAA attributes define spec ific AAA elements in a user profile. Large-scale dial-out supports Cisco 
attribute-value (AV) pairs and TACACS+ attributes. The Modem Script and System Script Support in 
Large-Scale Dial-Out feature provides two new outbound service attributes for passing chat scripts: 
modem-script and system-script. Refer to the following document for additional information: 

http://www.ci sco .com/un ivercd/cc/td/doc/product/software/ios 122/ 122newft/122t~.r21t\l. chat. tilin 
I , ..... , , , .1..) - ,i! 

MPLS Over ATM: Virtual Circuit (VC) Merge I CP .. il - CC. , [ 'v~ 

Afl:M 

VC merge maps severa! incoming labels to one single outgoing label. Cells from t ifferent y~rm1alj r:': 
channel identifiers (VCls) that travei to the same destination are transmitted to the ame 1'115\g~tn~ '([: 
using multipoint-to-point connections. I -----
YC merge allows the sw itch to transmit cell s that come from different YCis over the same ~tJ3 i_n9vG t 
ro the same destination. In ot her words. YC merge queues ATM Adaptation Laye j ( ÀÀ.LS...~.fram~ I.l:].. 

input buffe rs until th e switch receives the las t frame. Then the sw itch transmits the êe l'l'~ fr tna :A..-A:I::5 
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frame before it sends any cells from other frames. VC merge requires the switch to provi:rftuffering, 
but no more buffering than is required in IP networks . VC merge slightly delays the transfer of frames; 
however, VC merge is for IP traffic and not for traffic that requires speed. IP traffic tolerates delays better 
than other traffic on the ATM network. 

Using Multiprotocol Label Switching (MPLS) VPN ID you can identify virtual private networks (VPNs) 
by a VPN identification number, as described in RFC 2685. This implementation o f the MPLS VPN ID 
feature is used for identifying a VPN. The MPLS VPN ID feature is not used to control the distribution 
of routing information or to associa te IP addresses with MPLS VPN ID numbers in routing updates . 

Multiple VPNs can be configured in a router. You can use a VPN name (a unique ASCII string) to 
reference a specific VPN configured in the router. Alternately, you can use a VPN ID to identify a 
particular VPN in the router. The VPN ID follows a standard specification (RFC 2685). To ensure that 
the VPN has a consistent VPN ID, assign the same VPN ID to ali the routers in the service provider 
network that services that VPN. 

Refer to the following document for additional information : 

http://www.cisco.com/uni vercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t8/ftvpnid.htm 

Multicast Music on Hold Support for Call Manager (IP-PBX) 

O l-4233-0 1 R e v. DO 

The Multicast Music on Hold Support for Call Manager (IP-PBX) feature provides the functionality to 
stream music from a Multicast Music on Hold (MOH) server to the voice interfaces of on-net and off-net 
callers that have been placed on hold. 

This integrated multicast capability of Cisco CaiiManager 3.1 is implemented through the H.323 
signaling plane in Cisco CaliManager. 

In an MOH environment, whenever caller A places caller B on hold, Cisco CaliManager requests the 
MOH server to stream RTP packets to the "on-hold" interface through the preconfigured multicast 
address . In this way, RTP packets can be relayed to appropriately configured voice interfaces in a VoiP 
network that have been placed on hold. 

Multiple MOH servers can be present in the same network, but each server must have a different Class 
D IP address, and the address must be preconfigured in Cisco CaiiManager and the Cisco lOS MGCP 
voice gateways. 

The MOH feature enables you to subscribe to a music streaming service when using a Cisco lOS MGCP 
voice gateway. By means of a preconfigured multicast address on a gateway, the gateway can "listen for" 
Real-Time Transport Protocol (RTP) packets that are broadcast from a default router in the network and 
can relay the packets to designated voice interfaces in the network. 

RTP is the lnternet-standard protocol for transporting real-time data across a network, including audio 
and vídeo information. Thus, RTP is well suited for media on demand and interactive services, such as 
IP telephony. 

The default router in the network for handling multicast traffic must have the foll ow ing enabled: 

• Multicast routing 

• A multicast routing protocol, for example Protocol Independent Multicast (PIM) or Distance Vector 
Multicast Routing Protocol (DVMRP) 

• An IP routing protocol, for example Routing lnformation Protocol (RIP) oi r·Open Shortest Pa fi irst 
- o r I (OSPF) I • ' ,J v'·-~'-') - , • 

CP.,;11 - CC~ .... : S 
When you confi gure a multicast address on a gateway, the gateway sends an Irrremet Gateway 
Management Protocol (IGMP) "join" message to the default router, indicatina ~ thí}bfia2tf)outer at 
the gateway is to receive RTP multi cast packets. 5_. -

3 6 9 o 
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Release Notes for Cisco lOS Release 12.3 • 

M ftll 



• New and Changed lnformation 

Multi pie RSA Keypair Support 

NAT MIB (Read-Only) 

The Multi pie RSA Keypair Support feature allows the Cisco lOS software to maintain a distinct key pair 
for each certification authority (CA) with which it is dealing. Thus, the Cisco lOS software can match 
policy requirements for each CA without compromising the requirements specified by the other CAs, 
such as key Iength, key Iifetime, and general-purpose versus special-usage keys. 

Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t8/ftmltkey.htm 

This feature introduces support for the Network Address Translation (NAT) MIB. NAT provides tables 
for translating interna! network addresses externa! network addresses. The NAT MIB provides objects 
for the monitoring and management of NAT bindings and session using SNMP. In this release, access to 
the MIB is limited to the read-only levei. No new or modified Cisco lOS commands are associated with 
this MIB . 

For details on the management options provided by the MIB, see the CISCO-IETF-NAT-MIB.my file 
available in the "SNMP v2 MIBs" section of the Cisco.com MIB page at 
http://www.cisco.com/public/sw-center/netmgmt/cmtklmibs.shtml. Additional information on the MIB 
is available in the form of an internet draft (draft-ietf-nat-natmib), available through www.ietf.org. 

NAT Protocol Translation 
Network Address Translation - Protocol Translation (NAT PT) is an 1Pv6 translation· mechanism 
allowing 1Pv6-only devices to communic.ate with 1Pv4-only devices, and vice versa. NAT PT was 
designed using RFC 2766 as a migration tool to help customers transition their 1Pv4 networks to 1Pv6 
networks. Using existing 1Pv4 NAT capability and adding a protocol translator allows NAT PT to provi de 
direct communication between hosts speaking a different network protocol. 

NAT Support of H.323 RAS 
Cisco lOS NAT supports ai! H.225 and H.245 message types, including those sent in the RAS protocol. 
RAS provides a number of messages that are used by software clients and Voice over IP (VoiP) devices 
to register their location, request assistance in call setup, and contrai bandwidth . The RAS messages are 
directed toward an H.323 gatekeeper. 

Some RAS messages include IP addressing information in the payload, typically meant to register a user 
with the gatekeeper or learn about another user already registered. If these messages are not known to 
NAT, they cannot be translated to an IP address that will be visible to the public . 

Previously, NAT did not support H.323 v2 RAS messages. With this enhancement, embedded IP 
( addresses can be inspected for potential address translation . 

..,H-Support of H.323 v2 Call Signaling 

., Cisco lOS NAT supports ali H.225 and H.245 message types , including FastConnect and Alerting, as 
part of the H.323 v2 specification . 

Previously, NAT only supported H.323 version I and that was specitic only to the Microsoft NetMeetin g 
application . With this enhancement, any product that makes use of these message types will be able to 
pass through a Cisco lOS NAT configuration without any static configuration. 

This feature was previously released in Cisco lOS Release 12.1 (5)T on the Cisco Catalyst 2900, 
Cisco Catalyst 2900XL, Cisco Catalyst 4000 series, Cisco Catalyst 5000 family switches with an 
installed Route Switch Module, Cisco Catalyst 6000 series, Cisco Catalyst 8500 series, 
Cisco LightStream I O I O series, Cisco 800 series , Cisco 1000 series, Cisco 1400 sefiés, Cisco 600 -­
series, Cisco 1700 series, Cisco 2500 series, Cisco 2600 series, Cisco 3600 series Gisco •4óoo ·series 1·•! 
Cisco AS5300, Cisco AS5400, Cisco AS5800, Cisco 6400 series, Cisco 7000 ser i e ~Ofs cõ~ 8 ·0Êl 'Series, · 
Cisco 12000 series, Cisco MC381 O, Cisco uBR900, and Cisco uBR7200 platforrrls_This re @aft ~ 7 
pon;og the feawce ;,,0 the c;"o IAD2420 platfo,m. I Fls. ~'---- j 
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NetFiow Multiple Export Destinations 
The NetFlow Multiple Export Destinations feature enables configuration of multiple destinations of the 
NetFlow data. With this feature enabled, two identical streams ofNetFlow data are sent to the destination 
host. Currently, the maximum number of export destinations allowed is two. 

The NetFlow Multiple Export Destinations feature improves the chances of receiving complete NetFlow 
data by providing redundant streams of data. Because the same export data is sent to more than one 
NetFlow collector, fewer packets will be lost. Refer to the following document for additional 
information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/ 122t2/dtnfdest.htm 

NetFiow ToS-Based Router Aggregation 
The NetFlow ToS-Based Router Aggregation feature provides the ability to enable limited router-based 
type of servi c e (ToS) aggregation o f NetFlow Export data, which results in summarized NetFlow Export 
data to be exported to a collection device. The result is lower bandwidth requirements for NetFlow 
Export data and reduced platform requirements for NetFlow data collection devices . Refer to the 
following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 120/120newft/120limit/ 120s/120s 1 5/dtn 
fltos .htm 

NetWare Link Services Protocol (NLSP) 
The NetWare Link Services Protocol (NLSP) will no longer be offered after Cisco lOS 
Release 12.2(13)T. NLSP commands will not appear in future releases ofthe Cisco lOS software 
documentation set. 

Network Access Serve r (NAS) Package for MGCP 
The Network Access Server (NAS) Package for MGCP feature adds support for the Media Gateway 
Control Protocol (MGCP) NAS package on the Cisco AS5350, Cisco AS5400, and Cisco AS5850. With 
this implementation, data calls can be terminated on a trunking media gateway that is serving as a NAS. 
Trunks on the NAS are controlled and managed by a cal! agent that supports MGCP for both voice and 
data calls. The call agent must support the MGCP NAS package. 

These capabilities are enabled by the universal port functionality of the Cisco AS5350, Cisco AS5400, 
and Cisco AS5850, which allows these platforms to operate simultaneously as network access servers 
and voice gateways to deliver universal services on any port at any time. These universal services include 
dial access , real-time voice and fax, wireless data access, and unified communications. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/ 122limit/ 122x/ 122x b/ 122 t xb_2/ft_mgnas.htm 

No Service Password-Recovery 
The No Service Password-Recovery feature disables password-recovery capability for better console 
security. 

Nonblocking Gatekeeper AAA Interface 
The Nonblocking Gatekeeper AAA Interface feature enables Cisco gatekeepers to perform 
authentication , authorization , and accounting (AAA ) through the gatekeeper interface at much higher 
call rates. 

There are no new or modified commands. 

OSPF Sham-Link Support for MPLS VPN R S ;10 u: 'r - C.! 
A sham link is a Iogical path within an Open Shortest Path First (OSPF) area; · fe ~ese n "áH'' -· 
unnumbered point-to-point connection between two provider edge (PE) devic s. f-- 11 {915~ 8 ithin the 
area see the link and use it during the shortest path tirst (SPF) computati on. · F.s. J -------.. - ' 
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Particle Drivers 

0\·;260 \ LA. 
On PE routers the VPN Route Forwarding (VRF) routing table is populated by OSPF routes over the 
sham link. The sham link gives users the capability of specifying which path will be used for traffic. 

Refer to the following document for additional information: 

http :/ /www.cisco.com/un ivercd/cc/td/doc/product/softwarelios 122/l22newft/122t/ 122t8/ospfshmk .htm 

The Particle Drivers feature is a collection of performance and reliability improvements for the 
Cisco AS5350, Cisco AS5400, and Cisco AS5400HPX universal gateways. lt includes particles-based 
packet drivers for improved performance. These particle drivers optimize Cisco lOS fast switching code 
and significantly improve the way Cisco lOS uses processar cache memory. Data packets for some 
protocols, such as MLPPP, IP Multicast, and cRTP, are fast switched with particle drivers . Cisco lOS 
CEF switching paths are highly optimized with particle drivers. 

PIM MIB Extension for IP Multicast 

• 
Protocol Independent Multicast (PIM) is an IP Multicast routing protocolused for routing multicast data 
packets to multicast groups. RFC 2934 defines the Protocollndependent Multicastfor /Pv4 MIB, which 
describes managed objects that enable users to remotely monitor and configure PIM using Simple 
Network Management Protocol (SNMP) . 

The PIM MIB Extension for IP Multicast feature introduces support in Cisco lOS software for the 
CISCO-PIM-MIB, which is an extension of RFC 2934 and an enhancement to the existing Cisco 
implementation of the PIM MIB. This feature introduces the following new classes of PIM notifications: 

• neighbor-change-This notification results from the following conditions : 

- When the PIM interface of a router is disabled or enabled (using the ip pim command in 
interface configuration mode) . 

- When the PIM neighbor adjacency of a router expires or is established (defined in RFC 2934). 

• rp-mapping-change-This notification results from a change in the rendezvous point (RP) mapping 
information dueto either Auto-RP or bootstrap router (BSR) messages . 

• invalid-pim-message-This notification results from the following conditions : 

- When an invalid (* , G) join or prune message is received by the device (for example, when a 
router receives a join or prune message for which the RP specified in the packet is not the RP 
for the multicast group). 

- When an invalid PIM register message is received by the device (for example, when a router 
receives a register message from a multicast group for which it is not the RP). 

Refer to the following document for additional information : 

http ://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/l22t4/ftpimmib.htm 

PIM Multicast Scalability 
The PIM Multicast Scalability feature enhances the Protocol Independent Multicast (PIM) protocol in 
Cisco lOS software by adding a new levei of scalability. With this feature , edge devices can have a large 
number of multicast groups and users without increasing the CPU utilization of the router. 

Pia in NFAS Support on NM-HDV 
The current Non-Facility Associated Si gnalin g (NFAS) support on the Hi gh-Density Voice network - 1 

modules (NM-HDV) is joined with the Redundant Link Manager/Signaling System 7 (RI!.M/S·Sv,). W hen ' - Gl r ~ ..... , """C' 
a user configures an ISDN PRI NFAS group via the Cisco command line interface (CL ), a],), ., hann€1-S·" ...... v-.J 
within the PRl are treated as B channels. A D channel is not created and , thus no signaling will be passed 

to the ISDN stack. ...... ~-, Ü 5 ~09-------
Thi s fea ture modifi es the existin g implementati on of NFAS/RLM on NM-HDV tõâcti vâte tfi e ge neri c 
NFAS feature on Ci sco 2600 and 3600 routers and to all ow the coex isten ce of plain NF;A.S an,d J 6 9 Q-
NFAS/RLM/SS7 on the C isco 3660 router. J ·-- - • · • ·--
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PPPoE Connection Throttling 
This feature will throttle the PPP over Ethernet (PPPoE) connection requests to prevent any denial of 
service attacks. It will implement per-mac/per-vc initiated session rate throttling in the PPPoE server to 
limit the session initiate count during a specific period of time. 

PPPoE MTU Adjustment 
The syntax of the ip adjust-mss command has changed to the following: 

ip tcp adjust-mss mss 

where the value of the mss argument must be 1452 or less to fix the Point-to-Point Protocol over Ethernet 
(PPPoE) maximum transmission unit (MTU) problem. 

PPPoE over Gigabit Ethernet 
The PPPoE over Gigabit Ethernet feature enhances PPP over Ethernet (PPPoE) functionality by adding 
support for PPPoE and PPPoE over IEEE 802.1 Q VLANs on Gigabit Ethernet interfaces. The PPPoE 
over Gigabit Ethernet feature is supported on Cisco 7200 series routers with Gigabit Ethernet line cards. 

( 

0 reauthentication with ISDN PRI and Channei-Associated Signaling Enhancements 
Preauthentication allows a Cisco network access server (NAS) to decide-on the basis of the Dialed 

• 

Number Identification Service (DNIS) number-whether to answer an incoming c ali. When an incoming 
call arrives from the public network switch but before it is answered, the NAS sends the DNIS number 
to a RADIUS server for authorization. 

• ~ ... 
Note 

PRI QSIG Protocol 

PSTN Fallback 

OL-4233-01 Rev. DO 

The Preauthentication with ISDN PRI c:nd Channel-Associated Signaling Enhancements feature 
provides additional support for preauthentication, which was introduced in a previous Cisco lOS release. 
For more information about preauthentication, refer to the Cisco lOS Release 12.1(3)T feature module 
titled Preauthentication with ISDN PRI and Channel-Associated Signaling. 

This feature supports the use of attribute 44 by the RADIUS server application, which allows user 
authentication on the basis ofthe Calling Line ldentification (CLID) number in the same transaction. For 
more information about attribute 44 and how it works with preauthentication, refer to the Cisco lOS 
Release 12.0(7)T feature module titled RADIUS Attribute 44 (Accounting Session ID) in Access 
Requests. 

This feature also supports the use of new RADIUS attributes. These RADIUS attributes are configured 
in the RADIUS preauthentication profiles to specify preauthentication behavior. They may also be used, 
for instance, to specify whether subsequent authentication should occur and, if so, what authentication 
method should be used. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 newft/121 t/121 t5/dtdt l.htm 

This feature was originally introduced in Cisco lOS Release 12.1 (5)T. This release is porting the feature 
into the Cisco AS5350 and Cisco AS5850 platforms. 

QSIG is a standardized PBX signaling protocol used primarily in Europe over El and BRI trunks and 
occasionally in North America over TI trunks . The PRI QSIG Protocol feature provides QSIG signalling 
over PRI trunks. 

i- -. ,-. -c J !• ,_. , l'vit..~ v .J · ~ l 
The goal of PSTN fallback isto monitor congestion in the IP network and e " t li~r. Ji~di.re " "'~~~· -( (Pe 
PSTN or reject ~alls based on the ~etwork congestion. Calls ~an be rerouted td an ãlterni\e ~qefiina · on 
or to the PSTN 1f the IP network IS found unsuJtable for vo1ce traffic at that ~ ~., 'fllí1' •V>d tàAJes e 
congestion thresholds based on the configured network. This functionality ewables the service provitler 
to give a reason able guarantee about the quality of the conversation to their vr· IP users;tt the time of I ali 

admi SS IOn. '-!~~ .. _'?___§ -~-º-J • 
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Note PSTN fallback does not provide assurances that a VoiP call that proceeds over the IP network is 

protected from the effects of congestion. This is the function of the other Qua1ity of Service (QoS) 
mechanisms such as IP Real-Time Transport Protoco1 (RTP) priority or low latency queuing (LLQ). 

PSTN fallback includes the following features: 

• Offers tlexibility to define the congestion thresho1ds based on the network. 

- Defines a threshold based on Calcu1ated P1anning Impairment Factor (ICPIF), which is derived 
as part of International Telecommunication Union (ITU) G.113. 

- Defines a threshold based sole1y on packet delay and loss measurements. 

• Uses Service Assurance Agent (SAA) probes to provi de packet delay, jitter, and 1oss information for 
the relevant IP addresses . Based on the packet loss, delay, and jitter encountered by these probes, an 
ICPIF or delay and loss values are ca1culated. 

• ls supported by calls of any codec . Only G.729 and G.711 have accurately simu1ated probes. Calls 
of ali other codecs are emulated by a G.711 probe . 

For more information, including configuration tasks and examp1es, and command references for PSTN 
fallback, please refer to PSTN Fallback. Refer to the following document for additiona1 information 
about the Call Admission Contrai for H.323 VoiP Gateways feature: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software!ios 122/ 122newft/1221imit/122x/ 122xa/122 
xa_2/ft_pfavb.htm 

RADIUS Attribute 52 and Attribute 53 Gigaword Support 
The RADIUS Attribute 52 and Attribute 53 Gigaword Support feature introduces support for Attribute 
52 (Acct-Input-Gigawords) and Attribute 53 (Acct-Output-Gigawords) in accordance with RFC 2869. 
Attribute 52 keeps track of the number of times the Acct-Input-Octets counter has rolled over the 32-bit 
integer throughout the course of the provided service; attribute 53 keeps track of the number o f times the 
Acct-Output-Octets counter has rolled over the 32-bit integer throughout the delivery of service . Both 
attributes can be present only in Accounting-Request records where the Acct-Status-Type is set to "Stop" 
or "Interim-Update." These attributes can be used to keep accurate track of and bill for usage. 

RADIUS Attribute 66 (Tunnei-Ciient-Endpoint) Enhancements 

( 

• 
Virtual privare networks (VPNs) use Layer 2 Forwarding (L2F) or Layer 2 Tunnei Protocol (L2TP) 
tunnels to tunnel the link layer of high-level protocols (for example, PPP) or asynchronous High-Level 
Data Link Contrai (HDLC)). Internet service providers (ISPs) configure their network access servers 
(NASs) to receive calls from users and forward the calls to the customer tunnel server. Usually, the ISP 
maintains only information about the tunnel server-the tunnel endpoint. The customer maintains the IP 
addresses , routing, and other user database functions of the tunnel server users. 

The RADIUS Attribute 66 (Tunnel-Client-Endpoint) Enhancements feature adds the abi1ity to specify 
the host name of the NAS-rather than the IP address of the NAS-in RADIUS attribute 66 
(Tunnel-Ciient-Endpoint). Refer to the following document for additiona1 information : 

http://www.cisco.com/univercd/cc/td/doc/product/software!ios 121/121 newft/121 t/121 t5/cltdt4.htm 

RADIUS Attribute 77 for DSL 

Ml:tM 

The RADIUS Attribute 77 for DSL feature introduces support for Attribute 77 (Connect-lnfo) to carry 
the textual name of the virtual circuit class associated with the given permanent viJ,;t.ual circuit ( C) . 
(Aithough attribute 77 does not carry the unspecified bitrate (U~R) , the UBR~_·9 fi_An[~rr.ed_ fr.oQJ~'V1e 
class name used 1f one UBR 1s set up on each class.) Attnbute 77 IS sent from t~~' netiwork tdij~.s'le er 

Ví~•wl - V 1 't)~ 

(NAS) to the RADIUS server via Accounting-Request and Accounting-Respo se p . .ackets. 

ns N° _______ _ 
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RADIUS Number Translation VSAs for VoiP 
The RADIUS Number Translation VSAs for VoiP feature enables a Cisco ASSxOO voice gateway to 
export pre- and post-translated called and calling numbers to a RADIUS server in the form of generic 
vendor-specific attributes (VSA) . Cisco gateways can be configured to present gateway received, 
gatekeeper translated, and final translated numbers to the RADIUS server. 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/access/acs_serv/vapp_dev/vsaig3 .htm 

RADIUS Route Download 

c 
t 

The RADIUS Route Download feature allows users to configure their network access server (NAS) to 
send static route download requests to authentication, authorization, and accounting (AAA) servers 
specified by a named method list. Before this feature, all RADIUS authorization requests for static route 
download could be sent only to AAA servers specified by the default method list. 

This feature extends the functionality of the aaa route download command to allow users to specify the 
name of the method list that will be used to direct static route download requests to the AAA servers. 
The aaa route download command must be used to add separate method lists ; however, users will 
continue to enable the aaa authorization configuration default command to download static route 
configuration information from the AAA server specified by the default method list. 

Refer to the following document for additional information: 

http :/ /www.cisco .com/un ivercd/cc/td/doc/product/software/ios 122/122newft/ 122t/ 122 t8/ftradrou. htm 

Reverse Path Forwarding - Source Exists Only 
The Reverse Path Forwarding - Source Exists Only feature allows you to verify i f the source IP address 
is valid in the Forwarding Information Base (FIB) for unicast Reverse Path Forwarding (uRPF) traffic. 
Packets that have not be allocated on the Internet, being used for spoofed source addresses, will be 
dropped. Packets with an entry in the FIB will be passed. This uRPF option can be used on internet 
service provider (ISP) peering routing devices with other ISPs . 

Rotating Through Dial Strings 
\ The Rotating Through Dia! Strings feature allows you to specify the dialing order when multiple dia! 

strings are confi gured . Options for dialing order include: 

• Sequential-Dial using the first dial string configured in a list of multiple strings . 

• Round-robin-Dial using the dia! string following the most recently successful dia! string. 

• Last successful call-Dial using the most recently successful dia! string. 

This feature takes advantage of information available from a previous call attempt, such as whether the 
call was unsuccessful or the line was busy, and thereby increases the rate of successful call s. 

Refer to the following document for addition al information: 

http ://www.ci sco.com/un ive rcd/cc/ td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftrotdl s. htm . 

RPR+ (Route Processor Redundancy Plus) on Cisco 7500 Series Routers 
The RPR+ feature is an enhancement of the RPR feature on Cisco 7500 series routers . RPR+ keeps the 
Virtual Interface Processors (VIPs) from being reset and reloaded when a switchover occurs between the 
active and standby Route Switch Processors (RSPs). Refer to the following document for additional 
information: [ -. n- · , I 

I ri f;. i • ' - c I 
http: //w ww.c isco.com/un ivercd/cc/td/doc/product/softw are/ios 120/ l 20newt't/ 12Q)imit/ .2lJs/l2 .;.~/fs2 

2 h I ·I •• - • votJ,._, Jl rpr. tm 1 f . 

RSVP Support for Low Latency Oueueing J Fis . N? O 5 ~ 2 
Resource Reservation Protocol (RSVP) is a network-co ntrol protoco l that prov ides a means for reservin g 
network reso urces-primaril y band width-to guarantee that appli ca ti ons tr,ansmittin g end-to-e nd cross 

networks achi eve the des ired quality of serv ice (QoS). -~-: _i_6 ___ 9_Q_ I 
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completion, for SIP status codes or events. The opposite is also true: SIP status codes or events are 
mapped to PSTN cause codes. Event mapping tables found in this document show the standard or default 
mappings between SIP and PSTN. 

However, you may want to customize the SIP user agent software to override the default mappings 
between the SIP and PSTN networks. The Configurable PSTN Cause Code to SIP Response Mapping 
feature allows you to configure specific map settings between the PSTN and SIP networks. Thus, any 
SIP status code can be mapped to any PSTN cause code, or vice versa. When set, these settings can be 
stored in the NVRAM and are restored automatically on bootup. 

Refer to the following document for further information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122limit/122x/122xb/122 
xb_2/ftmap.htm 

SIP-DNS SRV RFC2782 Compliance 
Session Initiation Protocol (SIP) on Cisco Voice over IP (VoiP) gateways uses Domain Name System 
Server (DNS SRV) query to determine the IP address of the user endpoint. The query string has a prefix 
in the form of "protocol.transport." and is attached to the fully qualified domain name (FQDN) of the 
next hop SIP server. This prefix style, from RFC 2052, has always been available; however, with this 
release, a second style is also available. The second style complies with RFC 2782 and prepends the 
protocol Iabel with an underscore "_"; as in "_protocol._transport." The addition of the underscore 
reduces the risk o f the same name being used for unrelated purposes. The form compliant with RFC 2782 
is the default style. Use the srv version command to configure the DNS SRV feature. 

Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122Iimit/122x/122xb/122 
xb_2/vvfresrv.htm 

SIP-Session lnitiation Protocol for VoiP 
Voice over IP (VoiP) currently implements the ITU H.323 specification within Internet Telephony 
Gateways (ITGs) to signal voice call setup. Session Initiation Protocol (SIP) is a protocol developed by 
the Internet Engineering Task Force (IETF) Multiparty Multimedia Session Control (MMUSIC) 
Working Group as an alternative to H.323. The Cisco SIP functionality equips Cisco routers to signal 
the setup of voice and multimedia calls over IP networks. SIP provides an alternative to H.323 within 
the VoiP internetworking software. 

Refer to the following document for additional information: 

( 
http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_sip72.htm 

-vlP-Session lnitiation Protocol for VoiP Enhancements 
• Voice over IP (VoiP) currently implements the International Telecommunication Union (ITU)'s H.323 

specification within Internet Telephony Gateways (ITGs) to signal voice call setup. The Session 
Initiation Protocol (SIP) is a new protocol developed by the Internet Engineering Task Force (IETF) for 
multimedia conferencing over IP. SIP features are compliant with IETF RFC 2543 , SIP: Session 
lnitiation Protocol, published in March 1999. 

Ol-4233-01 Rev. DO 

The Cisco SIP functionality, introduced in Cisco lOS Release 12.l(l)T and enhanced in Cisco lOS 
Release 12. 1 (3)T, enables Cisco access platforms to signal the setup of voice and multi media call s over 
IP networks . The SIP feature al so provides nonproprietary advantages in the areas of 

• Protocol extensibility 

• System scalability 

• Personal mobility services 

• Interoperability with different vend ors F:s N°:------
3 6 9 o 
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Sl T Dual Ethernet 

c 
.T G.732 Support 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/122t 11 /ftsipgv.htm 

The Cisco SLT Dual Ethernet feature adds Cisco SLT dual Ethernet support to the virtual switch 
controller (VSC). This enhanced Cisco SLT support provides two IP networks and two additional 
Session Manager sessions (for a total of four Session Manager sessions) for improved backhaul 
communication. These additions increase the resilience of Cisco SLT/VSC communications by 
supporting two RUDP sessions from each Ethernet interface to each VSC. These VSC enhancements 
contribute to determining when to switch Ethernets and when to switch VSC activity. 

The Cisco SLT, which is based on the Cisco 2611 Multi-Service Access Router, is shipped with two 
Ethernet interfaces. Until this feature was released, the Cisco SLT/VSC solution supported only one of 
the two Ethernet interfaces . Both Session Manager sessions needed to travei over this single Ethernet 
interface: This Ethernet was a single-point failure. The Cisco SLT Dual Ethernet feature supports the 
second Ethernet, which improves the resilience of the backhaul IP communications. 

Refer to the following document for additional information: 

http :/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t2/ftsltdes.htm 

The Cisco SLT enables service providers to reliably transport Signaling System 7 (SS7) protocols across 
an IP network. The Cisco SLT uses the Cisco lOS SS7 SLT feature set, providing reliable 
interoperability with the Cisco SC2200 or the Cisco VSC3000 device. The Cisco SLT is responsible for 
terminating the Message Transfer Part (MTP) I and MTP 2 layers of the SS7 protocol stack. Using the 
Cisco Reliable User Datagram Protocol (RUDP), the Cisco SLT backhauls, or transports, upper-layer 
SS7 protocols across an IP network to the Cisco SC2200 or VSC3000 device. The Cisco SLT is 
supported only on the Cisco 2611 router. 

Refer to the following document for additional information : 

http:/ /www.cisco.com/uni vercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t2/ft_g732. htm 

SNMP IF-MIB Support for VLAN (ISL, 802.1 Q) Subinterfaces 

• 
This feature updates the Cisco implementation o f the Interfaces Group MIB (abbreviated "IF-MIB" and 
defined in RFC 2233) to completely support ifTable and ifXTable entries for lnter-Switch Link (ISL) or 
802.1 Q encapsulated subinterfaces. 

The Interface Table (the ifTable object) contains information on an Simple Network Management 
Protocol (SNMP) management entity's interfaces. Each sublayer of a network interface is considered to 
be an interface. An ifTable is a list of interface entries in which each entry contains management 
information applicable to that interface. The ifXTable is an extension to the ifTable. It contains 
replacements for objects of the ifTable that were deprecated . The ifXTable also contains 64-bit versions 
of the counters defined in the ifTable. Cisco lOS software can support both interfaces and subinterfaces 
in the ifTable. 

ISL is a Cisco protocol for interconnecting switches and maintaining VLAN information as traffic is 
exchanged between switches. It can also be used to configure routing between any number of VLANs in 
a network by creating subinterfaces for each VLAN. 

802.1 Q (also referred to as "DOTI Q") is an IEEE standard protocol for interconnectiljl g bridges/switch_es_ 
and maintaining VLAN information as traffic is exchanged between the devices . 802 )IiQ ~,9 n al ~o ge y~e_dC J 

to configure routing between any number of VLANs in a network by creating subinl1t<f iÜ~SJJ:SJo JF,9~.:::;v:., 
VLAN. n ~ 3 4 
The following objects of the ifTable have been updated: iflndex, ifDescr, ifType, itf! , . ,Sif~'}~~-
ifPhysAddress, i flnO ctets. i fin UcastPkts , itlnNUcastPkts. ifOutOctets, ifOutUcas tl kt s, . 

ifOutNUcastPkts . r . ~ 3 6 9 Q 
L/y ,J . --·· ~ --· 
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The following objects of the ifXTable have been updated: 

• ifName 

• iflnMulticastPkts 

• iflnBroadcastPkts 

• ifOutMulticastPkts 

• ifOutBroadcastPkts 

• ifHCinOctets 

• ifHCin UcastPkts 

• ifHCinMulticastPkts 

• ifHCinBroadcastPkts 

• ifHCOutOctets 

• ifHCOutUcastPkts 

• ifHCOutMulticastPkts 

• ifHCOutBroadcastPkts. 
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SNMP Support over VPN 

• 

The SNMP Support over VPN feature allows the sending and receiving of SNMP notifications using 
VPN Routing Forwarding table (VRF). 

SNMP is an application-layer protocol that provides a message formal for communication between 
SNMP managers and agents. 

A VPN is a network that provides high connectivity transfers on a shared system with the same usage 
guidelines as a private network. A VPN can be built on the Internet or on the service provider IP, Frame 
Relay, or ATM system. 

A VRF stores per-VPN routing data. It defines the VPN membership of a customer si te attached to the 
network access server (NAS). A VRF consists of an IP routing table, a derived Cisco Express Forwarding 
(CEF) table, guidelines, and routing protocol parameters that control the information that is included in 
the routing table . 

The SNMP Support over VPN feature provides configuration commands that allow users to associare 
SNMP agents and managers with specific VRFs. The specified VRF is used for the sending of SNMP 
notifications (traps and informs) and responses between agents and managers. I f a VRF is not specified, 
the default routing table for the VPN is used. Refer to the following document for additional information: 

http://www.c isco .com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/ 122t2/ftnm_ vpn.htm 

SNMPv3 Community MIB Support 

Ol-4233-01 Rev. DO 

The SNMPv3 Community MIB Support feature implements support for the SNMP Community MIB 
(SNMP-COMMUNITY-MIB) module, defined in RFC 2576, in Cisco lOS software. 

The SNMPv llv2c Message Processing Model and Security Model require mappings between parameters 
used in SNMPvl and SNMPv2c messages and the version independent parameters used in the Simple 
Network Management Protocol (SNMP) architecture. The SNMP Community MIB contains objects for 
mapping between these community strings and version-independent SNMP m!1ess~ge~ameters. r.~J i ' ~~ ,, u..., "-· ~ .... ' - ,,-
The mapped parameters consist ofthe SNMPvl/v2c community name and the ;tv,J] secuE'fMNa~~ând 

contextEngineiD/contextName pair. This MIB provides mappings in both di~c~ion s, that is , a 
co mmunity name may be mapped to a securityName, contextEngineiD, and ciDn;tez1~~~r the 
combinati on of securityName, conlextEngineiD, and contextName may b~mJpp~~h~a~Ciififilunity 
name. Thi s MIB also augments th e snmpTargetAddrTable with a transpor! ad ' ress mas3 va).ue Ancka 
max imum message s1ze value. ~;:,::. ___ ?. _ ~-U_, 
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For implementation details, refer to the SNMP-COMMUNITY-MIB.my file, available through 
Cisco.com at ftp://ftp .cisco.com/pub/mibs/v2/ 

- -
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Speech Recognition and Synthesis for Voice Applications 
The Speech Recognition and Synthesis for Voice Applications feature adds support for automatic speech 
recognition (ASR) and text-to-speech (TTS) capabilities for VoiceXML and TCL applications . This 
feature provides interfaces to ASR and TTS media servers using Media Resource Control Protocol 
(MRCP), an application-level protocol developed by Cisco and its ASR and TTS media server partners. 
Client devices that process audio or video streams use MRCP to control media resources on the externai 
ASR and TTS servers. 

Refer to the following documents for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/ 122t 11 /ivrapp/index. 
htm 

http :1 lw w w .c i sco.com/u n i vere d/ cc/td/doc/prod uct/software/i os 122/rel_docs/vxm I prg/i ndex. htm 

Static Cache Entry for 1Pv6 Neighbor Discovery 
The Static Cache Entry for IPv6 Neighbor Discovery feature enables the configuring of static entries in 
the IPv6 neighbor discovery cache, which provides functionality in 1Pv6 that is equivalent to static 
Address Resolution Protoco1 (ARP) entries in 1Pv4. Static entries in the 1Pv6 neighbor discovery cache 
are not modified by the neighbor discovery process. Cisco lOS software uses static ARP entries in 1Pv4 
to translate 32-bit IP addresses into 48-bit hardware addresses . In IPv6, Cisco lOS software uses static 
entries in the 1Pv6 neighbor discovery cache to trans1ate 128-bit 1Pv6 addresses into 48-bit hardware · 
addresses. 

Refer to the following document for additional information : 

http ://www.cisco.com/uni vercd/cc/td/doc/product/software/ios 122/122newft/122t/ 122t2/ipv6/fti pv6s .ht 
m 

Supplementary Telephone Services for the Euro-ISDN Switch 
The Ci sco 800 series routers now support the following plain old telephone service (POTS) features for 
the European Telecommunications Standards lnstitute (ETSI) Euro-ISDN switch type: 

• Ca1ler ID presentation and restriction are available for Denmark, Finland, and Sweden. 

• Calling line identifi cation restriction (CLIR) temporarily prevents your ca1ling ID from being 
presented to the destination number for an outgoing cal!. You must configure CLIR prior to each ca11 
in which you want to restrict the calling party number from being presented at the destination . 

• Call forwarding is enabled using Cisco lOS and dual tone multifrequency (DTMF) keypad 
commands. 

( • Cal! transfer enables you to connect two call destinations. The request for this service must originate 
from an active, outgoing cal!. • 

Ol-4233-01 Rev. DO 

~ .. 
Note The E uro-ISDN sw itch was previously called the NET3 sw itch. 

• The following types of voice cal! forw arding services are supported on the Euro-ISDN switch: 

- Call forward unconditional (CFU) redirects your calls without restrictions and takes precedence 
over other call forwarding types. I 

- Cal! forward busy (CFB) redirects your call to another number if yourCrh u\ 1~ ii ' bú's-y.· GJ 

I 
? .• I - co. :r ,::ios 

Cal! forward no reply (CFNR) forwards your call to another number if your number does n 

answer within a specified. period of ~i me. . I Fls {'~7--

Refer to the following document for further mformatiOn: ~-- U 
ht tp ://www.c isco.cnm/uni ve rcd/cc/td /doc/product/software/ios I 22/ 12 2 n ewft!.l23~~ 2 ~~~&_~'90(), h 1 
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T.37 for Cisco 7200 
This feature adds T.37 standards-based store-and-forward fax protocol support for H.323 gateways and 
gatekeepers to the Cisco 7200 series. T.37 is an ITU-T recommended standard for store-and-forward fax 
that enables Cisco gateways and gatekeepers to interwork with other Cisco gateways and third-party 
H.323 devices that support the T.37 protocol. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/ 122t li /faxapp/index 
.htm 

T.37 store-and-forward fax was originally supported in Cisco lOS Release 12.1(5)T on the 
Cisco AS5300 platform. In Cisco lOS Release 12.2(8)T, support was added on the Cisco 1751, Cisco 
2600 series, Cisco 3600 series, Cisco 3725, and Cisco 3745. In Cisco lOS Release 12.2(13)T, support 
was added on the Cisco AS5350 and the Cisco AS5400. Cisco lOS Release 12.2(15)T adds support on 
the Cisco 7200 series . 

T.38 Fax Relay for VoiP H.323 

~ ... 

The T.38 Fax Relay for VoiP H.323 feature provides standards-based Fax Relay protocol support on 
Cisco 2600 series, Cisco 3600 series, Cisco 7200 series and Cisco MC3810 series multiservice 
gateways. The Cisco proprietary Fax Relay solution is sometimes not an ideal solution for Enterprise 
and Service Provider customers who have implemented a mixed vendor network. Because the T.38 Fax 
Relay protocol is standards based, Cisco gateways and gatekeepers will now be able to interoperate with 
third-party T.38-enabled gateways and gatekeepers in a mixed vendor network where real time Fax Relay 
capabilities are required. 

Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/iosl22/122newft/122t/ 122tl I /faxapp/index 
.htm 

Note This feature was originally introduced in Cisco lOS Release 12.1 (3)T. This release ports the feature in to 
the Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

T1 Channel Associated Signaling (CAS) 
Channel Associated Signaling (CAS) is the transmission of signaling information within the voice 
channel. Support forCAS is now available on TI interfaces. 

r r -·''(R 2.0 Calllnitiation and Callback 
The TCL IVR 2.0 Cal! Initiation and Callback feature allows Tool Command Language (TCL) 

• 
Interactive Voice Response (JVR) applications to make outbound calls without specifying an incoming 
cal! leg in the setup command. 

The TCL IVR 2.0 Call Initiation and Callback feature modifies the following TCL IVR Version 2.0 
verbs : 

• The leg setup command. 

• The aaa authorize command. 

In addition, the follo win g new informati on tags were added to support the above changes: 

• infotag get leg_guid 

• infotag ge t leg_incoming_guid 

• infotag ge t aaa_new_guid 

Finally, the fo ll owing add iti ons were made to the ca iiinfo array: 

• Calllnfo(guid) 

• Release Notes for Cisco lOS Release 12.3 
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• Callinfo(incomingGuid) 

Refer to the following TCL JVR API Command Reference for additional information: 

http :/ /www .c i sco.com/u n ivercd/cc/td/doc/prod uct/ access/acs_serv /vapp _de v /te I ivrv2/chapter3. h tm 

TCL IVR disconnect cause-code Manipulation 
The leg disconnect command disconnects one or more calllegs that are not part of any connection. The 
cause_code argument, which has been added in Cisco lOS Release 12.2(1)T, is an integer ISDN cause 
code for the disconnect. It is of the form di-xxx or just xxx, where xxx is the ISDN cause c ode. Refer to 
the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/access/acs_serv/vapp_dev/tclivrv2.htm 

TCL-Enabled Signaling Parameter Mapping 
The TCL-Enabled Signaling Parameter Mapping feature provides control over c ali signaling information 
elements from a Tool Command Language (TCL) Interactive Voice Response (IVR) script to make the 
Cisco Media-Gateway (that is, the Cisco AS5300 and Cisco AS5800 platforms) interoperable with 
British Telecom and France Telecom networks. New parameters were introduced under the set callinfo 
command. Refer to the following document for additional information: 

e TCP Window Scaling 

http ://www.cisco.com/univercd/cc/td/doc/product/access/acs_serv/vapp_dev/tclivrv2/chapter3.htm 

TCP Window Scaling adds support for the Window Scaling extension option in RFC 1323. To improve 
TCP performance in network paths with a Iarge bandwidth-delay product, Long Fat Networks (LFNs), 
a larger window size is recommended. This TCP Window Scaling enhancement provides that support. 

Refer to the following document for additional information: 

http :/ /www. cisco.com/univercd/cc/td/doc/prod uct/software/ios 122/ 122newft/ 122 t/ 122t8/tc pwsl fn .htm 

Trimble Palisade NTP Synchronization Driver for the Cisco 7200 Series Routers 
The Trimble Palisade Smart Antenna can provi de a signal that can by used for NTP time-synchronization 
of a network. The Trimble Palisade NTP Synchronization Kit can be connected to the auxiliary port of 
a Cisco 7200 router. The refclock (reference clock) driver provided by this feature provides the ability 
to receive an RTS time-stamp signal on the auxiliary port of the router. 

Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 newft/121 t/121 tl /dtrimble.htm 

IX Ring Adjustment 
( ' Each permanent virtual circuit (PVC) has a hardware transmit queue, or TX ring. It is a simple FIFO 

queue, and on the c820 it has a default size of 16 packets. This feature allows adjustment of the size of 
the TX ring. If both voice and data packets are transmitted on the same PVC, the length of the TX ring 
must be reduced to a value of about 3 packets. This reduces delay and jitter for voice packets by 
decreasing the maximum number of data packets or fragments that can be in front of a voice packet 
inside the TX ring . 

• 
Using 31-Bit Prefixes on 1Pv4 Point-to-Point Links 

The Using 31-Bit Prefixes on IPv4 Point-to-Point Links feature allows 31-bit prefixes to be used on IP 
version 4 point-to-point links. The number of IP addresses is reduced by 50 percent and the number of 
denial o f servi c e (DoS) attacks is also reduced. Refer to the following document for further information: 

http ://www.ci sco.com/u ni vercd/cc/td/doc/product/software/ios 1 22/ 122newft/ 122r/1"2'2T2/f~l 

I . ) r O~U ..... J - O 
Virtual Circuit (VC) Merge CP ,11 CG~11EIOS 
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The Virtual Circuit (VC) Merge feature allows multiple incoming VCs to be merf ed ÍI}\Ot; ~g\e 
outgoing VC. The feature is only available on frame-based connections carrying_f\IT' .~~~a.ill~ Layer 
5 (AAL5) frames consisting of multi pie cells. VC Merge helps scale Multiprotoclbl Label SwJtchlng-

(MPLS ) networks, because it all ocates only one VC to each destination on a link 3 6 y 0 
'',..~ ... .J _ _ • • - ---
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VC merge maps severa! incoming labels to one single outgoing label. Cells from different virtual 
channel identifiers (VCis) traveling to the same destination are transmitted to the same outgoing VC 
using multipoint-to-point connections. 

VC merge allows the switch to transmit cells coming from different VCis over the same outgoing VCI 
to the same destination . In other words, VC merge queues AAL5 frames in input buffers until the switch 
receives the last frame. Then the switch transmits the cells from that AAL5 frame before it sends any 
cells from other frames. VC merge requires the switch to provide buffering, but no more buffering than 
is required in IP networks. VC merge slightly delays the transfer of frames; however, VC merge is for 
IP traffic and not for traffic that requires speed. IP traffic tolerates delays better than other traffic on the · 
ATM network. 

VoAAL2 Profile 9 Support for BLES lnteroperability 
This feature allows Cisco routers to provide VoAAL2 (Voice over ATM Adaption Layer 2) Profile 9 
(0 .711 ulaw and G. 711 alaw with 44-byte voice payload) for interoperability with V5 .2 and GR.303 
Voice GW to Class 5 switches. This feature allows service providers to deliver voice services over xDSL 
and T 1 ATM networks from Class 5 switches. 

f 
v .. Application Access To SS7 Signaling 

• The Voice Application Access To SS7 Signaling feature provides a means of transporting ISUP signaling 
messages from SS7 networks to" VoiP networks. ISUP messages and parameters are converted to Generic 
Transparency Descriptor (GTD) format and transported by the underlying call signalling messages to 
each node transited by the cal!. 

Refer to the following document for information about the information tags that are associated with this 
feature: 

http :/11 bj .cisco.com/push_targets 1 /ucdi t/cc/td/doc/prod uct/access/acs_serv /vapp_dev /te I i vrv2/ c hapter4. 
htm 

Voice over IP Q.SIG Network Transparency 

( 

• 

•m• 

Note 

Integration of Q.SIG with the Cisco AS5400 universal access server enables Cisco voice switching 
services to connect private branch exchanges (PBXs), key systems (KTs), and central office switches 
(COs) that communicate by using the Q.SIG protocol. 

The Q.SIG protocol is a variant of ISDN D-channel voice signaling. It is based on the ISDN Q.921 and 
Q.931 standards and is becoming a worldwide standard for PBX interconnection . By using Q.SIG 
signaling, the Cisco AS5300 can route incoming voice calls from a private integrated services network 
exchange (PINX) across a wide-area network (WAN) to a peer Cisco AS5400, which can then transpor! 
the signaling and voice packets to a second PINX. 

Q.SIG on the AS5400 allows the user to place Q.SIG calls into and receive Q.SIG calls from Cisco 
Voice-over-IP (VoiP) networks. The Cisco packet network appears to PBXs as a large, distributed transit 
PBX that can establish calls to any destination served by a Cisco voice node. The switched voice 
connections are established and torn dow n in response to Q.SIG control messages that come over an 
ISDN PRI D channel. The Q.SIG message is passed transparently across the IP network and the message 
appears to the attached PINXs as a transit network. The PINXs are responsible for processing and 
provisioning the attached services. 

This feature was originally introduced in Cisco IOS Release l2.0(7)T on the Cisco AS5300 platform. 
This release ports the feature into the Cisco AS5400 platform. 1 ,...: , , 7,"' . ~ 1 1 I'' v d v- ' ··'-'-' C .. 
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Deprecated and Replacement MIBs 

• 

Old Cisco MIBs will be replaced in a future release. Currently, OLD-CISCO-* MIBs are being converted 
in to more scalable MIBs without affecting existing Cisco lOS products or network management system 
(NMS) applications. You can update from deprecated MIBs to the replacement MIBs as shown in 
Table 55. 

Table 55 Deprecated and Rep/acement M/Bs 

Deprecated MIB Replacement 

OLD-CISCO-APPLETALK-MIB RFC1243-MIB 

OLD-CISCO-CHASSIS-MIB ENTITY-MIB 

OLD-CISCO-CPUK-MIB To be determined 

OLD-CISCO-DECNET-MIB To be determined 

OLD-CISCO-ENV-MIB CISCO-ENVMON-MIB 

OLD-CISCO-FLASH-MIB CISCO-FLASH-MIB 

OLD-CISCO-INTERFACES-MIB IF-MIB CISCO-QUEUE-MIB 

OLD-CISCO-IP-MIB To be determined 

OLD-CISCO-MEMORY-MIB CISCO-MEMORY-POOL-MIB 

OLD-CISCO-NOVELL-MIB NOVELL-IPX-MIB 

OLD-CISCO-SYS-MIB (Compilation of other OLD* MIBs) 

OLD-CISCO-SYSTEM-MIB CISCO-CONFIG-COPY-MIB 

OLD-CISCO-TCP-MIB CISCO-TCP-MIB 

OLD-CISCO-TS-MIB To be determined 

OLD-CISCO-VINES-MIB CISCO-VINES-MIB 

OLD-CISCO-XNS-MIB To be determined 

~~'"".portant Notes 
• The following sections contain important notes about Cisco lOS Release 12.3 . 

Field Notices and Bulletins 

• Field Notices-Cisco recommends that you view the field notices for thi s release to see i f your 
software or hardware platforms are affected . If you have an account on Ci sco.com, you can find field 
notices at http ://www.ci sco.com/warp/customer/770/index.shtml. If you do not have a Cisco.com 
login account, you can find field notices at http://www.ci sco.com/warp/public/770/ index .shtml. 

• Product Bulletins-If you have an account on Cisco.com, you can find Product Bulle-tins at 
http :1 /w ww.cisco.corn/warp/customer/cc/general/bu lleti nli ndex .shtml .,.lf you do n.ot h_a'.' e..fl-. 
Cisco.com login account, you can find Product Bulletins at :, . '.i 1 .v,_ C J 
http :l/www.cisco.co rn />varp/publ ic/cc/ge neral/bull etin /iosw/i ndex .shtml. J,,d C' ~.,::::o:::; 
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• What's Hotfor /OS Releases: Cisco /OS 12.3-What's Hotfor /OS Releases: Cisco /OS 12.3 t.r 
provides information about caveats that are related to deferred software images for Cisco lOS 
Release 12.3. If you have an account on Cisco.com, you can access What's Hot for lOS Releases: 
Cisco lOS 12.3 at http://www.cisco.com/kobayashi/sw-center/sw-ios.shtml or by logging in and 
selecting Software Center: Cisco lOS Software: What's Hot for lOS Releases. 

• What's New for lOS-What's New for lOS lists Cisco lOS software releases that have been recently 
posted and software releases that have been removed from Cisco.com. If you have an account on 
Cisco.com, you can access What's New for /OS at 
http://www.cisco.com/kobayashi/sw-center/sw-ios.shtml or by logging in and selecting Software 
Center: Cisco lOS Software: What's New for lOS. 

lmportant Notes for Cisco lOS Release 12.3(1) 

The following information applies to Cisco lOS Release 12.3(1) 

• Cisco lmages Deferred Because of Caveat CSCeb31735 

Five images in Cisco lOS Release 12.3(1) were deferred because of severe defects. These defects have 
been assigned Cisco caveat ID CSCeb31735. This caveat affects the following images : 

( 

• Note 

• rpm-boot-mz 

• rpm-jk9o3s-mz 

• rpm-js-mz 

• rpmxf-boot-mz 

• rpmxf-pl2-mz 

With caveat CSCeb31735, this DDTS is used to track the deferral of unsupported RPM and RPM-XF 
images that are listed above. The software solution for these deferred images is Cisco lOS 
Release 12.2(15)T5. 

To increase network availability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment of affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Failure to upgrade the affected Cisco IOS images may result in network downtime. 

The terms and conditions that governed your rights and obligations and those of Cisco with respect to 
the deferred images will apply to the replacement images. 

Cisco lOS Packaging 

Ol-4233-01 Rev. DO 

Cisco IOS Packaging redefines and simplifies the current Cisco IOS software feature sets. Cisco greatly 
improves the customer software selection experience by reducing the number of packages from 
forty-four to eight. The first four packages have been designed to satisfy .. requirements in f0m typical 
service categories: IP data, converged voice and data, Security and VPN~ f(~c) E·n (>!r,px.is~ 
protocol s. Three additional premium packages offer new Cisco IOS sof é\~1 [eatu ;q- ro:i® t s that 
address more complex network requirements. Ali features merge in the most pre~ itf}~á): 

Advanced Enterprise Services, which integrates support for ali routing Ji>Ffl1 · cqtFJv M-J ~&ce , 
and VPN capabilities. I ·· .. -
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[,,..:; ___ . - -

Release Notes for Cisco I · 

. . . . . . 
~ • •' .,.,J._.~'Í"-.~~~, .... ._"-,•. : ,;;'""."'' ,, •• ,.. , <• .. ~•,.\, ,._ ~· • :.:,.-.,.•-:-.:-!••''••-'···-..: • •,, • .J \ '• o,.,....'-~ 'I • .;: "•. ~ ~ i ·,:;.•:·~~·, 



--
rcaveats for Cisco lOS Release 12.3 

J~-o2lt0 
(/}· 

Feature inheritance is another powerful aspect of Cisco lOS Packaging. Once a feature is introduced, it 
is not removed in the more comprehensive packages. Feature inheritance principie provides clear 
migration , clarifying the feature content of the different packages and how they relate to one another. 

Cisco lOS Packaging also simplifies image naming. Each name has been designed to effectively convey 
the high-level feature content of, and the inheritance characteristics for, the new packages. 

Cisco lOS Packaging will be available for customers in Cisco lOS software major release 12.3. lt will 
be supported on the Cisco 1700, Cisco 2600, and Cisco 3700 series routers. Most Cisco Access, 
Aggregation, and Core routers will support this model in the future . 

For additional information about Cisco lOS Packaging, refer to the following product bulletin : 

http ://www.cisco.com/warp/public/732/releases/packaging/docs/pb.pdf 

Caveats for Cisco lOS Release 12.3 
( 

• 

c· • 

~ ... 

Caveats describe unexpected behavior in Cisco lOS software releases. Severity 1 caveats are the most 
serious caveats ; severity 2 caveats are less serious. Severity 3 caveats are moderate caveats, and only 
select severity 3 caveats are included in the caveats document. 

For information on caveats in Cisco lOS Release 12.3, refer to the Caveats for Cisco /OS Release 12.3 
document, which lists severity 1 and 2 caveats and se1ect severity 3 caveats for Cisco lOS Release 12.3 
and is located on Cisco.com and the Documentation CD-ROM. 

Note If you have an account with Cisco.com, you can use the Bug Toolkit to :find caveats of any severity for 
any release. To reach the Bug Toolkit, log in to Cisco.com and click Service & Support: Software 
Center: Cisco lOS Software: BUG TOOLKIT. Another option is to go to 
http://www.cisco.com/cgi-bin/Support/Bugtool!launch_bugtool .pl. 
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Prefácio 

O IBM Tivoli Storage Area Network Manager gerencia todos os seus dispositivos 
em uma SAN (Rede de Área de Armazenamento). As capacidades incluem 
discovery, monitoração, disponibilidade e gerenciamento de eventos. O IBM Tívoli 
Storage Area Nctwork Manager: Guia do Usuário descreve corno gerenciar os recursos 
na rede de área de armazenamento. 

Este manual fornece informações para ajudá-lo a desempenhar as seguintes tarefas: 

• Planejar a instalação do IBM Tivoli Storage Area Network Manager 

• Instalar o IBM Tivoli Storage Area Network Manager 

• Configurar o IBM Tivoli Storage Area Network Manager 

Quem Deve Ler Este Guia 

Publicações 

Este manual inclui instruções para que instaladores e administradores de SAN 
planejem, instalem e configurem o IBM Tivoli Storage Area Network Manager. 
Esses instaladores e administradores devem estar familiarizados com o seguinte: 

• Procedimentos gerais para a instalação de softwares em um sistema Windows 

• Conceitos da SAN 

• DB 2 (Database 2) 

• Conceitos de SNMP (Simple Network Managernent Protocol) 

• Tivoli NetView 

Depois de instalar o IBM Tivoli Storage Area Network Manager, você deve ler o 
IBM Tívolí Storage Area Network Ma11ager: Manual do Usuário. Ele o ajudará a obter 
noções básicas sobre o uso do produto. 

Esta seção lista as publicações na biblioteca do IBM Tivoli Storage Area Network 
Manager e quaisquer outros documentos relacionados. Também descreve como 
acessar publicações Tivoli on-line, corno solicitar solicitar essas publicações Tivoli e 
como fazer comentários sobre elas . 

Publicações do IBM Tivoli Storage Area Network Manager 
A tabela a seguir lista as publicações do IBM Tivoli Storage Area N etwork 
Manager. 

Título da Publicação 

IBM Til•oli Slorage Aren Netcuork Mnnagcr: Guia do Usuário 

IBM Tivolí Stomgc Area Network Mannger Plmzning mzrl Installntion 
Cuide 

IBM Tivoli Storagc Aren Network Mnnager Messages 

Número de Ordem 

5517-7576 

SC23-4697 

SC3 -gY,.\1~ 0 "'~''"~"" r:: 
"' '-' vv><. vu v • CN 

CPMi : CORREIOS 
A biblioteca do Ti voli Storage Area Network Manager em todos os idiomas eo~ 4 7 
disponível no seguinte CO: Fls. N~----
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• Reúnem informações ao nível do host, como sistemas de arquivos e 
mapeamento para LUNs (Unidades lógicas). 

• Reúnem informações sobre o evento e outras informações detectadas 
pelos HBAs (Adaptadores de Barramento do Host) . 

Gerenciamento da Rede da Área de Armazenamento 
O gerenciamento da SAN descobre automaticamente os componentes e 
dispositivos da SAN, além da topologia do ambiente de rede de área de 
armazenamento. É possível monitorar a utilização do armazenamento na SAN e 
determinar a disponibilidade dos componentes da SAN. 

Descoberta 
O processo de localização de recursos dentro de uma empresa, incluindo a 
detecção da topologia da rede, é chamada de descoberta. Os dados coletados são 
armazenados no banco de dados do Tivoli Storage Area Network Manager. O 
Tivoli Storage Area Network Manager utiliza os dois métodos a seguir para 
descobrir sua rede: 

Na banda 
O agente em cada host gerenciado coleta informações sobre o próprio 
sistema host, incluindo informações sobre sistema de arquivos. 'Os 
comandos são enviado,s por meio das placas HBA que conectam o sistema 
host à SAN para reunir informações sobre os dispositivos. 

Fora da banda 
O gerenciador também pode utilizar consultas do SNMP para descobrir 
informações sobre comutadores da estrutura selecionados. As informações 
sobre MIB (Management Information Base) são coletadas a partir desses 
comutadores. 

Uma descoberta é acionada por estes eventos: 

• Um usuário solicita uma descoberta (executar poll agora). 

• Ocorre um evento que faz com que o IBM Tivoli Storage Area Network Manager 
execute uma descoberta. 

• Uma descoberta planejada ou periódica é iniciada. Uma descoberta planejada se 
torna padrão a cada 24 horas. 

• Um host gerenciado ou um agente SNMP foi incluído. 

A Tabela 1 explica quando é executada uma descoberta completa e uma descoberta 
de topologia. 

Tabela 1. 

Tipos de Descoberta 

Completa 

Dependendo do nú mero de 
objetos a descobrir, uma 
descoberta completa pode levar 
muito tempo pa ra concluir. É 
possível especifica r q uando 
executar uma d escobe rté1 
compl e ta. 

Uma Descoberta É Executada Quando: 

Um usuá ri o pede uma descoberta (poli agora) 

• Uma descoberta planejada ou periódica é iniciada 

• Um host geren ciad o é adicionado 

RQS n° 03/2005 • CN 
CPMI • CORREIOS 

2 !Bl\-1 Ti\·oli Stn roge Area ~etwork Manager· Guia de Pla neja mento e lns ta laçiio 
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Descoberta de SCSI na Internet \'5· ' 

O Tivoli Storage Area Network Manager também suporta a descoberta de iSCSI .J ~ 
(Internet SCSI). A descoberta de iSCSI é executada independentemente da 
descoberta feita pelo Tivoli Storage Area Network Manager e exige que você ative 
a descoberta de JP do Tivoli NetView. Para obter informações adicionais, consulte 
"Suporte à Jntemet SCSI" na página 5. 

Exibições da Topologia 
O Tivoli Storage Area Network Manager extrai informações sobre estruhtra a partir 
do banco de dados e utiliza o Tivoli NetView para exibir a topologia da estrutura. 
A Tabela 2 descreve as exibições disponíveis para as SANs. Para cada dispositivo 
descoberto e exibido, é possível abrir um diálogo de propriedades que mostra os 
atributos e as conexões associados a esse dispositivo. 

Tabela 2. Descrição das Exibições da SAN a partir do Tivoli NetView 

Exibições da SAN 

Símbolos da SAN (do Submapa 
Raiz) 

Centrada no host 

Centrada no dispositivo 

Eventos do SNMP 

Descrição 

Exibe um símbolo para cada SAN. Dê um clique duplo 
em um símbolo da SAN para exibir o seu submapa. A 
partir de um submapa você pode optar por uma das 
seguintes exibições: 

• Exibição de Topologia: Exibe a SAN inteira com dois 
tipos de símbolos, um para os elementos da conexão 
da SANe outro para cada segmento da estrutura. 

• Exibição em Zonas: Exibe a SAN como um 
agrupamento de zonas. 

Exibe todos os sistemas host e suas relações lógicas com 
dispositivos locais e conectados à SAN. Não exibe os 
comutadores e outros dispositivos de conexão. 

Exibe todos os dispositivos de armazenamento e suas 
relações lógicas com todos os hosts. Nã.o exibe os 
comutadores e outros dispositivos de conexão. 

O IBM Tivoli Storage Area Network Manager pode enviar eventos, que 
representam uma alteração no estado da estrutura, para qualquer console do 
evento dentro da empresa do qual o IBM Tivoli Storage Area Network Manager 
participa. Esses eventos são gerados nos formatos SNMP e Tivoli Enterprise 
Console. 

Detecção de Erros e Isolamento de Falhas 
A função EDFI (Detecção de Erros e Isolamento de Falhas) ajuda na determinação 
de problemas em links de interconexão SAN Fibre Channel. A EDFI identifica o 
hardware com defeito utilizando uma técnica de análise de falhas previstas com 
base na modelagem es tatís tica das distribuições da falha do componente. A EDFI 
procura os dados de erros temporários pela SAN e analisa-os quanto a Jt'IQIO~:.;,_~...~... ____ -. 
hardware ótico e elétrico muitas vezes falha de forma tal que condições RQS n° 03/2005 _ CN 
intermitentes podem ser identificadas antes que se tornem uma falha p · r(WM~n!e.coRREIOS 
Além disso, o isolamento de falhas é feito para isolar o componente ave riado. O 
objetivo é identificar a ótica com falha e os componentes de interconexã Fls. No Ü ;14 9 
notificar os usuários antes que realmente ocorra uma falha de hardwar · . E 
importaJlte que essa notificação seja resolvida rapidamente. O compone te coin as 
taxas de erros temporários elevadas deve ser substituído antes que se t f!Jbc. :) 6 9 0 
realmente uma talha permanente. A EDFJ não anahsa erros para comp'1;.:1.;;,el::.:1.;.;te;;.;;s;.._ _____ ...J 
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Os agentes SNMP utilizam protocolos de descoberta fora de banda que, por sua 
· - --~ .... ... 

vez, utilizam consultas SNMP em uma conexão TCP /IP para retmir infor)'Í1ações 1. 
sobre topologia e atributos. Para incluir um agente SNMP, siga estas etapas: . r;)· 
1 . Clique em Incluir. .. · \íJ ~, 
2. A caixa de diálogo Inserir Endereço IP é exibida. Insira um nome ou ei~dereço 

IP e clique em OK. · 

3. O agente SNMP é incluído na lista de agentes SNMP. O estado desse agente 
deve ser Contactado. Clique em OK. Se você não visualizar um estado 
Contactado, verifique se o nome ou endereço IP está correto. Em seguida, 
verifique se o comutador realmente oferece suporte para descoberta fora de 
banda. 

Nota: O botão Avançado é válido somente para comutadores Brocade®. Quando 
você selecionar um agente no painel Configuração de Agentes e clicar no 
botão Avançado, deverá inserir um ID do usuário e uma senha para o 
comutador Brocade. Será necessário inserir as informações de login para a 
conta "admin" no Comutador Brocade. Nenhuma outra conta será 
suportada . 

Depois de inserir o ID do usuário e a senha e o próximo poli ser executado, 
verifique a seguinte mensagem no log de mensagens: 

The user ID or password entered for the outband agent target 
address <target_address> is incorrect. 

Se você vir essa mensagem, insira novamente o ID do usuário e a senha 
corretos. 

Configurando o Arquivo MIB no Tivoli NetView 
Depois de instalar o Tivoli NetView, você precisará criar entradas de trap no 
arquivo trapd.conf do Tivoli NetView. Não edite o arquivo manualmente. A edição 
é feita por meio de um arquivo em batch criado pelo programa mib2trap do Tivoli 
NetView. O arquivo ITSANM.mib está localizado no diretório /misc/utils do CD 
do Tivoli Storage Area Network Manager. Siga estas etapas: 

1. Execute o programa mib2trap no arquivo ITSANM.mib. Especifique o nome 
completo do caminho para um diretório gravável ao criar o arquivo 
ITSANM.bat. Por exemplo, execute este comando para criar o arquivo bat no 
diretório tmp: 

mib2trap c:\tmp\ITSANM.mib c:\tmp\ITSANM.bat 

É possível especificar qualquer nome desejado para o arquivo bat. O exemplo él 
seguir cria o arquivo ITSANM.bat. 

2. Execute o arquivo ITSANM.bat. 

3. Inicie novamente o Tivoli NetView e torne o monitor visível para ver todos os 
eventos. 

Configurando o IBM Tivoli Storage Area Network Manager p · ~~8i;nMtM5 _ cN 
Eventos CPMI • CORREIOS 

nr;íO 
O IBM Tivoli Storoge Arca Network Manager oferece suporte para :ftysnif.a.Wa Ç{i.ó-' ------centralizad a de eventos em toda a sua empresa. Se você utiliza um ·istema como o 
Tivoli Enterprise Console ou um aplicativo capaz de receber evento · SNM.fl o~Biti Q 
Tivoli Storage Areél Network Manager pode ser focilmente configur ~~r-á e~viM- ' 
eventos a esse sistema ou aplicativo. Se você não estiver utilizando 1m a licahvo 
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Chapter 1. lntroducing IBM Tivoli Storage Manager 

IBM Tivoli Storage Manager is an enterprise-wide storage management application. 
It provides automated storage management services to workstations, personal 
computers, and file servers from a variety of vendors, with a variety of operating 
systems. Tivoli Storage Manager includes the following components: 

Server 

Server program 
The server program provides backup, archive, and space management 
services to the clients. 

You can set up multiple servers in your enterprise network to balance 
storage, processar, and network resources. 

Administrative interface 
The administrative interface allows administrators to control and monitor 
server activities, define management policies for clients, and set up 
schedules to provide services to clients at regular intervals. Administrative 
interfaces available include a command-line administrative client and a Web 
browser interface. Tivoli Storage Manager allows you to manage and control 
multiple servers from a single interface that runs in a Web browser. 

Server database and recovery log 
The Tivoli Storage Manager server uses a database to track information 
about server storage, clients, client data, policy, and schedules. The server 
uses the recovery log as a scratch pad for the database, recording 
information about client and server actions while the actions are being 
performed. 

Server storage 
The server can write data to hard disk drives, disk arrays and subsystems, 
stand-alone tape drives, tape libraries, and other forms of random- and 
sequential-access storage. The media that the server uses are grouped into 
storage pools. The storage devices can be connected directly to the server, or 
connected via local area network (LAN) or storage area network (SAN). 

Client Nodes 
A client node can be a workstation, a personal computer, a file server, a 
network-attached storage (NAS) file server, or even another Tivoli Storage 
Manager server. The client node has IBM Tivoli Storage Manager client 
software installed (except for NAS file servers using N DMP). A client nade is 
registered with the server. 

Backup-archive client 

© Copyright IBM Corp. 1993, 2003 

The backup-archive client allows users to maintain backup versions of files, 
which they can restare if the original files are lost or damaged. Users can 
also archive files for long-term storage and retrieve the archived files when 
necessary. Users themselves or administrators can register workstationsand 
file servers as client nades with a Tivoli Storage Mana RQSr;;~r03 12005 • CN 

The storage agent is an optional component that may UP~ illst(l.GQRdil\QS 
system tha t is a client node. The storage agent en ables AN-free dr:ah' ~ 
movement for client operations and is supported on a Lf!Jl§eWf d~~~3 
systems. 
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- Check enough scratch or private volumes into the library to handle the 
expected load. 

• If your clients tend to store files of smaller sizes, controlling the transaction size 
can affect how WORM platters are used. Smaller transactions waste less space if 
a transaction such as a backup must be canceled. The TXNGROUPMAX server 
option and the TXNBYTELIMIT client option control transaction size. See "How 
the Server Groups Files before Storing" on page 196 for information. 

Managing Volumes in Automated Libraries 
Tivoli Storage Manager tracks the scratch and private volumes available in an 
automated library through a library volume inventory. Tivoli Storage Manager 
maintains an inventory for each automated library. The library volume inventory is 
separate from the inventory of volumes for each storage pool. To add a volume to 
a library's volume inventory, you check in a volume to that Tivoli Storage Manager 
library. For details on the check-in procedure, see "Checking New Volumes into a 
Library" on page 137. 

To ensure that Tivoli Storage Manager's library volume inventory remains 
accurate, you must check out volumes when you need to physically remove 
volumes from a SCSI, 349X, or ACSLS library. When you check out a volume that 
is being used by a storage pool, the volume remains in the storage pool. If Tivoli 
Storage Manager requires the volume to be mounted while it is checked out, a 
message to the mount operator's consoleis displayed with a request to check in 
the volume. If the check in is not successful, Tivoli Storage Manager marks the 
volume as unavailable. 

While a volume is in the library volume inventory, you can change its status from 
scratch to private. 

To check whether Tivoli Storage Manager's library volume inventory is consistent 
with the volumes that are physically in the library, you can audit the library. The 
inventory can become inaccurate if volumes are moved in and out of the library 
without informing the server via volume check-in or check-out. 

Task Required Privilege Class 

Changing the status of a volume in an 
automated library 

System or unrestricted storage 

Removing volumes from a library 
Returning volumes to a library 

Changing the Status of a Volume 
The UPDATE LIBVOLUME comrnand lets you change the status of a volume in an 
automated library from scratch to private, or private to scratch. However, you 
cannot change the status of a volume from private to scratch if the volume belongs 
to a storage pool or is defined in the volume history file. You can use this 
command if you make a mistake when checking in volumes to the library and 
assign the volumes the wrong status. 

Removing Volumes from a Library 
You may want to remove a volume from an automated library. 
examples illustrate this: 

RQS n° 03/2005 - CN 
CPMI - CORREIOS 

• You have exported data to a volume in the library and want o tak~t to 'Wother 
system for an import operation. Ooc.J 5 :1 O 
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• All of the volwnes in the library are full, and you want to remove some that are . \ Ç} 
not likely to be accessed to make room for new volumes that can be used to \.S · ~ , 
store more data. j'X 

To remove a volume from an automated library, use the CHECKOUT LIBVOLUME 
command. By default, the server mounts the volume being checked out and 
verifies the internai label. When the label is verified, the server removes the 
volume from the library volume inventory, and then moves it to the entry I exit 
port or convenience 1/0 station. of the library. If the library does not have an 
entry I exit port, Tivoli Storage Manager requests that the mount operator remove 
the volume from a slot within the library. 

For SCSI libraries with multiple entry I exit ports, use the REMOVE=BULK 
parameter of the CHECKOUT LIBVOLUME command to eject the volume to the 
next available entry I exit port. 

If you check out a volume that is defined in a storage pool, the server may attempt 
to access it later to read or write data. If this happens, the server requests that the 
volume be checked in . 

Returning Volumes to a Library 
When you check out a volwne that is defined to a storage pool, to make the 
volume available again, do the following: 
1. Check in the volume for the library, with private status. Use the CHECKIN 

LIBVOLUME command with the parameter STATUS=PRIVATE. 
2. If the volwne was marked unavailable, update the volume's ACCESS value to 

readlwrite or read-only. Use the UPDATE VOLUME command with the 
ACCESS parameter. 

Managing a Full Library 
As Tivoli Storage Manager fills volumes in a storage pool, the number of volumes 
needed for the pool may exceed the physical capacity of the library. To make room 
for new volumes while keeping track of existing volumes, you can define a storage 
pool overflow location near the library. You then move media to the overflow 
location as needed. The following shows a typical sequence of steps to martage a 
full library: 

1 . Define or update the storage pool associated with the automated library, 
including the overflow location parameter. For example, you have a storage 
pool named ARCHIVEPOOL associated with an automated library. Update the 
storage pool to add an overflow location of Room2948. Enter this command: 

update stgpool archivepool ovflocation=Room2948 

2. When the library becomes full, move the full volumes out of the library and to 
the overflow location that you defined for the storage pool. For example, to 
move all full volumes in the specified storage pool out of the library, enter this 
command: 

move media * stgpool=archivepool 

All full volumes are checked out of the library. Tivoli Storage~M~anWl:~...u;;u..~.~.~o~.-1 
the location of the volumes as Room2948. You can use the D l'!'f'OOY2005to CN 
specify the number of days that must elapse before a volum 
processing by the MOVE MEDIA command. 

3. Check in new scratch volumes, if needed. 

tprvffgipl~OOREIOS 

Fls. N° O 55 5 
4. Reuse the empty scratch storage volumes in the overflow loc tion. For example, 

enter this command: 
Doc.3 6 9 O 
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Table 15. Task Tips for Storage Pools 

For this Goal 

Keep the data for a client on as few 
volumes as possible 

Reduce the number of volume 
mounts needed to back up multiple 
clients 

Perform a simultaneous write to a 
primary storage pool and copy 
storage pools 

Specify how the server reuses tapes 

Move data from disk to tape 
automatically when needed 

Move data from disk to tape 
automatically based on how 
frequently users access the data or 
how long the da ta has been in the 
storage pool 

Back up your storage pools 

Have clients back up directly to a 
tape storage pool 

Do This 

Enable collocation for the storage 
pool 

Disable collocation for the storage 
pool 

Provide a list of copy storage pools 
when defining the primary storage 
pool. 

Set a reclamation threshold for the 
storage pool 

Optional: Identify a reclamation 
storage pool 

Set a migration threshold for the 
storage pool 

Identify the next storage pool 

Set a migration threshold for the 
storage pool 

Identify the next storage pool 

Set the migration delay period 

Define a copy storage pool 

Set up a backup schedule 

Define a sequential access storage 
pool that uses a tape device class 

\5. 3\\ 
For More Information 

"Keeping a Client's Files Together: 
Collocation" on page 208 

"Simultaneous Write to a Primary 
Storage Pool and Copy Storage Pools" 

"Reclaiming Space in Sequential 
Access Storage Pools" on page 213 

"Migration for Disk Storage Pools" on 
page 200 

"Migration for Disk Storage Pools" on 
page 200 

"Defining a Copy Storage Pool" on 
page 244 

"Automating a Basic Administrative 
Command Schedule" on page 401 

"Defining or Updating Primary 
Storage Pools" on page 182 

Change the policy that the clients use, "Changing Policy" on page 300 
so that the backup copy group points 
to the tape storage pool as the 
destination. 

Simultaneous Write to a Primary Storage Pool and Copy 
Storage Pools 

To simultaneously write data to a primary storage pool and one or more copy 
storage pools, you can specify a list of copy storage pools in a primary storage 
pool definition using the COPYSTGPOOLS parameter. When a client backs up, 
archives, or migrates a file, the file is written to the primary storage pool and is 
simultaneously stored into each copy storage pool. If a write failure occurs for any 
of the copy storage pools, the COPYCONTINUE parameter setting determines how 
the server should react. See Table 14 on page 183 for additional information about 
storage pool definitions. 

When using copy storage pools for the simultaneous write of d ~q§ iAl 0f&~(:)Oj:; - CN 
st01·age pool and associated copy storage pools, be sure that en ~eS'.()l~j;lRJ;, IOS 
such as drives, are available for the write operation. For examp e~ ·each IJ J ;) ij 
simultaneous write operation will need ali of the volumes to b sfitsJl"NAeously 
mounted. This requires that the number of available drives mu t be equal to or 
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TAPEPOOL \4'- 3 \Ü 
The next storage pool in the hierarchy. It contains tape volumes acces~~ci ' ._ . 
by high-performance tape drives. v&. 

Assume a user wants to archive a 5MB file that is named FileX. FileX is bound to a 
management class that contains an archive copy group whose storage destination 
is DISKPOOL, see Figure 19 on page 197. 

When the user archives the file, the server determines where to store the file based 
on the following process: 

1 . The server selects DISKPOOL because it is the storage destination specified in 
the archive copy group. 

2. Because the access mode for DISKPOOL is read/write, the server checks the 
maximum file size allowed in the storage pool. 

The maximum file size applies to the physical file being stored, which may be a 
single client file or an aggregate. The maximum file size allowed in DISKPOOL 
is 3MB. FileX is a 5MB file and therefore cannot be stored in DISKPOOL. 

3. The server searches for the next storage pool in the storage hierarchy . 

If the DISKPOOL storage pool has no maximum file size specified, the server 
checks for enough space in the pool to store the physical file. If there is not 
enough space for the physical file, the server uses the next storage pool in the 
storage hierarchy to store the file. 

4. The server checks the access mode of TAPEPOOL, which is the next storage 
pool in the storage hierarchy. The access mode for TAPEPOOL is read/write. 

5. The server then checks the maximum file size allowed in the TAPEPOOL 
storage pool. Because TAPEPOOL is the last storage pool in the storage 
hierarchy, no maximum file size is specified. Therefore, if there is available 
space in TAPEPOOL, FileX can be stored in it. 

Using Copy Storage Pools to Back Up a Storage Hierarchy 
Copy storage pools enable you to back up your primary storage pools for an 
additionallevel of data protection for clients. See "Backing Up Storage Pools" on 
page 549 for details. Copy storage pools are not part of a storage hierarchy. 

For efficiency, it is recommended that you use one copy storage pool to back up all 
primary storage pools that are linked to form a storage hierarchy. By backing up 
all primary storage pools to one copy storage pool, you do not need to recopy a 
file when the file migrates from its original primary storage pool to another 
primary storage pool in the storage hierarchy. 

When defining copy storage pools to primary pools that have defined next pools, 
the copy pool list for each primary pool should be the same. Defining different 
copy pool lists can cause resources to be freed when failing over to the next pool. 
If the resources are freed, it can delay the completion of client operations. 

In most cases, a single copy storage pool can be used for backup of ali primary 
storage pools. The number of copy storage pools you need depends on whether 
you have more than one primary storage pool hierarchy and on whal'"""~e~o.:..f ____ _ 
disaster recovery protection you want to implement. RQS no 03/2005 _ CN 

. . CPMI - CORREIOS 
Multiple copy storage pools m ay be needed to handle particular süu bons., 

including: _ Fls. ~ 5 5 7 
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Preface 

IBM Tivoli Storage Manager for Databases Version 5.2 Data Protection for Oracle is 
referred to as Data Protection for Oracle throughout this book. 

.JOi 
Jx. 

Data Protection for Oracle performs online or offline backups of Oracle8i or 
Oracle9i databases to Tivoli Storage Manager storage. This integration with the 
RMAN Media Management API maximizes the protection of data, thus providing 
a comprehensive storage management solution. 

Tivoli Storage Manager is a separate client-server licensed product that provides 
storage management services in a multi-platform computer environment. 

Who should read this publication 
The target audience for this publication are system installers, system users, Oracle 
database administrators, and system administrators . 

In this book, it is assumed that you have an understanding of the following 
applications: 
• Oracle Server 
• Tivoli Storage Manager Server 
• Tivoli Storage Manager backup-archive client 
• Tivoli Storage Manager Application Program Interface 

It is also assumed that you have an understanding of one of the following 
operating systems: 

• AIX 

• HP-UX 

• Linux 

• Solaris Operating Environment (hereinafter referred to as Solaris) 

IBM Tivoli Storage Manager Web site 
Technical support information and publications are available at the following 
address: 

www.ibm . com/software/ sysmgmt/products/s uppo rt/IBMTivoli StorageManager.html 

By accessing the Tivoli Storage Manager home p age, you can access subjects that 
interest you. You can also keep up-to-date with the newest Tivoli Storage Manager 
p roduct information. 

IBM Tivoli Storage Manager publications 

Table 1. Related Tivoli Storage Manager publications 

Title Order Num 

IBM Tivoli Stomgc Mnnnger for Windows Bncku p-A rchive Client GC32-0788 
lnstnllntion nnd User's Cuide 

TBM Tivoli Stomgc Mnnngerfor UNIX Bnckup-Archivc Clients GC32-0789 

lnstnllntion nnd User's Cuide 

O Copyright .113 M Corp. 1997, 2003 
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Preface 

IBM Tivoli Storage Manager for Mail 5.1.5 Data Protection for Microsoft Exchange Server 
is referred to as Data Protection for Exchange throughout this book. 

Tivoli Storage Manager and Tivoli Storage Manager Server are referred to as Storage 
Manager and Storage Manager Server respectively throughout this book. 

Data Protection for Exchange performs online backups of Microsoft Exchange 
Server databases to Tivoli Storage Manager storage. This integration with the 
Microsoft Exchange Server application program interface (API) maximizes the 
protection of data, thus providing a comprehensive storage management solution. 

Storage Manager is a separate client-server licensed product that provides storage 
( management services in a multi-platform computer environment. 

• Who should read this book 

c 
• 

The target audience for this book are system installers, system users, and system 
administrators. 

In this book, it is assumed that you have an understanding of the following 
applications: 

Microsoft Exchange Server 

Storage Manager Server 

Storage Manager Backup-Archive Client 

Storage Manager Application Program Interface 

It is also assumed that you have an understanding of one of the following 
operating systems: 

• Windows NT 

• Windows 2000 

Throughout this document, the term Windows refers to both Windows NT Server 
and Windows 2000 Server . 

What this book contains 
The book contains the following sections: 

• Chapter 1, "Introducing Data Protection for Exchange" on page 1 

This section provides an overview of Data Protection for Exchange. 

Chapter 2, "Installing Data Protection for Exchan ge" on page - -------, 
RQS n° 03/~005 • CN 
effMrsa.ry CÔRREIOS This section explains the environment requirements and step 

install Data Protection for Exchange. 

• Chapter 3, "Configuring Data Protection for Exchange" on pa ~~ . Ng563 
This section explains registering and con figuring Data Protec ·on ·-for Exchange 

and provides policy recommenda tions. ~ 3 6 9 O 
Chapter 4, "Using the Graphi ca l User Interface (GUJ)" on pa ID.Dc. __ ._. __ _ 
This section explains how to perform Data Protection for Exc 1ange ur c 1 1 

from a graphical user interface. 
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Cisco Catalyst 6500 Series Switch 

Figure 1 

Cisco Catalyst 6500 
Series Chassis 

The Catalyst 6500 Series sets the new standard for IP communications and 

application delivery in enterprise campus and service provider networks by 

maximizing user productivity and enhancing operational control while providing 

unprecedented investment protection. As Cisco's premier intelligent multilayer 

modular switch, the Catalyst® 6500 Series delivers secure, converged services, 

end-to-end, from the wiring closet to the core, to the data center, to the WAN edge. 

Ideal for enterprises and service providers 

seeking to reduce their total cost of 

ownership, the Cisco Catalyst 6500 Series 

delivers scalable performance and port 

density across a range of chassis 

configurations and LAN/WAN/MAN 

interfaces. Available in 3-, 6-, 9-, and 

13-slot chassis, Cisco Catalyst 6500 Series 

switches feature. an unparalleled range o f 

integrated services modules, including 

multigigabit network security, content 

switching, telephony, and network 

analysis modules. 

By taking advantage o f a forward-thinking 

architecture that uses a common set of 

modules and operating system software 

Cisco Systems. Inc. 

across ali Cisco Catalyst 6500 Series 

chassis, the Catalyst 6500 Series delivers a 

high levei o f operational consistency that 

optimizes IT infrastructure usage and 

enhances return on investment. From 

48-port to 576-port 10/100/1000 Ethernet 

wiring closets to hundreds-of-Mpps 

network cores supporting up to 192 1-Gbps 

or 32 10-Gbps trunks, the Cisco Catalyst 

6500 Series provides an optimal platform 

that maximizes network uptime with 

stateful failover capability between 

redundant routing and forwarding engines. 

With numerous industry-firsts and 

industry-leading features to its credit, the 

Catalyst 6500 Series supports three 

generations of modules that continue to 

demonstrate the Catalyst 6500 value and 

Cisco's commitment to innovation. Cisco's 

new generation of Catalyst 6500 Series 

modules and Supervisor Engine 720 

incorporate 11 new Cisco-developed 

application specific integrated circuits 

(ASICs)-extending Cisco's leadership in 

networking while providing unparalleled 

investment protection. 

3 6 9 o 
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Cisco Catalyst 6500 Series Benefits 

The Cisco Catalyst 6500 Series provides market-Ieading services, performance, port densities, and availability with 

investment protection for enterprise and service provider markets. These include: 

• Maximum network uptime-With platform, power supply, supervisor engine, switch fabric, and integrated 

network services redundancy provides one- to three-second stateful failover and delivers application and services 

continuity in a converged network environment, minimizing disruption of mission-critical data and services 

• Comprehensive network security-Integrates proven, multigigabit Cisco security solutions, including intrusion 

detection, firewall. VPN, and SSL into existing networks 

• Scalable performance-Provides up to 400 Mpps performance with distributed forwarding architecture 

• Forward-Thinking architecture with investment protection-Supports three generations o f interchangeable, 

hot-swappable modules in the same chassis, optimizing IT infrastructure usage, maximizing return on 

investment. and reducing total cost o f ownership 

• Operational consistency-Features 3-, 6-, 9- , and 13-slot chassis configurations sharing a common set of 

modules, Cisco lOS Software, Cisco Catalyst Operating System Software, and network management tools that 

can be deployed anywhere in the network 

• Unparalleled services integration and flexibility-Integrates advanced services such as security and content with 

converged networks. provides the widest range ofinterfaces and densities. from 10/100 and 10/100/1000 

Ethernet to 1 O Gigabit and from DSO to OC-48, and performs in any deployment end to end 

Operational Consistency in End-to-End Cisco Catalyst 6500 Series Deployments 

• Features 3-, 6-, 9- , and 13-slot chassis configurations that share a common set o f modules, software, and network 

management tools 

• Deploys anywhere in the network-from the wiring closet to the core, to the data center, to the WAN edge 

• Shares WAN port adapters with Cisco 7xxx router Series for reduced sparing and training costs 

• Offers choice o f Cisco lOS Software and Cisco Catalyst Operating System Software supported on ali supervisor 

engines. providing smooth migration from Cisco Catalyst 5000 Series and Cisco 7500 Series deployments 

Maximum Network Uptime and Network Resiliency 

• Provides packet-Ioss protection and the fastest recovery from network disruption 

• Features fast, one- to three-second stateful failover between redundant supervisor engines 

• Offers optional, redundant high-performance Cisco Catalyst 6500 Series Supervisor Engine 720, passive 

backplane, multimodule Cisco EtherChannel® technology, IEEE 802.3ad link aggregation , IEEE 802.ls/w, and 

Hot Standby Router ProtocoiNirtual Router Redundancy Protocol (HSRPNRRP) high-availability features 

lntegrated High-performance Security and Network Management 

Integrated gigabit-per-second services modules, deployed where externai devices would not be feasible , simplify 

network management and reduce total cost o f ownership. These include: 

• Gigabit firewall-provides access protection 

• High-performance intrusion detection system (IDS)-provides intrusion detection protection 

Gigabit Network Analysis Module-provides a more manageable infrastructure an · · 
(RMON) support RQS no 03/2005 - CN 

CPMI - CORREIOS 
• High-performance SSL- provides high-performance, secure e-commerce traffic ter inatiOfl ---

• Gigabit VPN and standards-based IP Security (IPSec) - support lower cost Internet a cfihtfaNtcff1&5cGr&ti ns 

Cisco Systems, Inc. 
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Content-and Application-Aware Layers 2 Through 7 Switching Services 

• Integrated content switching module (CSM) brings high-performance, feature-rich server and firewallload 

balancing to the Cisco Catalyst 6500 Series, ensuring a safer and more manageable infrastructure with 

unprecedented contrai 

• Integrated multigigabit SSL acceleration combined with CSM provides a high-performance e-commerce solution 

• Integrated multigigabit firewall and CSM provide a secure, high-performance, data-center solution 

• Software features such as Network Based Application Recognition (NBAR) enhance network management and 

contrai o f bandwidth utilization 

Scalable Performance 

• Delivers the industry's highest LAN switch performance, 400 Mpps, using the distributed Cisco Express 

Forwarding dCEF720 platform 

• Supports a mix ofCisco Express Forwarding (CEF) implementations and switch fabric speeds for optimal wiring 

closet, core, data center, and WAN edge deployments, as well as service provider networks 

Rich Layer 3 Services 

• Multiprotocol Layer 3 routing supports traditional network requirements and provides a smooth transition 

mechanism in the enterprise 

• Provides hardware support for enterprise-class and service-provider-scale routing tables 

• Provides IPv6 support in hardware (using Supervisor Engine 720) with an unparalleled high-performance suite 

o f services 

• Provides hardware support for large enterprise-class and service-provider-scale routing tables 

• Provides MPLS support in hardware to enable VPN services within the enterprise and facilitate smooth 

integration with new high-speed service provider core infrastructures and Metro Ethernet deployments 

Enhanced Data Voice, and Video Services 

• Provides integrated IP communications throughout all Cisco Catalyst 6500 Series platforms 

• Provides 10/100 and 10/10011000 line cards, field upgradable with inline power using a daughter card and 

offering future support for IEEE 802.3af to protect today's investments 

• Provides dense Tl/E1 and foreign Exchange Station (FXS) voice-over-IP (VoiP) gateway interfaces for public 

switched telephone network (PSTN) access and traditional phone, fax , and private branch exchange (PBX) 

connections 

• Supports high-performance IP multicast vídeo and audio applications 

• Provides integrated management necessary to effectively deploy a scalable enterprise-converged network 

Highest Levei of Interface Flexibility, Scalability, and Density 

• Provides the port densities and interface choices that large mission-critical wiring closets, enterprise core, 

and distribution networks require 
r-------------~ 

• Supports up to 576 voice 10/100/1000 Gigabit-over-copper ports with inline power p ~~/P 03/2005 . CN 

• Provides up to 192 Gigabit Ethernet ports _CPMI O g:{)~ IOS 

Fls. N° - ----
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• Features the industry's first 10 Gigabit Ethernet, Channelized OC-48 dense OC-3 Packet over Synchronous 

Optical Network (SONET) (PoS) 

• Provides investment protection by using Cisco 7xxx Series port adapters on the Cisco Catalyst 6500 Series 

FlexWAN Line Card, supporting Tl/E1 through OC-48 WAN interfaces 

• Chassis sizes range from 3-slot (Cisco Catalyst 6503 Switch) to 13-slot (Cisco Catalyst 6513 Switch) 

High-Speed WAN Interfaces 

• Provides high-speed WAN, ATM, and SONET interfaces compatible with other core routers 

• Provides single-device management for WAN aggregation and for campus and metro connectivity 

Maximum lnvestment Protection 

• Highly flexible modular architecture supports multiple generations o f modules that are fully interoperable with 

each other in the same chassis 

• Upgradable supervisor engines can add Layer 3 routing or forwarding ca,pabilities over time 

• Cisco lOS Software and Cisco Catalyst Operating System Software are supported across ali supervisor engines 

• Field-upgradable inline power for 10/100 Mbps and 101100/1000 Mbps Ethernet modules for "pay as you go" 

IP telephony and wireless computing 

• A steady stream of new services modules adds to the deployment options 

• lncludes Cisco Catalyst 6500 Series network security, content switching, and voice capabilities 

• Future modules will increase performance, port density, and include additional services 

Ideal for Metro Ethernet WAN Services 

• 802.1 Q and 802.1 Q tunneling (QinQ) providing point-to-point and multipoint Ethernet services 

• EoMPLS in MPLS backbones for superior network scaling providing virtual LAN (VLAN) translation capability 

• Layer 2 and Layer 3 QoS enables tiered Ethernet service offerings through rate limiting and traffic shaping 

• Superior high-availability features include enhanced Spanning Tree Protocol, IEEE 802.1s, IEEE 802.1 w, and 

Cisco EtherChannel IEEE 802.3ad link aggregation 

Table 1 Catalyst 6500 Series at a Glance 

Feature Catalyst 6500 Series 

System Feature 

Chassis Configurations 3-slot 

6-slot 

9-slot 

9 vertical slots 

13-slot 

Backplane Bandwidth 32Gbps shared bus 

256Gbps switch fabric 

720Gbps switch fabric 

L3 Forwarding Performance Supervi sor 1 MSFC : 15 Mpps RQS no 03/2005 - CN 
Supervisor 2 MSFC: up to 21( M~~ - - CORREIOS 
Supervisor 720: up to 400 M~ ps 

....r:::.t. . n~~o . ..... ~_y v v 
.. 
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Table 1 Cata lyst 6500 Series at a Glance 

Feature Catalyst 6500 Series 

Operating System Catalyst OS (CatOS) 

Cisco lOS 

CatOS/IOS Hybr id Configuration 

Redundant Supervisors Yes, with stateful failover 

Redundant Components Power supplies (1 +1) 

Switch fabric {1 + 1) 

Replaceable clock 

Replaceable fan tray 

High Availability Features _ Gateway Load Balancing Protocol 

., Hot Standby Router Protocol 

Multimodule EtherChannel 

Rapid Spanning Tree 

Multiple Spanning Tree 

Per VLAN Rapid Spanning Tree 

Rapid Convergence L3 Protocols 

Maximum System Port Densities 

10/100/1000 Ethernet 576 ports, ali support lnline Power 

10/100 Fast Ethernet 576 ports, ali support lnline Power 

100-Base-FX 288 ports 

Gigabit Ethernet (GBIC) 194 ports (2 ports provided on supervisor engine) 

10 Gigabit Ethernet (XENPAK) 32 ports 

lntegrated WAN Modules 

FlexWAN (DSO to OC-3) 12 modules with 24 port adapters 

OC-3 POS ports 192 

OC-12 POS ports 48 

OC-12 ATM ports 24 

OC-48 POS/DPT ports 24 

PSTN Interfaces 

Digital T1/E1 Trunk ports 216 

FXS Interfaces 864 

Advanced Services Modules G igabit Firewall 

Gigabit VPN 

High Performance lntrusion Dete ~ n° 03/2005 - CN 
Gigabit Content Switching Modu t;PMI - CORREIOS 
High Performance SSL Terminati bn - --
Gigabit Content Services Gatew Yffs:· N° 0569 

-
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Deployment Scenarios 

The Cisco Catalyst 6500 Series delivers secure converged services for campus, Internet service provider (ISP), metro 

edge. and research and grid cornputing networks. 

• Campus nNworks-Features I 0/ I 00 and 10/100/1000 autosensing modules that provi de inline power for the 

wiring closet. along with robust high availability, security, and manageability features; world -class networking 

softwan': high-perforrnance Gigabit and 10 Gigabit interface modules; and network managernent for the 

distribution and core 

Figure Z 

Deploymcnt Scem, os for Catalyst 6500 Scnes Switches in Campus Networks 

Wiring Closet 

Cisco Systems. Inc. 
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• IISP network-Provides robust high-availability, security, and manageability features; world-class networking 

software; high-performance Gigabit and 10 Gigabit interface modules; and network management for the most 

demanding service provider networking environments requiring Multiprotocol Label Switching (MPLS}, 

Multicast, IP Version 6 (1Pv6}, an extensive set o f WAN interfaces, and hierarchical traffic shaping. 

Figure 3 

Deployment Scenarios for Catalyst 5500 Series Switches in ISP Networks 
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• Metro edge--Features edge-, distribution-, and core-layer interfaces for point-to-point and multipoint Ethernet 

services for metro and inter-metro network deployments with the following features: 

- High-performance 10-Gigabit Ethernet uplinks 

- 802.1 Q tunneling 

- Ethernet over MPLS (EoMPLS) 

- Layer 2 and Layer 3 QoS 

- Network Equipment Building Standards (NEBS) compliance 

- Security, high availability, and manageability 

Figure 4 

Deployment Scenarios for Catalyst 6500 Series Switches in Metro Edge 

Cisco Systems. Inc. 
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• Gríd computíng network-Provides high-speed optical interface modules and world-class software required to 

handle high-volume traffic and build and manage large-scale networks 

Figure 5 

Deployment Scenarios for Catalyst 6500 Series Switches in Grid Computing Network 

Cisco Systems, Inc. 
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System Overview 

Modular Architecture 

The Cisco Catalyst 6500 Series is a modular system that can grow as customer requirements expand and technology 

evolves, allowing customers to upgrade and reconfigure systems by adding new modules, replacing existing modules, 

and adding and redeploying systems. Throughout the Cisco Catalyst 6500 Series, modules are: 

• Configurable-Separately, simplifying the addition of new services 

• Interoperable-In the same chassis, providing flexible design options 

• Interchangeable-Among Cisco Catalyst 6500 Series systems, simplifying sparing and network expansion 

• Hot-swappable-Without requiring a chassis to be powered off, providing fast upgrade and repair 

• Upgradable-As newer modules come along, providing investment protection 

Cisco Catalyst 6500 Series Hardware-Forwarding Architectures 

Cisco Catalyst 6500 Series modules use one o f three forwarding technologies. each having a different architecture 

with different characteristics and capabilities: 

• Cisco Express Forwarding (CEF)-Scaling to 30 Mpps. this technology uses a central CEF Cisco Express 

Forwarding engine located on the supervisor engine's policy feature card (PFC) daughter and CEF forwarding 

tables located on the supervisor engine. The supervisor engine makes ali forwarding decisions for ali interface 

modules centrally. For more information see How Cisco Express Forwarding Works. 

• Accelerated Cisco Express Forwarding (aCEF)-Suited for high-performance enterprise environments, this 

technology uses the aCEF engine and aCEF tables located on the interface module, along with the central CEF 

engine located on the supervisor engine's PFC daughter card and central CEF forwarding tables located on the 

supervisor engine. The interface module makes high-volume forwarding decisions locally, and the supervisor 

engine makes the rest o f the forwarding decisions centrally. For more information see How Accelerated Cisco 

Express Forwarding (aCEF) Works. 

• Distributed Cisco Express Forwarding (dCEF) -Suited for the most demanding environments, this technology 

uses the dCEF engine located on the interface module's distributed forwarding card (DFC) daughter card and the 

dCEF table, a local copy ofthe supervisor engine's central CEF table located on the interface module's DFC. The 

interface module makes ali the forwarding decisions locally, and provides maximum performance and scalability. 

For more information see How Distributed Cisco Express Forwarding (dCEF) Works 

Cisco Catalyst 6500 Series Switching Architectures 

Cisco developed the following switching architectures for Cisco Catalyst 6500 modules to allow platforms to scale 

in any deployment: 

• 32-Gbps bus-Allowing access to a central shared bus 

• 256-Gbps switch fabric-Located on the switch fabric module (SFM) 

• 720 Gbps switch fabric-Located on Cisco Catalyst 6500 Series Supervisor Engine 

Cisco Systems. Inc. 
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Cisco Catalyst 6500 Series Modules 

Cisco Catalyst 6500 Series interfacecmodules support the following forwarding technology and switch fabric 

combinations: 

• Classic Interface Modules-Use the centralized CEF engine located on the supervisor engine's PFC, connect to 

the 32-Gbps switching bus only, and forward packets at up to 15 Mpps 

• CEF256 Interface Modules-Use the centralized CEF engine located on the supervisor engine's PFC, connect to 

both the 256-Gbps fabric Iocated on the supervisor engine with a single 8-Gbps full-duplex fabric connection and 

the 32-Gbps switching bus, and forward packets at up to 30 Mpps 

• dCEF256 Interface Modules-Use the distributed CEF engine on the DFC (Iocated on the interface module), 

connect to a 256-Gbps fabric located on the supervisor engine or a Switch Fabric Module with 16-Gbps 

full-duplex fabric connections, and forward packets at up to 210 Mpps 

• aCEF720 Interface Modules-Use the accelerated CEF engine on..the DFC3 (located on the interface module), . 

connect to the 720-Gbps fabric located on the supervisor engine with 40-Gbps full-duplex fabric connections, 

and forward packets at up to 400 Mpps, peak performance 

• dCEF720 Interface Modules-Use the distributed CEF engine on the DFC3 (located on the interface module), 

connect to the 720-Gbps fabric Iocated on the supervisor engine with dual 20-Gbps full-duplex fabric 

connections, and forward packets at up to 400 Mpps, sustained performance 

Note: Ali Performance numbers refer to IPv4 forwarding. 

Cisco Catalyst 6500 Series Module Types 

In the Cisco Catalyst 6500 Series architecture, special-purpose modules perform separate tasks-allowing the feature 

set to evolve quickly and allowing customers to add new features and enhanced performance by adding new modules. 

The Cisco Catalyst 6500 Series features the following types o f special-purpose modules: 

• Supervisor engines- Perform the contrai functions and make the forwarding decisions for packets routed to other 

networks 

• Ethernet interface modules-Provide IEEE-standard receive and forwarding interfaces and forward packets 

within the defined network 

• WAN interface modules-Provide the receive and forwarding interface at the WAN edge 

• Services modules- Support multigigabit security, application-aware Layer 4 through 7 content switching, 

network management , and voice gateway services to traditional phones, fax machines , PBXs, and the PSTN 

• Switch Fabric Modules (SFMs)-Pass network traffic from interface module to the supervisor engine or to 

another interface 

Cisco Catalyst 6500 Series Supervisor Engines 

The supervisor engines for the Cisco Catalyst 6500 Series support different forwarding technologies and achieve 

different forwarding rates, depending on the configuration ofthe supervisor engine and t~apabilit~.uf.-ª~·..,..~16! 

interface module. ROS n° 03/2005 - CN 

Supervisor engines can be configured with optional factory-installed daughter cards-a 

providing hardware-based Layer-2 fo rwarding, and a Multilayer Switch Feature Card ( 

capabilities. 
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A supervisor rngine performs control operations centrally on processors that run either Cisco lOS Software or Cisco 

Catalyst Oprrating System Software while special-purpose application-specific integrated circuits (ASICs) perform 

bridging and routing (based on Cisco Express Forwarding) , QoS marking and policing, and access contrai. The same 

ASICs are used on the DFCs, daughter cards that can be installed on certain interface modules to distribute 

forwarding in a decentralized fashion to achieve system forwarding rates of up to 400 Mpps (Table 2). 

For additional information about the following Cisco Catalyst 6500 Series supervisor engines visit: 

http://www.cisco.com/en/US/products/hw/switches/ps708/products_data_sheets_list.html 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine lA and Supervisor Engine 2 Data Sheet 

Table 2 C1sco Catalyst 6500 Supervisor Engines 

Feature Supervisor Engine 1 

Sotution and mar1tet Wiring c!oset 

Fabric architectures Centralized forwarding 
supported only-engine located on 

supervisor engine's PFCx 
daughter card 

Fabric connections 32-Gbps shared bus 
connection to modules 

Performance 15 Mpps 
maximum (Mpps) 

DFC modules Not supported 

Cisco Systems. Inc. 

Supervisor Engine 2 

Enterprise distribution, 
core, and WAN edge; 
service provider WAN and 
Internet edge 

Centralized CEF-engine 
located on supervisor 
engine's PFCx daughter 
card; 

Distributed CEF-engine 
!ocated on interface 
module's DFC daughter 
card 

16 Gbps per slot; 
Dual-fabric connection to 
modules at 8 Gbps full 
duplex per channel 

210 Mpps 

DFC 

Supervisor Engine 720 

Enterprise core and data 
center; service provider 
metro; wiretess; national 
research networks; grid 
computing 

Centralized CEF-engine 
located on Supervisor 
Engine 720's PFC3 
daughter card ; 

Distributed CEF-engine 
located on interface 
module's DFC3 daughter 
card; 

Accelerated CEF-engine 
located on interface 
module's ASICs 

40 Gbps per slot; 

Dual -fabric connection to 
modules at 20 Gbps full 
duplex per channel 

Sustained 400 Mpps-
dCEF720 

Peak 400 Mpps-aCEF720 

DFC3 
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Table 2 Cisco Catalyst 6500 Supervisor Engines 

Feature Supervisor Engine 1 Supervisor Engine 2 Supervisor Engine 720 

Route processar 

PFC modules 

On MSFC2 daughter card 
(optional) 

PFC daughter card 
(optional) 

Ethernet Interface Modules 

On MSFC2 daughter card 
(optional) 

PFC2 integrated 

MSFC3 integrated 

PFC3 integrated 

Cisco Catalyst 6500 Series Ethernet interface modules, designed for wiring closet, distribution and core, and data 

center applications, as well as servi c e provi der and Metro Ethernet environments, use one o f the following types o f 

Ethernet interfaces: 

• 101100 Mbps over copper and 10/100/1000 Mbps Ethernet over copper-For wiring closets providing 10/100-

and 10/100/1000-Mbps performance with auto-negotiation and inline power for voice; up to 48 ports/module; 

includes Classic and CEF256 interface modules. 

• 100 Mbps o ver fiber-For secure wiring closets and long-haul router and switch interconnects; up to 24 ports per 

module; includes Classic and CEF256 interface modules. 

• 1 Gbps-For distribution and core layers and for data centers providing 1-Gbps performance in a 48-port 

module; includes Classic CEF256, and dCEF256 interface modules. 

• 10 Gbps-For distribution and core layers providing 10-Gbps performance in 1-port or 2-port module; includes 

CEF256, aCEF720, and dCEF720 interface modules. 

For more information, visit: 

http://www.cisco.com/en!US/products/hw/switches/ps708/products_data_sheets_list.html 

WAN Interface Modules 

The Cisco Catalyst 6500 Series and Cisco 7600 Series support severa! WAN interfaces using two technologies: 

• Flex WAN module-Accepts up to two plug-in port adapters that provide numerous WAN/MAN protocols and 

features 

• Optical Services Module (OSM)-A dedicated line card that provides severa! interfaces, including OC-3/STM-1, 

OC-12/STM-4 , OC-48/STM-16, Channelized T3, Channelized OC-12/STM-4 PoS, Gigabit Ethernet , OC-12/ 

STM-4 ATM, and OC-48/STM-16 Dynamic Packet Transport (DPT) 

FlexWAN Module 

The FlexWAN module fits inside Cisco Catalyst 6500 Series and Cisco 7600 Series systems and uses Cisco 7200 and 

7500 Series port adapters for a wide range o f WAN/MAN protocols, including Frame Relay, ATM, PoS , 

Point-to-Point Protocol (PPP) , and High-Level Data Link Control (HDLC) . Additionatt'l":"'t!Te-Ht~~~~Qw.le 

provides media options such as clear channel and Channelized T1 /El , T3/E3 , High-S 

OC-3 PoS, and ATM. 

• For information about the Cisco Catalyst 6500 Series and Cisco 7600 Series Flex 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09 1 

Ci sco Systems. Inc. 
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Optical Services Modules 

OSMs are line cards that provide high-speed WAN connectivity with onboard network processors for 

distributed-line-rate IP service applications. For more information about OSMs, see the following data sheets: 

• Cisco 7600 Series 4-, 8-, and 16-Port OC-3c/STM-1 PoS/SDH OSM: 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a0080092249.html 

• Cisco 7600 Series 4-Port Gigabit Ethernet OSM: 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a008009223d.html 

• Cisco 7600 Series 1-Port Channelized OC-12/STM-4 to DS3/E3 OSM: 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a0080092250.html 

• Cisco 7600 Series 1-Port OC-48c/STM-16 PoS/SDH/OSM: 

http :I /www.cisco .com/en/US/products/hw /routers/ps368/prod ucts_data_sheet09186a008009 2 2 41. html 

• Cisco 7600 Series 2- and 4-Port OC-12c/STM-4 PoS/SBH OSM:· 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a008009223e.html 

• Cisco 7600 Series 2-Port ATM OSM: 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a008008876f.html 

• Cisco 7600 Series 2-Port OC-48c/1-Port OC-48c DPT OSM: 

http ://www.cisco .com/en/US/products/hw/routers/ps368/products_ data_sheet09186a0080088 77 4. html 

Layer 4 Through 7 Services Modules 

The Cisco Catalyst 6500 Series offers an extensive set o f services modules for Layer 4 through 7 applications, 

including content services, network monitoring, security, and telephony. 

Content Services Modules 

• Content Servíces Gateway (CSG}-Enables differentiated billing, user balance enforcement, and activity tracking 

for customer billing systems. For more information, visit: http://mobiletraining.cisco.com/csg/CSGe_ds_0211. pdf 

• Content Swítchíng Module (CSM}-Integrates advanced content switching into the Cisco Catalyst 6500 Series to 

provide high-performance, high-availability load balancing of caches, firewalls , Web servers, and other network 

devices. For more information, visit: 

http :/ /www. cisco .com/en/US/produ cts/hw /modu les/ps2 706/prod ucts_ data_sheet09186a0080088 7 f3 .html 

Network Monitoring 

• Network Analysís Module (NAM 1 and 2}-Provides application-level visibility into the network infrastructure 

for real-time traffic analysis, performance monitoring, and troubleshooting; performs traffic monitoring with 

embedded Web-based traffic analyzer. For more information, visit: 

http ://www. cisco. co m/en/US/prod u cts/hw /mod u les/ps2 706/ prod ucts_ da ta_sheet O 9186a 008 00a2c8 9. h tml 

Security Services Modules 

• Fírewall Servíces Module (FWSM}- The FWSM allows any port in the chassis to o era te as a firewall port and 

integrates stateful firewall security inside the network infrastructure. For more i ~(fflaffl~$~05 • CN 
http ://www.cisco.com/en/US/products/hw/modules/ps2706/products_data_sheet t!lJ~OJJ8~mE-~~ 

Intrusíon Detectíon System Module (IDSM and IDSM-2)-Takes traffic from th switch bac~~eit ~re speed, 

integrating IDS functions directly in to the switch. For more information, visit: Fls.-N° ____ _ 
http ://www.cisco.com/en/US/products/hw/modules/ps2706/products_data_sheet 9 1 86a0~0~21jl ·[]' 
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• IPSec VPN Module (IVSM)-Provides infrastructure-integrated IPSec VPN services capable of 1.9-Gbps Triple 

Data Encryption Standard (3DES) performance, 8000 active tunnels, and up to 60 tunnels per second. For more 

information. visit: 

http://www.cisco.com/en!US/products/hw/modules/ps2706/products_data_sheet09 186a00800c4fe2.html 

• SSL Services Module (SSM)-Offioads processor-intensive tasks related to securing traffic with SSL accelerating 

the performance and increasing the security o f Web-enabled applications. For more information, visit: 

http :/ /www.cisco .co m/en/US/products/hw/modules/ps2706/products_ da ta_sheet09186a00800c4 fe9. html 

Telephony Services Modules 

• Communications Media Module (CMM)-Provides flexible, high-density T1 and E1 gateways, allowing 

organizations to connect their existing time-division multiplexing (TDM) networks to their IP communications 

networks, and providing connectivity to the PSTN. For more information, visit: 

http://www.cisco.com/en/US/products/hw/modules/ps3115/products_data_sheet09 186a00800e9c 1 f.html 

Switch Fabric Modules 

Designed to support distributed forwarding for interface modules that have distributed forwarding capability, the 

Cisco Catalyst 6500 Series SFM or SFM2, in combination with the Cisco Catalyst 6500 Series Supervisor Engine 

2-MSFC2 and DFCs on interface modules, increases available system bandwidth from 32 to 256 Gbps. The SFM/ 

SFM2 supports the Cisco Catalyst 6500 CEF256 and dCEF256 interface modules. 

Designed to support new interface modules with 720 Gbps forwarding capabilities, the Supervisor Engine 720's 

onboard switch fabric increases available bandwidth to 720 Gbps and enables packet forwarding rates up to 400 

Mpps. By using auto-sensing and auto-negotiation, the Supervisor 720 switch fabric is fully interoperable with the 

8- and 16-Gbps switch fabric interconnections used by the CEF256 and dCEF256 interface modules. When a 

CEF256 or dCEF256 interface module is detected, the switch fabric will automatically connect those modules by 

offering 8-16 Gbps of bandwidth to each module, as applicable. 

How Cisco Express Forwarding Works 

Cisco Express Forwarding (CEF) is a Layer 3 technology that provides increased forwarding scalability and 

performance to handle many short-duration traffic flows common in today's enterprise and service provider 

networks. To meet the needs o f environments handling large amounts o f short-flow, Web-based. or highly interactive 

types o f traffic , CEF forwards ali packets in hardware, and maintains its forwarding rate completely independent o f 

the number o f flows going though the switch. 

On the Cisco Catalyst 6500 Series, the CEF Layer 3 forwarding engine is located centrally on the supervisor engine's 

PFC2 or PFC3-the same device that performs hardware-based Layer 2 and 3 forwarding, ACL checking, QoS 

policing and marking, and NetFlow statistics gathering. 

Using the routing table that Cisco lOS Software builds to define configured interfaces and routing protocols, the CEF 

architecture creates CEF tables and downloads them into the hardware-forwarding engine before any user traffic is 

sent through the switch. The CEF architecture places only the routing prefixes in its CEF tables- the only 

information it requires to make the Layer 3 forwarding decisions-relying on the rou ·~CilW~-r~ 

selection . By performing a simple CEF table lookup , the switch forwards packets at f@-!'1~f· _in~'!J9~t e 

number o f fl ows transi ting the switch. 
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CEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 2 or Catalyst Supervisor 

Engine 720. 

How Accelerated Cisco Express Forwarding (aCEF) Works 

Accelerated Cisco Express Forwarding (aCEF) technology uses two forwarding engines working together in a 

master-slave relationship to accelerate high-rate traffic flows through the switch-a central CEF engine located on 

the Supervisor Engine 720's PFC3 and a scaled-down distributed aCEF engine located on the interface module. 

The central PFC3 makes the initial forwarding decision, with the aCEF engine storing the result and making 

subsequent packet-forwarding decisions locally. aCEF forwarding works like this: 

• As in standard CEF forwarding, the central PFC3 is loaded with the necessary CEF information before any user 

traffic arrives at the switch. 

• As traffic arrives on an aCEF720 interface module, the aCEF engine inspects the packet, and finding that no 

specific packet forwarding information exists, consults the central PFC3. 

• The PFC3 makes a hardware-based forwarding decision for this packet (including Layer 2, Layer 3, ACLs, 

and QoS). 

• The aCEF engine stores the forwarding decision results and makes forwarding decisions locally for subsequent 

packets based on packet-flow history. 

• The aCEF engine handles hardware-based Layer 2 and Layer 3 forwarding, ACLs, QoS marking, and NetFlow. 

• The central PFC3 processes any forwarding decisions that the interface module's aCEF engine cannot handle. 

aCEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 720 and aCEF720 (WS-X67xx) 

class modules. 

How Distributed Cisco Express Forwarding (dCEF) Works 

With Distributed Cisco Express Forwarding (dCEF), forwarding engines located on the interface modules make 

forwarding decisions locally and in parallel, allowing the Cisco Catalyst 6500 Series to achieve the highest 

forwarding rates in the industry. With dCEF, forwarding occurs on the interface modules in parallel and system 

performance scales up to 400 Mpps-the aggregate o f ali forwarding engines working together. 

Cisco Systems. Inc. 
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Using the same ASIC engine design as the central PFCx, DFCs located on the interface modules forward packets 

between two ports, directly or across the switch fabric , without involving the supervisor engine. With the DFC, each 

interface module has a dedicated forwarding engine complete with the full forwarding tables. dCEF forwarding 

works like this: 

o As in standard CEF forwarding , the central PFC3 located on the supervisor engine and the DFC engines located 

on the interface modules are loaded with the same CEF information derived from the forwarding table before 

any user traffic arrives at the switch. 

o As a packet arrives at an interface module, its DFC engine inspects the packet and uses the information in the 

CEF table (including Layer 2, Layer 3, ACLs, and QoS) to make a completely hardware-based forwarding 

decision for that packet. 

o The dCEF engine handles ali hardware-based forwarding for traffic on that module, including Layer 2 and 

Layer 3 forwarding, ACLs, QoS policing and marking, and NetFlow. 

o Because the DFCs make ali the switching decisions localiy, the supervisor engine is freed from ali forwarding 

responsibilities and can perform other software-based functions, including routing, management, and network 

services. 

Figure 6 

Distributed Cisco Express Forwarding Packet Flow 

2. Packet Enters Switch/Une Card 
• Ali Local Ports and DFC See Frame 
• DFC Uses Lookup Table for Local 

or Other Une Card Destination 
'----, 

3. I f Destination 
is on Another 
Une Card, DFC 
Tells SFM to 
Prepend Tag 
on Packet with 
Exit SFM Port 
lnfo 

fabr;c a.~ Enabled 
Une Card 

DFC 

5. Une Card Takes Frame from SFM and Places on lts Own 
Local Bus 
The DFC Provides Destination Port and Exit Port 
Packet is Queued, QoS Applied and Packet Exits Une Card 

I Une 
Card 

MSFC Has CEF-Based 
Contrai Plane 

1. MSFC Delivers 
Forwarding Table to 
Ali DFC-Enabled 
Modules 
Eliminates Supervisor 
Engine from 
Forwarding Path (incl. 
card to card traffic) 
Enables Local 
lntelligent Switching, 
Supporting Network 
Services (security, 
QoS, etc.) 

4. SFM Receives Packet. Examines Tag, 
Makes Switching Decision 
Determines Outgoing Port on Une Card and 
Switches Packet to Specified Line Card 

dCEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor En iq Onbo{)3~~~§~Jt 

module; requires either a Catalyst Supervisor Engine 720 ora Catalyst Supervis_ Cf:l~f{)~~(i)S 

the dCEF256 interface module. 

interface 
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Cisco lOS Software and Catalyst Operating System Software 

Cisco Catalyst 6500 Series switches offer two operating modes of software, the Cisco Catalyst Operating System 

Software with optional Cisco lOS Software on the MSFC, and Cisco lOS Software for the supervisor engines. Each 

operating mod r can be deployed at different hierarchies of the network, depending on the network 's requirements. 

These softwarr solutions for the Cisco Catalyst 6500 Series switches provide full Layer 2 through 4 switching and 

routing funrtions at high performances . 

Today. either of these operating modes can be deployed in an entire network environment, or the operating modes 

can vary within an environment to meet different requirements. One operating mode is nota replacement for another, 

but is recornrnended for varying feature requirements. 

• Cisco lOS Software for the Cisco Catalyst 6500 Series 

• Cisco Catalyst Operating System Software with optional Cisco lOS Software on the MSFC 

Cisco lOS Software for the Cisco Catalyst 6500 Series 

Cisco lOS Software for the Cisco Catalyst 6500 Series supervisor engines requires the MSFC on the supervisor 

engine. lt provides integrated multilayer functions in a single image and is optimized for core, distribution, Internet 

access . and data center deployments. Cisco lOS Software combined with the performance ofthe Cisco Catalyst 6500 

Series offers the necessary features for a high-performance Layer 3-enabled deployment, including support for a 

distributed architecture with the ability to scale the switch to 400 Mpps throughput. Additionally, Cisco lOS 

Software provides operational ease o f use by offering a single image and configuration file to be deployed across the 

Cisco Catalyst 6500 Series switches. 

Cisco Catalyst Operating System Software with Optional Cisco lOS Software on the MSFC 

Cisco Catalyst Operating System Software is the premier software for the wiring closet on Cisco Catalyst 6500 Series 

switches offering high-performance Layer 2 forwarding. It is optimized to deliver the high availability, enhanced 

security. and integrated inline power support necessary for mission-critical wiring closet deployments. Cisco Catalyst 

Operating System Software can also be extended to the distribution and core layers o f the network when coupled 

with Cisco lOS Software on the MSFC, providing robust and advanced Layer 3 and Layer 4 functions. This operating 

mode is often referred to as " hybrid mode. " See Table 3 for software and hardware deployment options. 
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Table 3 Software and Hardware Deployment Options 

Network Distribution/ 
Performance Wiring Closet Data Center Core WAN Edge 

Highest-performance Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; 
Cisco lOS Software Supervisor Engine Supervisor Engine Supervisor Engine Supervisor Engine 
end-to-end 2-MSFC2; CEF256 720; dCEF720 and 720; dCEF720 2-MSFC2; dCEF720 

interface modules aCEF720 interface interface modules and aCEF720 
modules interface modules 

Higher-performance Cisco Catalyst Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; 
mixed operating Operating System Supervisor Engine Supervisor Engine Supervisor Engine 
system Software; 2-MSFC2; dCEF256 720; dCEF720 and 2-MSFC2; dCEF256 

Supervisor Engine and CEF256 interface aCEF720 interface and, CEF256 
2-PFC2; CEF256 and modules modules interface modules 
Classic interface 
modules 

High-performance Cisco Catalyst Hybrid mode; Hybrid mode; Hybrid mode; 
Cisco Catalyst Operating System Supervisor Engine Supervisor Engine Supervisor Engine 
Operating System Software; 2-MSFC2; CEF256 2-MSFC2; dCEF720 2-MSFC2; CEF256 
Software end-to-end Supervisor Engine and Classic interface Series and aCEF720 and Classic interface 

1-2GE; CEF256 and modules interface modules modules 
Classic interface 
modules 

Cisco lOS Software and Cisco Catalyst Operating System Software Shared Features 

Ali Cisco Catalyst 6500 Series supervisor engines, including the new Supervisor Engine 720, take advantage o f the 

industry-leading software and management capabilities ofthe Cisco Catalyst 6500 Series. Customers can apply their 

knowledge o f Cisco Catalyst Operating System Software, Cisco lOS Software, CiscoWorks, and other graphical and 

Web-based network management tools without the need to learn a new command-line interface (CLI) or 

management system. 

Cisco Systems. Inc. 
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Cisco Catalyst 6500 Series Chassis 

Cisco Catalyst 6500 Series chassis can be deployed in the wiring closet, the distribution and core layers, the data 

center, and the WAN edge, providing the power and features required for end-to-end deployment for the enterprise 

campus, the ISP network, metro, and research computing networks. 

Chassis Applications 

The Cisco Catalyst 6500 Series provides a selection of chassis, including 3-, 6-, 9-, and 13-slot models with slots 

arranged horizontally anda 9-slot model with slots arranged vertically, with front-to-back airflow. Typical 

applications for Cisco Catalyst 6500 Series chassis include: 

• 3-slot chassis--Low-density, wiring-closet chassis sharing interface modules and supervisor engines with larger 

chassis for common sparing; Iow-density, high-performance specialized services modules chassis for network 

security and management; low-density, high-end chassis providing connectivity to the WAN edge 

• 6- and 9-slot chassis-Traditional chassis for the wiring closet, distribution and core, data center, and WAN edge 

• 13-slot chassis-Highest-capacity chassis for Ethernet connectivity, with slots to spare for services modules 

providing network security and management 

Chassis Configuration 

Ali Cisco Catalyst 6500 Series chassis are NEBS Level-3 compliant and use common power supplies. The 6- and 

9-slot chassis require a 1000W or 1300W power supply and the 13-slot chassis requires a 2500W or 4000W power 

supply. The 3-slot chassis requires a 950W power supply. When ordering a Cisco Catalyst 6500 Series switch, use 

the online Cisco Dynamic Configuration Tool to assist you in selecting the chassis, power supplies, power cables, and 

fan trays that will meet your requirements. The tool is available at: 

http://www.cisco.com/appcontent/apollo/configureHomeGuest.html 

Power 

Ali Cisco Catalyst 6500 chassis hold up to two load-sharing. fault-tolerant , hot-swappable AC or DC power supplies. 

Only one supply is required to operate a fully loaded chassis. I f a second supply is installed, it operates in a 

load-sharing capacity. The power supplies are hot-swappable-a failed power supply can be removed without 

powering off the system. 

Cisco Catalyst 6500 Series switch power supplies are available in five power ratings: 

• 950W AC input (Cisco Catalyst 6503 chassis) 

• 1 OOOW AC input 

• 1300W AC and DC input 

• 2500W AC and DC input 

• 4000W AC input 

Table 4 outlines the power requirements and heat dissipation for the three different 

available for the Cisco Catalyst 6500 Series switch. 

Cisco Systems. Inc. 
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Table 4 Power Supply VAC and VDC requirements 

Power Supply AC lnput Voltage/Current DC lnput Voltage/Current 

950W 100 to 240 VAC (TI% for full range); 15 A -48 voe to -60 voe continuous; 
38 A @ -48 voe. 30 A @ -60 voe 

1000W 100 to 240 VAe ( TI% for full range); Not supported 
12 A@ 100 VAe, 6 A@ 240 VAe 

1300W 100 to 240 VAe ( TI% for full range); -48 voe to -60 voe continuous; 
17.25 A@ 100 VAe, 8 A@ 200 VAe 38 A @ -48 voe. 30 A @ -60 voe 

2500W 100 to 120 VAe, 200 to 240 VAe (TI% for full range); -48 voe to -60 voe continuous; 
16 A maximum at 200 VAe at 2500 W output; 80 A ® -40.5 voe. 10 A ® -48 voe. 
16 A maximum at 100 VAe at 1300 W output 55 A@ -60VOe 

4000W 100 to 240 VAe ( TI% for full range); 23 A Not supported 

Fan Trays 

Chassis that have a Supervisor Engine 720 installed require a high-speed fan tray. See Table 5 for part number 

information. 

Table 5 Catalyst 6500 Chassis Fan Tray Part Numbers 

Normal Speed Fan-
Catalyst 6500 Chassis Fan Tray Part Number 

6503 FAN-M00-3 

6506 WS-e6K-6SLOT-FAN 

6509 WS-e6K-6SLOT-FAN 

6509-NEB WS-e6509-N EB-FAN 

6509-NEB-A N/ A 

6513 WS-e6K-13SLOT-FAN 

Dimensions 

Table 6 provides Catalyst 6500 Series chassis dimensions. 

Table 6 Catalyst 6500 Series Chassis Dimensions 

H x W x D (em) 

21 .75 in . 

17.8 X 44 .1 X 

55.2 em 

18.1 in. 

51.1 x 43.7 x 
46.0 em 

Cisco Systems. Inc. 

18.1 in . 

64.0 X 43.7 X 

46 .0 em 

High Speed Fan-
Fan Tray Part Number 

FAN-M00-3-HS(=) 

WS-C6K-6SLOT-FAN2 

WS-e6K-9SLOT-FAN2 

WS-e6509-NEB-FAN2 

FAN-M00-09(=) 

WS-e6K-13SLOT-FAN2 
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Table 6 Catalyst 6500 Series Chassis Dimensions 

1.75 in., 4 .4 em 

Weight 

Table 7 provides the weight information for empty and fully configured Catalyst 6500 Series chassis. 

Table 7 Catalyst 6500 Series Chassis Weights 

Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst 
Weight 6503 6506 6509 6509·NEB 6513 

Chassis only (lb) 27 45 55 55 98 

Fu lly configured (lb) 83 115 135 135 240 

Chassis only (kg) 12 20 25 25 45 

Fully configured (kg) 38 52 61 61 109 

I Doc. 3 6 9 O 
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Ordering lnformation 

Table 8 provides part number information for Catalyst 6500 Series chassis 

Table 8 Catalyst 6500 Series Chassis Part Numbers 

Part Number Chassis 

WS-C6503 Cisco Catalyst 6503 chassis (three slots) 

WS-C6506 Cisco Catalyst 6506 chassis (six slots) 

WS-C6509 Cisco Catalyst 6509 chassis (nine slots) 

WS-C6509-NEB Cisco Catalyst 6509-NEB chassis (nine vertically oriented slots) 

WS-C6509-NEB-A Cisco Catalyst 6509-NEB chassis (nine vertically oriented slots)-enhanced 

WS-C6513 Cisco Catalyst 6513 chassis (13 slots) 

Environmental Conditions 

Table 9 provides environmental information for Catalyst 6500 Series Chassis. 

Table 9 Catalyst 6500 Series Chassis Environmental Conditions 

Parameter Performance Range 

Operating temperature 32 to 104 F (O to 40 C) 

Storage temperature -4 to 149 F (-20 to 65 C) 

Relative humidity 10 to 90%, noncondensing 

Operating altitude 3000 meters 

Mean time between failure (MTBF) 7 years for system configuration 

Cisco Systems. Inc. 
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Regulatory Compliance 

Safety 

• UL 1950 

• EN 60950 

• CSA -C22.2 no. 950 

• IEC 60950 

• AS!NZA 3260 

• 21 CFR 1040 

• EN 60825 -1 

• IEC 60825-1 

• TS 00 I 

EMC 

• FCC (CFR 47. Part 15) Class A 

• VCCJ 

• CE Marking 

• EN 55022 

• EN 55024 

• CISPR 22 

• AS/NZS 3548 

• NEBS Levei 3 (GR- 1089-CORE. GR-63-CORE) 

• ETSI ETS-300386-2 
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Specifications 

Table 10 provides an overview of Catalyst 6500 Series switches specifications, additional information can be found 

in software release notes. 

Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

IEEE Compliance 

802.1 802.1d Bridging 

802.1p, q VLAN tagging 

802.1s Per-VLAN Group Spanning Tree Protocol 

802 .1w Rapid Spanning Tree Protocol 

802.1x 

802.1 802.3 10BASE-T. 10BASE-FL 

802.3ad Link aggregation 

802.3ab 1000BASE-T 

802.3ae 10 Gigabit Ethernet 

802.3u 100BASE-TX, 100BASE-FX 

802.3x Flow contrai 

802.3z 1000BASE-SX, 1000BASE-LX 

RFC Compliance 

ATM 1483, 2584 Protocol encapsulation over ATM AAL-5 

ATM permanent virtual circuit (PVC) to 802.1q tagging 

BGP4 1269 Definitions of Managed Objects for the Border Gateway Protocol 
(Version 3) 

1745 Border Gateway Protocoi/Open Shortest Path First (BGP/OSPF) 
interactions 

1771 BGPv4 

1965 BGP4 autonomous system confederations 

1966 BGP4 route re flection 

1997 Communities attribute 

2385 Transmission Contrai Protocol (TCP) MD5 authentication for BGP 

2439 Route flap dampening 
.. 

2796 Route reflection ~OS n° 03/2005 • CN 
2842 Capabilities advertisement CP.MI . CORREIOS 

Genera l routing protocol s 768 User Datagram Protocol (UDP) 
Fls ~o f\~' R~ 

783 Trivial File Transfer Protocol (TFTP) 
v ~ 

791 IP JJtlc. 3 6 90 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

792 Internet Control Message Protocol (ICMP) 

793 TCP 

826 Address Resolution Protocol (ARP) 

854 Telnet 

894 IP over Ethernet 

903 Reverse Address Resolution Protocol (RARP) 

906 TFTP Bootstrap 

951, 1542 BootP. BootP extensions ·- . 
1027 Proxy ARP 

1122 Host requirements 

1256 ICMP Router Discovery Protocol (IRDP) 1Pv4 router discovery 

1519 Classless interdomain routing (CIDR) 

1541 Dynamic Host Control Protocol (DHCP) 

1591 Domain Name System (DNS) client 

1619 PPP over SONET 

1662 PPP HDLC-Iike framing 

1812 1Pv4 

2131 BootP/DHCP 

2338 VRRP 

lnternetwork Packet Exchange Routing lnformation Protocol/ 
Service Advertising Protocol (IPX RIP/SAP) 

Software-controlled redundam ports 

IP multicast 1112 Internet Group Managem ent Protocol (IGMP) 

1122 Host extensions, Distance Vector Multicast Routing Protocol 
(DVMRP) 

2236 IGMP v1, v2, v3 

IGMP v1, v2, v3 Snooping 

2283 Multicast Border Gateway Protocol (MBGP) 

2362 Protocol-lndependent Multicast (PIM)-SM RQS n° 03/2005 - CN 
DVMRP v3-07 (.;f:'.MI. • CORREIOS 
Multicast Source Discovery Protocol (MS ~~~ -- ~ .D 59 O 

·~- ~ 

PIM-Dense Mode (PIM-DM) v1 

Doc. 3 6 90 
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Table 10 Catalyst 6500 Series Specifications 

' Specification Number Description 

PIM-DM v2 

Bidirectional PIM (Supervisor Engine 720 only) 

lntermediate system to 1195 TCP 
lntermediate system (IS-IS) 

1377 ppp 

2763 Dynamic host name exchange 

2966 Domain·wide prefixes 

LSP tunnels 2211 Controlled load network element service 

• 2702 Traffic engineering over MPLS 

MPLS 2547 MPLS VPN 

2961 Resource Reservation Protocol (RSVP) refresh 

3031 MPLS architecture 

3032 MPLS la bel stack encoding 

3036 Label Distribution Protocol (LDP) 

OSPF 1583 OSPF v2 

1587 OSPF NSSA 

1745 OSPF interactions 

1765 OSPF database overflow 

1850 OSPF v2 Management lnformation Base (MIB) , traps 

1997 Communities and attributes 

2154 OSPF digital signatures, MD5 

2178 OSPF v2 (superceded by RFC 2328) 

2328 OSPF v2 

2370 OSPF opaque link·state adverti sem ent (LSA) option 

2385 TCPM5 

2439 Route fl ap damping 

2842 Capabilities advert isement 
.......... ~a M. /1 1'tn &::; • r.N 
I'\ \,>li.> vw 

2918 Route refresh capabil ity CPMI . CORREIOS 

RI P 1058 RIP v1 j) 5~1 
1723 RIP v2 

r 1;:o . 

2453 RIP v2 ~ " g o uuv. 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

Miscellaneous protocols 1866 HTML 

2030 Simple Network Time Protocol (SNTP) Version 4 

for 1Pv4, 1Pv6 and OSI 

2068 HTIP 

Denial of service (DoS) protection 2267 Network lngress Filtering 

ACLs: wire-speed 

ICMP and IP-option contrai 

IP broadcast forwarding contrai 

Rate limiting using ACLs 

Unicast Reverse Path Forwarding (RPF) 

Server load balancing with Layer 3 and Layer 4 protection 

SYN attack protection 

Session contrai 

Network management 782 VLAN Trunking Protocol (VTP) 

783 TFTP 

854 Telnet 

951 BOOTP 

11 55 Structure of M anagem ent lnformation (SMiv1) 

1156 TCP/IP MIB 

11 57 Simple Network Management Protocol (SNMP)v1 

1212 MIB defin itions 

121 3 SNMP MIB 11 

1215 SNMP traps 

1256 ICMP router discovery 

1285 Station m anagem ent (SMT) 7.3 

1354 IP forward ing table MIB 
_.. 

1493 Bridge MIB RQS n° 03/2005 - CN 
/"\n U I ,.. ,...,.,,.,,...,,... ... 

151 6 Ethernet repeater MI B 
V I "' • vvr· 1L-IVv 

•• pu{\~. 

1573 Inter face table MIB Fl iJ ~-~ IJ 

1643 Ethernet MIB -
1650 Ether-l ike M IB Doc. J t5 ~o \ 

• 
., 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

1657 BGPv4 MIB 

1724 RIPv2 MIB 

1757 RMON MIB 

1850 OSPFv2 MIB 

1901, 1907 SNMPv2c 

1908 SNMPv1/v2 coexistence 

2021 RMON2 probes 

2037 ENTITY,MIB 

2096 IP forwarding 

2233 Interface MIB 

2613 RMON analysis for switched networks (SMON) MIB 

contents are Co 

2668 802.3 media attachment unit (MAU) MIB 

2787 VRRP MIB 

2925 Ping/Traceroute/NS Lookup MIB 

Sampled Netflow 

9991ocalrnessages 

BSD Syslog with rnultiple servers 

Configuration logging 

CISCO-CDP-MIB 

CISCO-COPS-CLIENT-MIB 

Cisco Oiscovery Protocol 

CISCO-ENTITY-FRU-CONTROL-MIB 

CISCO-PAGP-MIB 

CISCO-STACK-MIB 

CISCO-STP-Extensions-MIB 

Cisco Traffic Director Software 

CISCO-UDLDP-MIB 

CiscoView 

CISCO-VLAN-Bridge-MIB 

Cisco VLAN Director Software 

CISCO-VLAN-Membership-MIB 

Cisco Systems. Inc. 
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Table 10 Catalyst 6500 Series Specifications 

Specific•tion Number 

Security 1492 

2138 

Description 

CISCO-VTP-MIB 

Cisco Workgroup MIB 

SPAN and Remote SPAN (RSPAN) 

Hot Standby Routing Protocol (HSRP) 

HC-RMON 

HTMUHTIP management 

NetFiow v1 export 

RMON HP Open View 

SMON-MIB 

Standard Cisco lOS Software security capabilities: passwords and 
TACACS+ 

Telnet client 

Telnet management 

Text-based CU 

Web-based GUI Management Tools (CiscoWorks) 

Terminal Access Controller Access Control System Plus 
(TACACS+) 

Remote Authentication Dial-ln User Service (RADIUS) 
authentication 

ACLs for Layers 2, 3, 4, and 7 

Access profiles on ali routing protocols 

Access profiles on ali management methods 

Media Access Contrai (MAC) address security/lockdown 

Network Address Translation (NAT) 

Network login (including DHCP/RADIUS integration) 

RADIUS accounting 

RADIUS per-command authentication 

Secure Copy Protocol (secure file transfer) 
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Technical Support Services 

Whether your company is a large organization, a commercial business, or a service provider, Cisco is committed to 

maximizing the return on your network investment. Cisco offers a portfolio o f technical support services to help 

ensure that your Cisco products operate efficiently, remain highly available, and benefit from the most up-to-date 

system software. 

The Cisco Technical Support Services organization offers the following features, providing network investment 

protection and minimal downtime for systems running mission-critical applications: 

• Provides Cisco networking expertise online and on the telephone 

• Creates a proactive support environment with software updates and upgrades as an ongoing integral part ofyour 

network operations, not merely a remedy when a failure or problem occurs 

• Makes Cisco technical knowledge and resources available to you on demand 

• Augments the resources o f your technical staff to increase productivity 

• Complements remate technical support with onsite hardware replacement 

Cisco Technical Support Services include: 

• Cisco SMARTnetTM support 

• Cisco SMARTnet Onsite support 

• Cisco Software Application Services, including Software Application Support and Software Application Support 

plus Upgrades 

For more information, visit: 

http:/ /www. cisco. com/en/U S/prod u cts/svcs/ps3034 /serv _ca tegory _h o me.html 

Additional Cisco Catalyst 6500 Series lnformation 

For additional information about the following data sheets that describe Cisco Catalyst 6500 Series, supervisor 

engines, interface modules, SFM, and services modules, visit: 

http://www.cisco.com/en/US/products/hw/switches/ps708/products_data_sheets_list.html 

• Cisco Catalyst 6500 Series Supervisor Engine lA and Supervisor Engine 2 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethernet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Gigabit Ethernet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series 10 Gigabit Ethernet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series FlexWAN Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Switch Fabric Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Content Services Module Data Sheet 

• Cisco Catalyst 6500 Series Firewall Services Module Data Sheet 

• Cisco Catalyst 6500 Series Network Application Module (NAM) Data Sheet 

• Cisco Catalyst 6500 Series Intrusion Detection (IDS) Module Data Sheet 

• Cisco Catalyst 6500 Series IPSec VPN Services Module Data Sheet 

• Cisco Catalyst 65 00 Seri es SSL Servi ces Module Data Sheet 

Cisco Systems, Inc. 
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Cisco Catalyst 6500 
Supervisor Engines 1A and 2 

As Cisco's premier modular multilayer switch, the Catalyst® 6500 Series delivers 

secure, converged services from the wiring closet to the core, to the data center to the 

WANedge. 

The supervisor engines for the Catalyst 

6500 Series deliver the latest advanced 

switching technology with proven Cisco 

software to power a new generation of 

scalable and intelligent multilayer 

switching solutions for both enterprise and 

service provider environments. Designed to 

integrate data, voice, and vídeo into a 

single platform for fully integrated IP 

communications, the Catalyst 6500 Series 

supervisor engines enable intelligent, 

resilient, scalable, and secure high 

performance multilayer switching 

solutions. 

The widely deployed Supervisor Engine lA 

and Supervisor Engine 2 are used in wiring 

closets, distribution/core, data center and 

WAN edge configurations enabling the 

seamless integration o f advanced services 

such as security, voice and content into a 

converged network that reduces the total 

cost o f ownership. And the new Supervisor 

Engine 720 is ideally suited for high 

performance core , data center and metro 

Ethernet deployments with its scalable 

performance o f up to 400 million packets 

per second using a 720Gbps switch fabric . 

By sharing a common set o f interfaces, 

operating system and management tools, 

the Catalyst 6500 Series supervisors 

provide operational consistency-enabling 

common sparing and minimizing training 

requirements; ali modules feature 

predictable performance and a broad range 

of capabilities. Supervisor Engine lA and 

Supervisor Engine 2 highlights include: 

• Feature-rich and wire-rate intelligent 

network services-Support and 

complement comprehensive security 

and granular Quality o f Service 

mechanisms, including identity-based 

networking capabilities based on IEEE 

802. lx extensions and simplified 

configuration using two AutoQoS 

commands 

• End-to-end flexible deployments­

Position anywhere in the network from 

the wiring closet to the distributionl 

core, and from the data center to the 

WAN edge and the MAN 

• Scaleable and predictable 

performance--Feature a flexible switch 

fabric and forwarding architecture 

delivering throughput from 15Mpps/ 

32Gbps (Classic interface modules), to 

30Mpps/256Gbps (CEF256 interface 

modules). to 210Mpps/256Gbps 

(dCEF256 interface modules) for 

network cores supporting multi-gigabit 

trunks 

• Flexible mui · ~'€r switGbiug w 

and forwar -~<pcfl9t00~Saü:M 

basic Layer ~?M!rC!Íng~Çl~~~.Si h 

Cisco Expre s ~fãiJ8~nl}d}r9~ g 
the same su erv1sor 
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• Choice o f operating system support-Support both Cisco lOS® Software, Catalyst OS software, and Hybrid 

(Catalyst OS software and Cisco lOS Software for the MSFC) 

• Operational consistency- Support ali 3 generations o f Catalyst 6500 Series interface and services modules in ali 

Catalyst 6500 3-, 6-, 9- and 13-slot chassis running Cisco lOS® Software and Cisco Catalyst Operating System 

Software and a common set of Cisco network management tools that support the Catalyst 6500 Supervisor 

Engine IA and 2 as well as many other Cisco Systems product !ines 

• Maximum network uptime and user productivity-Provide fault-tolerant network resilience and high availability 

features including fast 1- to 3-second stateful fail-over between redundant Catalyst 6500 supervisor engines 

enabling near-hitless software upgrades for business criticai network environments, including IP-telephony 

enabled wiring closets 

• Extensive management tools-Support CiscoWorks network management platform, Simple Network 

Management Protocol (SNMP) versions 1, 2, and 3 and four RMON groups (statistics, history, alarms. 

and events) 

As part o f the Catalyst 6500 Series o f modular products, Supervisor Engines lA and 2 share a common operating 

system and CLI-encouraging an end-to-end Catalyst 6500 Series solution for maximum operational consistency, 

common sparing, and minimized training requirements (Figure 1). 

Figure 1 Supervisor Engines 1A and Supervisor Engine 2 

Supervisor Engine 1-PFC 

Supervisor Engine 2-MSFC2 

Cisco Systems, Inc. 
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Supervisor Engíne 1 A and Supervisor Engíne 2 Deployment Scenaríos 

With a broad range of interfaces. and services modules. chassis I slot configurations as well as a scalable set of 

Supervisor Engines. the Catalyst 6500 can be deployed anywhere in the network. The figure below depicts the 

Catalys t 6500 drployed in the wiring closet, distribution, core, data center, WAN edge and Metro and provides 

recommr ndl'd supervisor engines for each part of the network. 

Figure 2 

Cisco Supervro.,or I ng,ne 1A and Superv1sor Eng1ne 2 Deployment Scenarios 

WAN Edge 
Supervisor 2 
with MSFC2 

Wiring Closet 
Supervisor 2 
with PFC or 
Supervisor 

1A-2GE 

Distribution 
Supervisor 2 

with MSFC2 or 
Supervisor 720 

Cisco Systems. Inc. 

Core 
Supervisor 720 

• or Supervisor 2 • 
with MSFC2 

Metro 
Supervisor 

720 

Data Center 
Supervisor 720 
or Supervisor 2 

with MSFC2 
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The following table outlines the primary deployment scenarios for Cisco Catalyst 6500 Series supervisor engines. 

Table 1 Deployment Scenarios for Cisco Catalyst 6500 Series Supervisor Engines 

Supervisor Engine Performance/Features 

Supervisor Engine 720 400 Mpps, 720 Gbps 

Layer 2-4 distributed Cisco Express Forwarding 

Supports new accelerated Cisco Express 
Forwarding 720 and distributed Cisco Express 
Forwarding 720 interface modules 

Supervisor Engine 2 210 Mpps, 256 Gbps 

Policy Feature Card 2 (PFC2) Layer 2-4 distributed Cisco Express Forwarding 

Multilayer Switch Feature Supports distributed Cisco Express Forwarding 
Card 2 (MSFC2) 256 interface modules 

Supervisor Engine 1A 15 Mpps, 32 Gbps 

PFC Centralized Layer 2-4 forwarding 

MSFC2 Enhanced security and quality of service (QoS) 

Supervisor Engine 2 30 Mpps, 256 Gbps 

PFC2 Centralized Layer 2 forwarding and Layer 3-4 
services 

Enhanced security and QoS 

Supervisor Engine 1A 15 Mpps, 32Gbps 

PFC Centralized Layer 2 forwarding and Layer 3-4 
services 

Enhanced security and QoS 

Supervisor Engine 1A 15 Mpps, 32 Gbps 

2GE Centralized Layer 2 forwarding 

Cisco Systems. Inc. 

Recommended 
Deployments 

Enterprise core, distribution, 
and data centers 

Enterprise distribution, data 
centers, and WAN edge 

Distribution and core 

Premium wiring closet and 
data center access 

Enterprise wiring closets 

Value wiring closet 
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Supervisor Engine 1 A and 2 Features 

The Supervisor Engine lA and 2 provide the following features: 

• High availability 

• Scalable performance 

• Wire-rate traffic management 

• End-to-end management tools 

• Comprehensive security 

• Advanced Layer 2, Layer 3, and Layer 4 forwarding 

High Availability 

Supervisor Engines lA and 2 can be deployed in dual-supervisor engine configurations in ali Cisco Catalyst 6500 

Series chassis (6503, 6506,6509, and 6513). The dual-supervisor engine configuration synchronizes protocol states 

between the primary and the redundant supervisor engine, provides industry-leading network availability with 

sub-3-second failover, and maximizes network uptime by allowing hot swapping of standby supervisor engines. 

Important high-availability features include: 

• Supervisor engine redundancy-With synchronization of protocol states and support for HSRP and Uplink Fast 

• Rapid failover rates-Sub-3-second stateful failover and Layer 3 IP Unicast and Multicast failover 

• Hot swapping-Hot swapping o f standby supervisors 

Scalable Performance 

Supervisor Engines IA and 2 provide scalable performance, from 15 Mpps to 210 Mpps with bandwidth scaling 

from 32 Gbps to 256 Gbps, that densely populated wiring closets and high-throughput network cores with 

multigigabit trunks require. 

Supervisor Engine 2 uses the Cisco Express Forwarding routing architecture that performs high-speed lookups even 

with advanced Layer 3 services enabled, and independent of the number of flows through the switch, while 

maintaining 30 Mpps of centralized performance and 210 Mpps of distributed performance. 

• Supervisor Engine JA-Provides 15-Mpps performance with 32-Gbps bandwidth 

• Supervisor Engine 2-Provides 30 Mpps of centralized performance and 210 Mpps of distributed performance 

with 256-Gbps bandwidth 

For details see Table 2-Cisco Catalyst 6500 Supervisor Engine Feature Comparison. 

Wire-Rate Traffic Management 

Supervisor Engines lA and 2 provide wire-rate traffic management using Layer 2, 3, and 4 QoS and security checks, 

including ACL policy enforcement, as part o f their forwarding process to protect and secure content. These traffic 

management features enable efficient handling of converged networks that carry a mixo f mission-critical, 

time-sensitive, and bandwidth-intensive multimedia applications. 

• Advanced QoS tools such as packet classification and marking and congestion avoidance~e~ QA 1 ayer 2 

Layer 3, and Layer 4 header information. RQS n° 03/2005 - CN 

• QoS scheduling rules with thresholds can be configured in the switch for multiple receive a~[~~nsmf(Q~~Ç)S 
• Rate limiting can be used to police traffic on a per-flow or aggregate basis with a very fin __ !p'fWU~t!) Q 2 

For details see Table 3- QoS Features Comparison. 
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End-to-End Management Tools 

Managed with CiscoWorks2000, Cisco Catalyst 6500 Series switches can be configured and managed to deliver 

end-to-end device, VLAN, traffic, and policy management. Cisco Resource Manager, a Web-based management tool 

that works with CiscoWorks2000, provides: automated inventory collection, software deployment, easy tracking o f 

network changes, views into device availability, and quick isolation of errar conditions. 

Supervisor Engines IA and 2 pro vide a comprehensive set o f management tools to provide the required visibility and 

contrai in the network. 

• Console management- Provide shared interface to the Supervisor Engine 2 and the Multilayer Switch Feature 

Card 2 (MSFC2) available out-of-band from a local terminal or remate terminal connected through a modem to 

the console or auxiliary interface 

• In-band management-Provide shared interface to the Supervisor Engine 2 and the MSFC2 available in-band 

through SNMP. Telnet client. Bootstrap Protocol (BOOTP). and Trivial File Transfer Protocol (TFTP) 

• SPAN- Allow management and monitoring o f switch traffic 

• RSPAN-Allow centralized management and monitoring by aggregating and directing traffic from multiple 

distributed hosts and switches to a remotely located switch through a trunk link 

• VACL Capture---Direct traffic to a network analysis port using an ACL 

For details see Table 4-Management Tools Comparison. 

Comprehensive Security 

The advanced security capabilities of Supervisor Engines lA and 2 can reduce the threats o f malicious attacks while 

enabling authentication, authorization , and accounting. With support for up to 32K ACL entries, IP/IPX security 

ACLs in hardware, and advanced features such as port security, Supervisor Engines IA and 2 offer a superior set of 

Layer 2-4 network traffic security capabilities: 

• Layer 2 securíty features-Include private VLANs and port security, to help the network architect properly 

partition and contrai the utilization o f the switch resources. 

• Layer 2, 3, and 4 hardware filters-Can work on the forwarding engine and in conjunction with optional 

integrated services modules to inspect each forwarded packet and permit o r deny ali the streams o f traffic 

according to the network administrator's rules . 

For details see Table 5- PFC and PFC2 Security Features Comparison. 

Cisco Systems, Inc. 
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Supervisor Engine 1 A and 2 Architecture 

Catalyst 6500 Series Supervisor Engines lA and 2 manage the system by storing and running the system software, 

controlling the various modules in the chassis, performing basic forwarding, and providing the Gigabit uplinks that 

allow redundant supervisor engine connections. 

Supervisor Engine 2 offers an improved forwarding design. The Supervisor Engine lA CPU performs Layer 2 

forwarding, but Supervisor Engine 2 performs Cisco Express Forwarding (CEF) and distributed CEF, doubling the 

forwarding performance. As shown in Table 2, Supervisor Engines lA and 2 offer choices in operating 

characteristics, including forwarding architecture, performance, bandwidth, ORAM and boot Flash sizes, and 

support for chassis, Policy Feature Card/Policy Feature Card 2 (PFC/PFC2), MSFC2, and Switch Fabric Module 

(SFM). 

Table 2 Cisco Catalyst 6500 Supervisor Engine Feature Comparison 

Supervisor Engine 1 A 
Supervisor Engine 2 Supervisor Engine 1A-2GE 
Supervisor Engine-PFC2 Supervisor Engine 1A-PFC 

Feature Supervisor Engine-MSFC2 Supervisor Engine 1A-IMSF 

Cisco Express Forwarding (CEF) Yes No 

Performance 30 Mpps-Supervisor Engine 2- PFC2 15 Mpps 
and Supervisor Engine 2-MSFC2 

up to 210 Mpps-Supervisor Engine 
2- MSFC2 with SFM and DFCs 

Maximum bandwidth 256 Gbps (with distributed 32 Gbps 
forwarding) 

ORAM 128MB, 256MB, 512MB 128MB 

Onboard Flash (BootFlash) 32MB 16MB 

Chassis supported 6006, 6009, 6503, 6506, 6509, 6006,6009,6503,6506,6509, 
6509-NEB, 6509-NEB-A, 6513; 7603, 6509-NEB, 6509-NEB-A; 7603, 7606, 
7606, 7609, OSR-7609, 7613 7609, OSR-7609 

PFC daughter card available Yes (PFC2); Standard with Supervisor Yes (PFC); Not field upgradable 
Engine 2 

MSFC2 daughter card available Yes, and field upgradable Yes, not field upgradable 

SFM supported Yes No 

The PFC/PFC2 and MSFC2 daughter cards and the SFM increase Supervisor Engines lA and 2 functions: 

• PFC and PFC2-Perform hardware-based Layer 2, Layer 3, and Layer 4 packet forwarding as well as packet 

classification, traffic management, and policy enforcement 

• MSFC2-Performs Layer 3 contrai plane functions including address resolution and routing protocols 

• SFM 2- Provides 256 Gbps dedicated bandwidth to ali slots in the chassis and require C~er~~~20057N 
Engine 2-MSFC2. The SFM 2 will not operate in the same chassis with Supervisor Eng n~p~:- _ ~ij-~FJOS 

-·· Oov'! 
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Policy Feature Card (PFC and PFC2) 

The Policy Feature Card provides quality o f service (QoS) and policy based intelligent networking capabilities to the 

Catalyst 6500 Series. Recommended for premier wiring closets. backbone, data center and WAN edge deployments, 

the PFC identifies and classifies traffic applying the appropriate QoS priority levei and Security Policies as defined by 

the network administrator configured ACLs. The PFC also helps to prevent unauthorized applications from being 

allowed on the network. 

The Supervisor Engine PFC daughter card makes the packet forwarding decision in its application-specific integrated 

circuit (ASIC) complex. In distributed forwarding implementations, an identical ASIC complex Iocated on an 

interface module's DFC daughter card allows the interface module to make packet-forwarding decisions Jocally. After 

the PFC or DFC makes the forwarding decision for the interface module, it sends the forwarding result to the 

interface module that does ali packet buffering, queuing, and delivery. 

In addition to packet forwarding , the PFC performs the following major functions at wire-rate: 

·· :· , ..• . Layer3 packet classification-Vsing QoS access-controi-erttries ' ·. 

• Trafflc management (rate Jimiting)-Vsing ingress and egress policing 

• Security policy enforcement-Within subnets or VLANs 

• Intelligent multicast forwarding-Efficient replication o f multicast streams, supplied to appropriate end-user 

stations 

• NetFJow data export-Collecting IP flow statistics for inter-subnet flows 

QoS 

The following table shows the PFC and PFC2 QoS features. 

Table 3 QoS Features Comparison 

PFC2 PFC 
Supervisor Engine 2 Supervisor Engine 
PFC2 1A PFC No PFC 
Supervisor Engine 2 Supervisor Engine Supervisor Engine 

Feature MSFC2 1A PFCIMSFC2 1A-2GE 

Layer 2 classification and mart.ing 

Layer 3 classification and mart.ing/ 

Access Control Entries (ACEs) 

Rate limiting location (port) 

Rate Limiting Levei Types 

CIR = Committed lnformation Rate 

PIR = Peak lnformation Rate 

Aggregate traffic rate limiting/ 
number of policers 

Flow-based rate limiting method/ 
number of rates 

Yes 

Yes 

32K 

lngress port, VLAN 

CIR. PIR 

Yes 
1023 policers 

Full flow; 

64 rates 

Yes 

Yes 

16K 

lngress port, VLAN 

CIR 

Yes 
1023 policers 

Full flow; 

64 rates 

Yes 

None 

None 

None 

None 
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Management Tools 

The following table compares the management tools that are available with Supervisor Engines IA and 2. 

Table 4 Management Tools Comparison 

PFC 

No PFC 
Feature 

Supervisor Engine 1 A PFC 
Supervisor Engine 1A PFCIMSFC2 
Supervisor Engine 2 PFC2 
Supervisor Engine 2 MSFC2 Supervisor Engine 1A-2GE 

SPAN Yes 

RSPAN Yes 

ERSPAN No 

VACL Capture Yes 

Security 

Table 5 shows the PFC and PFC2 security features. 

Table 5 PFC and PFC2 Security Features Comparison 

With PFC2 
Supervisor Engine 
2PFC2 
Supervisor Engine 

Feature 2MSFC2 

Port security Yes 

TCP intercept hardware acceleration Yes 

IEEE 802.1 X and 802.1 X extensions Yes 

IP security ACLs in hardware Yes 

IPX security ACLs in hardware Yes 

Security ACL entries 32K 

Reflexive ACLs 128K 

Unicast Reverse Path Forwarding (uRPF) Yes 
check-in hardware 

CPU rate limiters 1 

Yes 

No 

No 

No 

With PFC 
Supervisor Engine 
1A PFC 
Supervisor Engine 
1A PFCIMSFC2 

Yes 

Yes 

Yes 

Yes 

Yes 

16K 

512K 

No 

None 

Without PFC 
Supervisor Engine 
1A-2GE 

Yes 

No 

No 

No 

No 

No 

No 

No 

None 

-----·-.. ~----
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Multi-layer Switch Fabric Card2 (MSFC2) 

Supported on both Supervisor lA and Supervisor 2 as an option the MSFC2 acts as the Layer 3 forwarding routing 

engine. On its Layer 3 forwarding routing engine, the MSFC2 builds the CEF Forwarding Information Base (FIB) 

table in software and then downloads this table to the ASICs on the PFC or DFC that make the forwarding decisions 

for IP Unicast and Multicast traffic. For more information see How Cisco Express Forwarding Works. 

Layer 3 Switching 

Table 6 shows the MSFC2 Layer 3 switching features . 

Table 6 Layer 3 Switching Feature Comparisons 

' MSFC2 No MSFC2 
Supervisor Engine Supervisor Engine 
1A-PFCIMSFC2 No MSFC2 1A-2GE 
Supervisor Engine Supervisor Engine Supervisor Engine 

Feature 2-MSFC2 2-PFC2 1A-PFC 

1Pv4 routing 

MPLS 

1Pv6 

Yes 

Yes. through OSM 

Yes, in software (only on 
Supervisor Engine 2-MSFC2 

Yes, with MSFC2 upgrade 

Yes, through OSM 

No, requires MSFC2 upgrade 

Note: Refer to the release notes for up-to-date software version information. 

Cisco Systems. Inc. 

No, not upgradable 

No 

No 
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Switch Fabric Modules (SFM and SFM2) 

Designed to support distributed forwarding. the Cisco Catalyst 6500 Series SFM (WS-X6500-SFM) and SFM2 

(WS-X6500-SFM2) provide dedicated bandwidth to each slot up to 256 Gbps per system. 

For distributed forwarding to work, an interface module must have a Distributed Forwarding Card (DFC) and must 

be installed in the chassis with either a Supervisor Engine 2-MSFC2 and an SFM or SFM2, or a Supervisor Engine 

720. The SFM works with Cisco Catalyst 6506, 6509, 6509-NEB, and 6509-NEB-A chassis and can occupy any slot. 

The SFM2 works with 6506, 6509, 6509-NEB, 6509-NEB-A, 6513, 7603, 7606, 7609, OSR-7609, and 7613 

chassis; and it can occupy any slot, except in the 6513 and 7613 where it must occupy slot 7 or 8. 

The Catalyst 6503 does not currently support the SFM modules as this would leave one slot open after configuring 

the supervisor and SFM in two o f the three available slots. However, the Supervisor 720 provides full CEF256, 

dCEF256, aCEF720 and dCEF720 capabilities to the Catalyst 6503 chassis with its slot-efficient integration of the 

. superv~sor !!ngine and switch fabric in a single module. , , 

Switch Fabric Module Architecture 

Providing access to the switch fabric through dual 8-Gbps serial channels, the SFM o r SFM2 performs ali switching 

on the module independent o f the passive backplane. For more information see How Distributed Cisco Express 

Forwarding (dCEF) Works. 

High Availability 

Two SFM and SFM2 modules can be configured in a system for high availability with 1-to-1 redundancy, where one 

SFM or SFM2 is operational and one serves as a backup. 

Note: The SFM and SFM2 cannot operate in the same chassis with a Supervisor Engine 720. 

Cisco Systems. Inc. 
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Supervisor Engine 2·MSFC2 

Suited for deployment in the distribution/core with Classic interface modules, CEF256 interface modules and 

dCEF256 interface modules, Supervisor 1A-2GE provides Layer 2/3/4 forwarding with the following operational 

advantages: 

• Layer 2-4 forwarding-Performs Layer 2- 4 forwarding with Layer2, 3, 4 features; supports dCEF256 interface 

modules 

• Media Access Contrai (MAC) addresses-128K 

• Forwarding rate-Up to 30 Mpps per system 

• Bandwidth-32 Gbps per system; 256 Gbps with SFM in chassis 

• Layer 2, 3 traffic classification and marking-Layer 2 and Layer 3 (See Table 3-QoS Features Comparison 

for details) 

Multilayer (Layer 3) switching-1Pv4 supported (See Table 6 for details) 

• Distributed forwarding-Requires Switch Fabric Module and interface modules with Distributed Forwarding 

Cards (DFCs); for details, see section titled How Distributed Cisco Express Forwarding (dCEF) Works 

• Operating system-Cisco Catalyst OS with Cisco lOS on the MSFC and Cisco lOS Software 

• Management tools-SPAN, RSPAN, VACL capture 

• DRAM-128, 256, 512MB 

• Onboard flash (BootFiash)-32 MB 

• Chassis supported- Cisco Catalyst 6006, 6009, 6503, 6506, 6509, 6509-NEB, 6509-NEB-A. and 6513; 7603, 

7606, 7609, OSR-7609, and 7613 

• Slot requirements- Slots I or 2 o f any chassis 

• Upgrade support- None required 

Figure 3 

Cisco Catalyst 6500 Series Supervisor Engine 2-MSFCZ 
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Supervisor Engine 2-PFC2 

Suited for deployment in wiring closets with Classic and CEF256 interface modules, Supervisor Engine 1A-2GE 

provides basic Layer 2 forwarding with the following operational advantages: 

• Layer 2 forwarding-Performs Layer 2 forwarding with Layer2, 3, 4 features; requires MSFC2 upgrade to 

support Layer 3, 4 forwarding 

• MAC addresses-128K 

• Forwarding rate--Up to 30 Mpps per system 

• Bandwidth-32 Gbps per system; 256 Gbps with SFM in chassis 

• Layer 2, 3 traffic classification and marking-Layer 2 and Layer 3 (See Table 3-QoS Features Comparison 

for details) 

• Multilayer (Layer 3) switching-Requires MSFC2 upgrade (See Table 6 for details) 

• Distributed forwarding-Requires MSFC2 upgrade, SFM, and interface modules with DFCs (for details, see· 

section titled How Distributed Cisco Express Forwarding (dCEF) Works). 

• Operating system-Cisco Catalyst OS only (Cisco lOS Software supported with MSFC2 upgrade) 

• Management tools-SPAN, RSPAN, VACL capture 

• DRAM-128, 256, 512MB 

• Onboard flash (BootFJash)-32 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503, 6506, 6509, 6509-NEB, 6509-NEB-A, and 6513; 7603, 

7606, 7609, OSR-7609, and 7613 

• Slot requirements-Slots 1 or 2 o f any chassis 

• Upgrade support-MSFC2 upgrade 

Cisco Systems. Inc. 
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Supervisor Engine 1 A-PFC/MSFC2 

Suited for deployment in the distribution/core with Classic interface modules, Supervisor Engine 1A-2GE provides 

Layer 2-4 forwarding with the following operational advantages: 

• Layer 2-4 forwarding-Performs Layer 2-4 forwarding with Layer 2-4 features 

• MAC addresses-128K 

• Forwarding rate-Up to 15 Mpps per system 

• Bandwidth-32 Gbps per system 

• Layer 2, 3 traffic classilication and marking-Layer 2 and Layer 3 (see Table 3-QoS Features Comparison 

for details) 

• Multilayer (Layer 3) switching-1Pv4 supported (See Table 6 for details) 

• Distributed forwarding-Unsupported 

• Operating system-Cisco Catalyst OS with Cisco lOS on the MSFC and Cisco lOS Software 

• Management tools-SPAN, RSPAN, VACL capture 

• DRAM-128 MB 

• Onboard flash (BootFlash)-16 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503, 6506, 6509, and 6509-NEB, 6509-NEB-A (6513 not 

supported) ; 7603, 7606, 7609, and OSR-7609 (7613 not supported) 

• Slot requirements-S!ots 1 or 2 o f any chassis 

• Upgrade support-None 

Figure 4 

Cisco Catalyst 6500 Supervisor Engine 1 A-PFC/MSFC2 
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Supervisor Engine 1 A·PFC 

Suited for drployment in wiring closets with Classic interface modules, Supervisor Engine 1A-2GE provides basic 

Layer 2 forwarding with the following operational advantages: 

• Layer 2 forwarding- Performs basic Layer 2 forwarding with no Layer 2-4 features 

• MAC acldresses-128K 

• Forwarding rate---Up to 15 Mpps per system 

• Bandll'idth- 32 Gbps per system 

• Layer 2. 3 traffic classilication anel marking-Layer 2 and Layer 3 (See Table 3-QoS Features Comparison 

for drtails) 

• Multilayer (Layer 3) switching-Unsupported 

• Distributed forwarding-Unsupported 

• Operating system-Cisco Catalyst OS only 

• Management tools-SPAN. RSPAN. VACL capture 

• DRAM-128 MB 

• Onboard flash (BootFlash}-16 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503, 6506, 6509, and 6509-NEB, 6509-NEB-A (6513 not 

supported) : 7603, 7606, 7609. and OSR-7609 (7613 not supported) 

• Slot requirements-Siots 1 or 2 of any chassis 

• Upgrades-None 

Figure 5 

Cisco Ca talyst 6500 Supervisor Engine 1 A-PFC 
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Supervisor Engine 1 A·2GE 

Suited for deployment in wiring closets with Classic interface modules, Supervisor Engine IA-2GE provides basic 

Layer 2 forwarding with the following operational advantages: 

• Layer 2 forwardíng- Performs Layer 2 forwarding with Layer 4 features 

• MAC addresses-I28K 

• Forwardíng rate--Up to 15 Mpps per system 

• Bandwídth-32 Gbps per system 

• Layer 2, 3 traffic classílication and markíng-Layer 2 only, not upgradable to support Layer 3 (for details, see 

Table 3- QoS Features Comparison) 

• Multílayer (Layer 3) swítchíng- Unsupported 

• Dístríbuted forwarding-Unsupported 

• Operatíng system-Cisco Catalyst OS only 

• Management tools-SPAN only 

• DRAM-64MB 

• Onboard flash (BootFJash}-16 MB 

• Chassis supported-Cisco Catalyst 6006. 6009 , 6503, 6506, 6509, and 6509-NEB, 6509-NEB-A (6513 not 

supported); 7603. 7606, 7609, and OSR-7609 (7613 not supported) 

• Slot requirements-Slots I or 2 o f any chassis 

• Upgrade support-None 

Ci sco Systems. Inc. 
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How Cisco Express Forwarding Works 

Cisco Express Forwarding (CEF) is a Layer 3 technology that provides increased forwardi!:!S-..S..~.alability and 

performance to handle many short-duration traffic flows common in today's enterprise :and 'service provider 

networks. To meet the needs ofenvironments handling large amounts ofshort-flow, Web-based, or highly interactive 

types o f traffic. CEF forwards ali packets in hardware, and maintains its forwarding r ate completely independent o f 

the number o f flows going though the switch. 

On the Cisco Catalyst 6500 Series, the CEF Layer 3 forwarding engine is located centrally on the supervisor engine's 

PFC2 or PFC3-the same device that performs hardware-based Layer 2 and 3 forwarding, ACL checking, QoS 

policing and marking, and NetFlow statistics gathering. 

Using the routing table that Cisco lOS Software builds to define configured interfaces and routing protocols, the CEF 

architecture creates CEF tables and downloads them into the hardware-forwarding engine before any user traffic is 

sent through the switch. The CEF architecture places only the routing prefixes in .its CEF tables-the only 

information it requires to make the Layer 3 forwarding decisions-relying on the routing protocols to do route 

selection. By performing a simple CEF table lookup, the switch forwards packets at wire-rãte. independent o f the 

number o f flows transiting the switch. 

CEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 2 or Catalyst Supervisor 

Engine 720. 

How Distributed Cisco Express Forwarding (dCEF) Works 

With Distributed Cisco Express Forwarding (dCEF), forwarding engines located on the interface modules make 

forwarding decisions locally and in parallel, allowing the Cisco Catalyst 6500 Series to achieve the highest 

forwarding rates in the industry. With dCEF, forwarding occurs on the interface modules in parallel and system 

performance scales up to 400 Mpps-the aggregate of ali forwarding engines working together. 

Using the same ASIC engine design as the central PFCx, DFCs located on the interface modules forward packets 

between two ports, directly or across the switch fabric, without involving the supervisor engine. With the DFC, each 

interface module has a dedicated forwarding engine complete with the full forwarding tables . dCEF forwarding 

works like this: 

• As in standard CEF forwarding, the central PFC3 located on the supervisor engine and the DFC engines located 

on the interface modules are loaded with the same CEF information derived from the forwarding table before 

any user traffic arrives at the switch. 

• As a packet arrives at an interface module, its DFC engine inspects the packet and uses the information in the 

CEF table (including Layer 2, Layer 3, ACLs. and QoS) to make a completely hardware-based forwarding 

decision for that packet. 

• The dCEF engine handles ali hardware-based forwarding for traffic on that module, including Layer 2 and 

Layer 3 forwarding, ACLs, QoS policing and marking, and NetFiow. 

• Because the DFCs make ali the switching decisions locally. the supervisor engine is fr ~~rlil0ajj)J~ctif/J 
responsibilities and can perform other software-based functions, including routing, m frtftMbent. &1Qf{REIOS 
network services. 

Doc. 3 6 9 O 
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Figure 5 

Distributed Cisco Express Forwarding Packet Flow 
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Determines Outgoing Port on Line Card and 
Switches Packet to Specified Une Card 

dCEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 720 for dCEF720 interface 

modules; requires either a Catalyst Supervisor Engine 720 ora Catalyst Supervisor Engine 2-MSFC2 anda SFM for 

dCEF256 interface modules. 

Software Requirements 

Depending on its configuration. a supervisor engine will operate with one or more ofthe following operating systems: 

• Cisco lOS Software for the supervisor engine (native Cisco lOS Software) 

• Cisco Catalyst OS software 

• Hybrid, Catalyst OS software and Cisco lOS Software for the MSFC 

Notes: Refer to the release notes for up-to-date software version information. 
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Ordering lnformation 

Table 7 lists the ordering information for the Supervisor Engines lA and 2. 

Table 7 Product Numbers for Ordering 

Product Number Description 

WS-X6K-SUP1A-2GE Catalyst 6500 Supervisor Engine1A, 2GE 

WS-X6K-SUP1 A-PFC Catalyst 6500 Supervisor Engine1A, 2GE. plus PFC 

WS-X6K-S1A-MSFC2 Catalyst 6500 Supervisor EnginelA, 2GE, plus MSFC-2 and PFC 

WS-X6K-S2-PFC2 Catalyst 6500 Supervisor Engine 2, 2GE. plus PFC-2 

WS-X6K-S2-MSFC2 Catalyst 6500 Super.visor Engine 2, 2GE, plus MSFC-2/PFC-2 

WS-X6K-S1A-MSFC2 Supervisor Engine f A with. PFC+MSFC2 

WS-X6K-S1A-MSFC2= Supervisor Engine 1A with PFC+MSFC2= 

WS-X6K-S1A-MSFC2/2 Supervisor Engine 1A with PFC+MSFC2/2 

WS-F6K-MSFC2 Catalyst 6500 Multilayer Switch Feature Card 2 

MEM-MSFC2-128MB= Catalyst 6500 MSFC2 Memory, 128MB ORAM Spare 

MEM-MSFC2-256MB Catalyst 6500 MSFC2 Memory, 256 MB ORAM Option 

MEM-MSFC2-256MB= Catalyst 6500 MSFC2 Memory, 256 MB ORAM Spare 

MEM-MSFC2-512MB Catalyst 6500 MSFC2 Memory, 512MB ORAM Option 

MEM-MSFC2-512MB= Catalyst 6500 MSFC2 Memory, 512MB ORAM Spare 

WS-X6500-SFM Catalyst 6500 Switch Fabric Module 

WS-X6500-SFM2 Catalyst 6500 Switch Fabric Module2 

Dimensions 

• (H X W X D): 1.6 X 15.3 X 16.3 in. (4.0 X 37.9 X 40.3 em) 

Environmental Conditions 

• Operating temperature: 32 to 104 F (O to 40 C) 

• Storage temperature: -40 to 167 F (-40 to 75 C) 

• Relative humidity: 1 O to 90%, noncondensing 

• Regulatory compliance 
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Safety Certifications 

• UL 1950 

• EN 60950 

• CSA-OC22.2 No. 950 

• IEC 950 

Electromagnetic Emissions Certifications 

• FCC 151 Class A 

• VCCI CE II 

• CE mark 

• EN 55022 Class B 

• CISPR 22 Class B 

Technical Support Services 

Whether your company is a large organization, a commercial business, or a service provider, Cisco Systems is 

committed to maximizing the return on your network investment. Cisco offers a portfolio o f Technical Support 

Services to ensure that your Cisco products operate efficiently, remain highly available, and benefit from the most 

up-to-date system software. 

Cisco Technical Support Services offers the following features , which help enable network investment protection and 

minimal downtime for systems running mission-critical applications: 

• Provides Cisco networking expertise online and on the telephone 

• Creates a proactive support environment with software updates and upgrades as an ongoing integral part ofyour 

network operations, not merely a remedy when a failure or problem occurs 

• Makes Cisco technical knowledge and resources available to you on demand 

• Augments the resources o f your operations technical staff to increase productivity 

• Complements remate technical support with onsite hardware replacement 

• The Cisco portfolio o f Technical Support Services includes: 

• Cisco SMARTnet.,... support 

• Cisco SMARTnet Onsite support 

• Cisco Software Application Services, including Software Application Support and Software Application Support 

plus Upgrades 

For more information visit: 

http:/ /www.cisco.com/en/US/prod ucts/svcs/ps3034/serv _c a tegory _home. htrn I 
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orate Headquarters 
o Systems, Inc. 
West Tasman Drive 

San Jose, CA 95 134- 1706 
USA 
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4 100 

Additional Cisco Catalyst 6500 Series lnformation 

For additiona l information about the Cisco Catalyst 6500 Series, supervisor engines, interface modules, SFM, and 

servires modules. visit: 

http://ww\\'.cisco.corn/en/US/products/hw/switches/ps708/products_data_sheets_list.html 

• Cata lys t 6500 Series Data Sheet 

• Catalysr 6500 Supervisor Engine 720 Data Sheet 

• Catalyst I 011 00 and I O/ I 0011000 Ethernet Data Sheet 

• Catalyst 6500 Gigabit Ethernet Interface Modules Data Sheet 

• Catalyst 6500 10 Gigabit Ethernet Interface Modules Data Sheet 

• Catalyst 6500 FlexWAN Interface Modules Data Sheet 

Catalyst 6500 Switch Fabric Interface Modules Data Sheet 

• Catalyst 6500 Content Services Module (CSM) Data Sheet 

• Catalyst 6500 Firewall Services Module Data Sheet 

• Catalyst 6500 Network Application Module (NAM) Data Sheet 

• Catalyst 6500 lntrusion Detection (IDS) Module Data Sheet 

• Catalyst 6500 IP SecNPN Services Module Data Sheet 

• Catalyst 6500 SSL Services Module Data Sheet 

CISCO SYSTEMS -® 
European Headquarters 
Cisco Sy>tems lnternational BV 
Haarlerbergpark 
Haa rlerbergweg 13- 19 
1101 CH Amsterdarn 
The Netherlands 
www-europe.cisco.com 
Tel: 3 1 O 20 357 1000 
Fax: 3 1 O 20 357 1100 

Americas Headquarters 
Cisco Systems. Inc. 
I 70 West Tasman Drive 
San jose. CA 95134-1706 
USA 
www. cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems. Inc. 
Capital Tower 
168 Robinson Road 
#22-01 to #29-0 I 
Singapore 0689 12 
www.cisco.com 
Tel: +65 63 17 7777 
Fax: +65 6317 7799 

Cisco Systems has more than 200 offices in the following countries and regions. Addresses. phone numbers. and fa x numbers a re lis ted on the 

Cisco Web site at www.cisco.com/go/offices 

Argentina • Austra lia • Austri a • Belg iurn • Brazil • Bulga ria • Canada • Chile • China PRC • Colombia • Costa Rica • Croati a 
Czech Republic • Denrnark • Duba i. UAE • Finland • Fra nce • Gerrnany • Greece • Hong Kong SAR • Hungary • 
Israel • lta ly • j apa n • Ko rea • Luxcrnbo urg • Ma laysia • Mexico • The Ne therl a nds • New Z eala nd • Norway • P 
Portuga l • Puerto Ri co • Rumani a • Russia • Sa udi Ara bia Sco lland • Singa pore • Slova ki a • Sloven ia • South 
Switzer land • Ta iw a n • ·1 ha iland • Turkey • Ukrain e • United Kingdom • United States • Ven e zu e la 
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CISCO SYSTEMS 

Cisco Catalyst 6500 Series and Cisco 7600 Series 
Network Analysis Module 1 and 2 

Second-Generation, High-Perforrnance Network Analysis Modules for Cisco 

Catalyst 6500 Series and Cisco 7600 Series 

Cisco Systems®, the worldwide leader in 

networking for the Internet, addresses the 

need for multiservice network management 

and traffic monitoring in high-capacity 

switched Ethernet LANs and routed WANs 

with a new generation o f the Network 

Analysis Module (NAM) for Cisco® 

Catalyst® 6500 Serles switches and Cisco 

7600 Series routers. The NAM is an 

integrated and powerful traffic monitoring 

service module that occupies a single slot in 

the chassis and enables network managers 

to gain application-level visibility into 

network traffic with the ultimate goal of 

improving performance, reducing failures, 

and maximizing returns on network 

investments. 

The second-generation NAMs are available 

in two hardware versions, NAM-1 and 

NAM-2, and offer high performance 

monitoring and crossbar (fabric) 

connectivity to meet diverse network 

analysis needs in scalable switching and 

routing environments running at gigabit 

Cisco Systems. Inc. 

speeds. The NAMs come with an 

embedded, Web-based traffic analyzer, 

which provides full-scale remate 

monitoring and troubleshooting 

capabilities that are accessible through a 

Web browser. 

Application-Level Visibility Built 

into the Network 

The NAMs give network managers 

visibility into alllayers o f network traffic by 

providing application-level Remate 

Monitoring (RMON) functions based on 

RMON2 and other advanced Management 

Information Bases (MIEs) . The NAMs add 

to the built-in Remate Monitoring 

(mini-RMON) features in Cisco Catalyst 

6500 Series switches and Cisco 7600 Series 

routers that provide port-level traffic 

statistics at the Media Access Control 

(MAC) or data link layer. The NAMs 

provide intelligence to analyze traffic flows 

for applications, hosts, conversations, and 

network-based services such as quality of 

service (QoS) and voice o ver IP (VoiP) . 

lntegrated Monitoring for LANs 

and WANs 

The NAMS use severa! data sources from 

Ali con tents are Copyr ight © 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy · t~me_nt. 
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connections using the Switch Port Analyzer (SPAN) feature. For selective monitoring oflarge amount oftraffic or for 

traffic from WAN interfaces, VLAN access controllist (VACL)-based captures can be used to filter traffic before it is 

sent to NAM. In addition, the NAMs collect and analyze NetFiow Data Export from local and remote devices to 

provide broad application-Ievel visibility into the network, including remote WAN segments. The NAMs also collect 

data from remo te switches using the remote SPAN (RSPAN) feature o f the Cisco Catalyst switches. 

Flexible Deployment Scenarios 

The NAMs can be deployed in the Cisco Catalyst 6500 Series at LAN aggregation points (for example, in the core 

or distribution layer) for proactive monitoring; at service points (for example, in data centers, server farms, or Cisco 

CaiiManager clusters in IP telephony networks) where performance is criticai; and at important access points (criticai 

clients, IP phone closets) where quick troubleshooting is required. They can also be deployed in Cisco 7600 Series 

routers at WAN edges or in Catalyst 6500 Series switches connected to WAN routers. When deployed at remote 

branch offices, the NAMs provide unique advantage to perform remote troubleshooting and traffic analysis through 

its Web-based Traffic Analyzer without having to send personnel or to haullarge amounts of data to the central site. 

Figure 1 highlights the deployme·nt o f NAMs to enable comprehensive traffic monitoring and analysis for 

performance monitoring, troubleshooting, and capacity planning. 

Figure 1 

Deploying NAMs to Build lntelligence into the Network to serve a Variety of Applications 

Access 
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Easy to Deploy and Use 

The NAMs come with the embedded, Web-based Traffic Analyzer with extensive monitoring and troubleshooting 

capabilities. Because the NAMs integrate monitoring functions directly into the switch and have complete data 

collection and data analysis capabilities on board, they are easy to deploy and managers can conveniently access data 

from anywhere using a Web browser (Figure 2) . For security, users can be given role-based access and the 

Web-browser access can be secured with up to 168-bit encryption. 

Figure 2 

Web-Based Traffic Monitoring for both LAN and WAN with the embedded NAM Traffic Analyzer 

The NAMs also provide the flexibility to use standards-based externai applications using the Simple Network 

Management Protocol (SNMP) . NetScout nGenius Real-Time Monitor, a component o f the Cisco Works LAN 

Management Solution (LMS) . collects data from NAMs across the network and provides reports on traffic flow. 
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Major Benefits 

• Increase return on network investment-The visibility provided by the NAMs enables better utilization of 

network resources to meet business objectives. They ease deployment of network-based services and help in 

capacity planning. 

• Reduce productivity loss and revenue loss-Through proactive monitoring and quick troubleshooting 

capabilities, the NAMs prevent Ioss due to network degradation and downtime. 

• Enhance network security-The NAMs provide investigation and verification capabilities to supplement other 

security mechanisms such as intrusion detection and firewalls . They can also be used to detect threats by watching 

anomalies in the network traffic. 

Features and Applications 

The data collected by the NAMs can be used for severa) vital management activities. including real-time and 

historical application monitoring, performance management, fault isolation, troubleshooting, and capacity planning. 

The NAMs also play an active role in managing differentiated services such as voice. 

Real-Time and Historical Application Monitoring 

Using RMON, RMON2, severa) extended RMON MIBs, and NetFiow, the NAMs detect the applications on the 

network and provide detailed real-time and historical information about how these applications utilize the 

bandwidth, which hosts access those applications, and which client/server pairs generate the most traffic {Figure 3A 

and 3B). 
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Figure 3A 
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Performance Management 

The NAMs provide valuable information about the delays in server responses to client requests. Using the 

Application Response Time (ART) MIB, developed by Cisco partner NetScout Systems, the NAMs can identify 

problems with applications or servers in criticai environments such as e-commerce and IP telephony (Figure 4). 

Figure 4 

Application Response Time Monitoring 
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Fault lsolation and Troubleshooting 

Using the NAMs, network managers can set thresholds and alarms on various network parameters such as increased 

utilization, severe application response delays, and voice quality degradation, and be alerted to potential problems. 

The NAMs provide comprehensive views on applications, hosts, voice, quality o f service (QoS), and so on. to isola te 

faults or malfunctions in the network. The NAM Traffic Analyzer can capture and decode packets in real time to aid 

troubleshooting (Figure 5). 

Figure 5 

Capturing and Decoding Packets with NAM 
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VoiP and QoS Monitoring 
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The NAMs can analyze voice traffic flows in real time to collect valuable information, including call setup details and 

voice quality metrics. Network managers can be alerted to voice quality degradation and can isolate potential 

problems (Figure 6) . 

The NAMs make the deployment o f QoS for voice and other criticai services effective by identifying violations o f 

QoS policies. The NAMs support the Differentiated Services Monitoring (DSMON) MIB. which monitors traffic by 

differentiated services code point (DSCP) allocations defined by QoS policies (Figure 7) . 
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Figure 6 

IP Telephony Monitoring 

Figure 7 

QoS Monitoring Using DSMON 
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Capacity Planning and Other Extended Applications 

The data from the NAMs across the network can be collected by NetScout nGenius Real-Time Monitor, a component 

of the CiscoWorks LAN Management Solution (LMS) to provide consolidated views of network traffic (Figure 8). 

The NAMs serve as data sources for severa! other standards-based applications for a variety of purposes inchiding 

capacity planning, long-term historical reporting and trending, anomaly-based threat detection, etc. 

Figure 8 

Aggregating data from NAMs across the network using NetScout nGenius Real-Time Monitor 

Primary Advantages 

• Integrated with network infrastructure-The NAMs occupy a single slot within the Cisco Catalyst 6500 Series 

o r Cisco 7600 Series chassis and are deployed, managed, and supported as an integral part of the network 

infrastructure. They do not interfere with switching and routing functions and have their own processing 

resources. They are managed as a part ofthe network device using CiscoWorks management tools. 

• Complete monitoring solution for LAN, WAN, and network-based services-The NAMs combine the functions 

o f data collection agent and analysis application in one and provi de comprehensive monitoring using a variety o f 

data sources including RMON. RMON2 and NetFiow though the embedded Traffic Analyzer. 

• Total cost of ownership savings-The integrated nature of the NAM solution saves costs in acquiring network 

device-specific features like mini-RMON. and in maintenance and technical support. The NAM Traffic Analyzer 

is embedded in the NAMs at no extra cost. 

• Extensible, standards-based solution-The NAMs are compliant with open standards, and can be used with 

different monitoring applications to meet diverse needs. 

• Secure solution-The NAM Traffic Analyzer can be deployed with up to 168-bit encryption, and SNMP can be 

disabled for fortifying externai access to the NAM. The NAMs support Secure Shell (SS~) for secure~ _ 

command-line access. fiOS rt~ 03/2005 . CN 
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Network Monitoring Solutions 

Cisco Systems offers a wide variety o f solutions to provi de complete visibility into network infrastructure. The 

comprehensive Cisco solution includes embedded technologies such as mini-RMON, NetFiow, Service Assurance 

Agent (SAA). Network-Based Application Recognition (NBAR); NAMs for the Cisco Catalyst 6500 Series and Cisco 

7600 Series for value-added traffic analysis. and CiscoWorks network monitoring applications. nGenius Real-Time 

Monitor, a component ofthe CiscoWorks LAN Management Solution (LMS). collects mini-RMON data from 

switches to provide port utilization statistics and uses data from NAMs across the network to provide broad-based 

analysis and reports on network traffic. Cisco AWID (Architecture for Voice. Vídeo and Integrated Data) partners 

extend the Cisco network monitoring solution through a variety o f applications that use embedded data sources 

and NAMs. 

Technical Specifications 

NAM-1 

• High-performance dual processar architecture, 512MB RAM 

• Two data collection interfaces to backplane: 1 for SPANNACL data sources, 1 for NetFiow 

• Second generation fabric enabled platform with interface to both bus and crossbar based architectures 

NAM-2 

• Extra high-performance dual processar architecture with hardware-based packet acceleration, 1 GB RAM 

• Gigabit monitoring performance 

• Three data collection interfaces to backplane: 2 for SPANNACL data sources (can be used independently or 

together), 1 for NetFlow 

• Second generation fabric enabled platform with interface to both bus and crossbar based architectures 

Supported Platforms 

• NAM-1 and NAM-2 can be deployed in any slot in Cisco Catalyst 6500 and 6000 Series switches and Cisco 7600 

Series routers [both bus- and crossbar (fabric)-based architectures) ; multiple NAMs can be placed in the same chassis 

• Supported with Cisco lOS® Software or Cisco Catalyst Operating System on the Supervisor Engine 

Supported Topologies and Data Sources 

• LAN-Switch Port Analyzer (SPAN) or Remote SPAN (RSPAN). VLAN ACL(VACL)-based captures. NetFlow 

(vl , v5 , v6 , v7, v8) 

• WAN-NetFiow (vl , v5, v6, v7, v8) from local and remote devices, VLAN ACL (VACL)-based captures for 

FlexWAN/Optical Service Module (OSM) interfaces (Cisco IOS Software only) 

Supported Interfaces and Applications F."" · · . · 
• HTTP/HTTPS with embedded web based NAM Traffic Analyzer RQS rlg 03/2005 • CN 

SNMP v 1, v2 with NetScout nGenius Real Time Monitor and other standards based a gffMlions CORREIOS 
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NAM Traffic Analyzer 

• Embedded in NAM Software Version 2.2 and !ater for NAM-1/NAM-2 

• Web based-Requires Microsoft Internet Explorer 5.0 or Netscape 4.7 (minimum) 

• Suppons Secure Sockets Layer (SSL) security with up to 168-bit encryption 

• Role-based user authorization and authentication Iocally or using TACACS+ 

• Real -time and historical statistics (up to 100 days) on LAN/WAN traffic and network-based services 

NAM Software Version 3.1 

• Suppons NAM-1 (part number WS-SVC-NAM-1), NAM-2 (WS-SVC-NAM-2) and first-generation NAM 

(WS-XG380-NAM) 

• Supponed with Cisco lOS® Software Release 12.1 (13)E or Cisco Catalyst Operating System 7 .3(1) minimum on 

the Supervisor Engine 

Supported MIB Groups 

The NAMs are standards-compliant and support RMON and RMON2 MIBs, as well as severa! extensions. The 

major MIB groups supported in the NAMs are: 

• MIB-JI (RFC 1213)-All groups except Exterior Gateway Protocol (EGP) and transmission 

• RMON (RFC 2819)- All groups 

• RMON2 (RFC2021)- All groups 

• SMON (RFC2613)- DataSourceCaps and smonStats 

• DSMON (RFC 3287) 

• HC-RMON (RFC 3273) 

• Application Response Time (ART) 

Supported Protocols 

The NAMs provide RMON2 statistics on several-hundred unique protocols, including those defined in RFC 2896, 

and severa! Cisco proprietary protocols. In addition, the NAMs can automatically detect unknown protocols and 

users have the flexibility to customize the protocol directory. 

Examples of Protocols Supported by the NAMs for RMON2 Statistics: 

• TCP and UDP over IP including 1Pv6 

• VolP including SCCP(Skinny) , RTP/RTCP, MGCP, SIP 

• Mobile IP protocols (Both IP in IP and GRE tunnelling) 

• Storage area network (SAN) protocols including Fiber Channel over TCP/IP 

• AppleTalk, DECnet, Novell, Microsoft 

• Database protocols including Oracle, Sybase 

• Bridge and router protocols 

• Cisco proprietary protocols 

• Unknown protocols by TCP/UDP ports , RPC program numbers, etc. 
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Physical Specifications 

o Dimensions (H x W x D) : 1.2 x 14.4 x 16 in. (3.0 x 35.6 x 40.6 em); Occupies any 1 slot in the chassis 

Operating Environment 

o Operating temperature: 32 F (O C) to 104 F (40 C) 

o Nonoperating and storage temperature: -40 F (-40 C) to 158 F (70 C) 

o Operating relative humidity: 10% to 90% (noncondensing) 

o Nonoperating relative humidity: 5% to 95% (noncondensing) 

o Operating and nonoperating altitude: Sea levei to 10,000 ft (3050 m) 

Agency Approvals 

o Regulatory: CE Marking (89/366/EEC and 73/23/EEC) · 

o Safety: UL 1950, CAN/CSA-C22.2 No. 950, EN 60950, IEC 60950 

o E1ectromagnetic Emissions: FCC Part 15 (CFR 4 7) Class A, ICES-003 Class A, EN55022 Class A, CISPR22 Class 

A, AS/NZS 3548 Class A. VCCI Class A, EN55024, EN50082-1 

Ordering lnformation 

Cisco Part Number Description 

WS-SVC-NAM-1 Network Ana·lysis Module-1 for Cisco Catalyst 6500 Series and Cisco 7600 Series 

WS-SVC-NAM-2 Network Analysis Module-2 for Cisco Catalyst 6500 Series and Cisco 7600 Series 

SC-SVC-NAM-3.1 Network Analysis Module Software v 3.1 for NAM-1, NAM-2 (includes ART. VoiP) 

o The use of mini-RMON in Cisco Catalyst 6500 Series and Cisco 7600 Series with NAMs installed does not 

require the purchase o f a separa te RMON agent license. 

o The Application Response Time (ART) MIB and the VoiP monitoring features are included at no extra cost for 

the NAM-1 and NAM-2. They require purchase of separate licenses (SC6K-NAM-ART-LIC= and 

SC6K-NAM-VOIP-LIC=) with the first-generation NAM (WS-X6380-NAM) 

o Service Part Numbers for NAM-1 and NAM-2 are CON-xxx-WSSVCNAM1 and CON-xxx-WSSVNAM2 

respectively, where "xxx" stands for levei o f support (for example, XXX= SNT = 8x5x Next Business Day) 

More lnformation 

http://www.cisco.com/en/US/products/hw/modules/ps2706/ps5025/index.html 
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Catalyst 6000 and 6500 
Series Architecture 

Executive Summary 

The ever-increasing demands for bandwidth and performance, and even greater need for intelligent network 

services. challenge today's switches, routers, and associated devices. Customers require a wide .range.of 

performance and services, including high availa!Jility, quality o f service (QoS) , and security, to build sca1able 

enterprise and service provider networks. 

The Cisco Catalyst® 6000 Family. which includes the Catalyst 6000 and 6500 Series, delivers new 

high-performance, feature-rich , multilayer-switching solutions for enterprise and service provider networks. 

Designed to address the increased requirements for gigabit scalability, high availability, and multilayer 

switching in campus backbone and distribution points, Internet data centers, and Web hosting and 

e-commerce environments, the Catalyst 6000 Family complements the Catalyst 4000 and 3500 families for 

user aggregation, and the Cisco 7200, 7500, 7600, and Cisco 12000 Gigabit Switch Router (GSR). for 

high-end routing. Together, the Catalyst and Cisco router families deliver a wide range o f intelligent solutions. 

The Catalyst 6500 Series architecture supports scalable switching bandwidth up to 256 Gbps and scalable 

multilayer switching that exceeds 200 million packets per second (pps) . For customers not requiring the 

performance of the Catalyst 6500 Series. the Catalyst 6000 Series provides a more cost-effective solution, 

with backplane bandwidth o f 32 Gbps and multilayer switching that scales up to 15 million pps. The Catalyst 

6000 Series architecture provides a superior schema for congestion management by using per-port buffering. 

In addition, the advanced switching engines of the Catalyst 6500 Series ensure that services such as QoS, 

security. and policing can be dane with no performance degradation. 
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Catalyst 6000 Family Hardware Options 

The Catalyst 6000 Family comprises the Catalyst 6000 and 6500 Series Switches. Cisco Systems offers the Catalyst 6000 

Family in severa! different chassis options. Because customers look for modularity in offered slots, the Catalyst 6000 and 

6500 offer six- and nine-slot chassis versions. The Catalyst 6500 also offers a 13-slot chassis anda "NEBS" chassis, in which 

slots are vertically arranged. Both Catalyst 6000 and 6500 Series Switches also support a wide range o f interface types and 

densities, including 384 10/100 Ethernet ports, 192 100Base-FX Fast Ethernet ports, and up to 130 Gigabit Ethernet ports 

(in the nine-slot chassis). The 13-slot chassis offers up to 576 10/100 ports ar 192 Gigabit Ethernet ports. 

Backplane layout in the Catalyst 6000 and the Catalyst 6500 differs. The Catalyst 6000 uses a 32-Gbps switching bus. 

The Catalyst 6500 offers both the 32-Gbps switching bus and the option for the 256-Gbps Switch Fabric Module (SFM). 

The SFM uses slot 5 (and optionally slot 6 for redundancy) and provides the system with a high-speed switching path. The 

SFM cannot be used in the Catalyst 6000 Series. The following figures show the backplane layout o f the Catalyst 6000 and 

6500 Series. 

Catalyst Backplanes 

Figure 1 Catalyst 6009 Backplane 
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Figure 2 Catalyst 6509 Backplane 
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Line Cards 

Two line card versions are available for the Catalyst 6000 Family. Beca use customers have the option o f using the 32-Gbps 

switching bus or the 256-Gbps SFM, the two line card versions provide connectivity into the different fabrics. The following 

table lists the line cards and their compatibility. 

Table 1 Line Card Summary 

Line Card Version Chassis Supported 

Non Fabric·enabled Catalyst 6000 and 6500 

Fabric·enabled Catalyst 6500 

Fabric•only Catalyst 6500 

Explanation 

Available since the inception of the Catalyst 6000 Family. These line cards 
connect to the 32-Gbps bus and can be used in ali chassis. 

Connect into both the 32-Gbps bus and the SFM. The SFM is not supported 
in the Catalyst 6000 Series. 

Connect only to the SFM and provide the highest leveis of system 
performance and throughput. These line cards require the SFM because 
they do not connect to the 32-Gbps bus. 

Because the non fabric-enabled line cards can be úsed in any chassis option they provide the greatest flexibility and 

investment protection for customers who have already deployed the Catalyst 6000 Family. For customers requiring very high 

bandwidth and throughput, Cisco recommends using the fabric-enabled or fabric-only line cards. 

Note: Allline cards interoperate with each other. For example, a non fabric-enabled line card in the Catalyst 6500 

interoperates with a fabric-only line card in the same system. An explanation of how that works is provided in the section 

titled "Catalyst 6000 Family Packet Flow-A Day in the Life o f a Packet." 

Supervisor Options 

The Catalyst 6500 Series includes two versions o f the Supervisor Engine. The Supervisor Engine is required for system 

operations; a chassis without a Supervisor will not operate. The Supervisor Engine uses slot I in the chassis. The second 

slot in the system, slot 2, can be used for a secondary redundant supervisor engine. Note that because of the switching 

implementation of the Catalyst 6000 and 6500, only one Supervisor Engine needs to be active at one time. However, with 

the High Availability feature enabled, both supervisors maintain the same state information, including Spanning-Tree 

topology, forwarding tables, and management information, so that if the primary supervisor fails , the redundant engine 

( ·an take over within two seconds. 

A To address the needs of different customers who deploy the Catalyst 6500 in varying applications, Cisco provides two 

W Supervisor Engines. 

Supervisor Engine 1 

Supervisor I , the first switching engine for the Catalyst 6000 Family, provides performance leveis of I5 million pps using a 

cache-based switching scheme. Supervisor I has three maio components: the Network Management Processar (NMP), the 

Multilayer Switch Feature Card (MSFC) and the Policy Feature Card (PFC) . Each component provides a criticai function to 

the network. 
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Supervisor 1 is available in three options: 

• Basic Layer 2 switching with no Layer 3-based QoS or security access controllists (ACLs), although port-based class 

o f service (C oS) and destination MAC address-based CoS is supported. B~sic switching based on the MAC address is 
supported. 

• Supervisor 1 with the PFC, which provides Layer 2 switching with Layer 3 services (including QoS and security ACLs) . 

QoS classification and queuing, as well as security filtering, is supported at data rates of 15 million pps. This functionality 

is supported at Layer 2 and 3 even though Layer 3 switching and routing is not performed. 

• Supervisor 1 with PFC/MSFC1 (or 2), which provides full Layer 3 switching and routing. This combination enables the 

Catalyst 6500 to route IP and Internet Packet Exchange (IPX) traffic at 15 million pps. 

Supervisor Engine 2 

Supervisor Engine 2 is designed specifically for service provider and high-end enterprise core applications. This supervisor 

engine provides forwarding capability o f up to 30 million pps when using fabric-enabled line cards and the SFM (both must 

C 1-Je used). An important difference between the Supervisor 1 and Supervisor 2 is that Supervisor 2 supports Cisco Express 

.·orwarding (CEF) in hardware. CEF is a switching implementation that.is based on the topology o f the network rather than 

• the traffic flow. This causes the control plane o f the Catalyst 6500 scale to converge faster in the event o f a route flap and 

perform lookups for millions o f flows (which occur in Internet service provi der [ISP] deployments). 

( 

• 

Supervisor 2 has two options: 

• Supervisor 2 with PFC-2, which provides QoS, Private Virtual LAN (PVLAN), and ACL functionality at 30 million pps 

with no performance penalty. 

• Supervisor 2 with PFC-2/MSFC-2, which enables full routing on the Catalyst 6500. This supervisor enables the Catalyst 

6500 to provi de Internet -class routing and high performance. 

Supervisor Engine 2 can be used in the Catalyst 6000 and Catalyst 6500 chassis. The SFM requires use ofSupervisor 2, but 

Supervisor 2 can opera te independently o f the SFM. 

Catalyst 6000 Family Architecture 

The Catalyst 6000 and Catalyst 6500 Series architecture is described in severa! sections ofthis paper. Each section details the 

system functionality and how the components operate. This section covers the following topics. 

• Catalyst 6000 and 6500 switching bus architecture 

• Catalyst 6500 SFM architecture 

• The Multilayer Switch Feature Card (MSFC) 

• Switching implementation on Supervisor 1 

• Switching implementation on Supervisor 2 

• Distributed Forwarding Card (DFC) 

• QoS and ACL handling 

• Line card buffering and ASIC overview 

f'Rãs ~o 03/2005 - CN 
CPML -~· CORREIOS 

Fl's. No Ü 6 3 8 

Cisco Systems, Inc. Doc. 3 6 9 O ~· t 
Ali contents are Copyright © 1992- 2001 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy State\. . .::.:en;;.t~--------" 

Page 5 of 20 



The Switching Fabric-Moving the Packet 

Catalyst 6000 and 6500 Switching Bus Architecture 

Figure 4 illustrates the Catalyst 6000 Family architecture. 

Figure 4 Catalyst 6000 and 6500 Switching Bus Architecture 
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Supervisor Engine 

The Catalyst 6000 system is based on a 32-Gbps advanced pipelining switching bus. The switching bus is a shared medium 

bus; that is, ali the ports attached to the bus see ali the frames transmitting across it. Coupled with the pipelining mechanism, 

this switching is very efficient beca use after a decision is made the switching engine orders the nondestination ports to ignore 

the frame. 

The Catalyst 6000 switching bus includes three distinct buses: the D-bus (or Data bus), the C-bus (or Contrai bus), and the 

R-bus (or results bus) . Ali non fabric-enabled line cards connect to the switching bus through the connectors on the right side 

ofthe chassis (see Figure 1). The D-bus is the bus where datais forwarded from one port to another and realizes a bandwidth 

of 32 Gbps. The Results bus (R) takes information from the switching logic located on the Supervisor Engine back to ali the 

( 10rts on the switch. The contrai bus (C-bus) relays information between the port ASICs and the Network Management 

Processar (NMP) . 

• Two notable features on the switching bus o f the Catalyst 6000 are pipelining and burst mode. Pipelining enables the Catalyst 

6000 Family systems to switch multi pie frames onto the bus before obtaining the results o f the first frame. Typically, on 

shared medi um architectures, only a single frame or packet can reside on the bus ata time. The entire Jookup process by the 

forwarding engine happens in paraliel to the transfer of the frame across the switching bus. 

I f the frame is switched across the switching bus before the lookup is done, the switching bus is idle until the lookup is dane. 

This is where pipelining comes into play. Ports are allowed to source frames on the switching busltTill'f'n'l~l'ht""T'T'!lmits-~'-1<1'1~ 

first frame lookup are done. The second frame (from any port) is switched across the bus and pip ~§ ffirQ;3f6Q~g CN 
operation at the forwarding engine. Thirty-one such frames can be switched across the switching ~b~on~ th~9~Btt 1~ e 
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The Burst-Mode feature enables the port to source multiple frames on the switching bus. lf the port sends just one frame 

each time it is granted access to the data bus. there is potentially an unfair allocation of bandwidth to the bus when it is 

heavily loaded. For example. i f two ports are trying to send data and one has 100-byte frames while the other has 1000-byte 

frames, the port with the I OOO·byte frames can switch 1 O times as much data as the one with 100-byte frames. This is because 

they alternate in the arbitration and each sends one frame ata time. 

In the Catalyst 6000 Family systems. a port can send multiple frames to the switching bus in a manner that contrais the 

amount o f bandwidth it consumes regardless o f the frame size. To accomplish this, the port ASICs maintain a counter o f the 

nurnber of bytes it has transferred and compare it to a threshold. Provided that the count is below threshold value, the port 

continues to send frames as longas it has data to send. When the count exceeds the threshold, the port stops sending data 

after completing the current frarne and stops transmitting because the arbitration logic at this point senses the condition and 

removes bus access. The threshold v alue is a function o f the number of ports in the system, their thresholds, ernpirical data, 

simulation results, and so forth . The system automatically computes the threshold value to ensure fair distribution. 

Catalyst 6500 Crossbar Switching Fabric 

The Catalyst 6500 and thc Switch Fabric Module (SFM) provide a 256-Gbps switching system with forwarding rates over 

100 million pps. The SFM uses the connectors on the left side of the Catalyst 6500 chassis, Note that because these 

connectors are not in the Catalyst 6000, this chassis cannot use the SFM. The SFM uses a 256-Gbps crossbar switching fabric 

to interconnect the line cards on the switch. Figure 5 is a logical diagram of the SFM. 

Figure 5 Catalyst 6500 Switch Fabric Module 

• The SFM can best be thought o f as a 16-port "switch," with the ports actually connecting to the !in e cards. In the Catalyst 

6500, each slot in the chassis receives two crossbar ports, and each port is clocked at 8 Gbps (the actual bandwidth is 16 

Gbps because there is one 8-Gbps path for transmitting into the crossbar and 8 Gbps for transmitting out of the crossbar) . 

The fabric-enabled modules connect to one of the ports on the crossbar, providing 8-Gbps access into the switching fabric. 

The fabric-only line cards attach to both ports per slot into the crossbar, allowing them 16 Gbps of connectivity. 

The Catalyst 6500 SFM uses overspeed to eliminate congestion and head-of-line blocking. Overspeed is a concept by which 

the internai "paths" wíthín the crossbar fabric are clocked ata speed faster than the input rates ínto the crossbar. This allows 

packets to be switched out o f the source module through the fabric to the output line card at high data rates. The SFM uses 

3x overspeed, meaning that each internai trace is clocked at 24 Gbps relative to the input rate, which i c! cked at 8 Gb s. 
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Local Switching on the Fabric·Enabled Line Cards 

Each ofthe line cards connecting to the SFM uses a local switching fabric . The fabric-enabled cards, such as the WS-X6516, 

support the DFC to enable high-speed switching. These line cards have connectivity to one channel port on the SFM and also 

have a connection into the 32-Gbps centralized switching bus. The fabric-only line cards, such as the WS-X6816, connect 

only into the SFM via dual fabric channels. Figure 6 and Figure 7 show these line cards. 

Figure 6 SFM Single-Attached Fabric-Enabled Card with Optional DFC 

I ,, 

Figure 7 SFM Fabric-only Line Cards 

Ports 1-8 Ports 9-16 

The key difference between the two line cards is that the fabric-enabled cards use a single local switching bus with a 

bandwidth capacity of 16 Gbps. The fabric-only line cards use two local switching buses, each clocked at 16 Gbps. Both line 

cards can support distributed forwarding. The DFC daughter card is available as an add-on for the fabric-enabled cards. The 

fabric-only line cards have the DFC embedded in the system. 

. -----------------\ 
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A criticai component of the local-switch implementation is the connection point between the local system and the SFM. In 

the Catalyst 6500, this function is handled by an ASIC called Medusa. This ASIC is the interface between the local bus and 

the crossbar. On the fabric-enabled cards (not the fabric-only cards), Medusa also interfaces to the main 32-Gbps switching 

bus. How Medusa actually functions in packet switching is discussed in a la ter section titled "Catalyst 6000 Family Packet 

Flow-A Day in the Life of a Packet". 

The Switching lmplementation-Making a Switching Decision 

Switching implementations use two key functions: the contrai plane and the data-forwarding plane. The contrai plane 

maintains ali o f the overhead functions o f the switch, including handling o f the routing protocols, the routing table, flow 

initiation, and some access contrai. This function, often overlooked in the "race for speed," is absoiuteiy criticai to the 

switching architecture and cannot be ignored. In the Catalyst 6000 Family, the MSFC handles the contrai plane function. 

The packet forwarding decision is dane in hardware and can take piace at data rates exceeding 100 million pps. This 

functionality is handled by the Supervisor Engines and, on some line cards, the Distributed Forwarding Cards (DFCs). 

Multilayer Switch Feature Card (MSFC) 

fhe Catalyst 6500 uses centralized routing contrai plane functionality. This capability is provided by a daughter card module 

called the MSFC on the Supervisor Engine. The MSFC handles ali o f the contrai plane functions within the switch 

architecture. 

Note: There are two versions of the MSFC: MSFC-1 and MSFC-2. This document focuses on the MSFC-2. 

The MSFC is based on an R7000 300-MHz processar. This gives the MSFC a forwarding performance rate in software of 

650,000 pps. For a Cataiyst 6500 using Supervisor Engine 1, this provides very high performance for the flow setup, which 
the architecture mandates. 

The MSFC can handle and maintain large routing tables. There are three memory options available: the standard 128 

Mbytes, an option for 256MB, and an option for 512MB. For networks that require the Catalyst 6500 to handle the entire 

Internet routing table, Cisco recommends the 512MB version. 

For Supervisor Engines 1 and 2, the MSFC maintains the routing table and communicates across an out-of-band busto the 
hardware switching ASICs. On Supervisor Engine 1, the first packet in a flow that does not have an entry in the 

hardware-switching table is sent to the MSFC for software processing. The MSFC compares the destination IP address with 

the routing table and make a forwarding decision. After the MSFC has switched the first packet of a new flow in software, 

the hardware is automatically programmed to switch subsequent packets in the ASIC complex. 

• 

In Supervisor Engine 2, the MSFC does not forward IP frames. Instead, it builds a CEF table (also known as a 

Forwarding lnformation Base [FIBJ) table, which is based on the contents of the routing table. The CEF table contains 

the same information as the routing table and uses a highly optimized search algorithm in arder to "hit" on the destination 
network. The MSFC downloads the CEF table directly into the hardware so ali packets are switched in hardware and not 

by the MSFC itself. 

Cisco Systems, Inc. Doe~ 6 9 O 
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Supervisor Engine 1 A and the Policy Feature Card-Traffic-based Switching 

The second criticai component of switching in the Cataiyst 6000 Family aiso resides on the Supervisor engine and is called 

the Policy Feature Card (PFC) . The PFC actually contains the switching ASICs that enabie high-speed switch at data rates 

up to 15 million pps. Because there are substantiai differences between Supervisor Engine 1 and Supervisor Engine 2, these 

differences are addressed separateiy. The following figure shows the functionai components o f the PFC. 

Figure 8 Supervisor 1 and the Policy Feature Card 

layer 2 
Forwarding Table 

Flow 
Cache 

Access 
LístTable 

Multilayer Swltch Feature 
Catd (Route Ptoeessor) 

Policy Feature Card 

The PFC is the heart o f the switching system. The forwarding decisions of the Cataiyst 6500 are made by three ASICs: one 

for Layer 2 MAC-based forwarding, one for Layer 3, and the other for ACLs, whether for security or QoS. The Layer 2 ASIC 

handles two key items. First, and somewhat obviously, it looks up MAC addresses within a broadcast domain in order to 

switch at Layer 2. However, this ASIC also identifies a packet (ar flow) that needs to be Layer 3 switched. The MSFC, shown 

in the figure above, primes an entry in the flow cache, which the Layer 3 engine uses to switch packets in hardware. The 

MSFC registers its MAC address with the Layer 2 Engine, so that, upon examination of a packet, the Layer 2 engine can 

decide to ignore the result o f the lookup performed by the Layer 3 engine. 

After the system determines that Layer 3 switching needs to take place, the result o f the Layer 3 engine is used. The Catalyst 

6500 with a Supervisor 1 uses a switching mechanism called traffic-based switching (also known as flow-caching). A flow is 

defined as a traffic stream from a source IP address to a destination IP address. Transmission Contrai Protocoi (TCP) and 

( 
Use r Datagram Pro toco! (UDP) port information can aiso be stored as part o f the flow cache entry. When the first packet in 

.1 flow enters the switch, a Iookup is dane in the hardware lookup tabie to see if an entry exists. If one does not, the packet 

• is sent to the routing software running on the switch 's CPU, which matches the destination IP address against the routing 
table , locates VLAN-of-exit, switches the packet, and automatically creates an entry in the hardware flow-cache. Subsequent 

packets can be switched in hardware. For this system to work effectively, a fast CPU, and more importantly, fast and efficient 
software, must be used. 

The Catalyst 6500 flow cache can support a maximum of 128,000 entries. How the flow cache is used depends on how the 

Catalyst 6500 is "told" by the network manager to switch flows (the command line interface allows this configuration). 

There are three options in the Catalyst 6500. 

• Destination-only-In this case, a flow is built and stored in the PFC based on the destination IP address. This allows for 

the best utilization of the PFC flow cache as multi pie sources communicating with one destina tio SdRf1)\j/~Ó5ry'éN 

for example) only use a single flow entry. CP_ML. • CORREIOS 

• Source-destination-In this case, a flow is built based on both the source and the destination addr ~s. This t~'() ~ ~ore 
entries in the cache i f, for example, five sources are talking with one destination, that uses five en rfi!~n ~Vcaclie 
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• Full flow-This is a very expensive way o f using the flow cache. In this mechanism, a flow is created on not only the 

source and destination IP, but also on the UDP or TCP port number. A single IP source and destination pair could 

potentially take up severa! entries, one for each TCP or UDP stream. 

The flow table is broken up in to 8 pages o f memory; each page can store 16,000 entries. A hashing algorithm is used to 

perform lookups in the table. The hashing algorithm is criticai both to learning packets and storing them at high speed as 

well as switching at data rates o f 15 million pps. Beca use o f the statistical nature o f hashing algorithms, hash collisions can 

occur. A hash collision occurs when the lookup for two packets hashes to the same location in memory. To account for this; 

the Layer 3 engine turns to the next page in memory to see if that location is used. This will continue either until the address 

is learned o r until the eighth page is reached. If the Jearning information still cannot be stored, then the packet is flooded (at 

Layer 2) or sent to the MSFC (for Layer 3). Note that, since network are very dynamic, with flows being learned and aged 

out, that this is a very rare occurrence. 

The Supervisor Engine 1 with the PFC is designed to forward packets at 15 million pps. Cisco recommends it for deployment 

in most network scenarios, including the network access layer (such as a wiring closet o r server farm) and enterprise network 

( listribution points (such as the MDF of a large building) . 

• Supervisor Engine 2-CEF·based Forwarding in Hardvvare · 

Supervisor Engine 2 for the Catalyst 6500 provides higher speed switching and resiliency relative to Supervisor Engine 1. The 

. .. .!. " . --.~ ··- ·"' . -:,: ·~ 

( 

• 

switching system on Supervisor 2, often referred to as PFC-2, can provide data rates up to 30 million pps. The major 

difference in the system is the switching implementation. Unlike Supervisor IA, Supervisor 2 uses a CEF-based forwarding 

system in hardware. The following figure illustrates the PFC-2 on Supervisor Engine 2. 

Figure 9 Policy Feature Card 2 on Supervisor Engine 2 

Layer 2 
ForwardingTabJe· 

~ccessUst 
Table 

CEF 
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Policy Feature Card-2 
(embedded in system) 

There are severa! differences in PFC-2. The most noticeable one is the combination of the Layer 2 and ACL engines in to a 

single engine. Also important is the fact that a flow cache is no longer used in the system. The MSFC, located on Supervisor 

2. downloads the CEF table to the Layer 3 engine, which in turn places the CEF table in hardware. Note that a flow cache 

table is also built in the PFC-2. although it is used for statistics gathering and not for packet switching. 

Unlike a flow cache, which is based on traffic flow, the CEF table is based on the network topology. When a packet enters 

the switch, the switch performs a longest match lookup based on the destination network and the most specific netmask. 

Instead, for example, of switching based on a destination address of 172.34.10.3, the PFC-2Jooks J~neJ:wW_ .. -
172.34.10.0/24 and switches to the interface connecting to that network. This scheme is highly effici ~~~~~/QO()ífi:v~~ 

the software for anything other than the routing table and prepopulation of the FIB table. In additi ttJ~h.e irJ,\;ã:lRffi.ti~ 
because of a route flap does not occur; as soon as a change is made in the routing table, the CEF is pdated i~~t~. 

This makes the CEF table more resilient to changes in the network topology. F"l s ~ ~ ----
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Supervisor 2 can also enable distributed switching thraugh the DFCs, which are daughter cards for the fabric-enabled line 

cards (such as the WS-X6516). To achieve 30 million pps, the Supervisor Engine 2 uses the 32-Gbps switching bus for contrai 

traffic fram the source line card to the PFC-2. By compressing the header required for the lookup and sending it across the 

switching bus, the PFC-2 can look up packets much faster. The data forwarding actually takes place over the SFM. By using 

the DFCs, the forwarding decision is localized to the line card and, instead o f sending the headers to the Supervisor Engine, 

the packet can be switched directly over the SFM. 

Conceptually, the DFC looks the same as the PFC-2 on the Supervisor Engine. It contains virtually the same components with 

one exception: the routing engine (which maintains the rauting table) is not present. Therefore, although the forwarding 

decision is localized, the contrai plane is still centralized. This provides the best o f both worlds: centralized device contrai 

and high-speed packet forwarding. The following figure illustrates the DFC. 

Figure 10 Distributed Forwarding Card Architecture 

Distributed 
Forwarding 

Card 

The key difference in the DFC-enabled system is that a switching decision is made on the input module instead of centrally 

at the Supervisor Engine. The CEF table used for switching. however, is still calculated centrally at the Supervisor Engine and 

then downloaded to the CEF table local to the line card. Therefore, the Supervisor CEF table and the local CEF tables are 
always synchranized. 

The distributed nature o f the Catalyst 6500 with Supervisor Engine 2 and the DFC daughter cards enables forwarding rates 

r exceeding I 00 million pps. 

\ fhe Supervisor Engine 2 and the DFCs are intended for very large enterprise and service pravider backbone networks. These 

• networks, more often than not, can take advantage o f the high-speed switching capability o f more than I 00 million pps and 

the resilience and scalability of CEF-based forwarding. 

Quality of Service and Security Access Control Lists 

The Catalyst 6500 system uses a unique mechanism for handling QoS and security ACLs in hardware. This mechanism, 

called Ternary CAMs (TCAMs), is used on Supervisor 1, Supervisor 2, and the DFCs. Following is a brief explanation of 

TCAMs and how they operate. 

The PFC switching system can support up to 512 ACL labels. This switching system can identify 5I2 unique ACLs (by 

names) where each ACL can have multiple access contrai entry (or ACE) for a total of 32 ,000 maximum ACEs acrass 512 

output checking for QoS ACLs and input and output checking for security ACLs. Within these sect Óit~SH~~rlJrJ~Ort@l~ 
ACLs. The TCAM has the capability of storing 64 ,000 entries. This is broken up into four main blo~· s;. · · · ·- · 

distinction made between QoS and security ACLs. CPMI • COR 

Fls.-No 6 45 
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The operation of a TCAM is similar to a hashing table. but in the TCAM, the "hashing value" is the mask. Out of the 32K 

possible locations, each set o f eight locations has a mask associated with it. When an access contrai entry (ar ACE) is 

configured, a mask in the command syntax tells the ASIC which bits to check for in the 134-bit long flow label. Suppose the 

ACE has a mask, that instructs it to check for the first 20 bits, and the rest ofthe bits are designated "don't care" (meaning 

they can be any value). This results in a specific checking pattern that falls in to, for example, Mask # 1. 

In this example, the next timr an ACE is entered that has the same mask, it will be populated as ACE 2 (if that location is 

available) and the process rontinues. I f an ACE is entered that says to check for some other combination of O, I ar Don't 

Care bits, this will beco me Mask # 2. Ali ACEs matching this mask will now go in this bank, if you will. So, i f every entry 

(flow label) in the TCAM has a different mask then a single TCAM will be able to hold 1K entries only. because there is a 

single mask for every eight entries. 

On the other hand, if flow labels have maximum sharing of masks then we will be able to use the entire 32K within the 

TCAMs. This sharing o f mask dictates the total number o f entries that can be stored in the TCAM. Worst caseis 4K entries 
(shared between Security ACLs and QoS) and best case is 32K. 

Table 2 Example Showing TCAM Usage with Mask Sharing 

ACE 1 ACE 9 ACE17 ACE 22 ACE 30 

ACE2 ACE 10 ACE18 ACE 23 ACE 31 

ACE 3 ACE 11 ACE19 ACE 24 ACE 32 

ACE4 ACE12 ACE 20 ACE 25 ACE 33 

ACES ACE 13 ACE 51 ACE 26 Blank 

ACE6 ACE14 Empty ACE 27 Empty 

ACE 7 ACE15 Empty ACE 28 Empty 

ACE8 ACE16 Empty ACE 29 Empty 

MASK# 1 MASK # 2 MASK # 3 MASK # 4 MASK # 5 

The TCAM implementation and behavior is similar for PFC-1 and PFC-2. This functionality allows for ACL lookups to take 

place at data rates up to 15 million pps on Supervisor Engine 1 and 30 million pps on the DFC and Supervisor Engine 2. 

Because ACL lookups happen in parallel to the Layer 2 and 3 lookups. there is no performance Joss when using security or 
( ~os ACLs. e Buffering and Congestion Management for the 10/100 and Gigabit Ethernet Line Cards 

Buffering and congestion management are a criticai component of a switching architecture. In almost every network design 

and architecture, there is a congestion point somewhere in the switch. Unlike many vendor's claims. that congestion point is 

almost never the switching fabric in a real network. Instead, the congestion point is typically an outgoing port or interface. 

This is seen in network designs such as in the access layer. where multiple user ports are accessing the uplink. multiple 

distribution switches are accessing the port to the core. and the core network aggregating traffic to the server farm , WAN, 

or the Internet. 

The Catalyst 6500 has built the congestion management techniques into custam ASICs. These ASICs "Se~~l"'f"!'tt'l'~-""' 

access from the ports onto the 32-Gbps main switching bus or the 16 Gbps local bus on the fabric-ena ~@§.rfl:Y ttJ/~-Q~iyCN 
line cards. These AS!Cs are also informed by the PFC (or the DFC) how to queue a packet for quality rfefJI1Jice . .-rhQ/1~tOS 
two types of port AS!Cs. one for Gigabit Ethernet. the other for 101100. 

FTs.--1) 6 4 6 
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The subsystem used for the Gigabit Ethernet ports is referred to as Pinnacle. A diagram o f Pinnacle is shown in the figure 

below. Each Pinnacle ASIC contrais four Gigabit Ethernet ports. On the 16-port Gigabit Ethernet line card, for example, 

there are four Pinnacle ASICs. Each Pinnacle ASIC maintains a 512-K buffer per port. To avoid head-of-line blocking to the 

switching fabric, a minimal amount of buffer is provided for the receive (or RX) queue, which is taking frames coming in 

from the network. The bulk of the buffering is allocated for the transmit (ar TX) queue. The ratio between transmit and 

receive queues is 7 -to-1; this means that, on each port, there is 448 Kbytes ofTX buffer compared to 64 Kbytes ofR.X buffer. 

This makes the Catalyst 6500 an outbound queuing model switch. 

Figure 11 PINNACLE Port ASIC and Buffering 

.... · 

Gigabit Ethernet Module 

The Pinnacle ASIC takes the division of buffering a step further in regards to its handling of QoS. Each port has two receive 

queues and three transmit queues. O f the three TX queues, one is handled in a strict priority fashion, meaning that it always 

has a fixed amount o f bandwidth guaranteed by the outbound scheduling logic. The other two queues are handled via the 

weighted round robin (WRR) scheduler. In the WRR scheduling mechanism, the two queues are weighted relative to each 

other and given proportional access to the outgoing port. The TX queues themselves are, by default, allocated 15 percent for 

stric.t priority, 15 percent for high priority, and 70 percent for low priority. A common example used to explain the 

proportion is the airline model: most ofthe seats are economy class, analogous to a high amount oflow priority traffic; many 

fewer seats for business, or high priority traffic, and still fewer for first or premium class. 

The 10/100 ports have a slightly different mechanism for handling congestion management. These line cards use a 

combination ofCoil and Pinnacle to achieve congestion management. As shown in the figure below, each Coil ASIC supports 

12 10/100 ports. In turn, each Pinnacle ASIC supports four COILs. This allows support for ali 48 ports on the line card. Like 

( he Gigabit Ethernet line card, COIL provides support for buffering on a per-port basis. Each 10/100 port in the system has 

• 
128 Kbytes ofbuffer. This buffer is broken down into a 7-to-1 ratio between TX and R.X. This eliminates any 

head-of-line-blocking issues because of outbound interface congestion. 

Figure 12 COIL ASIC Configuration on 10/100 Line Cards 

Fast Ethernet Module 

Fls. N° ___ _ 
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Catalyst 6000 Family Packet Flow-"A Day in the Life of a Packet" 

Catalyst 6000 and the 32-Gbps Switching Bus 

This section details how packets actually flow through the switch. Refer to the diagram below for a step-by-step process. 

Figure 13 Catalyst 6000 and the 32-Gbps Switching Bus Packet Switching 

Step 1 Step 2 

SUpervisor Engine 

Step 3 

Step 1-Packet enters the switch 

When a frame enters the Catalyst 6000 switch, the input port takes the frame in and places it in the input buffer. 

The input buffer is design to handle store-and-forward checking and hold the frame while PINNACLE arbitrates 

for access anta the switching bus. There is a local arbiter on each line card that is responsible for allowing each port 

on each PINNACLE access to the switching bus. This local arbiter signals the central arbiter (on the Supervisor 

Engine). which is responsible for allowing each local arbiter to allow frames anta the switching bus. 

Step 2-Packet sent across switching fabric and lookup takes place 

The switching bus on the Catalyst 6000 is a shared medium, meaning that ali the ports on the switch see the packet 

as it is on the bus. Once the central arbiter has granted access to the switching fabric , the packet is sent across the 

bus. Ali ports begin downloading that packet into their transmit buffers. The PFC is also looking at the switching 

bus, sees the frame and initiates a lookup. First, the Layer 2 table is consulted. If the packet is~IO~u...Lu..J.11.1!..lL.L..I;l~,_..., 

a switching decision is finished . If the Layer 2 table is the router's MAC address, then the Lay ~~Pn@312GfifineCN 

the packet and determines i f a forwarding entry exists in hardware. I f not, the packet is sent to e.MlfG. ~~~S 
does exist, the destination VLAN is identified and the Layer 2lookup table is consulted again , t _is time ~~~e 
the MAC address within the VLAN and is associated outbound port. ri,:;. _N ----
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Step 3-Forwarding the packet 

Now that the outgoing interface has been identified, ali the ports on the switch that are not the destination portare 

told, over the Results Bus, to flush their buffers of that packet. The Results Bus also carries to the destination port 

the MAC re-write information and the appropriate QoS parameters to use (so the packet can be queued correctly 

on the outgoing port). Once the destination port has received the packet, PINNACLE queues the packet in the 

correct queue and then uses the SP/WRR scheduler to switch the frame out o f memory to the destination externai 

to the switch. 

Catalyst 6500 and the SFM with Centralized Switching 

This section details how packets actually flow through the Catalyst 6500 equipped with the Switch Fabric Module. Refer to 

the diagram below for a step-by-step process. 

Figure 14 Catalyst 6000 and the SFM with Centralized Switching Packet Flow 

R(x)OOOCPU . R(x)OOO CPU 

Step 1 Step2 

Step la-Handling the frame on the localline card. 

A fabric-enabled system is different from the Catalyst 6000 bus-based system, however, there are remarkable 

similarities. Each SFM-enabled line card can be thought of conceptually as a Catalyst 6000 on a line card. The 

switching functionality, therefore, is fairly similar. The packet first enters the switch and its handled by PINNACLE 

the same way as in the Catalyst 6000 system. Arbitration is required on the locall6 Gbps bus and, while the packet 

is on the local bus, the header information required for look-up is parsed by the Medusa ASIC, compressed, and 

sent across the 32-Gbps bus to the Supervisor Engine. Ali o f the Medusa ASICs on ali the line cards see that frame 

and download the information. 

Step 1 b-Packet Lookup. 

The packet is received by Supervisor Engine 2 and is presented to the PFC-2, which includes both the Layer 2 and 

3 forwarding tables. Like PFC-1, a Layer 2 lookup is performed to determine whether a Layer 3 switching decision 

needs to be made. If a Layer 3 decision is needed, the header information is looked up by th~· ~~J'-.;1>-el'~l'ls.,..Mi:.w,jíiloj, 

is utilizing the CEF table. Once a destination VLAN is identified, a second Layer 2 lookup is f; ru".ol-rfi~CÜ~I'IlÍÜN 
the correct MAC address. This information is then sent across the results bus, which, again QftrHe car~ 
see. Ali Medusas except the destination drop the frame from its buffers. 1

1 ~ FncNÜo ~ 7i- 9 L- . u Lf 
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Step 2- Fmwarding the packet. 

The source line card now knows where the destination is. The line card, via the crossbar interface, adds a tag, which 

identifies the destination line card and sends the packet into the SFM. The SFM switches the frame to the 

appropriate destination line card. The information on the Results bus informs the destination line card what the 

destination port is and what the port of exit is. The packet is queued, for QoS, the same way it is in the Catalyst 

6000 system. The WRR scheduler then sends the frame out to the network. 

Catalyst 6500 and the SFM with Distributed Switching 

This section details how packets flow through the Catalyst 6500 equipped with the SFM and distributed switching. Refer to 

the following diagram for a step-by-step process. 

Figure 15 Distributed Forwarding Packet Switching 
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Step 1-Downloading the CEF table 

The first step in the distributed switching model o f the Catalyst 6500 is to calcula te the CEF table and download 

that to the line cards. As stated earlier in this paper, the CEF table is calculated based on the entries in the routing 

table. This table is computed centrally at the MSFC-2 on the Supervisor Engine and downloaded to the PFC-2 and 

DFC (or integrated CEF table). Therefore, the local and central CEF tables contain the same information. 

Step 2-Packet lookups 

When a packet enters the switch, it is handled by PINNACLE and arbitration is requested for the local switching 

bus. Ali ports on the local bus see that frame, including the DFC. The DFC performs a lookup in the local table and 

identifies whether the destination is local to the Jine card or across the switching fabric . 

Step 3-Switching the packet to the SFM 

If the destination is across the SFM, the DFC teUs the SFM interface controller (called Medusa) to prepend a tag on 

the packet identifying the exit "port" on the SFM. 

tep 4-Packet switching in the SFM 

Once the packet is received by the SFM, the SFM examines the tag prepended to the packet and makes its own 

switching decision. Remember that the fabric uses 3x overspeed, so, although the inputs to the SFM is 8 Gbps, 
internai switching takes place at 24 Gbps. The SFM identifies the outgoing port and switches the frame to the 

Medusa ASIC on the outgoing line card. 

Step 5-Switching the frame to the outbound port 

The Medusa on the outgoing port takes the frame out of the SFM and places it on the switching bus. Since a 

switching decision has already been made, the local data bus and results bus are driven with data at the same time. 

The data bus broadcasts the frame and the results bus indicates what the destination port is. The information on 

the Results bus informs the destination Jine card what the destination port is and what the port of exit is. The packet 

is queued, for QoS, the same way it is in the Catalyst 6000 system. The WRR scheduler then sends the frame out to 

the network. 

Conclusion 

The Catalyst 6000 Family, including the Catalyst 6000 and 6500, is an advanced multilayer switching system capable of 

switching at speeds o f more than 100 million pps. Subsequent documents will review the actual performance capabilities 

( ;sted and verified in the lab. By incorporating Layer 2-4 capabilities in hardware, the system delivers high performance, 

• superior functionality, and high availability to enterprise and service provider networks. 
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Catalyst 6000 Family- Multilayer Switches 

Product Overview 

( 

• 

( 

The Catalyst 6000 Family-consisting o f the Catalyst 6500 series and the Catalyst 6000 series- delivers a family o f high­
performance, multilayer switching solutions for Enterprise and Service Provider networks. Designed to address the increased 
requirements for gigabit scalability, data and voice integration, LAN/WAN/MAN convergence, high-availability, and 
multilayer switching in backbone/distribution and server-aggregation environments, the Catalyst 6000 Family complements 
the Catalyst 5000 Family and 8500 Series switches, which continue to provide premier wiring closet and network-core 
solutions, respectively. Together, the Catalyst Family delivers a wide range o f intelligent solutions, enabling intemet/intranets 
for multicast, mission-critical, and voice applications. 

The Catalyst 6000 Family delivers exceptional scalability and price/performance, supporting a wide range of interface 
densities, performance, and high-availability options. lts application intelligence and quality-of-service mechanisms enable 
customers to effectively Ieverage their network for increased mission-critical applications, such as multicast and ERP, 
without sacrificing network performance. Coupled with the extensive network services of Cisco lOS, the Catalyst 6000 
Family delivers powerful management, user mobility, security, high-availability, and multimedia support required for today's 
networks. 

The Catalyst 6000 Family consists of the Catalyst 6000 Series and the Catalyst 6500 Series. A six-slot chassis and a nine­
slot chassis are available in both the Catalyst 6000 and 6500 series. In addition, the Catalyst 6500 series also supports a 
chassis with nine vertical slots (WS-C6509-NEB) as well as a 13-slot chassis (WS-C6513) providing a wide range of 
configuration and price/performance options. 

Designed for Network Equipment Building Systems (NEBS) Levei 3 compliance, the nine-slot vertical chassis has back-to­
front airflow and is ideally suited for service-provider environments. It is also suitable for those enterprise customer 
environments in which front-to-back airflow is preferred. 

The 13-slot chassis, the latest addition to the chassis family, is ideally suited for high performance, high port density Fast 
Ethemet and Gigabit Ethemet aggregation in ali parts of the network including the access, distribution, and backbone Iayers 
as well as the server farm and data center environments. With up to 12 payload slots available, the 13-slot chassis offers 
industry leading I O/I 00 and Gigabit Ethernet port densities while providing unsurpassed leveis of network resilience. 

Both Catalyst 6000 and 6500 Series switches support a wide range o f interface types and densities, to include support for up 
to 576 101100 Ethernet, 288 IOOFX Fast Ethemet, 12 OCI2 ATM, and up to 194 Gigabit Ethernet ports- the highest in the 
industry. The architecture of the Catalyst 6500 Series supports scalable switching bandwidth up to 256 Gbps and scalable 
multilayer switching up to 21 O Mpps. For customers not requiring the performance of the Catalyst 6500 Series, the Catalyst 
6000 Series provides a more cost-effective solution, delivering backplane bandwidth of 32 Gbps and multilayer switching 
up to 30 Mpps. For investment protection, both series support the same suíte o f supervisors, interface Iine· cards, and common 
equipment providing a wide range of price/performance options. .y Features and Benefits 
• Scalable platforms, ranging from the Catalyst 6000 Series which offers 32 Gbps of switching capacity and scalable 

multilayer switching up to 30 Mpps, to the Catalyst 6500 Series offering scalable switching capacity up to 256 Gbps and 
multilayer switching up to 210 Mpps 

• Modular chassis within both Catalyst 6000 and 6500 Series, offering slot densities of 6- and 9-slot systems. In addition, 
a 13-slot system is also available in the Catalyst 6500 Series. Catalyst 6006,6009,6506, 6509, and 6513 support a wide 
range of configuration and price/performance options. Both switches series support the same suíte o f supervisors, 
interface line cards, and common equipment, easing sparing requirements and protecting investments with upward 
performance migration 

• Supports a wide range o f interface types and densities, to include support for up to 576 I 0/100 Ethernet, 288 I OOFX Fast 
Ethemet, 194 gigabit Ethernet, and twelve I O Gigabit Ethemet ports. 

. . . RQS n° 03/200~ - CN 
• MultiLayer Switch Feature Card (MSFC) avmlable for wtre-rate IP, IPX and IP-multtcast rout ~~k!J?PO!t , CO~~E'I~S 

support for AppleTalk. DecNet, and Vines; MSFC also supports web-caching techniques for c >Si-'ê'tlectf)e iJ -~h'ng 

• Transceiver flexibility is supported on ali gigabit Ethemet ports, sue h that interface requiremen 'CJi'll9gtN\lo \lo e'c/Lire 
new module , but can be satisfied by a simple GBIC change -
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• Supports up to 8 physical Fast Ethernet, Gigabit Ethernet or I O Gigabit Ethernet links using either Fast EtherChannel 

(FEC), Gigabit EtherChannel (GEC), or 10 Gigabit EtherChannel (I OGEC), respectively, for logical connections up to 
160 Gbps. EtherChannel ports can also be aggregated across modules for even higher-availability connectivity. 

• Leverages the software and management infrastructure of the Catalyst Family, providing industry-leading services based 
upon Cisco lnternetwork Operating System (Cisco lOS). Cisco lOS delivers a full suíte of software services responsible 
for managing network security, allocating and enforcing quality of service, and providing value-added services enabling 
high network resiliency. Cisco lOS also provides the management framework for CiscoWorks2000 and Cisco Resource 
Essentials. 

• Efficient intranet multimedia and multicast support through Protocol lndependent Multicast (PIM), Internet Group 
Management Protocol (IGMP), Cisco Group Management Protocol (CGMP), and GARP Multicast Registration Protocol 
(GMRP) deliver end-to-end, scalable bandwidth for multimedia and multicast applications 

• Policy Feature Card (PFC) available for wire-rate traffic detection and classification, admission control, and access Iist; 
also supports Accelerated Server Load-Balancing in conjunction with Cisco Local Director intelligence. 

• Extensive Quality o f Service (QoS) support through use of Layer-2/3/4 information such as precedence bits from IP, 
Cisco's ISL, and 802.1 p frames or Layer-4 port numbers. Support for multi pie queues with configurable thresholds, and 
ToS/CoS-mapping mechanisms to insure that QoS is maintained as packets traverse Layer-2/Layer-3 boundaries. 
Resource Reservation Protocol (RSVP) priority mapping also used, ensuring timely delivery of time-sensitive intranet 
applications 

• Support for a broad range o f Cisco IOS-based security mechanisms such as port filtering, enabling individual ports to 
allow access only to certain workstations. TACACS+ and IP permit lists prevent unauthorized access to the switch in 
secure management environments. Access controllists (ACLs) secure networks from unauthorized users. MD5 Route 
Authentication is also used to prevent fraudulent routing updates 

• Support for Dynamic Host Configuration Protocol (DHCP), Domain Name System (DNS), and dynarnic VLAN services 
for optimal, scalable performance, and easing moves, adds and changes 

• Support for multi pie leveis of network resiliency and serviceability. Device-level fault tolerance, to include the following 
options: 

-Redundant Supervisors 

-Redundant Load-Sharing Power Supplies (AC & DC) 

- Redundant Load-Sharing Fans 

-Redundant System Clocks 

-Redundant Uplinks 

-Redundant Switch Fabrics (Catalyst 6500 Series only) 

Ali system elements including power supplies, fans, supervisors, line-card modules, and switch fabrics are hot-swappable 
such that elements can be added, removed o r replaced without service interruption of unrelated traffic ftows. In dual­
Supervisor configurations, Cisco's Fast-Switchover will transfer switch control to the redundant Supervisor within seconds 
for mission-critical applications requiring maximum network availability. Ali system elements are also field replaceable units 
(FRUs) for maximizing serviceability and minimizing network downtime 

For network-level resilience, Catalyst 6000 Family switches also support automatic recovery from failure using Spanning 
Tree per VLAN, and support load-sharing for faster link convergence using Fast EtherChannel or Gigabit EtherChannel 
technologies. Load balancing with even higher availability can also be accommodated using Cisco's MultiModule 
Channeling, where ports from different line cards can be aggregated into higher-bandwidth links. Catalyst 6000 Family 
switches are also capable of load balancing across Layer-3 paths. 

For maximum availability, the Catalyst 6000 Family switches support Hot Standby Routing Protocol (HSRP), providing fast 
cutover to a backup system in the event of a catastrophic failure. 

• Supervisor Engine supports hardware-based, wire-rate switching 

-Scalable support for multiprotocol routing 

-Address table for up to 32,000 MAC addresses 

ROS n~ 03/2005 • CN 
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- Wire-rate leaming 

-Support for protocol filtering 

• Support for both AC and DC power-supply options; also supports dual power-supply configurations 

• Rack-mount hardware and cable guide available 

• Console/Auxiliary port via RJ-45 (female) data terminal equipment (DTE) for local or remote connectivity 

FlexWAN module 

c 

The FlexWAN module (WS-X6182-2PA) extends scalable WAN and MAN connectivity options to the Catalyst 6000 Family, 
simplifying network design and reducing the cost o f network management, maintenance, and training. The Flex W AN module 
supports the majority of Cisco 7200 and 7500 WAN single wide interfaces, ranging from fractional TI/E! to OC3 offering 
flexible migration options for Cisco 7200 and 7500 series customers and providing a bridge between existing LAN/WAN/ 
MAN and legacy networks to future high-speed converged networks. 

For more information on FlexWAN modules for the Catalyst 6000 Series, see 

•
ntent Switching Module (CSM) · · ·. . , · · 

The Cisco Content Switching Module (CSM) is a Catalyst 6500 line card that balances client traffic to farms of servers, 
firewalls, SSL devices, or VPN termination devices. The CSM provides a high-performance, cost-effective load balancing 
solution for enterprise and Internet Service Provi der (ISP) networks. The CSM meets the demands of high-speed Content 
Delivery Networks, tracking network sessions and server load conditions in real time and directing each session to the most 
appropriate server. Fault tolerant CSM configurations maintain full state information and provide true hitless failover 
required for mission-critical functions. 

For more information on Content Switching Module (CSM) modules for the Catalyst 6500 Series, see 

Specifications 

Hardware 

Table 21-80: Technical Specifications for Catalyst 6000 Series and 6500 Series 

( Description • Switching Backplane 

Memory 

Interfaces 

Services Modules 

Switch Load indicator 

Visit Cisco Connection Online at www.cisco.com 

Specification 

Catalyst 6000 Series: 32 Gbps 

Catalyst 6500 Series: Scalable to 256 Gbps 

64MB DRAM (Supervisor 1) 

64MB DRAM (MSFC); expandable to 128MB 

128 MB DRAM (MSFC2); expandable to 256 MB or 512 MB 

Optional16 and 24MB Flash PCMCIA cards 

10 Gigabit Ethernet (LR, EX4 via SC) 

Gigabit Ethemet (SX LX/LH , and ZX interfaces via GB!Cs, MT-RJ , RJ-45) 

I OOBaseFX MMF or SMF (MT-RJ) 

10/IOOBaseTX (RJ-45 and RJ-21 Options) 

ATM OCI2 (Single mode and Multimode Opt ~os no 03/2005 • CN 
Network Analysis Module QPMI · 
lntrusion Detection Module 

Content Switching Module 

Approximates switch load from I to I 00% 
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Description 

Supervisor Enginc Status LED 

System LED d1splay' chas,is environmcntal status 

Supervisor Active LED 

PWR MGMT (Power Management) LED 

PCMCIALED 

LINK LEDs for Gigabit Ethernet ports on the 
Supervisor Engine 

Standard Network Protocols 

Specification I~ • 

c 
• Orange: 

Module is booting; Running diagnostics; Minor temperature threshold 
exceeded; 

• Green : 

Ali diagnostics pass; Module is operational 

• Red: 

Failed diagnostics; Major temperature threshold exceeded; Module not 
operational 

• Green: 

Ali chassis environmental monitors okay 

• Orange: 

Power supply failure; Incompatible power supplies installed; Power supply 
fan failure; Minar backplane temperature threshold exceeded; Redundant 
backplane clock failure 

• Red: 

Supervisor Engine over temperature condition; Major backplane temperature 
threshold exceeded 

• Green: 

Operational and active 

• Orange: 

Standby mode 

• Green: 

Sufficient power for ali modules 

• Orange: 

Insufficient power for ali modules 

Lights when the PCMCIA device is accessed 

• Green: 

Port is operational 

• Orange: 

Software disabled (solid); Disabled dueto hardware failure (flashing) 

IEEE 802.1Q, 802.lp, 802.3x 

Ethernet: IEEE 802.3, lOBaseT, and IOBaseFL 

Fast Ethernet: IEEE 802.3u, 100BaseTX, 10BaseFX 

Gigabit Ethernet: IEEE 802.3z 

( 

• Table 21-81: Power Requirements for Catalyst 6000 Series and 6500 Series 

Description 

AC lnput Current 

DC lnput current 

4 Cisco Product Catalog, October, 2002 

Specification 

IOOOWAC: 13.2Amax.@ lOOVAC 

1000 WAC: 6.6A max. @ 200 YAC 

1300 WAC: 17.6A max. @ 100 VAC 

1300 WAC: 8.8A max. @ 200 YAC 

2500 WAC: 17.6A max. @ 200 YAC (2500W output) 

2500 WAC: 17.6A max.@ 100 VAC (1300W output) 

4000 WAC: 26.4A max @ 200 VAC 

4000 WAC: 24.0A max @ 220 YAC 

4000 WAC: 21.8A max@ 240 YAC 

1300 WDC: 38A @ 48 YDC 

1300 WDC: 30A@ 60 VDC 

2500 WDC: 70A @ 48 VDC 

2500 WDC: 55A @ 60 VDC 

.Fls. ~658 



' 

c • 

• 

Description 

KVA rating 

AC Output power 

DC Output power 

Heat Dissipation 

Specification 

1.8KVA for 1300W 

3.6KVA for 2500W 

1300W max. (low line operation: 100- 120 VAC input) 

2500W max. (high line operation: 200- 240 VAC input) 

1360W 

2500W 

4300 BTU/hr max. for 1000 WAC 

6140 BTU/hr max. for 1300 WAC 

12000 BTU/hr max. for 2500 WAC/ 2500 WDC 

18000 BTU/hr max. for 4000 WAC 

6500 BTU/hr max. for 1300 WDC 

1200 BTU/hr max. for 2500 WDC 

\ç'· .J 

0 1 t 

Table 21-82: Physical and Environmental Specifications for Catalyst 6000 Series and 6500 Series 

Description 

Dimensions (H x W x D) 

Minimum weight 

Maximum weight 

Mounting 

Operating temperature 

Storage 

Mean time between temperature 

Relative humidity 

Operating altitude failures (MTBF) 

Specification 

Catalyst 6006 and 6506 chassis: 20.1 x 17.2 x 18.1 in. (49.7 x 42.5 x 44.7 em) 

Catalyst 6009 and 6509 chassis: 25.2 x 17.2 x 18.1 in. (62.3 x 42.5 x 44.7 em) 

Catalyst 6509 vertical slot chassis: 33.5 x 17.2 x 18.1 in. (82.8 x 42.5 x 44.7 em) 

Catalyst 6513 chassis: 33.3 x 17.2 x 18.1 in. (82.3 x 42.5 x 44.7 em) 

65 lb (29 .4 kg) 

242 lb (1 10 kg) 

19 in. (48.26 em) rack-compatible (rack and cable guide hardware included) 

32 to HWF (O to 40°C) 

-60 to 4000 m 

-40 to I6TF (-40 to 75°C) 

I O to 90%, noncondensing 

Seven years for system configuration 

Table 21-83: Regulatory Approvals for Catalyst 6000 Series and 6500 Series 

Description 

Safety Certifications 

Specification 

UL 1950 

EN 60950 

CSA-C22.2 no. 950 

IEC 60950 

ASINZA 3260 

21 CFR 1040 

EN 60825-1 

IEC 60825-ITS 001 

RQS n° 03/2005 - CN 
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Description 

Electromagnetic Emissions Certifications 

Software 

Specification 

FCC (CFR 47, Part 15) Class A 

VCCI 

CE Marking 

EN 55022 

EN 55024 

CISPR 22 

AS/NZS 3548 

NEBS Level3 (GR-1089-CORE, GR-63-CORE) 

ETSI ETS-300386-2 

Table 21-84: Software Specifications for Catalyst 6000 Family 

c • 

• 

Description 

Embedded Manageability 

6 Cisco Product Catalog , October, 2002 

Specification 

• NewFlow data export 

• TopN ports report 

• RMON agent 

• HC RMON (High Capacity, 64-bit counters) 

• Switched Port Analyzer (SPAN) and Enhanced-SPAN 

• Multi pie Concurrent SPAN 

• Remote SPAN 

• Filtered SPAN 

• Syslog support 

• Telnet/command line interface support 

• IP TraceRoute 

• Domain Name Server (DNS) services 

• Network Time Protocol (NTP) 

• Cisco Discovery Protocol (CDP) v2 

• VLAN Trunking Pro toco! (VTP) 

• IEEE Generic Attribute Registration Protocol (GARP) 

• IEEE GARP VLAN Registration Protocol (GVRP) 

• VLAN Query Protocol (VQP) 

• Simple Network Management Protocol (SNMP) vi , v2c, v3 

• SNMP MIB-II support 

• SNMP MIB Additions and Enhancements 

Cisco-Switch-Engine-MIB 

Cisco-Memory-Pool-MIB 

Entity-MIB 

TraceRoute MIB 

• SNMPTraps 

• Multiple module software download 

• Multiple Default IP Gateway 

• Login banner for console 

RQS n° 03/2005 • CN 
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Description 

Scalability 

Bandwidth Management 

Network Resilience 

Security Services 

Visit Cisco Connection Online at www.cisco.com 

Specification 

• IP Multilayer Switching 

• IP Multicast Multilayer Switching 

• IPX Multilayer Switching 

• Multi-protocol routing: Appletalk, DECnet, Vines, OSI, and CLNS 

• IP Routing Protocols: RIPvl/v2, OSPF, IGRP, EIGRP, BGP4, IS-IS 

• Jumbo Gigabit Ethernet Frame switching 

• Accelerated Server Load Balancing 

• IEEE GARP Multicast Registration Protocol 

• Fast EtherChannel/Gigabit EtherChannel/PAgP 

• ISL Trunking 

• 802.1Q/802.lp 

• Dynamic Trunking Protocol (DTP) 

• Dynamic VLAN VMPS client 

• VTP, VTP version 2 

• VTP Pruning 

• Protocol Filtering 

• Internet Group Management Protocol (IGMP) snooping 

• Broadcast suppression 

• Link load balancing 

• Fast EtherChannel (FEC) I Gigabit EtherChannel (GEC) 

• Redundant supervisors with Active Uplinks 

• BackboneFast convergence 

• UplinkFast convergence 

• PortFast convergence 

• FEC/GEC IP address-based Load Balancing 

• FEC/GEC Across Line Modules 

• Uni-Directional Link Detection (UDLD) 

• Interswitch Link (ISL) 802.1 Q 

• Spanning Tree Protocol (STP) 

• Spanning Tree per VLAN 

• Enable/disable STP per VLAN 

• Hot Standby Router Protocol (HSRP) 

• Open Shortest Path First (OSPF) 

• Enhanced Internet Gateway Routing Protocol (EIGRP) 

• EtherChannel to Servers 

• Port Security 

• TACACS+ authentication 

• RADIUS Authentication 

• IP Permit list 

• Traps and syslog messages sent upon security violations 

• Advanced Layer 2/3/4 Intra-VLAN Access Lists (VACL) 

• Advanced Layer 3/4 Inter-VLAN Standard and Extended Access List 

• Reftexive ACL 

• Dynamic ACL 

• Policy-based Routing 

• Network Address Translation 

~..tolf~-:ollt'i 
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Description Specification 

Quality of Service • IP precedence detection and classification 

• 802.1 Q/802.1 p detection and classification 

• IP Differentiated Services packet detection and classification 

• Bandwidth Policing 

• Congestion Avoidance (Per-port WRED drop thresholds) 

• Traffic Scheduling (Per-port Weighted Round Robin queue scheduling) 

• COPS/RSVP 

• Port levei delay and drop threshold settings 

Multicast • Cisco Group Management Protocol (CGMP) 

• Protocol Independent Multicast (PIM) (sparse and dense modes) 

• IGMPIIGMP snooping 

• IEEE GARP Multicast Registration Pro toco! (GMRP) 

Ali software part descriptions and part numbers for Cisco products can be accessed using the online Cisco Pricing Tool at 

http://www.cisco.com/cgi-binlfront.x/pricing 

The Cisco Pricing Tool requires a user name and password. If ycm are not already registered, go to 

http://www.cisco.com/register and follow the instructions. After you have registered, you may access the Pricing Tool. 

Ordering lnformation 

Product Part Numbers 

( 

• 

Ali part descriptions and part numbers for Cisco products can be accessed using the online Cisco Pricing Tool at 

http://www.cisco.com/cgi-binlfront.x/pricing 

The Cisco Pricing Tool requires a user name and password. If you are not already registered, go to 

http://www.cisco.com/register and follow the instructions. After you have registered, you may access the Pricing Tool. 
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Configuring EtherChannels 
, ... . -· ' 7 •• 

This chapter describes how to configure EtherChannels on the Catalyst 6000 family switch Layer 2 or 
Layer 3 LAN ports . 

Note For complete sy ntax and usage information for the commands used in this chapter, refer to the 
Caraly.H fJOUU Family lOS Comnzand Reference publication. 

This chapter consists of these sections: 

Understanding How EtherChanne1s Work, page 11-1 

• EtherChannel Feature Configuration Guidelines and Restrictions, page 11-5 

• Configuring EtherChannels, page 11-6 

~ .. 
Note The commands in the following sections can be used on all LAN ports in Cata1yst 6000 family switches, 

including the ports on the supervisor engine anda redundant supervisor engine. 

Understanding How EtherChannels Work 
These sect ions describe how EtherChannels work: 

• EtherChanne l Feature Overview, page 11-1 

• Understanding How EtherChannels Are Configured, page 11-2 

Understanding Port Channel Interfaces, page 11-4 

U nderstandi ng Load Bal anci ng, page 11-5 

EtherChannel Feature Overview 

78-14394-01 

An EtherChanne l bundles individual Ethernet links into a single log ical link that provides the aggregate 
bandwidth of up to eight phys ical links. 

A Cata lyst 6000 family switch supports a maximum of 64 EtherChannels 
and earli er). You can form an EtherChannel with up to eight compatibly rrla:trn·~•·p rl 

mod ul e in a Catalyst 6000 fami ly switch. Ali LAN ports in each EtherCh 
and must a li be confi gured as either Layer 2 or Layer 3 LAN ports . 



Chapter 11 Configuring EtherChannels 
Understanding How EtherChannels Work 

o\ 
~.. ~c;- 9- -

Note The network device to which a Catalyst 6000 family switch is connected may impose its own limits on 
the number of ports in an EtherChannel. 

If a segment within an EtherChannel fails , traffic previousiy carried over the failed link switches to the 
remaining segments within the EtherChannei. When a failure occurs, the EtherChannel feature sends a 
trap that identifies the switch, the EtherChannel, and the failed link. Inbound broadcast and multicast 
packets on one segment in an EtherChannel are biocked from returning on any other segment o f the 
EtherChannel. 

Understanding How EtherChannels Are Configured 

c 
e 

These sections describe how EtherChannels are configured: 

• EtherChannei Configuration Overview, page 11-2 

• Understanding Manual EtherChannel Configuration, page 11-3 

• Understanding PAgP EtherChannel Configuration , page 11-3 

• Understanding IEEE 802.3ad LACP EtherChannel Configuration, page 11 -3 

EtherChannel Configuration Overview 

• 

• 

You can configure EtherChanneis manually or you can use the Port Aggregation Control Protocol 
(PAgP) or, with Release 12.1(11 b)EX and !ater, the Link Aggregation Control Protocoi (LACP) to form 
EtherChannels. The EtherChannel protocois aliow ports with similar characteristics to forro an 
EtherChannel through dynamic negotiation with connected network devices. PAgP is a 
Cisco-proprietary protocol and LACP is defined in IEEE 802.3ad. 

PAgP and LACP do not interoperate with each other. Ports configured to use PAgP cannot form 
EtherChannels with ports configured to use LACP. Ports configured to use LACP cannot form 
EtherChannels with ports configured to use PAgP. 

Table 11-1 lists the user-configurable EtherChannel modes. 

lãble 11-1 EtherChannel Modes 

Mo de Description 

on Mode that forces the LAN port to channel unconditionally. In the on mode, a usable 
EtherChannel exists only when a LAN port group in the on mode is connected to another 
LAN port group in the on mode. Because ports configured in the on mode do not negotiate, 
there is no negotiation traffic between the ports. 

auto PAgP mode that places a LAN port into a passive negotiating state, in which the port 
responds to PAgP packets it receives but does not initiate PAgP negotiation. (Defauit) 

desirable PAgP mode that places a LAN port into an active negotiating state, in which the port , 
initiates negotiations with other LAN ports by sending PAgP packets. 

passive LACP mode that piaces a port into a passive negotiating state , in whích the port responds 
to LACP packets it receives but does not initiate LACP negotiatior . 6-H~t~~~ ~'\iMnM .... 

active LACP mode that places a port into an active negoti atin g state, in ~ ~fié_p1Y~8~ negoti ations with other ports by sending LACP packets. 

Fls. N° 
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Understanding How EtherChannels Work 

Understanding Manual EtherChannel Configuration 

Manually configured EtherChannel ports do not exchange EtherChannel protocol packets. A manually 
configured EtherChannel forms only when you enter configure ali ports in the EtherChannel compatibly. 

Understanding PAgP EtherChannel Configuration 

PAgP supports the automatic creation of EtherChannels by exchanging PAgP packets between LAN 
ports. PAgP packets are exchanged only between ports in auto and desirable modes. 

The protocollearns the capabilities of LAN port groups dynamically and informs the other LAN ports. 
Once PAgP identifies correctly matched Ethernet links, it facilitates grouping the links into an 
EtherChannel. The EtherChannel is then added to the spanning tree as a single bridge port. 

Both the auto and desirable modes allow PAgP to negotiate between LAN ports to determine i f they can 
form an EtherChannel, based on criteria such as port speed and trunking state. Layer 2 EtherChannels 
also use VLAN numbers. 

LAN ports can form an EtherChannel when they are in different PAgP modes i f the modes are 
compatible. For example: 

• A LAN port in desirable mode can form an EtherChannel successfully with another LAN port that 
is in desirable mode. 

• A LAN port in desirable mode can form an EtherChannel with another LAN port in auto mode. 

• A LAN port in auto mode cannot form an EtherChannel with another LAN port that is also in auto 
mode, because neither port will initiate negotiation. 

Understanding IEEE 802.3ad LACP EtherChannel Configuration 

78-14394-01 

LACP supports the automatic creation of EtherChannels by exchanging LACP packets between LAN 
ports. LACP packets are exchanged only between ports in passive and active modes. 

The protocol learns the capabilities of LAN port groups dynamically and informs the other LAN ports . 
Once LACP identifies correctly matched Ethernet links, it facilitates grouping the links into an 
EtherChannel. The EtherChannel is then added to the spanning tree as a single bridge port. 

Both the passive and active modes allow LACP to negotiate between LAN ports to determine i f they can 
form an EtherChannel, based on criteria such as port speed and trunking state. Layer 2 EtherChannels 
also use VLAN numbers. 

LAN ports can form an EtherChannel when they are in different LACP modes as long as the modes are 
compatible. For example : 

• A LAN port in active mode can form an EtherChannel successfully with another LAN port that is 
in active mode. 

• A LAN port in active mode can form an EtherChannel with another LAN port in passive mode. 

• A LAN port in passive mode cannot form an EtherChannel with another LAN port that is also in 
passive mode, because neither port will initiate negotiation. 



• Understanding How EtherChannels Work 
Chapter 11 Configuring EtherChannels J 

( 

e 

LACP uses the following parameters : 

• LACP system priority-You must configure an LACP system priority on each switch running LACP. 
The system priority can be configured automatically or through the CLI (see the "Configuring the 
LACP System Priority and System ID" section on page 11-9). LACP uses the system priority with 
the switch MAC address to form the system ID and also during negotiation with other systems. 

~ .. 
Note The LACP system ID is the combination of the LACP system priority value and the MAC 

address of the switch. 

• LACP port priority-You must configure an LACP port priority on each port configured to use 
LACP. The port priority can be configured automaticaliy or through the CLI (see the "Configuring 
Channel Groups" section on page 11-7). LACP uses the port priority with the port number to form 
the port identifier. LACP uses the port priority to decide which ports should be put in standby mode 
when there is a hardware limitation that prevents ali compatible ports from aggregating. 

• LACP administrative key-LACP automatically configures an administrative key value equal to the 
channel group identification number on each port configured to use LACP. The administrative key 
defines the ability of a port to aggregate with other ports. A port's abi1ity to aggregate with other 
ports is determined by these factors: 

- Port physical characteristics, such as data rate, duplex capability, and point-to-point or shared 
medi um 

- Configuration restrictions that you establish 

On ports configured to use LACP, LACP tries to configure the maximum number of compatible ports in 
an EtherChannel, up to the maximum aliowed by the hardware (eight ports) . If LACP cannot aggregate 
ali the ports that are compatible (for example, the remate system might have more restrictive hardware 
limitations), then all the ports that cannot be actively included in the channel are put in hot standby state 
and are used only i fone of the channeled ports fails . You can configure an additional 8 standby ports 
(total of I 6 ports associated with the EtherChannel). 

Understanding Port Channel Interfaces 

• ~ .. 
Note 

Each EtherChannel has a numbered port channel interface. Release 12.1(5)E and Jater supports a 
maximum of 64 port channel interfaces, numbered from 1 to 256. 

Releases 12.1(4)El , 12.1(3a)E4, and 12.1 (3a)E3 support a maximum of 64 port channel interfaces, 
numbered from 1 to 64. Releases 12.1 (2)E and earlier support a maximum of 256 port channel 
interfaces, numbered from 1 to 256. 

The configuration that you apply to the port channel interface affects ali LAN ports assigned to the port 
channel interface. 

After you configure an EtherChannel, the configuration that you apply to the port channel interface 
affects the EtherChannel; the configuration that you apply to the LAN ports affects only the LAN port 
where you apply the configuration. To change the parameters of ali ports in an EtherChannel , apply the 
configuration commands to the port channel interface, for example, Spanning 
commands or commands to configure a Layer 2 EtherChannel as a trunk. 

6 9 o 
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EtherChannel Feature Configuration Guidelines and Restrictions 

Understanding load Balancing 

An EtherChannel balances the traffic load across the links in an EtherChannel by reducing part of the 
binary pattern formed from the addresses in the trame to a numerical value that selects one of the links 
in the channel. 

EtherChannelload balancing can use MAC addresses or IP addresses. With a PFC2, EtherChannelload 
balancing can also use Layer 4 port numbers. EtherChannelload balancing can use either source or 
destination or both source and destination addresses or ports. The selected mode applies to all 
EtherChannels configured on the switch . 

Use the option that provides the balance criteria with the greatest variety in your configuration. For 
example, if the traffic on an EtherChannel is going only to a single MAC address and you use the 
destination MAC address as the basis ofEtherChannelload balancing, the EtherChannel always chooses 
the same link in the EtherChannel; using source addresses or IP addresses might result in better load 
balancing. 

e itherChannel Feature Configuration.Guidel.ines and Restrictions .. ~ 

78-14394-01 

When EtherChannel interfaces are configured improperly, they are disabled automatically to avoid 
network loops and other problems. To avoid configuration problems, observe these guidelines and 
restrictions: 

• Ali Ethernet LAN ports on all modules, including those on a redundant supervisor engine, support 
EtherChannels (maximum of eight LAN ports) with no requirement that the LAN ports be physically 
contiguous or on the same module. 

• Configure all LAN ports in an EtherChannel to use the same EtherChannel protocol; you cannot run 
two EtherChannel protocols in one EtherChannel. 

• Configure ali LAN ports in an EtherChannel to operate at the same speed and in the same duplex 
mode. 

• LACP does not support half-duplex. Half-duplex ports in an LACP EtherChannel are put in the 
suspended state. 

• Enable ali LAN ports in an EtherChannel. If you shut down a LAN port in an EtherChannel, it is 
treated as a link failure and its traffic is transferred to one of the remaining ports in the 
EtherChannel. 

• An EtherChannel will not form if one of the LAN ports is a Switched Port Analyzer (SPAN) 
destination port. 

• For Layer 3 EtherChannels, assign Layer 3 addresses to the port channellogical interface, not to the 
LAN ports in the channel. 

• For Layer 2 EtherChannels: 

- Assign ali LAN ports in the EtherChannel to the same VLAN or configure them as trunks. 

- I f you configure an EtherChannel from trunking LAN ports, ver ~ 
same on ali the trunks. LAN ports in an EtherChannel with dif eé 
unpredictably. 

r ~~· de is the 
e.s operate 
ti 

- An EtherChannel supports the same allowed range ofVLANs o <fTJg~AN ports in a runking 
Layer 2 EtherChannel. If the allowed range of VLANs is not t e s_'!_me, th{)::{)rf)i=§TL do not 
form an EtherChannel. 3 6 9 C 
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Configuring EtherChannels 

. . \S · \q~ 
- LAN ports w1th d1fferent STP port path costs can form an EtherChannel as long they are à -

compatibly configured with each other. If you set different STP port path costs, the LAN p'bfts 
are not incompatible for the formation of an EtherChannel. 

- An EtherChannel will not form if protocol filtering is set differently on the LAN ports. 

• After you configure an EtherChanne1, the configuration that you apply to the port channel interface 
affects the EtherChannel. The configuration that you app1y to the LAN ports affects on1y the LAN 
port where you apply the configuration. 

Configuring EtherChannels 
These sections describe how to configure EtherChannels: 

• Configuring Port Channel Logical Interfaces for Layer 3 EtherChannels, page 11-6 

• Configuri ng Channel Groups, page 11-7 

• Configuring EtherChannel Load Balancing, page 11-l O c ••• . - ·' . .-!~.: ·~~ 

Note 

·' "'·· 

~~ 

Make sure that the LAN ports are configured correctly (see the "EtherChannel Feature Configuration 
Guidelines and Restrictions" section on page 11-5). 

Note With Release 12.1 (11 b )E and I ater, when you are in configuration mode you can enter EXEC mode 
commands by entering the do keyword before the EXEC mode command. 

Configuring Port Channel Logicallnterfaces for Layer 3 EtherChannels 

( 

• 
Step 1 

Step 2 

Command 

When configuring port channel logical interfaces for Layer 3 EtherChannels , note the following : 

• When configuring Layer 2 EtherChannels, you cannot put Layer 2 LAN ports in to manually created 
port channel logical interfaces. If you are configuring a Layer 2 EtherChannel , do not perform the 
procedures in this section (see the "Configuring Channel Groups" section on page 11-7). 

• When configuring Layer 3 EtherChannels, you must manually create the port channel logical 
interface as described in this section, and then put the Layer 3 LAN ports into the channel group 
(see the "Configuring Channel Groups" section on page 11-7). 

• To move an IP address from a Layer 3 LAN port to an EtherChannel , you must delete the IP address 
from the Layer 3 LAN port before configuring it on the port channel logical interface. 

To create a port channel interface for a Layer 3 EtherChannel, perform this task: 

Purpose 

Router(con fig)# interface port-channel number Creates the port channel interface. 

Router (confi g) # no interface port-channel number Deletes the port channel interface. 

Router(config - if)# ip address ip_address mask 

Catalyst 6000 Family lOS Software Configuration Guide 
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Step3 

Step4 

Configuring EtherChannels 

Command Purpose 

Router(config-i f )# end Exits configuration mode. 

Router# show running-config interface 
port-channel numbe' 

Verifies the configuration. 

When creating the port channel interface, the group number can be one of the following: 

Release 12.1 (5)E and la ter- I through 256, up to a maximum of 64 port channel interfaces 

Releases 12.1 (4)E I. 12.1 (3a)E4, and 12.1(3a)E3-l through 64 

Release 12. 1 (2)E and earlier-1 through 256 

This cxample shows how to create port channel interface I: 

Rou terF configure terminal 
Rout er (confi g)# interface port-channel 1 
Router (con f i g-if)# ip address 172.32.52.10 255.255.255.0 
Routc r (config- i f)# end 

This example shows how to verify the configuration of port channel interface l: 

Router# ahow running-config interface port-channel 1 
Building configuration ... 

Current configuration: 

interface Port-channel1 
ip address 172.32.52.10 255.255.255.0 
no ip directed-broadcast 

end 
Router # 

Configuring Channel Groups 

Step 1 

Step 2 

Command 

When contiguring channel groups, note the following : 

When configuring Layer 3 EtherChannels, you must manually create the port channel logical 
interface first (see the "Configuring Port Channel Logical Interfaces for Layer 3 EtherChannels" 
section on page 11-6), and then put the Layer 3 LAN ports into the channel group as described in 
this section. 

When configuring Layer 2 EtherChannels, configure the LAN ports with the channel-group 
command J.S described in this section, which automatically creates the port channellogical interface. 
You cannot put Layer 2 LAN ports into a manually created port channel interface. 

For Cisco IOS to create port channel interfaces for Layer 2 EtherChannels, the Layer 2 LAN ports 
must be connected and functioning. 

To configure channel groups , perform this task for each LAN port: 

Purpose 

Router(config ) # interface type1 s lo t/port Selects a LAN port to configure. 

Router( confi g -if ) # no ip address Ensures that there is no IP address assigned t_o ~he .!::.AN 
port. 

Fls. N° -----
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Step3 

Step4 

Step5 

Step6 

7 

• 

Command Purpose 

Router (config-if) # channel-protocol (lacp I pagp} (Optional) On the selected LAN port, restricts the 
channel-group command to the EtherChanne1 protoco1 
configured with the channel-protocol command. 

Router(config-if)# no channel-protocol Removes the restriction. 

Router(config-if)# channel-group number mode 
(active I auto I desirable I on I passive} 

Configures the LAN port in a port channel and specifies 
themode(seeTable 11-1 onpage 11-2). 

Router(config-if)# no channel-group Removes the LAN port from the channe1 group. 

Router(config-if)# lacp port-priority 
prior i ty_value 

(Optional for LACP) Valid values are 1 through 65535. 
Higher numbers have 1ower priority. The default is 
32768. 

Router(config-if)# no lacp port-priority 

Router(config-if)# end 

Router# show running-config interface type1 

slot / port 
Router# show interfaces type1 slot / port 
etherchannel 

Reverts to the default. 

Exits configuration mode. 

Verifies the configuration. 

I. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet 

This examp1e shows how to configure Fast Ethernet ports 5/6 and 517 into port channel 2 with PAgP 
mode desirable: 

~ .. 

Router# configure terminal 
Router(config)# interface range fastethernet 5/6 -7 
Router(config-if)# channel-group 2 mode desirable 
Router(config-if)# end 

Note See the "Configuring a Range of Interfaces" section on page 5-4 for information about the range 
keyword . 

This example shows how to verify the configuration of port channe1 interface 2: 

Router# show running-config interface port-channel 2 
Building configurat i on ... 

Current configuration: 

interfa ce Port-ch annel2 
no ip a ddress 
switchpor t 
s witchpo r t access vlan 10 
switchport mode access 

end 
Route r # 

This example shows how to verify the configuration of Fast Ethernet port 5/6: 

Router# show running-config interface fastethernet 5/6 
Build i ng con figur a t ion . . . 

Current conf i g u ration: 

interface FastEthernetS / 6 
n o ip address 

s wi tchport 
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Configuring EtherChann_els 

\ CjLÃ 
r{?· A . 

switchport access vlan 10 
switchport mede access 
channel-group 2 mede desirable 

end 
Router# show interfaces fastethernet 5 / 6 etherc hannel 
Port state Down Not-in-Bndl 
Channel group 
Port - channel 
2 

Port index 

12 
null 

o 

Flags : s - Devi c e is 

Mo de 
GC 

Load 

sending Slow 

Desirable-Sl 
OxOOOOOOOO 

OxOO 

hello, c -

Gcchange = O 
Pseudo port-channel 

Protocol = PAgP 

Devi c e is in Consistent state . 

Po1 

A - Devi c e is in Auto mede, p - Devi c e learns on physical port . 
d - PAgP is down, 

Timers : H - Hello time r is running, Q - Quit time r is running . 
s - Switching time r is running , I - Interface time r is running. 

Local inforrnation: 
Hello Partner PAgP Learning Group 

Port Flags State Timers Interval Count Priority Method Ifindex 
FaS / 2 d U1 / S1 1s o 128 Any o 

Age of the port in the current s t ate: 04d: 18h : 57m: 19s 

·u 

This example shows how to verify the configuration of port channel interface 2 after the LAN ports h ave 
been configured: 

Router# show etherchanne1 12 port - channel 
Port-channe1s in the group: 

Port - channel: Po12 

Age of the Port-channel = 04d:18h:58m:50s 
Logi cal slot / port 14 / 1 Number of ports = O 
GC OxOOOOOOOO HotStandBy port null 
Port state 
Protocol 

Router# 

Port-channel Ag-Not-Inuse 
PAgP 

~onfiguring the LACP System Priority and System ID 

Step 1 

Step 2 

Step 3 

The LACP system ID is the combination of the LACP system priority value and the MAC address of the 
switch. 

To configure the LACP system priority and system ID, perform this task: 

Command Purpose 

Router(con f ig ) # 1ac p systern-prio rity (Optional for LACP) Valid ~ThSsMél312600u-g~~' 535 , 
p riority_va lue Higher numbers have lowe .~itomoo~ 

32768. 

Rou t er (conf i g ) # no system port - priority Reverts to the default. Fls: N° 

Router( c onfig ) # end Exits configuration mode. ~ R 90 
Router# show 1acp sys - id Verifies the configuration. Doc. 

Catalyst 6000 Family lOS Software Configuration Guide 

78-14394-01 



Chapter 11 Configuring EtherChannels 
Configuring EtherChannels 

This example shows how to configure the LACP system priority: 

Router# configure terminal 
Rou ter (config ) # lacp system-priority 23456 
Router( config) # end 
Router (config) # 

This example shows how to verify the configuration: 

Router# show lacp sys-id 
23 4 56,0050.3e8d . 6400 
Router# 

The system priority is displayed first, followed by the MAC address of the switch. 

Configuring EtherChannel Load Balancing 

( 

Step2 

Step3 

( 

• 

To configure EtherChannel load balancing, perform this task: 

Command Purpose 

Router(config)# port-channel load-balance 
{src-mac I dst-mac I src-dst-mac I src-ip 
dst-ip I src-dst-ip I src-port I dst-port 
src-dst-port} 

Configures EtherChannel load balancing. 

Route r(config) # no port-channel load-balance Reverts to default EtherChannelload balancing. 

Router(config )# end Exits configuration mode. 

Router# show etherchannel load-balance Verifies the configuration. 

The load-balancing keywords indicate the following information: 

With a PFC2: 

- src-port- Source Layer 4 port 

- dst-port-Destination Layer 4 port 

- src-dst-port-Source and destination Layer 4 port 

With a PFC or PFC2: 

- src-ip-Source IP addresses 

- dst-ip-Destination IP addresses 

- src-dst-ip-Source and destination IP addresses 

- src-mac-Source MAC addresses 

- dst-mac-Destination MAC addresses 

- src-dst-mac-Source and destination MAC addresses 

This example shows how to configure EtherChannel to use source and destination IP addresses: 

Router# configure terminal 
Rou t e r (confi g)# port-channel load-balance src-dst-ip 
Rou ter (config) # end 
Router (conf i g)# 

Thi s example shows how to verify the configuration : 

Router# show etherchannel load-balance 
Source XOR Destination IP addre ss 
Router# 
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Technical Specifications 

This appendix provides the technical specifications for the Catalyst 6000 family 
switches : 

• Catalyst 6006 and 6506 Switches, page A-2 

• Catalyst 6009 and 6509 Switches, page A-4 

• Catalyst 6509-NEB Switch, page A-5 

• Catalyst 6513 Switch, page A-7 

• Catalyst 6000 Family Power Supplies, page A-8 

• Regulatory Standards Compliance, page A-1 O 

Refer to the Catalyst 6000 Family Module Installation Cuide for module and 
interface port specifications. 
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Appendix A Technical Specifications 
• Catalyst 6006 and 6506 Switches 

Catalyst 6006 and 6506 Switches 
The Catalyst 6006 and Catalyst 6506 switch specifications are provided in 
Table A-I . 

lãble A-1 Catalyst 6006 Switch/Catalyst 6506 Switch Specilications 

Item Specification 

Environmental 

Temperature. ambient operating 32.F (o·q to 104•p (40.C) 

Temperature. ambient nonoperating and -40.F (-40.C) to 158.F (70.C) 
storage 

Humidity (RH). ambient 
(noncondensing) operating 

Humidity (RH). ambient 
(noncondensing) nonoperating and 
storage 

Altitude, operating 

Noise leveis 

Physical Characteristics 

Dimensions (H x W x D) 

Weight 

lnstallation Guide 

10% to 90% 

5% to 95% 

Sea levei to 6500 feet (2000 m) 

45.8 to 49.6 dBa 

20.] X 17.25 X 18.4 Ín. (51.1 X 43.1 X 46.0 em) 
Chassis depth ineluding eable guide is 21.64 in. 
(55.0 em). Chassis requires 12 RU. 

Chassis only: 45 lb (20.41 kg) 

Chassis fully eonfigured with I supervisor engine, 
5 switehing modules, and 2 power supplies: 115 1b 
(52.15 kg) 

ROS n° 03/2005 - CN 
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Appendix A Technical Specifications 
Catalyst 6006 and 6506 Switches 

lãble A-1 Catalyst 6006 Switch/Catalyst 6506 Switch Specitícations (continued) 

Item 

Power Supply 

Airflow 

I. lfm = linear feet per minute 

78-6050-11 

Specification 

lOOOW AC-input, 1300W AC-input or DC-input, 
2500W AC-input or 2500W DC-input power supplies. 
An optional second power supply can be installed in 
the chassis. 

200 lfm 1 through system fan assembly. We recommend 
that you maintain a minimum air space of 6 inches 
( 16 em) between walls and the chassis ai r vents and a 
minimum separation of 12 inches (30.5 em) between 
two chassis to prevent overheating. 

RQS n° 03/2005 - CN 
CPMI - CORREIOS 
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Appendix A Technical Specifications 
Catalyst 6009 and 6509 Switches 

Catalyst 6009 and 6509 Switches 
The Catalyst 6009 and Catalyst 6509 switch specifications are provided in 
Table A-2. 

lãble A-2 Catalyst 6009 Switch/Catalyst 6509 Switch Specifícations 

Item Specification 

Environmental 

Temperature, ambient operating 32oF (OoC) to 104oF (40°C) 

Temperature, ambient nonoperating and -40oF (-40oC) to 158°F (70°C) 
storage 

Humidity (RH), ambient 
(noncondensing) operating 

Humidity (RH), ambient 
(noncondensing) nonoperating and 
storage 

Altitude, operating 

Noise leveis 

Physical Characteristics 

Dimensions (H x W x D) 

Weight 

10% to 90% 

5% to 95% 

Sea levei to 6500 feet (2000 m) 

49 .8 to 53 .6 dBa 

25.5 X 17.25 X 18.4 in. (64.8 X 43.1 X 46.0 em) 
Chassis depth including cable guide is 21.64 in . 
(55 .0 em). Chassis requires 15 RU. 

Chassis only: 55 lb (24.9 kg) 

Chassis fully configured with I supervisor engine, 
8 switching modules, and 2 power supplies: 135 lb 
(61.2 kg) 

RQS n° 03/2005 - CN 
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Appendix A Technical Specifications 
Catalyst 6509-NEB Switch 

lãble A-2 Catalyst 6009 Switch/Catalyst 6509 Switch Specilícations (continued) 

Item Specification 

Power Supply 

Airflow 

I. lfm = linear feet per minute 

1300W AC-input or DC-input, 2500W AC-input or 
DC-input power supply, or 4000W AC-input power 
supply. An optional second power supply can be 
installed in the chassis. 

200 lfm 1 through system fan assembly. We recommend 
that you maintain a minimum air space of 6 inches 
(16 em) between walls and the chassis air vents and a 
minimum separation of 12 inches (30.5 em) between 
two chassis to prevent overheating. 

Catalyst 6509-NEB Switch 
The Catalyst 6509-NEB switch specifications are provided in Table A-3. 

lãble A-3 Catalyst 6509-NEB Switch Specifícations 

Item Specification 

Environmental 

Temperature, ambient operating 32'F (O' C) to 104'F (40'C) 

Temperature, ambient nonoperating and --40'F (--40'C) to 158'F (70'C) 
storage 

Humidity (RH), ambient 
(noncondensing) operating 

Humidity (RH), ambient 
(noncondensing) nonoperating and 
storage 

Altitude, operating 

Noise leveis 

78-6050-11 

10% to 90% 

5% to 95% 

Sea levei to 6500 feet (2000 m) 

54.2 to 56.4 dBa 
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Appendix A Technical Specifications 
• Catalyst 6509-NEB Switch 

lãble A-3 Catalyst G509-NEB Switch Specilícations {continued) 

Item Specification 

Physical Characteristics 

Dimensions (H x W x D) 

Weight 

Power Supply 

Airflow 

I. lfm :::linear feet per minute 

33.5 x 17.25 x 18.1 inches (85.1 x 43 .1 x 46 em). 
Chassis requires 20 RU. 

Chassis only: 55 lb (24.9 kg) 
Chassis fully configured with 1 supervisor engine, 
8 switching modules, and 2 power supplies : 135 lb 
(61.2 kg) 

1300W AC-input or DC-input, 2500W AC-input or 
DC-input, or 4000W AC-input power supply. An 
optional second power supply can be installed in the 
chassis. 

200 lfm 1 through system fan assembly. We recommend 
that you maintain a minimum air space of 6 inches 
( 16 em) between walls and the chassis air vents and a 
minimum 12 inches (30.5 em) separation between two 
chassis to prevent overheating. 
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Appendix A Technical Specifications 
Catalyst 6513 Switch 

Catalyst 6513 Switch 
The Catalyst 6513 switch specifications are provided in Table A-4. 

Table A-4 Catalyst 6513 Switch Specifications 

Item Specification 

Environmental 

Temperature, ambient operating 

Temperature, ambient nonoperating and 
storage 

Humidity (RH), ambient (noncondensing) 
operating 

Humidity (RH), ambient (noncondensing) 
nonoperating and storage 

Altitude, operating 

Noise leveis 

Physical Characteristics 

Dimensions (H x W x D) 

Weight 

Power Supply 

AirOow 

I. lfm =linear feet per minute 

78-6050-11 

32oF (OoC) to 104oF (40oC) 

-40°F (-40°C) to 158°F (70°C) 

10% to 90% 

5% to 95% 

Sea levei to 6500 feet (2000 m) 

58.1 to 61.4 dBa 

33.15 x 17.3 x 18.1 inches (84.2 x 43.9 x 46 em) . 
Chassis requires 19 RU. 

Chassis fully configured with 2 supervisor 
engines, 11 switching modules, and 2 power 
supplies : 240 lb (108.9 kg) 

2500W AC- or DC-input or 4000W AC-input 
power supply. An optional second power supply 
can be installed in the chassis . 

250 lfm 1 through system fan assembly. We 
recommend that you maintain a minimum air 
space of 6 inches (16 em) between walls and the 
chassis air vents and a minimum separation of 
12 inches (30.5 em) between two chassis to 
prevent overheating. 

Cata 
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Appendix A Technical Specifications 
• Catalyst6000 Family Power Supplies 

Catalyst 6000 Family Power Supplies 
Table A-5 lists the specifications for the Catalyst 6000 family power supplies. 

lãble A-5 Catalyst 6000 Power Supply Specifícations 

Item Specification 

lOOOW AC-input Powcr Supply 

AC-input type 

AC-input voltage 

AC-input current 

AC-input frequency 

Power supply output capacity 

Power supply output 

Output holdup time 

1300W AC- and DC-input Power Supplies1 

AC-input type 

AC-input voltage 

AC-input current 

AC-input frequency 

DC-input voltage 

DC-input current 

Power supply output capacity 

Power supply output (AC supply) 

Power supply output (DC supply) 

DC input termin al block 

Output holdup time 

Catalyst 6000 Family lnstallation Guide 

Autoranging input with power factor corrector. 

100 to 240 VAC (10% for full range). 

12A@ 100 VAC, 6A@ 240 VAC. 

50/60Hz (nominal) (3 Hz for full range) . 

1000W. 

15A@ +3.3V, 5A@ +5V, 6A@ +12V, 
20.3A @ +42V. 

20 ms minimum. 

Autoranging input with power factor corrector. 

100 to 240 VAC (10% for full range) . 

17.25A @ 100 VAC, 8A@ 200 VAC. 

50/60Hz (nominal) (3 Hz for full range). 

-48 VDC to -60 VDC continuous. 

38A @ -48 VDC, 30A @ -60 VDC. 

1300W maximum AC-input; 1360W DC-input. 

15A@ +3.3V, 5A@ +5V, 6A@ +12V, 
27.46A @ +42V. 

15A@ +3 .3V, 5A@ +5V, 6A@ +12V, 30A@ +42V. 

Accepts 3-10 AWG copper conductors. Actual size of 
the wire needed is determined by the installer or local 
electrician. Terminal block material rated at 120oC. 

20 ms minimum (AC-input power supply). 

8 ms (DC-input power supply). 
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Appendix A Technical Specifications 
Catalyst6000 Family Power Supplies 

lãble A -5 Catalyst 6000 Power Supply Specifícations (continued) 

Item Specification 

2500W AC- and DC-input Power Supplies 

AC-input type 

AC-input voltage 

AC-input current 

AC-input frequency 

Power supply output capacity 

System power dissipation 

DC-input voltage 

DC-input current 

Power supply output (AC supply) 

Power supply output (DC supply) 

DC input terminal block 

Output holdup time 

Autoranging input with power factor corrector. 

100 to 120 VAC, 200 to 240 VAC ( 10% for full range). 

16A maximum at 200 VAC at 2500W output. 
16A maximum at 100 VAC at 1300W output. 

50/60Hz (nominal) ( 3% for full range). 

1300W maximum (100-120 VAC). 
2500W maximum (200-240 VAC or -48 to -60 VDC) . 

3520W (total input power) or 3.6 KVA (high-line 
operation). 

-48 VDC to -60 VDC continuous. 

80A. 

15.5A@ +3.3V, SA@ +5V, 6A@ +12V, 
27.5A@ +42V (1001120VAC). 

lSA@ +3.3V, SA@ +5V, 10A@ +12V, 
55 .5A @ +42V (200/240VAC). 

15A@ +3.3V, SA@ +5V, 10A@ +12V, 
55 .5A @ +42V. 

Accepts 2-14 AWG copper conductors. Actual size of 
the wire needed is determined by the installer or local 
electrician . Terminal block material rated at 1so·c. 

20 ms minimum (AC-input power supply). 

4 ms (DC-input power supply). 
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Appendix A Technical Specifications 
• Regulatory Standards Compliance 

Table A-5 Catalyst 6000 Power Supply Specitícations (continued) 

Item Specification 

4000W AC-input Power Supply 

AC-input type 

AC-input voltage 

AC-input current 

Power supply output capacity 

AC-input frequency 

KVA rating 

Maximum output current 

Output holdup time 

High-line input with power factor corrector, 30A 
single-phase circuit. 

200 to 240 VAC ( 10% for full range). 

23A. 

4000W maximum. 

50/60Hz (nominal) ( 3% for full range). 

5.4 kVA maximum. 

15A@ +3.3V, 5A@ +5V, lOA@ +12V, 
91.20A @ +42V. 

20 ms minimum. 

I. Some early versions ofthe 1300W AC-input power supply were marked as 1800W. This value refers to the input power rating 
or maximum system power dissipation of the power supply. The output power.ofthe power supply is 1300W. Power supplies 
currently shipping are marked as 1300W. 

Regulatory Standards Compliance 
Catalyst 6000 family switches comply with the regulatory standards listed in the 
Regulatory Compliance and Safety lnformationfor the Catalyst 6000 Family 
Switches document. 
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Cisco Catalyst 6500 Series 
10/100 and 10/100/1000 Ethernet Interface Modules 

As Cisco's premier modular multilayer switch, the Catalyst® 6500 Series delivers 

secure, converged services from the wiring closet to the core, to the data center, to 

the WAN edge. 

The Cisco Catalyst® 6500 Series provides 

the broadest selection o f 10/100 and 10/ 

10011000 Ethernet media, inline power 

options, densities, performance, 

interoperability, and chassis deployments. 

Equally suited for basic wiring closets, 

small campus distribution/core layers, and 

high performance data centers, Catalyst 

6500 10/100 and 10/100/lOOOMbps 

modules scale from 16-ports up to 

576-ports in a single Catalyst 6500 chassis. 

Catalyst 6500 10/100 and 10/100/ 

IOOOMbps modules feature: 

• Proven and widely deployed Cisco 

AWID wiring closet solution-Cisco's 

most widely deployed IP telephony 

port-enabled campus switch 

• Choice of media and connector 

types-Available in copper unshielded 

twisted-pair (UTP). shielded 

twisted-pair (STP) using Rj-45 or 

Rj-21 , multimode fiber (62.5/125 

micron), and single-mode fiber using 

MT-RJ IOOFX and 10FL 

• IP phone and wireless access point 

support-Support inline power field 

upgrade (copper only). NIC/Phone 

auto-detection (phone discovery). and 

voice VLANs 

• Simplified network operation with cable 

fault detection-- Test cabling using Time 

Domain .Reflectometer (TDR) that 

sends signals down the cable to identify 

faults in each twisted pair (available for 

10/100/1000 copper 

• Range of port densities-Available with 

16 to 48 ports per module; enabling up 

to 576 10/100/1000Base-TX ports, 288 

ports of 100-Base-FX, or IOBASE-FL 

per 13-slot chassis (configured with 12 

interface modules) 

• Scalable and predictable performance­

Provide a selection o f switch fabric 

connections and throughput: 32 Gbps 

bandwidth/15 Mpps (Ciassic interface 

modules). 256 Gbps bandwidth/30 

Mpps (CEF256 interface modules) and 

256 Gbps bandwidth/210 

Mpps(dCEF256 interface modules) 

• IEEE 802 .3 triple-speed 

autonegotiation-AIIow switches to 

negotiate speed (10, 100, and now 1000 

Mbps) and duplex mode (half or full) 

with attached devices 

• Superior traffic management­

Available with large 1-MB-per-interface 

buffers and up to 8 transmit queues for 

traffic p fi I n Y.O ICI~g ' 
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• Operational consistency-Supported in ali Catalyst 6500 3-, 6-, 9-, and 13-slot chassis running Cisco lOS® 

Software and Cisco Catalyst Operating System Software; interoperable with ali other interfaces and services 

modules; and forward-compatible with ali Catalyst 6500 supervisor engines 

• Maximum network uptime and resiliency-Support Cisco enhanced Per-Virtual LAN (VLAN) Spanning Tree 

Plus (PVST +) protocol, IEEE 802.1 w Rapid Spanning Tree Protocol (RSTP) and IEEE 802.1s Multiple Spanning 

Tree (MST) protocol, Per-VLAN Rapid Spanning Tree (PVRST} protocol, Hot Standby Router Protocol (HSRP), 

Virtual Router Redundancy Protocol (VRRP), Cisco EtherChannel®, and IEEE 802.3ad link aggregation for 

fault -tolerant connectivity 

• Extensive management tools-Support CiscoWorks network management platform; Simple Network 

Management Protocol (SNMP) versions 1, 2, and 3; and four Remate Monitoring (RMON) groups (statistics, 

history, alarms, and events) 

The newest members o f the Cisco Catalyst 6500 Series 10/100/1000 product family-the Classic interface module 

WS-X6148-GE-TX and the CEF256 interface module WS-X6548-GE-TX-provide 10/10011000 Gigabit Ethernet 

over copper network access using standard RJ-45 connectors (Figure 1). 

Figure 1 

Cisco Catalyst 6500 Series 48-Port RJ-45 10/100/1000 Ethernet Interface Modules 
WS-X6148-GE-TX 

WS-X6548-GE-TX 

RO$\rf~ ~/2!)05 - CN 
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Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethernet Applications 

EthernPt and Fast Ethernet 10/100 and 10/100/1000 interface modules are used in both wiring closet and data center 

applications (Figure 2; Table 1) . 

Table 1 C1sco Cata lyst 6500 Series 10/100 and 10/1 00/1000 Copper Interface M odu le Appl ications 

lnt•rf•ce Ports/ lnhne 
Pri....., Procluct Module Connector/ Power 
Appli.,.tioiK Number c .... Interface Support1 

Data Cent.w and WS-X6516-GE-TX CEF256 16, RJ-45, No 
Serve r F ann 10/100/1000 

Server fann WS-X6548-RJ -45 CEF256 48, RJ-45, 10/100 No 

Server Farm WS-X6548-RJ-2 1 CEF256 48. RJ-21, 10/100 No 

Premier Wtnng WS-X6548V-GE-TX CEF256, 48. RJ-45. Both 
Closet No upgrade to dCEF 10/100/1000 

Premier Wtnng WS-X6548-GE-TX CEF256, 48. RJ-45, Both, Upgr 
Closet No upgrade to dCEF 10/100/1000 

Wiring Ck>set WS-X6148V-GE-TX Classic 48. RJ-45, Both 
10/100/1000 

Wiring Ck>set WS-X6148-GE-TX Classic 48, RJ-45. Both, Upgr 
10/100/1000 

Base Wiring Closet WS-X6148-RJ45V Classic 48, RJ -45, Both 
10/100/1000 

Base Wiring Closet WS-X6148-RJ21V Classic 48, RJ-21, 10/100 Both 

Base Wiring Closet WS-X6148-RJ-45 Classic 48. RJ-45. 10/100 Both, Upgr 

Base Wiring Closet WS-X6148-RJ-21 Classic 48, RJ-21 , 10/100 Both, Upgr 

Base Wiring Closet WS-X6348-RJ45V Classic 48, RJ-45, 10/100 Cisco 

Base Wiring Closet WS-X6348-RJ21V Classic 48. RJ-21. 10/100 Cisco 

1. lnline Power Legend: 
Both =Cisco inline power (available now) and IEEE 802.3al (via luture field upgradable daughter card) 
Cisco = Cisco inline power only 
Upgr = shipped as data on ly but upgradable to the inline power type specilied 
No = in line power not supported 

2. Queues Legend: lp7q8t = 1 priority queue. 7 round robin queues. 8 thresholds 

Cisco Systems. Inc. 

Queues per Port 
(Tx = Tran~mit, Buffer 
Rx = Rece1ve)2 Size 

Tx-1p2q2T. 512 KB per port 
Rx-1p1q4T 

Tx- 1p3q1t, 1MB per port 
Rx-1p1q0t 

Tx-1p3q1t. 1 MB per port 
Rx-1p1q0t 

Tx-1p2q2t (per 8 ports). 1 MB per 8 ports · 
Rx- 1 p2t (per port) 

Tx-1p3q1t, 1 MB per 8 ports 
Rx- 1p1q4t 

Tx-1p2q2t, 1 MB per 8 ports 
Rx-1q2t 

Tx-1p2q2t, 1 MB per 8 ports 
Rx-1q2t 

Tx-2q2t, 128 KB per port 
Rx-1q4t 

Tx-2q2t, 128 KB pe r port 
Rx-1q4t 

Tx-2q2t, 128 KB per port 
Rx-1q4t 

Tx-2q2t, 128 KB per port 
Rx-1q4t 

Tx 2q2t, 128 KB per port 
Rx 1q4t 

Tx 2q2t, 128 KB per port 
Rx 1q4t 
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Table 2 Cisco Catalyst 6500 Series 100FX and 10FL Fiber Interface Module Applications 

Primary Product Interface 
Applications Number Module Class 

Access, WS-X6524-100FX-MM CEF256, 
Server Farm Upgradable to 

dCEF 

Access, WS-X6324-100FX-MM Classic 
Server Farm 

Access, WS-X6324-100FX-SM Classic 
Server Farm 

Access WS-X6024-10FL-MT Classic 
i 

1. Queues Legend: 1 p3q1 t = 1 priority queue. 3 round robin queues. 1 threshold 

Ports/ 
Connectors/ 
Interface Media 

24, MM MT-RJ, 
100FX 

24, MM. MT-RJ, 
100FX 

24, SM MT-RJ, 
100FX 

24, MM MT-RJ, 
10FL 

Queues per Port 
(Tx = Transmit, 
Rx = Receive)1 Buffers 

Tx 1p3q1t, 1MB per 
Rx 1 p1q0t port 

Tx 2q2t, 128 KB 
Rx 1q4t perport 

Tx 2q2t, 128 KB 
Rx 1q4t per port 

Tx 2q2t, 64 KB per 
Rx 1q4t port 
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Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethernet Interface Modules vvith 

Cisco lnline Povver 

The Cisco Catalyst 6500 Series delivered the first 10/lOOBASE-T Ethernet switching modules that provided inline 

power for converged data and voice traffic as well as other inline powered devices, such as wireless access points. 

Severa! Catalyst 6500 series interface modules support inline power o r " power over Ethernet" on each interface port, 

allowing customers to build campus multiservice data and voice networks for wiring closets with the following 

features: 

• Inline power-Provides 48-volt DC power (for Cisco Inline Power and IEEE 802.3af standard inline power when 

it becomes available) over standard Category 5 unshielded twisted-pair (UTP) cable up to 100 meters for IP 

phones and wireless access points 

• Phone discovery-Detects the presence of an IP phone and supplies inline power automatically 

• Auxiliary VLAN using 802.1 Q-Segments IP phones and data endpoints in to separa te logical networks 

automatically 

• AutoQoS-Simplifies the task of configuring QoS mechanisms for IP telephony and more 

Cisco Catalyst lnline Power and IEEE 802.3af lnline Power 

The Inline Power feature gives network ádministrators centralized power contrai. It works over existing Category 5 

UTP installations and helps to ensure that building power outages will not affect network telephony connections, 

providing greater network availability-when Cisco Catalyst 6500 Series switches are configured with 

uninterruptible power supply (UPS) systems. 

Severa! 10/100 and 10/100/1000 Ethernet interface modules support the Cisco Inline Power feature today, enabled 

by a daughter card for "pay as grow" flexibility. Once ratified, some ofthese interface modules will also support the 

IEEE 802.3af standard as an additional upgrade option. The Cisco Catalyst Inline Power feature implementation 

passes the required domestic and international safety regulations and compliance measures. 

Phone Discovery 

The Cisco phone discovery feature eases network management burdens by automating the Inline Power feature. With 

phone discovery, the Cisco Catalyst switch detects the presence of an IP phone and supplies inline power 

automatically, eliminating the need to manually enable ports for inline power. The phone discovery mechanism is 

intelligent enough to differentiate between an IP phone anda network interface card {NIC) , and will not supply inline 

power to NICs or other devices not designed to use inline power. With this feature , network administrators can 

depend on automatic and centralized contrai o f inline power that is safe to deploy and maintain. 

Auxiliary VLAN 

The unique Auxiliary VLAN feature offered by Cisco provides automatic VLAN configuration for IP phones. It 

places phones into their own VLANs automatically, simplifying the task o f overlaying a voice topology onto a data 

network. It allows network administrators to easily segment phones in to separate logical networks, even though the 

data and voice infrastructure is physically the same-greatly simplifying the task o f managing a multiservice network 

and identifying and troubleshooting network problems. 

The Auxiliary VLAN feature maintains VLAN assignments, even when phones are mo 

user plugs a phone into the switch, the switch provides the phone with the necessary 
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AutoQoS 

Network administrators can assign IP phones to separate IP subnets and VLANs to allow separate quality of service 

(QoS) or security policies for IP phones. By deploying AutoQoS that configures QoS on voice ports automatically, 

the administra tive task of configuring QoS to establish end-to-end traffic prioritization is greatly simplified. 

Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Modules 

Two classes o f Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethernet interface modules-Ciassic and CEF256 

-provide a choice o f speeds and forwarding rates (Table 4). 

Classic 10/100 and 10/100/1000 Interface Modules 

Suited for wiring closet applications, Classic 10/100 and 10/100/1000 modules use the supervisor's centralized 

forwarding engine fcr Layer 3 forwarding , and forward packets up to 15 Mpps. 

Capable of operating in the same chassis with Supervisor Engine lA, Supervisor Engine 2, and Supervisor Engine 

720, Classic interface modules do not support distributed forwarding and cannot be upgraded with a Distributed 

Forwarding Card (DFC). 

CEF256 10/100 and 10/100/1000 Interface Modules 

Suited for premier wiring closet, distribution and core layers, data-center, and Web-hosting applications, CEF256 10/ 

100 and 10/100/1000 interface modules use the centralized CEF engine located on the supervisor engine's policy 

feature card (PFC) and forward packets up to 30 Mpps. 

Capable of operating in the same chassis with Supervisor Engine lA, Supervisor Engine 2, and Supervisor Engine 

720, CEF256 interface modules can also support distributed forwarding, with the following noteable exceptions: the 

WS-6548-GE-TX and WS-6548V-GE-TX do not support distributed forwarding. 

Table 3 CEF256 10/100 and 10/100/1000 Switch Fabric DFC Upgrade Requirements 

Supervisor Engine Switch Fabric DFC 

Supervisor Engine 2 
MSFC2/PFC2 

Supervisor Engine 
720 

Separate switch fabric module (SFM) 

Supervisor Engine 720 contains a switch 
fabric 

Cisco Systems. Inc. 

Requires WS-F6K-DFC upgrade 

Requires WS-F6K-DFC3 upgrade; will not work 
with WS-F6K-DFC3, or WS-F6K-DFC 
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Table 4 provides a comparison ofthe interface module classes available for 10/100 and 10/100/1000 Ethernet 

interface modules. 

Table 4 Classic and CEF256 10/100 and 10/100/1000 Interface Module Comparison 

Feature · Classic Interface Modules CEF256 Interface Modules 

Performance/ 32 Gbps; 15 Mpps per system 256 Gbps; Up to 30 Mpps per system (15 Mpps per slot for slots 
Forwarding upgraded with DFC to support distributed forwarding) 
Rate (Mpps) 

Forwarding Supervisor engine CPU makes Centralized CEF engine located on supervisor 's PFCx daughter 
Engine forwarding decision card makes forwarding decision upgradeable to dCEF 
Architecture switching 1 with optional WS-F6K-DFC or WS-F6K-DFC3 

Supervisor Supervisor Engine 1 A, Supervisor Engine 1A. 
Engine Supervisor Engine 2, Supervisor Engine 2, 
Supported Supervisor Engine 720 Supervisor Engine 720 

DFC Upgrade Not supported None integrated; Supervisor Engine 2-WS-F6K-DFC upgrade; 
Requirements SupervisorEngine 720-WS-F6K-DFC3 upgrade 

Fabric 32 Gbps shared bus connection Single 8-Gbps channel connection to switch fabric 
Connections (on Supervisor Engine1A, [on Supervisor Engine 720 or Supervisor Engine 2-MSFC2 

Supervisor Engine 2, and with Switch Fabric Module (SFM)] and 32-Gbps shared bus 
Supervisor Engine 720) connection 

Slot Can occupy any slot in any Can occupy any slot in any chassis 
Requirements chassis 

Scheduler Weighted Round Robin (WRR) WRR 

1 The WS-X6548-GE-TX and WS-X6548V-GE-TX do not support distributed forwarding; a DFCx can not be 

installed on these interface modules. 
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Cisco Catalyst Classic 10/100/1000 Voice Interface Modules 

Suited for wiring closet applications, Cisco Catalyst Classic 10110011000 voice interface modules (Table 5) provide 

access to the desktop through standard R]-45 connectors with the following operational advantages: 

Forwarding architecture-Centralized CEF forwarding 

Forwarding performance-Forward packets up to 15 Mpps per system 

Fabric connection-Provide a 32-Gbps shared bus connection 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Maximum Port Density I Chassis- up to 5 76 ports I Cisco Catalyst 6513; up to 384 ports I Cisco Catalyst 6509 

Time Domain Reflectometer (TDR)-Tests cabling by sending signals down the cable to identify faults in each 

twisted pair 

Transmit queue structure-1 p2q2t = 1 strict priority queue, 2 round robin queues, 2 thresholds 

Receive queue structure-1q2t = 1 round robin queue , 2 thresholds 

Table 5 Classic 10/100/1000 Voice Interface Modules 

Maximum Maximum Frame lnline Power for 
Ports/lnterface/ Distance/ Size (Jumbo Voice Availability/ 

Product Connectors Cable Type Frame) Support Upgrade Capability 

WS-X6148-GE-TX 48-port; 10/100/ 
1000BASE-TX; RJ-45 

WS-X6148V-GE-TX 48-port; 10/100/ 
1000BASE-TX; RJ-45 

Figure 2 

Classic 101100/1000 Voice Interface Modules 
WS·X6148V·GE·TX 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable 

Cisco Systems. Inc. 

up to 1518 bytes Cisco lnline Power; 
upgradable to 802.3af 

up to 1518 bytes Cisco lnline Power; 
upgradable to 802.3af 
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Cisco Catalyst CEF256 10/100/1000 Voice Interface Modules 

Suited for wiring closet applications. Cisco Catalyst CEF256 10110011000 voice interface modules provide access to 

the desktop through standard RJ -45 connectors and line-rate 10110011000 Ethernet forwarding (Table 6) with the 

foll owing operational advantages: 

For .... ·arding architecture--Use the central CEF engine Iocated on the supervisor engine 

Forwarding performance--Forward packets up to 30 Mpps per system and up to 15 Mpps per slot if upgraded to 

support distributed forwarding 

Fabric connection-Connect to the switch fabric through one 8-Gbps connection and the 32-Gbps shared bus 

Supen ·isor engine--Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine720 

Distributed forwarding upgrade--Not Supported. The WS-X6548-GE-TX and WS-X6548V-GE-TX do not support 

dist ribut ed forw arding or any DFCx. 

S/ot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Maximum Port Density I Chassis-up to 576 ports I Cisco Catalyst 6513; up to 384 ports I Cisco Catalyst 6509 

Time Domain Reflectometer (TDR)- Tests cabling by sending signals down the cable to identify faults in each 

twisted pair 

Transmit queue structure-- 1 p2q2t = 1 priority queue, 2 round robin queues. 1 threshold 

Receive queue structure-1q2t = 1 round robin queue, 2 thresholds 

Table 6 CEF256 10/100/1000 Voice Interface Modules 

Maximum Maximum Frame lnline Power for 
Portsllnterface/ Distancel Cable Size (Jumbo Voice Availability/ 

Product Connectors Type Frame) Support Upgrade Capability 

WS-X6548-GE-TX 48-port; 

Figure 3 

10/100/ 
1000BASE-TX; RJ-45 

CEF256 10/100/1000 Voice Interface Modules 
WS-X6548-GE-TX 

100 meters; 
Category 5 cable 

Cisco Systems. Inc. 

up to 1518 bytes Cisco lnline Power; 
upgradable to 802.3af 
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Cisco Catalyst Classic 10/100 Copper Voice Modules 

Designed for deployment in wiring closets, high-density Cisco Catalyst Classic 10/100 interface modules come with 

a selection o f inline power capabilities and provi de line-rate 10/100 Ethernet forwarding with the following 

operational advantages: 

• Voice-ready modules with Cisco lnline Power and upgradable to 802.3af-Available in 48-port RJ-45 and RJ-21 

configurations (WS-X6148-Rj45V and WS-X6148-RJ21V) 

• Voice-ready modules with Cisco Inline Power and not upgradable to 802.3af-Available in 48-port RJ-45 and 

RJ-21 configurations (WS-X6348-Rj45V and WS-X6348-Rj21 V) 

• Voice-capable modules upgradable to Cisco Inline Power or 802.3af-Available in 48-port RJ-45 and 

RJ-2lconfigurations (WS-X6148-Rj-45 and WS-X6148-Rj-21) 

Note: These modules are designed to fully support future upgrades to the IEEE 802.3af inline power standard 

currently underway, providing maximum investment protection, a new daughter card will be offered once the 

standard is ratified. 

Forwarding architecture-Use centralized CEF forwarding 

Forwarding performance-Forwards packets up to 15 Mpps per system 

Fabric connection-Connect to the switch fabric using a 32-Gbps shared bus connection 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Maximum Port Density I Chassis-up to 576 ports I Cisco Catalyst 6513; up to 384 ports I Cisco Catalyst 6509 

Transmit queue structure-2q2t = two round robin queues and two thresholds 

Receive queue structure-lq4t = one round robin queue and four thresholds 

Cisco Systems. Inc. 
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Table 7 Classic 10/100 Copper Voice Interface Modules 

Ports/ Interface/ 
Product Connectors 

WS-X6148-RJ45 48-port; 
10/100BASE-TX; 
RJ-45 

WS-X6148-RJ21V 48-port; 
10/100BASE-TX; 
RJ-21 

WS-X6348-RJ45V 48-port; 
10/100BASE-TX; 
RJ-45 

WS-X6348-RJ21V 48-port; 
10/100BASE-TX; 
RJ-21 

WS-X6148-RJ-45 48-port; 
10/100BASE-TX; 
RJ -45 

WS-X6148-RJ-21 48-port; 
10/100BASE-TX; 
RJ -21 

Figure 4 

Classic 10/100 Copper Voice Interface Modules 
WS-X6148-RJ45 

VWS-X6148-RJ21V 

Maximum 
Distance/Cable 
Type 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable· 

100 meters; 
Category 5 cable 

Cisco Systems, Inc. 

Maximum Frame lnline Power for Voice 
Size (Jumbo Availability/ 
Frame) Support Capability 

up to 9216 bytes Cisco lnline Power; 
upgradable to 802.3af 

up to 9216 bytes Cisco lnline Power; 
upgradable to 802.3af 

up to 8092 bytes Cisco lnline Power; 
cannot upgrade to 
802.3af 

up to 8092 bytes Cisco lnline Power; 
cannot upgrade to 
802.3af 

up to 9216 bytes · None provided; can 
upgrade to Cisco lnline 
Power or 802.3af 

up to 9216 bytes None provided; can 
upgrade to Cisco lnline 
Power or 802.3af 
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WS-X634B-RJ21 V 

WS-X614B-RJ-45 

o 

WS-X614B-RJ-21 

\ 
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Cisco Catalyst CEF256 10/100 Copper Modules 

Designed for small campus distribution and core layers and for data-center and Web-hosting applications where 

voice capability is not required, Cisco Catalyst CEF256 twisted-pair interface modules provide line-rate 101100 

Ethernet forwarding with the following operational advantages: 

Forwarding architecture---Use the central CEF engine located on the supervisor engine 

Forwarding performance---Forward packets up to 30 Mpps per system and up to 15 Mpps per slot for slots 

upgraded to support distributed forwarding 

Fabric connection-Connect to the switch fabric using a single 8-Gbps switch fabric channel and a 32-Gbps 

shared bus 

Supervisor engine---Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade---Only required to perform distributed forwarding; require a WS-F6K-DFC3 

upgrade to operate with Supervisor Engine 720; require a WS-F6K-DFC upgrade to operate with Supervisor Engine 

21 MFSC2 and an SFM 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Maximum Port Density I Chassis-up to 576 ports I Cisco Catalyst 6513; up to 384 ports I Cisco Catalyst 6509 

Transmit queue structure---1 p3q lt = 1 priority queue, 3 round robin queues, 1 threshold 

Receive queue structure---lplq4t = 1 priority queue, 1 round robin queue, 4 thresholdse 

Table 8 CEF256 Copper 10/100 Interface Modules 

Maximum Frame Size 
Ports/lnterface/ (Jumbo Frame) 

Product Connectors Maximum Distance/Cable Type Support 

WS-X6548-RJ-45 

WS-X6548-RJ-21 

48-port; 101100BASE-TX; 
RJ-45 

48-port; 101100BASE-TX; 
RJ -21 

100 meters; Category 5 cable 

100 meters; Category 5 cable 

Cisco Systems. Inc. 
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Figure 5 shows high-density Cisco Catalyst CEF256 copper interface modules designed for distribution and core 

layers. 

Figure 5 

CEF256 Copper 10/100 Interface Modules 
WS-X6548·RJ-45 

WS-X6548·RJ ·21 

RQS n° 03/2005 - CN 
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Catalyst Classic 100FX and 10FL Fiber Interface Modules 

Designed for deployment in wiring closets where optical interfaces are required, the Cisco Catalyst Classic fiber 

interface modules provi de I 01100 Ethernet forwarding with the following operational advantages: 

Forwarding architecture--- Use centralized CEF forwarding 

Forwarding performance--- Forward packets up to 15 Mpps per system 

Fabric connection-Connect to the switch fabric using a 32-Gbps shared bus connection 

Supervisor engine---Work with Supervisor Engine lA. Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade---None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Maximum Port Density I Chassis-up to 288 ports I Cisco Catalyst 6513; up to 192 ports I Cisco Catalyst 6509 

Transmit queue structure---2q2t = 2 round robin queues, 2 thresholds 

Receive queue structure---lq4t = 1 round robin queue, 4 thresholds 

Note: No inline power support for voice is available for lOOFX/lOFL fiber modules. 

Table 9 Classic 100FXI10FL Fiber Interface Modules 

Portsf Interface/ Maximum Frame Size 
Product Connectors Maximum DistancefCable Type (Jumbo Frame) Support 

WS-X6324-100FX-MM 24-port; 100BASE-FX; 
MT-RJ 

WS-X6324-100FX-SM 24-port; 100BASE-FX; 
MT-RJ 

WS-X6024-10FL-MT 24-port; 10FL; MT-RJ 

Figure 6 

ClaSSIC l OOFX/ l OF LFiber Interface Modules 
WS-X6024·10Fl MT 

2 km; -62.51125-micron multimode up to 9216 bytes I frame 
fiber; full or half duplex 

2 km; -62.51125-micron multimode up to 9216 bytes I frame 
fiber; full or half duplex 

2 km; -62.51125-micron multimode up to 9216 bytes I frame 
fiber; full or half duplex 

RQS no 03/2005 • CN 
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Cisco Catalyst CEF256 100FX Fiber Modules 

Designed for small campus distribution and core layers and for data-center and Web-hosting applications, Cisco 

Catalyst dCEF256 fiber interface modules provide line-rate lOOFX Ethernet forwarding with the following 

operational advantages: 

Forwarding architecture-Use the central CEF engine located on the supervisor engine 

Forwarding performance-Forward packets up to 30 Mpps per system and up to 15 Mpps per slot for slots 

upgraded to support distributed forwarding 

Fabric connection- Connect to the switch fabric using one 8-Gbps connection and the 32-Gbps shared bus 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, ar Supervisor Engine 720 

Distributed forwarding upgrade-Only required to perform distributed forwarding; require a WS-F6K-DFC3 

upgrade to operate with Supervisor Engine 720; require a WS-F6K-DFC upgrade to operate with Supervisor Engine 

2/MFSC2 and a Switch Fabric Module 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Maximum Port Density I Chassis-up to 288 ports I Cisco Catalyst 6513; up to 192 ports I Cisco Catalyst 6509 

Transmit queue structure-1 p3q 1 t = 1 priority queue, 3 round robin queues, 1 threshold 

Receive queue structure-1p1q2t = 1 priority queue, 1 round robin queue, 2 thresholds 

Note: No inline power support for voice is available for 100FX fiber modules. 

Table 10 CEF256 100FX Fiber Interface Modules 

Figure 7 

CEF256 100FX Fiber Interface Modules 
WS·X6524·100FX·MM 

2 km; -62.5/125-micron multimode 
fiber; full or half duplex 

Cisco Systems. Inc. 
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Ordering lnformation 

Table 11 provides part number information for Catalyst 6500 Series 10/100 and 100/1000 Ethernet interface 

modules. 

Table 11 Catalyst 6500 Series 10/100 and 100/1000 Ethernet Interface Modules 

Product Number Description 

WS-X6024-10FL-MT Catalyst 6500 24-port 10FL Classic interface module, multimode fiber, MT-RJ 

WS-X6148-GE-TX Catalyst 6500 48-port 10/100/1000 RJ-45 Classic interface module; field-upgradable to 
support Cisco lnline Power through voice daughter card {WS-F6K-VPWR=) 

WS-X6148-VGE-TX Catalyst 6500 48-port 10/100/1000 RJ-45 Classic interface module; with Cisco lnline Power 
through voice daughter card 

WS-F6K-VPWR-GE= Catalyst 6500 lnline power daughter card {WS-X6148-GE-TX, WS-X6548-GE-TX) 

WS-X6148-RJ-21 Catalyst 6500 48-port 10/100 RJ-21 Classic interface module; field-upgradable to support 
Cisco lnline Power through voice daughter card {WS-F6K-VPWR=) 

WS-X6148-RJ21V Catalyst 6500 48-port 10/100 Telco RJ -21 Classic interface module w ith Cisco lnline Power 

WS-X6148-RJ-45 Catalyst 6500 48-port 10/100 RJ-45 Classic interface module; field-upgradable to support 
Cisco lnline Power through voice daughter card {WS-F6K-VPWR=) 

WS-X6148-RJ45V Catalyst 6500 48-port 10/100 RJ-45 Classic interface module with Cisco lnline Power 

WS-X6348-RJ21V Catalyst 6500 48-port 10/100 Telco RJ-21 Classic interface module with Cisco lnline Power 

WS-X6348-RJ45 Catalyst 6500 48-port 10/100 RJ-45 Classic interface module; field-upgradable to provide 
Cisco lnline Power through voice daughter card {WS-F6K-VPWR=) 

WS-X6348-RJ45V Catalyst 6500 48-port 10/100 RJ-45 Classic interface module with Cisco lnline Power 

WS-F6K-VPWR= lnline power daughter card to support Cisco lnline Power for Cisco Catalyst 6500 Series 
switches 

WS-X6324-100FX-MM Catalyst 6500 24-port 100FX Classic interface module, multimode fiber, MT-RJ 

WS-X6324-100FX-SM Catalyst 6500 24-port, 100FX Classic interface module, single-mode fiber, MT-RJ, with 
enhanced OoS 

WS-X6548-RJ-45 Catalyst 6500 48-port, CEF256 10/100 RJ-45 interface module; field-upgradable to support 
distributed forwarding w ith the addition of the Distributed Forwarding daughter card 
{WS-F6K-DFC= or DFC3) 

WS-X6548-RJ-21 Catalyst 6500 48-port, CEF256 10/100 RJ -21 interface module; fie ld-upgradable to support 
distributed forwarding with the addition of the Distributed Forwarding daughter card 
{WS-F6K-DFC= or DFC3) 

WS-X6516-GE-TX Catalyst 6500 16-port 10/100/1000 RJ-45 CEF256 interface module; field-upgradable to 
support distributed forwarding with the addition of the Oistributed Forwarding daughter 
card {WS-F6K-DFC= or DFC3) 

WS-X6548-GE-TX Catalyst 6500 48-port 10/100/1000 RJ-45 CEF256 interface module; fi e ld-upgradable to 
support Cisco lnline Power through voice daughter card {WS-F6K-VPWR-GE=) 

WS-X6548-VGE-TX Catalyst 6500 48-port 10/100/1000 RJ-45 CEF256 interface module; with Cisco lnline Power 
through voice daughter card 

D ri C' nO ()'l /'ll"\1"\1:. I"' I\ I 
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Table 11 Catalyst 6500 Series 10/100 and 100/1000 Ethernet Interface Modules 

Product Number Description 

WS-X6524-100FX-MM Catalyst 6500 24-port, CEF256 100FX interface module; field-upgradable to support 
distributed forwarding with the addition of the Oistributed Forwarding daughter card 
(WS-F6K-OFC= or OFC3) 

Ordering lnformation-DFC Daughter Cards 

Table I2 provides part number information for Catalyst 6500 Series I 0/100 and 1 00/I 000 Ethernet interface 

modules . 

Table 12 Catalyst 6500 Series 10/100 and 100/1000 Oistributed Forwarding Cards 

Part Number Description 

WS-F6K-DFC Oistributed forwarding card 

WS-F6K-DFC= Oistributed forwarding card, spare 

MEM-DFC-256MB 256-MB ORAM option for OFC 

MEM-DFC-256MB= 256-MB ORAM spare option for OFC 

MEM-DFC-512MB 512-MB ORAM option for OFC 

MEM-DFC-512MB= 512-MB ORAM spare option for OFC 

WS-F6K-DFC3A Catalyst 6500 Oist Fwd Card-3A for 65xx, 6816 Modules 

WS-F6K-DFC3A= Catalyst 6500 Oist Fwd Card-3A for 65xx, 6816 Modules, spare 

Specifications 

Standard Network Protocols 

• Ethernet: IEEE 802.3. lOBASE-T 

• Fast Ethernet: IEEE 802.3. IOOBASE-TX, and 100BASE-FX 

• Gigabit Ethernet: I OOOBASE-TX 

• IEEE 802.Id. IEEE 802.1p, IEEE 802.Iq, IEEE 802.Is, IEEE 802.Iw, IEEE 802.3x, IEEE 802 .3z, IEEE 802.3ab , 

IEEE 802.3ad 

Physical Specification 

• Occupies one slot in a Cisco Catalyst 6500 Series chassis 

• Dimensions (H x W x D) : 1.2 x I4 .4 x I6 in. (3.0 x 35.6 x 40.6 em) 

Environmental Conditions 

• Operating temperature: 32 to I 04 F (O to 40 C) 
g ·--··--·~ 

• Storage temperature: - 40 to 167 F (-40 to 75 C) f ROS no 03/.'2005 _ CN 
• Relative humidity: 10 to 90%, noncondensing 1 CPMI • CORREIOS 

• Operating altitude: - 60 to 4000 m j -FI ~<n ? 
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Safety Compliance 

o UL 1950 

o CSA-C22.2 No. 950 

o EN 60950 

o IEC 950 

o AS/NZS 3260 

o IEC 825 

o EN 60825 

o 21CFR1040 

EMC Compliance 

o FCC Part 15 (CFR 4 7) Class A 

o VCCI Class A with UTP, Class B with STP 

o EN55022 Class A with UTP, Class B with STP 

o CISPR 22 Class A with UTP, Class B with STP 

o CE marking 

o AS/NZS 3548 Class A with UTP, Class B with STP 

Network Management 

o ETHERLIKE-MIB (RFC 1643) 

o IF-MIB (RFC 1573) 

o Bridge MIB (RFC 1493) 

o CISCO-STACK-MIB 

o CISCO-VTP-MIB 

o CISCO-CDP-MIB 

o RMON MIB (RFC 1757) 

o CISCO-PAGP-MIB 

o CISCO-STP-Extensions-MIB 

o CISCO-VLAN-Bridge-MIB 

o CISCO-VLAN-Membership-MIB 

o CISCO-UDLDP-MIB 

o CISCO-ENTITY-FRU-CONTROL-MIB 

o CISCO-COPS-CLIENT-MIB 

o ENTITY-MIB (RFC 2037) 

o HC-RMON 

o RFC 1213-MIB (MIB-11) 

o SMON-MIB 

Cisco Systems. Inc. 
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lnline Power Specifications 

• Output power per port: 48V DC power 

• Pin assignment: 1, 2, 3, 6 

Maximum Station-to-Station Cabling Distance 

• 10/100BASE-TX, 100BASE-TX Fast Ethernet, and 10/100/1000: Category 5, Se, and 6 UTP: 328ft. (100m). 

100-ohm STP: 328ft. (100m); half or full duplex 

• lOOBASE-FX Fast Ethernet: 62.5/125-micron multimode fiber: 400-m half duplex, 2-km half or full duplex 

• 100BASE-FX Fast Ethernet: 8/125-micron single-mode fiber: 10-km halfor full duplex 

• 1 OBASE-FL Ethernet: 62.5/125-micron multimode fiber: 2-km half o r full duplex 

• Maximum power: off (maximum power condition not reached); on (maximum power condition reached; no 

more phones will receive inline power from this module) 

lndicators and Interfaces 

• Status: green (operational) ; red (faulty); orange (module booting or running diagnostics) 

• Link good: green (port active); orange (disabled); off (not active or not connected); blinking orange (failed 

diagnostic and disabled) 

• 10/100/1000: Rj-45 (female) 

• 10/100BASE-TX and 100BASE-TX: Rj-45 (female) 

• 100BASE-FX: MT-RJ (female, multimode) 

• 100BASE-FX: MT-RJ (female, single mode) 

• 1 O BASE-FL: MT-RJ (female, multimode) 

Cisco Technical Support Services 

Whether your company is a large organization, a commercial business, or a service provider, Cisco is committed to 

maximizing the return on your network investment. Cisco offers a portfolio of technical support services to help 

ensure that your Cisco products operate efficiently, remain highly available, and benefit from the most up-to-date 

system software. 

The Cisco Technical Support Services organization offers the following features, providing network investment 

protection and minimal downtime for systems running mission-critical applications: 

• Provides Cisco networking expertise online and on the telephone 

• Creates a proactive support environment with software updates and upgrades as an ongoing integral part ofyour 

network operations. not merely a remedy when a failure or problem occurs 

• Makes Cisco technical knowledge and resources available to you on demand 

• Augments the resources o f your technical staff to increase productivity 

• Complements remote technical support with onsite hardware replacement 

Cisco Technical Support Services include: 

• Cisco SMARTnet™ support 

• Cisco SMARTnet Onsite support ROS n° 03/2005 - CN 
CPMI - CORREIOS 
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• Cisco Software Application Services, including Software 

Application Support and Software Application Support plus 

Upgrades 

For more information, visit: 

http://www.cisco .com/en/US./proclucts/svcs/ps3034/ 

serv _category _home. html 

Additional Cisco Catalyst 6500 Series lnformation 

Visit this link for to view the following data sheets: 

http://www.cisco.com/en/US/products/hw/switches/ps708/ 

products_data_sheets_list. ht rn I 

• Cisco Catalyst 6500 Series Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine I A and Supervisor 

Engine 2 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series Gigabit Ethernet Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series 10 Gigabit Ethernet Interface 

Modules Data Sheet r - 1.. L{) \ry ) 
Cisco Cataiyst 6500 Series FiexWAN Interface Modules 

Data Sheet 

• Cisco Cataiyst 6500 Series Switch Fabric Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series Content Services Module (CSM) 

Data Sheet 

• Cisco Catalyst 6500 Series Firewall Services Module Data Sheet 

• Cisco Catalyst 6500 Series Network Application Module 

(NAM) Data Sheet 

• Cisco Catalyst 6500 Series Intrusion Detection (IDS) Module 

Data Sheet 

• Cisco Catalyst 6500 Series IPSecNPN Services Module 

Data Sheet 

• Cisco Catalyst 6500 Series SSL Services Module Data Sheet 
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Overview 

The Catalyst 6000 family Content Switching Module (CSM) provides high-performance server load 
balancing (SLB) between network devices and server farms based on Layer 4 through Layer 7 packet 
information. Server farms are groups of real servers. 

Server farms that are represented as virtual servers can improve scalability and availability of services 
for your network. You can add new servers and remove failed or existing servers at any time without 
affecting the virtual server's availability. 

Clients connect to the CSM by supplying the virtual IP (VIP) address ofthe virtual server. When a client 
initiates a connection to the virtual server, the CSM chooses a real server (a physical device that is 
assigned to a server farm) for the connection based on. configured load-balancing algorithms and policies 
(access rules). Policies manage traffic by defining where to send client requests for information. 

Sticky connections limit traffic to individual servers by allowing multiple connections from the same 
client to stick to the same real server using source IP addresses, source IP subnets, cookies, and the 
secure socket layer (SSL) or by redirecting these connections using the Hypertext Transfer Protocol 
(HTTP) requests. 

Note The CSM runs on Cisco lOS Release 12.1 (6)E or !ater. If you are using a Supervisor Engine 2, you 
must use Cisco lOS Release 12.1 (8a)EX or I ater. To use the CSM Release 2.1 (1 ), you must be 
running Cisco lOS Release 12.1 (8a)EX or 1ater. 

& 

Release 2.2( 1) will run with Cisco lOS Release 12.1 (8a)EX. However, those features new in CSM 
Release 2.2( 1) will not be available. To use the features added in CSM Release 2.2( I), you must be 
running Cisco lOS Release 12.l(llb)E or !ater. 

Caution The WS-X6066-SLB-APC Content Switching Module is not fabric enabled. 

These sections describe the CSM: 

• Features, page 1-2 

• Front Pane! Description , page 1-4 

• Operation Mode, page 1-5 

• Traffic Flow, page 1-7 RQS n° 03/2005 - CN 
CPMI • CORREIOS 
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Features 

Chapter 1 Overview I 

The CSM provides these enhanced features: 

• More than one CSM can run in a Catalyst 6000 family switch chassis, and CSMs can run 
concurrently with Cisco lOS server load balancing (SLB). 

• CSM fault-tolerance support allows two CSM modules (in the same or in different chassis) to be 
configured in the active and standby modes. 

• The sticky database and connection table also can be replicated from active to standby to minimize 
any service disruption. 

• CSM firewall load balancing allows you to scale firewall protection. 

• A configurable pending-connection timeout feature is available. Pending-connection timeout sets 
the response time for terminating connections i f a switch is flooded with traffic. This feature is used 
to prevent denial of service (DOS) attacks. Pending connections are configurable on a per virtual 
server basis. 

• The CSM supports 255 VLANs. 

• The minimum time between health probes has been reduced to two seconds. 

Table 1-1 lists the available CSM features. 

Table 1-1 CSM Feature Set Oescription 

Features 

Supported Hardware 

Supervisor lA with MSFC and PFC 

Supervisor 2 

Supported Protocols 

TCP load balancing 

UDP and ali common IP protocol load balancing 

Support for FTP and the Real Time Streaming 
Protocol (RTSP) 

layer 7 Functionality 

Full regular expression matching 

URL and cookie switching 

Generic header parsing 

Miscellaneous Functionality 

Multiple CSMs in a chassis 

CSM and IOS-SLB functioning simultaneously in a 
chassis 

HTTP I .I persistence (all GETs to the same server) 

Fui I HTTP I. J persistence (GETs balanced to 
multiple servers) 

Fully configurable NAT 

Server initiated connections 

r----- ---···-
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Chapter 1 Overview 

lãble 1-1 CSM Feature Set Description {continued) 

Features 

Route health injection 

Load-balancing Algorithms 

Round robin 

Weighted round robin 

Least connections 

Weighted least connections 

URL hashing 

Source IP hashing 

Destination IP hashing 

Configurable pending connection timeout 

Load Balancing Supported 

Server load balancing 

Firewallload balancing 

DNS load balancing 

Stealth firewallload balancing 

Transparent cache redirection 

Reverse proxy cache 

SSL off-loading 

VPN-Ipsec load balancing 

Stickiness 

Cookie 

SSL ID 

Source IP 

HTTP redirection 

Redundancy 

Sticky state 

Full stateful failover (connection redundancy) 

Health Checking 

HTTP 

ICMP 

Telnet 

TCP 

FTP 

SMTP 

DNS 

Return error code checking 

78-11631-05 
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• Chapter 1 Overview 

Table 1-1 CSM Feature Set Description {continued) 

Features 

Inband health checking 

Management 

SNMP traps 

Front Panel Description 

Status LED 

,.,. 

Figure 1-1 shows the CSM front pane!. 

Figure 1-1 Content Switching Module Front Pane/ 

0 ~~~ CSG ~ t-t.--------l'<t 
Status 
LED 

RJ-45 (Test) 
connector 

Note The RJ-45 connector is covered by a removable plate. 

,.,. 
When the CSM powers up, it initializes various hardware components and communicates with the 
supervisor engine. The Status LED indicates the supervisor engine operations and the initialization 
results. 

Note For more information on the supervisor engine LEDs, refer to the Catalyst 6000 Family Module 
Installation Cuide . 

During the normal initialization sequence, the status LED changes from off to red, orange, and green. 
Table 1-2 describes the Status LED operation . 
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Chapter 1 Overview 

RJ-45 Connector 

Táble 1-2 Content Switching Module Status LED 

Color Description 

Off The module is waiting for the supervisor engine to provide power. 

Red 

Orange 

Green 

Green to orange 

• Thc module is not on line. 

The module is not receiving power, which could be caused by the following: 

- Power is not available to the CSM. 

- Module temperature is over the limit1
• 

• The module is released from reset by the supervisor engine and is booting. 

If the boot code fails to execute, the LED stays red after power up. 

• The module is initializing hardware or communicating with the supervisor 
eng1ne. 

A fault occurred during the initialization sequence. 

• The module has failed to download its Field Programmable Gate Arrays 
(FPGAs) on power up, but continues with the remainder of the initialization 
sequence and provides the module online status from the supervisor engine. 

• The module has not received module online status from the supervisor engine. 
This problem could be caused by the supervisor engine detecting a failure in 
an externai loopback test that it issued to the CSM. 

• The moduleis operational; the supervisor engine has provided module online 
status . 

• The module is disabled through the supervisor engine CLI 2 using the set 
module disable mod command. 

I. Enler lhe show environment temperature mod command to display the temperature of each o f f ou r sensors on the CSM. 

2. CLI = command-line interface . 

• 

The RJ-45 connector, which is covered by a removable plate , is used to connect a management station 
device ora test device. This connector is used by field engineers to perform testing and to obtain dump 
information. 

Operation Mode 

78-11631-05 

Clients and servers communicate through the CSM using Layer 2 and Layer 3 technology in a specific 
YLAN configuration. (See Figure 1-2.) Clients connect to the client-side VLAN and servers connect to 
the server-side VLAN. Servers and clients can exist on different subnets . Servers can also be located one 
or more Layer 3 hops away and connect to the server-side VLAN through routers. 

A client sends a request to one ofthe module 's VIP addresses. The CSM forwards this request to a server 
that can respond to the request. The server then forwards the response to the CSM, and the CSM forwards 
the response to the client. 

When the client-side and server-side VLANs are on the same subn 
singl e subnet (bridge) mode . For more information, see the "Config 
Mode" sec ti on on page 4-2. 
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When the client-side and server-side VLANs are on different subnets, you can configure the CSM to 
operate in a secure (router) mode. For more information, see the "Configuring the Secure (Router) 
Mode" section on page 4-4. 

You can set up a fault-tolerant configuration in either the secure (router) or single subnet (bridged) mode 
using redundant CSMs. For more information, see the "Configuring Fault Tolerance" section on 
page 4-5. 

Using multiple VLANs, single subnet (bridge) mode and secure (router) mode can coexist in the same 
CSM. 

Figure 1-2 Content Switching Module and Servers 

Catalyst 6000 chassis 

Router 

-~ 
t 

Internet 

Client 

Content 
services 
gateway 

4 gigabit Switching 
'111( ~ fabric 

Catalyst 6000 Family Content Switching Module lnstallation and Confi ion Note 

Internet 

1 
Content 
provider 

RQS no 03/2005 - CN 
C.E'MI - CORREIOS 

Fls. {Jo713 



I Chapter 1 Overview 

T raffic Flow 

, . 
·~ .J 

This section describes how the traffic flows between the client and server in a CSM environment. 
(See Figure 1-3.) 

I 

Figure 1-3 úalfíc Flow between C/ient and Server 

www.fox.com 

IP address 

www.fox.com 

IP address 

www.fox.com 

IP address 

w 
Serve r 

CD 
·~----------,L r----t---~L-~_.. Content 

www.fox.com I client Switching ++-------l---

78-11631-05 

® t Module 

I DNS 

I IP address 

~--

y 
Serve r 

Note The numbers in Figure l-3 correspond to the steps in the following operation procedure. 

When you enter a request for information by entering a URL, the traffic flows as follows : 

1. You enter a URL. (Figure 1-3 shows www.fox.com as an example.) 

2. The c1ient contacts a DNS server to locate the IP address associated with the URL. 

3. The DNS server sends the IP address of the virtual IP (VIP) to the client. 

4. The client uses the IP address (CSM VIP) to send the HTTP request to the CSM. 

5. The CSM receives the request with the URL, makes a load-balancing decision, and selects a server. 

For example, in Figure l-3, the CSM selects a server (X server) from the www.fox .com server pool , 
replacing its own VIP address with the address of the X server and forwards the traffic to the X 
server to allow the servers to initiate connections that do not have matching entries in the NAT 
configuration . If a NAT server is not specified, the VIP address remains unchanged . 

6. The CSM performs Network Address Translation (NAT). RQS ~0312005 • CN 
CPMI • C~E:f?4 
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lnstalling the Hardware 

This chapter describes how to install the CSM into the Catalyst 6000 family switch and contains these 
sections: 

• System Requirements, page 2-1 

• Installing the CSM, page 2-4 

• Verifying the Installation, page 2-7 

System Requirements 

A 

Before you install the CSM into the Catalyst 6000 family switch, make sure the switch meets the 
hardware and software requirements listed in this section. 

Caution You can use the MSFC, which is internai to the Catalyst 6000 family switch, to route traffic on either 
the client side or the server side of the CSM, but not both simultaneously. 

Memory Requirements 

The CSM memory is not configurable. 

~ Supported Hardware 

78-11631-05 

A 

Before you can use the CSM, you must have a Supervisor Engine I A with an MSFC anda Policy Feature 
Card (PFC) or a Supervisor Engine 2 with an MSFC, and any module that has ports to connect server 
and client networks . 

Caution The WS-X6066-SLB-APC Content Switching Module is not fabric enabled but the module can 
operate in a fabric-enabled chassis like any other nonfabric module. 
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•• System Requirements 

Chapter 2 lnstalling the Hardware I 

The following table lists the supported hardware and software for the CSM: 

Minimum Recommended Cisco lOS 
Product Number Product Description Software Version Software Version Release 

Content Switching Module 

WS-X6066-SLB-APC with Conte nt Switching Module 1.1(1) 2.1 (1) or higher 12 .1(8a)EX 
Supervisor Engine I A 

WS-X6066-SLB-APC with Content Switching Modu le 1.2( 1) 2.1 (I) or higher 12.1(8a)EX 
Supervisor Engine 2 

WS-X6066-SLB-APC with Content Switching Module 2.2(1) 2 .2(1) or higher 12.1(llb)E 
Supervisor Engine 2 

Console Cable 

72-876-01 Console Cable Not applicable Not applicable Not applicable 

Accessory Kit 

800-05097-01 Acl:essory kit ( contains the Console Not applicable Not applicable Not applicable 
Cable) 

Power Supply 

You can place the CSM in any slot in the Catalyst 6000 family chassis except for the slots occupied by 
the supervisor engine and the standby supervisor engine. The CSM operates on power supplied by the 
chassis . 

Software Requirements 

6 
Caution The CSM cannot be used in a Catalyst 6000 family switch with the Catalyst operating system. 

The following table lists lists the software versions for the CSM: 

CSM Software 
..r.elease Software Part Number Hardware Cisco lOS Release c " 1(1) SC6k-SLB-APC-l .l Supervisor Engine lA with 12.1(6)E or 

MSFC and PFC 12.1(7)E 

1.2(1) SC6K-1 .2-CSM Supervisor Engi ne lA with 12.1(8a)E 
MSFC and PFC or 
Supervisor Engine 2 Module 
with MSFC 2 

on Note 

Added Features 

Initial release 

. 

. 
Supervi sor Engine 2 
support 

Route Health Injection 
(RHI) 

RQS n° 03/2005 - CN 
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System Requirements 

" , 
CSM Software ~__fJ> 

Release Software Part Number Hardware Cisco lOS Release Added Features 

2.1 (1) SC6K-2.1-CSM Supervisor Engine IA with I2.1(8a)EX . Firewall load Balancing 
MSFC and PFC or . Non-TCP load balancing 
Supervisor Engine 2 Module 
with MSFC 2 . URL hashing 

. HTTP I.I persistence 

. Full stateful fai lover 

. Generic header parsing 

. SNMP server heal th 
traps 

. Multiple CSM in a 
chassis 

. VPN/Ipsec load 
balancing 

. Configurable NAT 
server 

2.2(I) SC6K-2.2-CSM Supervisor Engi ne IA with 12.l (II b)E . Return error code 
MSFC and PFC or checking 
Supervisor Engine 2 Module . Increased number of 
with MSFC 2 VLANs 

. Reduced time between 
health probes 

. Inband health checking 

. Configurable pending 
connection timeout 

. Real Time Streaming 
Protocol (RTSP) 
support. 

r-· Environmental Requirements 

The following table lists the environmental requirements for the CSM: 

Item Specification 

Temperature, ambient operating 0° to 40°C (32° to 104°F) 

Temperature, ambient nonoperating -40° to 70°C ( -40° to 158°F) 

Humidity (RH), ambient (noncondensing) 10% to 90% 
operating ~QS na 03/20ô5 - CN . 
Nonoperating relative humidity (noncondensing) 5% to 95% CI-'MI • CüRRt: IU::i 
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Chapter 2 lnslalling lhe Hardware I 

lnstalling the CSM 
The following sections describe how to install the CSM: 

• Preparing to Install the CSM, page 2-4 

• Preparing to Instai! the CSM, page 2-4 

• Installing the CSM, page 2-4 

• Verifying the Installation, page 2-7 

Preparing to Insta li the CSM 

r 
Before installing the CSM, make sure that the following items are available: 

• Catalyst 6000 family switch chassis 

• Management station that is available through a Telnet or a console connection to perform 
configuration tasks 

Required T ools 

This section describes the tools you need to install the ÇSM. 

~ .. 
Note Before installing the CSM, you must install the Catalyst 6000 family switch chassis and at Ieast one 

supervisor engine. For information on installing the switch chassis, refer to the Catalyst 6000 Family 
lnstallation Cuide. 

These tools are required to install the CSM into the Catalyst 6000 family switch: 

• Flat-blade screwdriver 

• Wrist strap or other grounding device 

• Antistatic mat or antistatic foam 

~stalling the CSM 

This section describes how to install the CSM into the Catalyst 6000 family switch . 

~ .. 
Note Ali modules, incl uding the supervisor engine (i f you h ave redundant supervisor engines), support hot 

swappin g. You can add, replace, o r remove modules without interrupting the system power o r causing 
other software or interfaces to shut down. For more information about hot-swapping modules , refer 
to the Catalyst 6000 Family Module lnstallation Cuide. 

A 
Warning During this procedure, wear grounding wrist straps to avoid ESD damage to 

directly touch lhe backplane wilh your hand or any metal tool, or you could 

6000 Family Content Switching Module lnstallation and Note 

S. ~4 720 
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Step 1 

Step 2 

Step 3 

lnstalling the CSM 

To instai! the CSM into the Catalyst 6000 family switch, perform these steps : 

Make sure you take the necessary precautions to prevent ESD damage. 

Choose a slot for the CSM. See Figure 2-1 for slot numbers on a Catalyst 6000 family switch. 

~ .. 
Note Slot 1 is reserved for the supervisor engine. Slot 2 can contain an additional supervisor 

engine in case the supervisor engine in slot 1 fails. If a redundant supervisor engine is not 
required, you can insert the CSM in slots 2 through 9 on a 9-slot chassis, slots 2 through 6 
on the 6-slot chassis, or slots 2 through 13 on the 13-slot chassis. 

Figure 2-1 Slot Numbers on Catalyst 6000 Family Switches 

Supervisor engine 

Redundant supervisor __ I_ 
engine 

Switching 
modules 

Fan 
assembly 

~ 

~ 

© 

.. ~ ~ ~ .. ~ ~ ~ 

Power supply 1 Power supply 2 
(redundant) ESD ground strap 

connector 

Check that there is enough clearance to accommodate any interface equipment that you will be 
connectin g direc tl y to the supervisor engine or switching module ports. 

Note If poss ible, place sw itching modules between empty slots that ~~~\t}1~nrr; rí)~/201J5 

sw itchin g-module fill er plates (Ci sco part number 800-00292-

Cata lyst 6000 Module lnstallation 
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A 
Warning 

Step 4 

Step 5 

Step 6 

Step 7 

Step 8 

Chapter 2 lnstalling the Hardware 

. "lA ·- .\ \., 
'\~ 
~-

------------------------------------------------------------------------~ 
Blank faceplates (filler panels) serve three important functions: they prevent exposure to 
hazardous voltages and currents inside the chassis; they conta in electromagnetic interference 

(EMI) that might disrupt other equipment; and they direct lhe flow of cooling air through the 
chassis. Do not operate the system unless ali cards and faceplates are in place. 

Loosen the captive installation screws that secure the switching module filler plate (or an existing 
switching module) to the desired slot. 

Remove the switching module filler plate (or an existing switching module). 

Hold the handle of the CSM with one hand, and place your other hand under the carrier support. Do not 
touch the printed circuit boards or connector pins. 

Place the CSM in the slot. Align the note h on the sides of the switching module carrier with the groove 
in the slot. (See Figure 2-2.) 

Figure 2-2 /nstalling Modules in the Catalyst 6000 Family Switch 

~~----------------

Keep the CSM ata 90-degree angle to the backplane and carefully slide the CSM into the slot until the 
switching module faceplate contacts the ejector levers. (See Figure 2-3.) 
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Step9 

~ 
Caution 

Verifying the lnstallation 

Figure 2-3 Ejector Levers and Captive /nstallation Screws 

r: 

Ejector lever Captive 
installation 
screws 

Using the thumb and forefinger of each hand, simultaneously push in the left and right levers to fully 
seat the CSM in the backplane connector. 

Always use the ejector levers when installing or removing the CSM. A module that is partially seated 
in the backplane will cause the system to halt and subsequently crash. 

' Note lf you perform a hot swap, the console displays the message "Module n has been inserted ." 
This message does not appear, however, if you are connected to the Catalyst 6000 family 
switch through a Telnet session. 

Step 10 Use a screwdriver to tighten the captive installation screws on the left and right ends of the CSM. 

This completes the CSM installation procedure. 

~ Verifying the lnstallation 
When you install the CSM into the Catalyst 6000 family switch, the module goes through a boot 
sequence that requires no intervention . At the successful conclusion of the boot sequence, the green 
Status LED willlight and remain on. If the Status LED does not show green , or shows a different color, 
refer to Table 1-2 on page 1-5 to determine the module's status . 
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Configuring Content Switching 

This chapter describes how to configure content switching and contains these sections : 

• Configuring the Single Subnet (Bridge) Mode, page 4-2 

• Configuring the Secure (Router) Mode, page 4-4 

• Configuring Fault Tolerance, page 4-5 

• Configuring HSRP, page 4-10 

'" Note Ali examples assume that the ip slb mode csm command has been entered as described in Chapter 3, 
"Configuring the Content Switching Module." · 
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Chapter 4 Configuring Content Switching 
Confisuring the Single Subnet (Bridge) Mode 

Configuring the Single Subnet (Bridge) Mode 

~ .. 

In the single subnet (bridge) mode configuration , the client-side and server-side VLANs are on the same 
subnets. Figure 4- l shows how the single subnet (bridge) mode configuration is set up. 

Figure 4- 1 Single Subnet (Bridge) Mode Configuration 

Client 
workstation 

Gateway 
192.158.38.20 

Router A 

Client Services Gateway 

Client-side : Server-side 
' 

192.158.38.1 o: 192.158.39.1 o 
' ' 

Vserver 1 o· ~ 
192.158.38.30 i ~~ 

.~~~./·'\,. 
• 03 

i 1 
• 1 

"'-•/ 
Router 8 

Gateway 
192.158.38.21 

r--------------- - - -- - --
1 Content provider 

CXl 

ServerA ServerB ~ 
•- -- --- -------- ----- --- ~ 

Server Farm 1 

Note The addresses in Figure 4-1 refer to the steps in the following task table. 

~ .. 
Note You configure single subnet (bridge) mode by assigning the same IP address to the CSM client and 

server VLANs. 

Step 1 

Step2 

Step 3 

Step 4 

Step 5 

To confi gure content switching for the single subnet (bridge) mode, perform this task: 

Command Purpose 

Rou ter( c onfig - modu l e - csm)# vlan Enters the VLAN mode 1
• 

database ..•. ~ ... ...... 
~ 

Router (vlan) # vlan 2 Configures a client-side VLA m~IJ n- OJ/:l005 • CN 
\AI 1"'1"\l"'n r- o .... 

Router(vlan )# vlan 3 Configures a server-side VL N. 
. VVI,r\1:. 1~\) 

-- - r.~" 
Rou t er (v l an ) # exit Exits to have the configurati nltl$:.e NfecU .{ {..; 1 

Rou t er(conf ig- modul e - csm)# vlan 2 Creates the cli ent-side VLA 2 an erger:ghÕ SLB 
client VLAN mode 1• 

Doc. 
-· 
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Step6 

Step7 

StepB 

Step9 

Step 10 

Step 11 

Step 12 

Step 13 

Step 14 

Step 15 

, .. 

Configuring the Single Subnet (Bridge) Mode 

\C5. \'~ -
~-

Command Purpose 
'V 

Router(config-slb-vlan- client)# ip Assigns the CSM IP address on VLAN 2. 
addr 192.158 . 38.10 255.255.255.0 

Router(config-slb-vlan-client)# Defines the client-side VLAN gateway to Router A. 
gateway 192.158.38.20 

Router(config-slb-vlan-client)# Defines the client-side VLAN gateway to Router B. 
gateway 192.158.38.21 

Router(config-slb-vserver)# vlan 3 Creates the server-side VLAN 3 and enters the SLB 
serve r VLAN mode. 

Router(config-slb-vlan-client)# ip Assigns the CSM IP address on VLAN 3. 
addr 192.158.38.10 255.255.255.0 

Router(config-slb-vlan-client)# exit Exits the submode. 

Router(config-module-csm)# vserver Creates a virtual server and enters the SLB vserver mode. 
VIP1 

Router(config-slb- vserver)# virtual Creates a virtual IP address. 
192.158.38.30 tcp www 

Router(config-slb- vserver)# serverfarm Assoei ates the virtual server with the server farm3
. 

farml 

Router(config-module-csm)# inservice Enables the server. 

I. Enter the exit command to leave a mode or submode . Enter the end command to retum to the menu' s top levei. 

2. The no form of this command restares the defaults. 

3. This step assumes that the server farm has already been configured. See the "Configuring Ser ver Farms" section on page 3-1 O. 

Note Set the server's default routes to Router A's gateway (192.158.38.20) or Router B 's gateway 
(192.158.38.21 ). 
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Configuring the Secure (Router) Mode 

Configuring the Secure (Router) Mode 

~~ 

In secure (router) mode, the client-side and server-side VLANs are on different subnets . Figure 4-2 
shows how the secure (router) mode configuration is set up. 

Figure 4-2 Secure (Router) Mode Conlíguration 

Gateway 
192.158.38.20 

Router A 

Client Services Gateway 

Client-side : Server-side 
' 192.158.38.1 o : 192.158.39.1 o 
' ' 

Vserver1 O 
' 

Client .?' 
workstation i? ~ e e 

~~:a .. / ( cllent-slde) (serve r -~:de)-- -J--- ----
' 

Router B 

<O 
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Note The addresses in Figure 4-2 refer to the steps in the following task table. 

Step 1 

Step 2 

Step 3 

Step4 

Step 5 

Step 6 

Step 7 

Step8 

To configure content switching in secure (router) mode, perform this task: 

Command Purpose 

Router(config-module-csm)# v1an database Enters the VLAN mode 1
• 

Router(vlan)# v1an 2 Configures a client-side VLAN2 

Router(vlan)# v1an 3 Configures a server-side VLAN. 

Router(vlan)# exit Exits to have the configuration take effect. 

Router(config-module-csm)# v1an 2 c1ient Creates the client-side VLAN 2 and enters the SLB 
VLAN mode. ,_ 

Router(config- slb- vlan-client)# ip addr Assigns the CSM IP address o n~ 03/2005 • CN 
192.158.38 . 10 255 . 255.255.0 r.PMI • CORREIOS 
Router(config - slb- vlan- client ) # gateway Defines the client-side VLAN ~ateway to Router A. 
192 .158.38.20 1=1~ N° .(\ 1"'-i C\ ... 

Rou ter(config - slb- vlan- client)# gateway Defines the client-side VLAN gatew li ~ ~·rJ E1. 
192.158.38.21 
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Step9 

Step 10 

Step 11 

Step 12 

Step 13 

Step 14 

Step 15 

~~ 
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A' 

Command Purpose "" 

~outer(config-module-csm)# vlan 3 server Creates the server-side VLAN 3 and enters the SLB 
VLAN mode. 

Rout er (config- s lb-v lan - server)# ip addr Assigns the CSM IP address on VLAN 3. 
192.158.39.10 255.255.255.0 

Router (config-slb-vlan-server)# exit Exits the submode. 

Router (confi g-module -csm)# vserver VIPl Creates a virtual server and enters the SLB vserver 
mode. 

Route r !config- s lb-vserver)# virtual Creates a virtual IP address. 
192.158.38.30 tcp www 

Rout er (config-slb-vserver)# serverfarm Associates the virtual server with the server farm 3
. 

farml 

Router(config-modu le -csm) # inservice Enables the server. 

I. Em~r Ih ~ exit command lo lcav~ a mode or submode. Enter the end command to retum to the menu 's top levei. 

, Thc no form o f this command restores the defaults. 

3. Thi s s1ep assumes that the se rver farm has already been configured. See the "Configuring Serve r Farm s" seclion on page 3-1 O. 

Note Set the server's default routes to the CSM's IP address (192.158 .39.10). 

Configuring F ault T olerance 

78-11631-05 

Note 

~~ 

This section describes a fault-tolerant configuration. In this configuration, two separate Catalyst 6000 
family chassis each contain a CSM. 

You can also create a fault-tolerant configuration with two CSMs in a single Catalyst 6000 family 
chassis. You also can create a fault-tolerant configuration in either the secure (router) mode or 
nonsecure (bridge) mode. 

In the secure (router) mode, the client-side and server-side VLANs provide the fault-tolerant (redundant) 
connection paths between the CSM and the routers on the client side and the servers on the server side. 
In a redundant configuration, two CSMs perform active and standby roles. Each CSM contains the same 
IP, virtual server, server pool , and real server information. From the client-side and server-side networks, 
each CSM is configured identically. The network sees the fault-tolerant configuration as a single CSM. 

Note When you configure multiple fault-tolerant CSM pairs , do not configure multiple CSM pairs to use 
the same FT VLAN. Use a different FT VLAN for each fault-tolerant CSM pair. 

Configuring fault-tolerance requires the following: 

Two CSMs that are in stalled in the Catalyst 6000 family chassis. RQS n° 03/2005 • CN 

ldentically configured CSM s. One CSM is configured as the active; t -~gMbrN k~~)PJ' 
standby. U '{;). 

Each CSM connected to the same client-side and server-side VLANs 
Fls. N° ___ _ 

Communication between the CSMs prov ided by a shared private VL N. 3 6 9 O 
Doc. ____ _ 
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rrs 
c;.,·' 

• A network that sees the redundant CSMs as a single entity. ~ -

Connection redundancy by configuring a link that has a 1-GB per-second capacity. Enable th' 
calendar in the switch Cisco lOS software so that the CSM state change gets stamped with the 
correct time. 

The following command enables the calendar: 

Cat6k-2# conf t 
Cat6k-2(con fig) # clock timezone WORD offset from UTC 
Cat6k- 2 (config) # clock calendar-valid 

Quality of service (QoS) configured on each CSM in the fault-tolerant pair with Cisco lOS Release 
12. 1 (8)E and !ater. 

Table 4-1 lists the QoS requirements. 

lãble 4-1 QoS Enabling Matrix 

CSM Release Cisco lOS Release Supervisor Engine/MSFC 

1.1 12.1(6)E Sup 1/MSFC or MSFC 2 

1.1 12.1(7)E Sup 1/MSFC or MSFC 2 

1.2 12.1(8a)E Sup 1/MSFC 1 

1.2 12.1 (8a)E Sup 1/MSFC 2 

1.2 12.1(8aE Sup 2/MSFC 2 

Figure 4-3 shows the QoS configuration topology. 

Figure4-J 

Switch-1 
CSG 

(Primary) 

QoS Conliguration lópology 

heartbeat message 

port gl/1 port gl/1 
(sending) (receiving) 

Switch-2 
CSg 

(Secondary) 

"' M 
o 
M 
<O 

Need to Configure QoS 

No 

No 

No 

No 

Yes 

Without this configuration, 802.1 Q priority information is not preserved in packets traversing through 
to the switch . Heartbeat messages sent from the active to the standby CSM must contain this priority 
information so that they will be transmitted without delay. When an excessive delay occurs, an 
unnecessary takeover might occur. 

You can overcome this limitation by configuring the sending port gl/1 to retain priority information upon 
transmission and the receiving port gl/1 to trust the class ofservice (CoS) (priority bits) for the incoming 
packets. 

The permit any any command informs the switch to accept incoming packets with any MAC address 
from any MAC address. 

,-­
·; 

'""''1C. 

~n -i 31 
3 690 
-----
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To configure QoS for a fault-tolerant configuration, enter these commands: 

Cat6k-2(config)# mls qos 
Cat6k-2(config)# interface gl/1 
Cat6k-2(config-if)# no shutdown 
Cat6k-2(config-if)# mls qos cos 7 
Cat6k-2(config-if)# switchport 
Cat6k-2(config-if)# switchport access vlan 200 
Cat6k-2(config-if)# switchport trunk encapsulation dotlq 
Cat6k-2(config-if)# switchport trunk allowed vlan 1,2,1002-1005 
Cat6k-2(config-if)# switchport mode trunk 

Table 4-2 lists CSM fault-tolerant configuration requirements. 

lãble 4-2 CSM Fault-tolerant Configuration Requirements 

Configuration Parameter On Both Content Switching Modules 

Same Different 

VLAN name X 

VLAN address X 

Gateway 1 address X 

Virtual server name X 

Virtual IP address X 

Alias IP addresses X 

Redundancy group name X 

Redundancy VLAN ID X 

I. Server default gateways must point to the alias IP address . 

Configuring Fault Tolerance 

!LI....>-­'.) e-,· ' 
' -:3' 

Because each CSM has a different IP address on the client-side and server-side VLAN, the CSM can 
issue health monitor probes (see the "Configuring Probes for Health Monitoring" section on page 6-1) 
to the network and receive responses. Both the active and standby CSMs send probes while operational. 
If the passive CSM assumes control , it knows the status of the servers because of the probe responses it 
has received. 

Enter the replica te csrp { sticky J connection} command in the virtual server mode to configure 
replication for the CSMs. 

Note The default setting for the replicate command is disabled. 

If no router is present on the server-side VLAN, then each server 's default route points to the aliased IP 
address. 

~, ...... ~· 
RQS no 03/2005 · CN 
CPMI • CORREIOS 

0732 
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Figure 4-4 shows how the secure (router) mode fault-tolerant configuration is set up. 

Figure 4-4 Fault- Tolerant Conliguration 
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Note The addresses in Figure 4-4 refer to the steps in the following two task tables . 

To confi gure the active (A) CSM for fault tolerance , perform this task: 

Command 

Step 1 Router (config- module - csm) # vlan 2 c1ient 

Step2 Router(config- slb- vlan-client)# ip addr 
192.158.38.10 255.255 . 255.0 

Step3 Router(config - slb-vlan-client)# gateway 
192 . 158.38 . 20 255 . 255 . 255 . 0 

Step 4 Router (config-modu l e - csm) # vserver vip1 

Purpose 

Creates the client- side VLAN 2 and enters the SLB 
VLAN mode 1

. 

Assigns the contem swi tching IP address on 
VLAN I . 

(Optional) Defin es the client-side VLAN gateway 
for an HSRP enabled gateway. 

Creates a virtual server and enters the SLB vserver 
mode. lJ .. ..... . _, ., _______ , _ __ _ 

l ROS n° 03/2005 - CN 
I CPMI - CORREIOS 
I 
l ~7~_3__ 
! 
i 3 6 9 o 
I ,.) C 
~'~ O·---­
; ., ... ... !:, , .~ - -- -
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Step5 

Step6 

Step7 

StepB 

Step9 

Step 10 

Step 11 

Step 12 

Step 13 

Step 14 

Step 15 

Step 16 

Command 

Router (config-slb-vserver) # virtual 
192.158.38.30 tcp www 

Router(con fig-module-csm ) # inservice 

Router(confi g - module - csm ) # vlan 3 server 

Router(con fig - slb- vserver)# ip addr 
192.158.39.10 255.255.255.0 

Router(config-slb-vserver)# alias ip addr 
192.158.39.20 255.255.255.0 

Router(config-module-csm) vlan 9 ft 

Router(config-module-csm)# ft group 
ft - group -number vlan 9 

Router(config - module-csm)# vlan database 

Router(vlan)# vlan 2 

Router (vlan)# vlan 3 

Router(vlan)# vlan 9 

Router(vlan)# exit 

Configuring Fault Tolerance 

fx' 
Purpose " 

Creates a virtual IP address . 

Enables the server. 

Creates the server-side VLAN 3 and enters the SLB 
VLAN mode. 

Assigns the CSM IP address on VLAN 2. 

Assigns the default route for VLAN 2. 

Defines VLAN 9 as a fault-tolerant VLAN. 

Creates the content switching active and standby 
(A/B) group VLAN 9. 

Enters the VLAN mode 1• 

Configures a client-side VLAN 22
• 

· · ·Cónfigurés a server-side VLAN 3. 

Configures a fault-tolerant VLAN 9. 

Enters the exit command to have the configuration 
take affect. 

I . Ente r the exit command to leave a mo de o r submode. Enter the end command to retum to the menu ' s top levei. 

2. The no form o f this command restores the defaults . 

To configure the standby (B) CSM for fault tolerance, perform this task (see Figure 4-4) : 

Command 

Step 1 Router (config-module-csm) # vlan 2 client 

Step2 Router(config-slb-vlan-client)# ip addr 
192.158.38.40 255.255 . 255.0 

Step 3 Router (config-module-csm) vlan 9 ft 

Step 4 Router (conf ig-slb-vlan-client) # gateway 
192.158.38 . 20 

Step 5 Rou ter ( conf ig - module - csm) # vserver vip1 

Step 6 R ou ter ( conf ig-slb-vserver) # virtual 
192 . 158.38.30 tcp www 

Step 7 Router (config-module-csm) # inservice 

Step 8 Router (config- module-csm) # vlan 3 server 

Step 9 Router (config-slb-vserver) # ip addr 
192 . 158.39 . 30 255 . 255.255.0 

Step 10 Router(config - slb- vserver)# alias 
192.158.39.20 255.255.255.0 

Purpose 

Creates the client-side VLAN 2 and enters the 
SLB VLAN mode 1• 

Assigns the Content Switching IP address on 
VLAN2. 

Defines VLAN 9 as a fault-tolerant VLAN. 

Defines the client-side VLAN gateway. 

Creates a virtual server and enters the SLB 
vserver mode. 

Creates a virtual IP address. 

Enables the server. 

Creates the server-side VLAN 3 and enters the 
SLB vlan mode. 

Ass igns the CSM IP address on VLAN 3. 

Assigns the defa ul 

Fls. N° ----
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Command Purpose \J 

Step 11 Router (config-module-csm) # ft group 
ft-group-number vlan 9 

Creates the CSM active and standby (A/B) 
group VLAN 9. 

Step 12 Router (config-module-csm) # show module csm ft Displays the state of the fault tolerant system. 

I. Enter the exit command to leave a mode or submode. Enter the end command to return to the menu ' s top levei. 

Configuring HSRP 
This section provides an overview of a Hot Standby Router Protocol (HSRP) configuration 
(see Figure 4-5) and describes how to configure the CSMs with HSRP and CSM failover on the 
Catalyst 6000 family switches. 

HSRP Configuration Overview 

~ ... 

Figure 4-5 shows that two Catalyst 6000 family switches, Switch 1 and Switch 2, are configured to route 
from a client-side network ( 10.1 00/16) to an internai CSM client network ( 10.6/16, VLAN 136) through 
an HSRP gateway (10.100.0.1). The configuration shows the following: 

• The client-side network is assigned an HSRP group ID of HSRP ID 2. 

• The internai CSM client network is assigned an HSRP group ID of HSRP ID 1. 

Note HSRP group 1 must have tracking turned on so that it can track the client network ports on HSRP 
group 2. When HSRP group 1 detects any changes in the active state o f those ports, it duplicates those 
changes so that both the HSRP active (Switch 1) and HSRP standby (Switch 2) switches share the 
same knowledge of the network. 

In the example configuration, two CSMs (one in Switch 1 and one in Switch 2) are configured to forward 
traffic between a client-side anda server-side VLAN: 

• Client VLAN I 36 

~ ... 
Note The client VLAN is actually an internai CSM VLAN network; the actual client network is 

on the other side of the switch. 

• Server VLAN 272 

~ ... 

The actual servers on the server network (1 0.5/1) point to the CSM server network through an 
aliased gateway ( 10.5.0.1 ), allowing the servers to run a secure subnet. 

In the example configuration, an EtherChannel is set up with trunking enabled, allowing traffic on 
the internai CSM client network to travei between the two Catalyst 6000 family switches. The setup 
is shown in Figure 4-5. 

Note EtherChannel protects against a severed link to the active switch anda failure in a non~_C.SM 

component of the switch. EtherChannel also provides a path betw :~d§ ~<otb'~/~~.ief(l e 
switch and another switch, allowing CSMs and switches to fail over ~n~e~~ ~ · g 
an extra levei of fault tolerance . 
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Figure 4-5 HSRP Conliguration 
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~ .. 

Thi s procedure describes how to create an HSRP gateway for the client- side network. The gateway is 
HSRP ID 2 for the client-side network. 

Note In this example, HSRP is set on Fast Ethernet ports 3/6. 

Step 1 

To create an HSRP gateway, follow these steps: 

Confi gure Switch 1-FTI (HSRP active) as follows: 

Router(config)# interface FastEthernet3/6 
Router(con f i g ) #ip address 10.100.0.2 255.255.0.0 
Route r (con f ig) #standby 2 priority 110 preempt 
Router(config)# standby 2 ip 10.100.0.1 

RQS n° 03/2005 - CN 
CPMI - CORREIOS 

Fls. N°0 7 3 6 
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Step 2 Configure Switch 2-FT2 (HSRP standby) as follows: 

Router(config)# interface FastEthernet3/6 
Router(config)# ip address 10.100.0.3 255.255.0.0 
Router(config)# standby 2 priority 100 preempt 
Router(config ) #standby 2 ip 10.100.0.1 

Chapter 4 Configuring Content Switching 

Creating Fault-T olerant HSRP Configurations 

Step 1 

Step 2 

This section describes how to create a fault-tolerant HSRP secure-mode configuration. To create a 
nonsecure-mode configuration, enter the commands described with these exceptions: 

Assign the same IP address to both the server-side and the client-side VLANs. 

Do not use the alias command to assign a default gateway for the server-side VLAN. 

To create fault-tolerant HSRP configurations, follow these steps: 

Configure VLANs on HSRP FTI as follows: 

Router(config)# module csm 5 
Router(config-module-csm)# v1an 136 c1ient 
Router(config-slb-vlan-client)# ip address 10.6.0.245 255.255.0.0 
Router(config-slb-vlan-client)# gateway 10.6.0.1 
Router(config-slb-vlan-client)# exit 

Router(config-module-csm)# vlan 272 server 
Router(config-slb- vlan-server)# ip address 10.5.0.2 255.255.0.0 
Router(config-slb-vlan-server)# alias 10.5.0.1 255.255.0.0 
Router(config-slb-vlan-server)# exit 

Router(config-module-csm)# vlan 71 ft 

Router(config - module-csm)# ft group 88 vlan 71 
Router(config-slb-ft) # priority 30 
Router(config-slb-ft)# preempt 
Router(config-slb- ft)# exit 

Router(config-module-csm)# interface Vlan136 
ip address 10.6.0.2 255.255 . 0.0 
standby 1 priori t y 100 preempt 
standby 1 ip 10 .6.0 .1 
standby 1 track Fa3/6 10 

Configure VLANs on HSRP FT2 as follows: 

Router(config)# module csm 6 
Router (config-module-csm)# vlan 136 client 
Router(config - slb-vlan-client)# ip address 10.6.0.246 255.255.0.0 
Router(config-slb - vlan-client)# gateway 10.6.0.1 
Router(config-slb-vlan-client) # exit 

Router(config-module-csm)# vlan 272 server 
Router(config - slb-vlan-server)# ip address 10.5.0.3 255.255 . 0.0 
Router(config-slb-vlan- server )# alias 10.5.0.1 255.255.0.0 
Router(config-slb-vlan-server)# exit 

Router(config-module-csm)# vlan 71ft 

[Doc. 3 6 9 O 
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Step3 

Step4 

78·11631·05 

Router( c onfig-module-csm)# ft group 88 vlan 71 
Router(config-slb-ft)# priority 20 
Router(config-slb-ft) # preempt 
Router( c onfig-s lb- ft)# exit 

Router(config-module-csm)# interface Vlan136 
ip a ddress 10 . 6 . 0.3 255.255.0 . 0 
standby 1 priority 100 preempt 
standby 1 ip 10.6.0 . 1 
standby 1 track Fa3 / 6 10 , .. 
Note To allow tracking to work, preempt must be on. 

Configure EtherChannel on both switches as follows: 

Router(console)# interface Port-channellOO 
Router(console)# switchport 
Router(console)# switchport trunk encapsulation dot1q 
Router(console)# switchport trunk allowed vlan 136 , .. 
Note By default, ali VLANs are allowed on the port channel. 

To prevent problems, remove the server and FT CSM ·VLANs as follows: 

Router(console)# switchport trunk remove vlan 71 
Router(console)# switchport trunk remove vlan 272 

Add ports to the EtherChannel as follows: 

Router(console)# interface FastEthernet3/25 
Router(console)# switchport 
Router(console)# channel-group 100 mode on 

RQS no 0312005 _ CN 
CP.MI_ - CORREIOS 
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CISCO SYSTEMS 

Cisco Catalyst 6500 Series Content Switching Module 

The Cisco Content Switching Module (CSM) is a Cisco Catalyst® 6500 line card that balances 

client traffic to farms o f servers, firewalls , Secure Sockets Layer (SSL) devices. o r virtual private 

network (VPN) termination devices. The Cisco CSM provides a high-performance, cost-effectivE 

load-balancing solution for enterprise and Internet service provider (ISP) networks. The Cisco 

CSM meets the demands o f high-speed content delivery networks, tracking network sessions and 

server load conditions in real time and directing each session to the most appropriate server. 

Fault-tolerant Cisco CSM configurations maintain full state information and provide true hitless 

failover required for mission-critical functions. 

The Cisco CSM provides the following key benefits (refer to Figure 1): 

• Market-leading performance-The Cisco CSM establishes up to 165,000 Layer 4 connections 

per second (depending on software version) and provides high-speed content switching while 

maintaining 1 million concurrent connections. 

• Outstanding price/performance value for large data centers and ISPs-The Cisco CSM 

features a low connection cost and occupies a small footprint. It slides into a slot in a new or 

existing Cisco Catalyst 6500 and enables ali ports in the Cisco Catalyst 6500 for Layer 4-7 

content switching. 

• Multiple Cisco CSMs can be installed in the same Cisco Catalyst 6500. 

• Ease o f configuration-The Cisco CSM uses the same Cisco lOS® command-line interface 

(CLI) that is used to configure the Cisco Catalyst 6500 Switch. 

Figure 1. The Cisco CSM 
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Ali conten ts are Copyright © 1992- 2002 Cisco Systems, Inc. Ali r ights reserved. lmportant Noti ces and 
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Content Switching Module Key Features 

Firewall load Balancing 

The Cisco CSM allows you to scale firewall protection by distributing traffic across multi pie firewalls on a 

per-connection basis, while ensuring that ali packets belonging to a particular connection go through the same 

firewall. Both stealth and regular firewalls are supported. 

URL and Cookie-Based load Balancing 

The Cisco CSM allows full regular expression pattern matching for policies based on URLs. cookies. and Hypertex 

Transfcr Protocol (HTTP) header fields. The Cisco CSM supports any URL or cookie format-allowing it to load 

balance existing Web content without requiring URL/cookie format changes. 

High Performance 

The Cisro CSM performs up to 165,000 new Layer 4 TCP connection setups per second, depending on software 

vcrsion. These connections can be spread across 4096 virtual servers (16,384 real servers) and ali the ports in a 

Cisco Catalyst 6500, or they can be focused on a single port. This provides a benefit over competitors who use 

distributed architectures that require use o f ali the ports in order to gain maximum performance. 

Network Configurations 

The Cisco CSM supports many different network topology types. A Cisco CSM can operate in a mixed bridged 

and routed configuration, allowing traffic to flow from the client side to the server side on the same or on different 

IP subnets. 

IP Protocol Support 

The Cisco CSM accommodates a wide range of common IP protocols-including TCP and User Datagram 

Protocol (UDP). Additionally, the Cisco CSM supports higher-level protocols, including HTTP, File Transfer 

Protocol (FTP). Telnet, Real-Time Streaming Protocol (RTSP), Domain Name System (DNS) , and Simple Mail 

Transfer Protocol (SMTP). 

User Session Stickiness 

Whenever encryption or e-commerce is involved, it is important that the end user is consistently directed to the same 

server-that is, the server where the user 's shopping cart is located or the encryption tunnel terminates. Cisco CSM 

Use r Session Sti .::kiness provides the ability to consistently bring users back to the same server-based on SSL session 

10. JP address, cookie, or HTTP redirection. 

load-Balancing Algorithms 

The Cisco CSM supports the following load-balancing algorithms: 

• Round robin 

• Weighted Round Robin 

• Least connections 

• Weighted Jeast connections 

• Source and/or destinati on IP hash (subnet mask also configurable) 

• URL hashing 

Cisco Systems. Inc. 
Ali contents are Copyright © 1992-2002 Cisco Systems. Inc. Ali ri ghts reserved. lmportant Notices and Pri va y ft~~~~? ____ _ 
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Quality of Service 

Providing differentiated leveis o f service to end users is important when generating revenue from content. The Cisc 

CSM takes advantage o f the robust quality o f service (QoS) o f the Cisco Catalyst 6500, enabling traffic 

differentiation as follows: 

• Correctly prioritizes packets based on Layer 7 rules 

• Directs users who are paying more for services to faster or less loaded servers 

High Availability 

The Cisco CSM continually monitors server and appliation availability using health monitoring probes, inband 

health monitoring, return code checking, and the Dynamic Feedback Protocol (DFP). When a real server or gatewa 

failure occurs, the Cisco CSM redirects traffic to a different location. Servers can be added and removed without 

disrupting service-systems can easily be scaled up or down. 

Connection Redundancy 

Optionally, two Cisco CSMs can be configured in a fault-tolerant configuration to share state information about use 

sessions and provi de connection redundancy. If the active Cisco CSM fails, open connections are handled by the 

standby CSM without interruption, and users experience hitless failover-an important requirement for e-commefCI 

sites and sites where encryption is used . 

Global Server load Balancing 

The CSM offers multi pie options for building a global or geographicalload balanced environment. The CSM can ac1 

as an authoritative DNS and perform GSLB among geographically dispersed CSMs for the purposes of disaster 

recovery or for small GSLB environments with 2-4 Iocations. In addition, the CSM can report load information for 

it's Virtual IPs into the Global Site Selector (GSS). an appliance designed for advanced GSLB scaling up to 128 sites. 

With the many different GSLB options the CSM offers the ability to scale GSLB capabilities as growth demands. 

Configuration limits 

• Total virtual LANs (VLANs) (client and server) : 256 

• Virtual servers: 4000 

• Server farms: 4000 
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• Real servers: 16,000 

• Probes: 4000 

• Access controllist (ACL) items: 16,000 

Performance Summary 

Connections 'I 
1,000,000 concurrent TCP connections 

165,000 connection setups per second-Layer 4 

Throughput _I 

Total combined throughput of 4 Gigabits per second (client to server and server to client) 

Cisco Ca.~alyst Switch Platforrn Requiremen~ J 
Cisco lOS Software only-Cisco Catalyst Operating System is not supported 

Not fabric enabled-Functions as a bus-enabled line card 

Multilayer Switch Feature Card (MSFC) or MSFC2 

Physical SpecifiCations 1 
Occupies slot in the Cisco Catalyst 6500 chassis 

Dimensions (H x W x D) : 1.2 x 14.4 x 16 in. (3.0 x 35.6 x 40.6 em) 

Weight: 5 lb (2.27 kg) 

Operating Environment I 
Operating temperature: 32 to 104.5°F (O to 40°C) 

Nonoperating temperature: -40 to 158°F (-40 to 70°C) 

Operating relative humidity: 10 to 90% (noncondensing) 

Nonoperating relative humidity: 5 to 95% (noncondensing) 

Operating and nonoperating altitude: Sea levei to 10,000 ft (3050m) 

Agency App.rovals 

Emissions: FCC Part 15 (CFR 47) Class A, ICES-003 Class A, EN55022 Class A, CISPR22 Class A, AS NZS 3548 Class A 

Safety: CE Marking according to UL 1950, CSA 22.2 No. 950, EN 60950, IEC 60950, TS 001, ASINZS 3260 

Cisco Catalyst 6500 CSM Ordering lnformation 
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DATA SHE 

Cisco Works Cisco View So4 

THE C!SCOVIEW DEVICE MANAGER IS THE MOST WIDELY DEPLOYED DEVICE MANAGEMENT SOFTWAI 

APPLICATION PROVIDED BY CISCO. BEING WEB-BASED, CISCOWORKS CISCOVIEW ALLOWS UBIQUITOI 

ACCESS FROM ANY CLIENT WITH A STANDARD BROWSER, NETWORK ACCESS, AND MINIMUM HARDWAf 

REQUIREMENTS. USERS CONTINUE TO RELY ON THE INTUITIVE INTERFACE, REAL-TIME DEVICE MONITORINl 

AND EASY DEVICE CONFJGURATION IN CJSCOVIEW, AS WELL AS NEW FEATURES THAT ENHANCE 11 

FUNCTIONALITY. EASILY INTEGRATED WITH CISCOWORKS PRODUCTS OR PARTNER PLATFORMS, CISCOVIE 

PROVIDES MULTI-USER DEVICE MANAGEMENT IN THE LARGER CONTEXT OF AN END-TO- END MANAGEMEI\ 

INTRANET SOLUTION. 

Cisco View Web-based management a ides network management by 

displaying a physical view of Cisco devices and color-coding 

device ports for at-a-glance port status, allowing users to quickly 

grasp essential information. CiscoView features provide dynamic 

status, device monitoring, and comprehensive configuration 

information for Cisco intemetworking products (routers, switches, 

and access products). Features include: 

• Web-based displays of Cisco products from a single location, 

giving network managers a complete view of Cisco products 

without physically checking each device (see Figure 1) 

• A continuously updated physical view of routers, hubs, 

switches, or access servers in a network 

• Real-time monitoring and tracking o f key information and data 

relating to device performance, traffic, and environment, with 

metrics such as utilization percentage, frames transmitted and 

received, errors, anda variety o f other device-specific indicators 

• The ability to modify device configurations across router, 

switch, and access server products. 

o The ability to access lhe support for existing and new Cisco 

devices via the Web-based Package Support Updater (PSU), 

without having to purchase and install new versions of 

CiscoYiew 

• Multi-user access to a single Cisco Yiew server through a 

Web-based client 

New CiscoView 5.4 Features 

CiscoYiew 5.4 has severa! new features including: 

o New device suppon 

o Secure communication between the client browser and the 

server via Secure Sockets Layer (SSL) protocol 

• Device li st import from local RME through SSL 

Figure I CiscoView 5 

Common Management Foundation 

CiscoView 5.4 uses many of the components in the CiscoWorks 

common management foundation . An integration utility is 

available to ali CiscoWorks applications to provide integration 

with third-party network management systems (NMSs). This 

utility adds CiscoYiew device-specific inforrnation to the NMS 

and provides launch points to other Cisco applications, creating a 

seamless management environment for the end user. The utility 's 

modular, independent design allows: 

• lntegration between applications residing on different servers 

and even different operating systems 

• Dynamic updates to integralion inforrnation in the NMS 

• Dynamic upgrades to new versions o f the NMS, without 

reinstalling CiscoWorks 

• Flexibility in customizing your management intranet 

environment using totally Web-based tools from Cisco 

NMS support is updaled frequently, and files can be downloaded 

from eco by referring to lh "' : ttp:// 

www.ci sco.com/cgi-bin/Soft · Q~i@gcaal2006pta~ cgi 
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More lnformation 

For more information on CiscoVicw see the CiscoView Upgrade 

Planner at http://www.cisco.com/public/sw-center/ 

sw-netmgmt.shtml Servcr. Clicnt. and Web Browscr 

Requirements 

The server, client and wcb hrow~cr system requirements can be 
found in the Product Ovcrvicw documcnts for the Routed WAN 
and LAN Management solutiun~. and on Cisco's main on-line 
documentation site, undcr cach CiscoWorks solution. Plcase 
refer to these and other Product lnswllation documcntation for 
more detailed information on scuing up and configuring these 
solutions. 

Device Support 

The modular designo f CiscoVicw allows users to add support for 

devices as necessary. Devicc suppon files can be downloaded 

through the Web-based CiscuView Package Support Updater 

(PSU), located on the CiscoWorks desktop. The PSU is used for 

scheduled and on-demand device support downloads from eco. 
To find more information on downloading device packages, 

please click on this URL:. htlp://www.cisco.com/univercd/cc/td/ 

doc/product/rtrmgmt/cvpamt/cview/cv4gsg/ 

cvgsdld.htm#xtocid238445 

To get the mosl recenl listo f devices supported, see: http:// 

www.cisco.com/cgi-bin/Software/CiscoView/cvplanner.cgi 

Ordering lnformation 

CiscoView is soldas an integral pano f severa! Cisco solutions, 

and is not soldas an individual product. 

The Routed WAN Management Solution and the LAN 

Management Solution contain CiscoView, as does CiscoWorks 

for Windows. 

Availability 

CiscoView is an integral part of multiple CiscoWorks solutions 

and is not sold as an individual product. For more information on 

CiscoView and on the CiscoWorks fm.1ily ofproducts, see: http:/ 

/cisco. com/warp/publi c/cc/pd/wr2k/ 

RQS no 0312005 - CN 
CP..ML_- CORREIOS 

·-Fls. NO 7 4 8 

Doe~ 6 9 O 



o 

Corporate Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San Jose, CA 951 34-1 706 
USA 
www.ci sco.com 
Te!: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-41 00 

Eu ropean Headq uarters 
Cisco Systems Europe 
11 , Rue Camille Desmoulins 
92782 Issy Les Moulineaux 
Cedex 9 
F rance 
www.cisco.com 
Te! : 33 1 58 04 60 00 
Fax: 33 I 58 04 61 00 

Americas Headquarters 
Cisco Systems, Inc . 
I 70 West Tasman Drive 
San Jose, CA 95134-1706 
USA 
www.cisco.com 
Te!: 408 526-7660 
Fax : 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems Australia, Pty., Ltd 
Levei 17, 99 Walker Street 
North Sydney 
NSW 2059 Australia 
www.cisco.com 
Te!: 6 12 8448 7100 
Fax : 61 2 9957 4350 

Cisco Systems h as more than 190 orfices in lhe following countries. Addrcsses, phone numbers, and fax numbe~.ar.;Q...Iu.&.IMio91"""IMI------, 

Cisco.com Web site at www.cisco.com/go/offices. RQS no 03/2005- CN 
Argcmina • Australia • Austria • Bclgium • Brazil • Canada • C hile • China • Colombi n: • Costa Rj ca • C roatia • Czcch Republic • Dcnm r€;~!:J. i ,- UAf:®R:RfK)"S c 

• Gcrmany • Grcccc • Hong Kong • Hungary • lnd ia • lndoncsia • lrcland • Israel • ltal y • Japan • Korca • Luxc mbourg • Mal aysi· Mex i co Jc1.i:j c t~rltlds. • N 
Zcaland • Norway • Peru • Philippincs • Poland • Portugal • Pucno Rico • Romania • Russia • Saud i Arabia • Singaporc Slovakia • !ovcni a • ti"( A~ c~ Spam 
Swcdcn • Switzcrland • Taiwan • Thailand • Turkey • Ukraine • United Kingdom • United States • Venezuela ""f!S. 

Copyrtght@ 2000. Cisco Systcms. lnc. Ali ri ghts reservcd. Printed m the USA Cisco. Cis(o lOS. the Clsc.:o lOS Jogo. Cisco Systcms. amlthc Ci s~.:o Systcrns logo :.~re rcg 1stcrcd trad 
lhe U.S. and ccnam othcr counuics. A li olhcr trade marks mcnlloncd in Um doc umcnt are thc pmrcrty o f theJr rcspcctive owncrs. Thc U!!C of thc word partncr does not nnply :.1 pann 
cnm pany. (IXI07RJ 

arks o !" Ci sco Systcms. Inc. ur 11s afliliat in 

sh1p rclannmfr h~ccn f'tcol'\.d any o r 
J {J ::J0~~9 HW6 '4 

Doc. -



o 

o 

Switch Tipo 2 doe 1 

RQS no 0312005 - CN 
CfMJ_ - CORREIOS 

Fls. JJ 7 5O 

o 3 6 9 o o c. ---



CISCO SVSTEMS 

········································-·'11§1 

o 

Cisco Catalyst 2950 Series Switches 
with Cisco Enhanced lmage Software 

Product Overview 

Cisco® Catalyst® 2950 Series switches are fixed-configuration, stackable models 

that provide wire-speed Fast Ethernet and Gigabit Ethernet connectivity for small 
and medium-sized networks. The Cisco Catalyst 2950 Series is an affordable 

product line that brings intelligent services, such as enhanced security, high 
availability and advanced quality of service (OoS), to the network edge-while 

maintaining the simplicity oftraditional LAN switching. When.a Cisco .Catal.yst 2950 
Series Switch is combined with a Cisco Catalyst 3550 Series Switch, the solution 
can enable IP routing from the edge to the core of the network. Embedded in Cisco 

Catalyst 2950 Series switches is Cisco Cluster Management Suíte (CMSI Software, 
which allows users to simultaneously configure and troubleshoot multiple Cisco 

Catalyst desktop switches using a standard Web browser. In addition to Cisco CMS 

Software, Cisco Catalyst 2950 Series switches provide extensive management tools 

using Simple Network Management Protocol (SNMPI network management 

platforms such as CiscoWorks. 

This product line offers two distinct sets of 

software features and severa! configurations 

to allow small, medium-sized, and 

enterprise branch offices to select the right 

combination for the network edge. Cisco 

Standard Image (SI) Software offers Cisco 

lOS® Software functioning for basic data, 

vídeo, and voice services. For networks 

wirh requirements for additional security, 

advanced QoS, and high availability, the 

Cisco Enhanced Image (EI) Software 

delivers intelligent services such as rate 

limiting and security filtering for 

deployment at the network edge. 

The Cisco Catalyst 2950 Series switches 

consists of rhe following devices-which 

are only available with Cisco El Software 

for the Cisco Catalyst 2950 Series. 

• Catalyst 2950G-48-48 10/100 ports 

and 2 Gigabit Interface Converter 

(GBIC)-based Gigabit Etherner ports 

Cisc o Systems, In c. 

• Catalyst 2950G-24-24 10/100 pons 

and 2 GBIC ports 

• Catalyst 2950G-24-DC-24 101100 

ports, 2 GBIC ports, and DC power 

• Catalyst 2950G-12- 12 101100 ports 

and 2 GBIC ports 

• Catalyst 2950T-24-24 10/100 ports 

and 2 fixed 101100/1 OOOBASE-T uplink 

ports 

• Catalyst 2950C-24-24 101100 

ports and 2 fixed lOOBASE-FX uplink 

ports 

This complete sct of switches offers 

network managers flexibility when selecring 

a migrarion path to Gigabir Ethernet. The 

rwo built-in Gigabir Erherner ports on the 

Cisco Catalyst 2950G-12, 2950G-24, and 

2950G-48 accommodate a range of GBIC 

transceivers, including the Cisco 

GigaStack® GBTC, as well as 

Ali contents are Copyright © 1992-2003 Cisco Systems. Inc. Ali rights reserved. lrnportant Notices an 
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1000BASE-ZX, 1000BASE-T, and coarse-wave division multiplexing (CWDM) GBICs. The dual GBIC-based 

Gigabit Ethernet implememation provides customers with tremendous deploymem flexibility-allowing customers 

increased availability with the redundam uplinks. In sum, the configuration permits customers to implement one type 

of stacking and uplink configuration today, while preserving the option to migrare to another configuration in the 

future. High leveis o f stack resiliency can also be implemented by deploying dual-redundam Gigabit Ethernet uplinks, 

a redundam GigaStack GBIC loopback cable, Cisco UplinkFast and CrossStack UplinkFast rechnologies for 

high-speed uplink and stack interconnection failover, and Per-VLAN Spanning Tree Plus (PVST +) for uplink load 

balancing. 

The Cisco Catalyst 2950T-24 Swirch offers small and medium-sized enterprises server connectivity and an easy 

migrarion path to Gigabit by using the existing copper cabling infrastructure. lmplementing Gigabit Ethernet over 

copper allows network managers to boost network performance and maximize infrasrructure investments in 

Category 5 copper cabling. 

Maximum power availability for a converged voice and data network is attainable when a Cisco Catalyst 2950 Series 

Switch is combined with the Cisco Redundam Power System (RPS) 300 or RPS 675 for protection against internai 

power supply failures and an uninterruptable power supply (UPS) system to safeguard against power ourages. 

Other Cisco Catalyst 2950 Series Switches 

Cisco Catalyst 2950 Series with Cisco SI Software 

The Cisco Catalysr 2950SX-24, 2950-24, and 2950-12 swirches are also members of the Cisco Catalyst 2950 Series. 

They are standalone, fixed-configuration, and managed 10/100 switches providing basic workgroup connectiviry for 

small to medium-sized companies. These wire-speed desktop switches come with Cisco SI Software fearures and offer 

Cisco lOS Software functioning for basic data, vídeo, and voice services ar the edge of the network. 

Cisco Catalyst 2950 Series Long-Reach Ethernet Switches 

• Cisco Catalyst 2950ST-24-LRE-24Iong-reach Ethernet (LRE) ports, 2 fixed 101100/1000BASE-T ports, and 

two small form factor pluggable (SFP) ports (2 of the 4 uplinks active ar one time) 

• Cisco Catalyst 2950ST-8-LRE-Eight LRE ports, 2 fixed 10/100/1000BASE-T ports, and two SFP ports (two of 

the four uplinks active at one rime) 

The Cisco Catalyst 2950 Series LRE switch solution delivers cost-effective, high-performance broadband access over 

existing phone wiring in enterprise campus environments and multitenant buildings (boteis, apartmem buildings, and 

office buildings, for example). Cisco Caralyst 2950 Series LRE switches come with Cisco EI Software features, 

enabling enrerprise and service provider customers to extend intelligent services over legacy wiring (Category 1, 2, 

and 3) to distances up to 5000 feet. Cisco is the only company with technologies that allow customers to deliver 

intelligenr network services across any combinarion of wired and wireless infrasrructures. Refer to the Cisco Catalysr 

2950 Series LRE Data Sheet for more informarion. 
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lntelligence in the Network 

Networks are evolving to address four new developments ar the network edge: 

• Increase in desktop computing power 

• lntroduction of bandwidth-intensive applications 

• Expansion of highly sensitive data on the network 

• Presence of multi pie device types, such as IP phones and wireless LAN (WLAN) access points 

These new demands are contending for resources with many existing mission-critical applications. As a result, IT 

professionals must view the edge of the network as criticai to the effective management of the delivery o f information 

and applications. 

As companies increasingly rely on networks as the strategic business infrastructure, ir is more importam than ever to 

ensure high availabiliry, security, scalability, and control. By adding Cisco intelligem functioning to the wiring closet, 

customers can now deploy network-wide imelligent services that address these requirements in a consistem way, 

from the desktop to the core and through the WAN. 

With Cisco Catalyst switches, Cisco enables companies to fully realize the benefirs of adding imelligem services imo 

their networks. Making the network infrastructure highly available to accommodate time-criticai needs, scalable to 

accommodate growth, secure enough to protect confidential information, and capable of differemiating and 

comrolling traffic flows is criticai to further optimizing network operations. 

Network Security Through Advanced Security Features 

Cisco Catalyst 2950 Series switches offer enhanced data security through numerous security features. These features 

allow customers to enhance LAN security with capabilities to secure network management traffic through the 

protecrion of passwords and configuration information; to provide options for network security based on users, 

ports, and Media Access Control (MAC) addresses; and to enable more immediate reactions to intruder and hacker 

detection. These security enhancements are available free of charge by downloading the latest software release for 

the Cisco Catalyst 3550 and 2950 series switches. 

Secure Shell (SSH) and SNMPv3 protect information from tampering or eavesdropping by encrypting information 

being passed along the network, guarding administrative information. Privare VLAN Edge isolares ports on a switch, 

ensuring that traffic travels directly from the entry point to the aggregation device through a virtual path and that ir 

cannot be directed to another port. Local Proxy Address Resolution Protocol (ARP) works in conjunction wirh 

Privare VLAN Edge to minimize broadcasts and maximize available bandwidth. 

Porr-based access control parameters (ACPs) resrricr sensirive portions of rhe nerwork by denying packers based on 

source and desrinarion MAC addresses, IP addresses, or Transmission Control Prorocol!User Datagram Protocol 

(TCP/UDP) ports. ACP lookups are performed in hardware; rherefore, forwarding performance is nor compromised 

when implemenring rhis rype of securiry in rhe network. In addirion, rime-based access comrollisrs (ACLs) allow 

configuration of differemiated services based on time periods. ACLs can also be applied to filter rraffic based on 

Differenriated Services Code Point (DSCP) values. Porr securiry provides anorher means to ensure the appropriare 

user is on rhe nerwork by limiting access based on MAC addresses. 

For authenricarion of users with a Terminal Access Controllcr Access Conrrol Sysrem (TACACS+) or Remate 

Aurhenricarion Dial-In User Service (RADIUS) server, 802.lx provides porr-level security. In conjuncrion with a 

RADIUS servcr, 802.lx allows for dyna mic port-bascd uscr authentication, whic ~{)1S I,S:1}§/id 5r~ c vN , mi call y 
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a~s1gn a ,·irrual LAN (VLAN) hascd on a specific user, regardless of where they connect on the network. This 

intciiigcm adaptahility allow<; IT dcparrments to offer greater tlexibility and mobility to their stratified user 

popui,Iuom. BY .:ombining acccss contrai and user profiles with secure network connectivity, services, and 

applicauom. cnrcrpri scs Glll more cffecrively manage user mobility and drastically reduce thc ovcrhead associatcd 

w1th grJnring anJ managmg aL'Ccss to network resources. 

\X'irh mulrii.I\'t'f Cisco Car,IIy~r 2950 Series swirches, network managers can implemcnt high leveis of console 

sccum~· . :-.tulrilevel access sccurir~· on the switch console and the Web-based management interface prevent 

unaurhorizt:d users from acct:ssing or altering switch configuration. TACACS+ or RADIUS aurhentication enables 

centralizcJ acccss control oi rhc switch and restricts unauthorized users from altering the configuration. Deploying 

st:cumy can he clone through Cisco CMS Software security wizards, which ease the deploymenr of security features 

rhar rt:srricr uscr access to a scrver, a portion of the network, or the entire network. 

Network Control Through Advanced OoS and Rate Limiting 

Cisco C:aralyst 2950 Series swirches offer superior and highly granular QoS based on Layer 2-4 information to ensure 

that nerwork rraffic is classificd and prioritized, and that congestion is avoided in the best possible manner. 

Conliguration of QoS is greatly simplified through automatic QoS (auto-QoS), a feature that detects Cisco IP phones 

and auromatically configures switches for the appropriate classification and egress queuing. This optimizes traffic 

prioritizarion and network availability without the challenge of a complex configuration. 

Cisco Caralysr 2950 Series switches can classify, reclassify, police (determine if the packet is in or out of 

prcdercrmincd profiles and affecr actions on the packet), and mark or drop the incoming packets bcfore the packet 

is placed in rhe shared buffer. Packet classification allows the network elements to discriminare between various 

rraflic flows and enforce policies based on Layer 2 and Layer 3 QoS fields. 

To implement QoS, these switches first identify traffic flows (or packet groups) and classify or reclassify these groups 

using the DSCP field in the IP packet or the 802.1p class of service (CoS) field in the Erhernet packer. Classification 

and rcclassilicarion can also be based on cri teria as specific as the source/destination lP address, source/desrination 

MAC address, or the Layer 4 TCP/UDP ports. At the ingress (incoming port) levei, the Cisco Catalyst switches will 

also pcrform policing and marking of rhe packet. 

Afrer the packet goes rhrough classilication, policing, and marking, it is assigned to the appropriare queue before 

exit ing rhe switch . Cisco Catalyst 2950 Series switches supporr four egress (ourgoing port) queues per port, which 

all ows the nerwork adminisrrator ro be more discriminating and specific in assigning priorities for thc various 

applica rions on rhe LAN. Ar rhc egress levei, rhe switch performs scheduling, which is a process that determines the 

o rd cr in which rhe queucs are processed . The switches supporr Weighted Round Robin (WRR) schedu ling or strict 

prioriry sc heduling. The WRR schedu ling a lgorithm ensures that lower prioriry packers are nor entirely srarved for 

bandwidth andare scrviced without compromising thc priority settings administered by thc ncrwork manager. Stricr 

priority scheduling ensures that the highest priority packets will always get serviced first, ahead of a li orher traffic, 

and rhat the orher rhree qucues will be serviccd using \VRR best effort. 

T hcsc fea tures all ow nerwork adminisrrators to prioririze mission-critical or bandwidth-intensivc rraflic, such as 

entcrpri se reso urce planning (ERP) (Oracle, SAP, anel so on), voice (TP telephony traffic), and CAD/CAM over less 

rimc-se nsitive applica rions such as File Transfer Protocol (FTP) or c-mail (SMTP). For cxample, ir would be highl y 

unJc ,i r;lhl e ro h ave a large fil e Jownload desrined to one port on a wiring closet switch and h ave quality im pli cations, 
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such as increased latency in voice traffic, destined to another port on this switch. This condition is avoided by 

ensuring that voice traffic is properly classified and prioritized throughout the network. Other applications, such as 

Web browsing, can be treated as low priority and handled on a best-effort basis. 

Cisco Catalyst 2950 Series switches are capable of allocating bandwidth based on severa! criteria, including l'vtAC 

source address, l'v1AC destination address, IP source address, IP destination address, and TCP/UDP port number. 

Bandwidth allocarion is essenrial in network environments that require service-level agreements, or when it is 

necessary for the net\vork manager to control the bandwidth given to certain users. Cisco Catalyst 2950 Series 

switches support up to 6 policers per Fast Ethernet port and up to 60 policers on a Gigabit Ethernet port, giving the 

network administrator granular control of LAN bandwidth. 

Network Availability 

To provide efficient use of resources for bandwidth-hungry applications like multicasts, Cisco Catalyst 2.950 Series 

switches support Internet Group Management Protocol (IG~1P) snooping in hardware. Through the support and 

configuration of IGMP snooping via Cisco CMS Soft\Vare, Cisco Catalyst 2950 Series switches deliver ourstanding 

performance and ease of use in administering and managing multicast applications on the LAN. 

The IGMP snooping feature allows the switch to " listen in on" the IGMP conversation bet\Veen hosts and routers. 

When a switch hears an "IGMP join" request from a host for a given multicast group, the switch adds the host's port 

number to the group destination address (GDA) list for that group. When the switch hears an "IGMP leave" request, 

it removes the host's port from the content-addressable memory (CAM) table entry. 

PVST + allows users to implement redundam uplinks while distributing traffic loads across multiple links. This is not 

possible with standard Spanning-Tree Protocol implementations. Cisco UplinkFast technology helps ensure 

immediate transfer to the secondary uplink, an improvement over the traditional 30-to-60 second convergence time. 

An additional feature that enhances performance is Voice VLAN, which allows network administrarors to assign 

voice traffic to a VLAN dedicated to IP telephony-simplifying phone installations and providing easier network 

traffic administration and troubleshooting. 

Multicast VLAN Registration (MVR) is designed for applications that use wide-scale deploymenr of multicast traffic 

across an Ethernet-ring-based service provider net\Vork (for example, the broadcast of multi pie television channels 

over a service-provider network) . MVR allows a subscriber on a port to subscribe and unsubscribe to a multicast 

stream on the network-wide multicast VLAN. 

Network Management 

Cisco CMS Software is Web-based and embedded in Cisco Catalyst 3550, 2950, 3500 XL, 2900 XL, and 2900 LRE 

XL series switches . Through Cisco switch clustering technology, users can access Cisco CMS Software with any 

standard Web browser to manage up to 16 of these switches at once, regardless of their geographic proximity-with 

the option of using a single IP address for the enrire cluster if desired. With the addition of the Cisco Catalyst 3550 

Series switches, Cisco CMS Software can now extend beyond routed boundaries for even more fle xibil ity in 

managing a Cisco cluster. 

Cisco CMS Software provides an integrated managemenr interface for delivering intelligent services, such as 

multilayer switching, QoS, multicast, and security ACLs. Cisco CMS Software a llows administrato rs to take 

ad vanrage of benefits form erly reserved for only the most advanced net\vorks withour having to lea rn the 

command-line interface (CL!) or even the dctails of the technology. 
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The new Guide Mode in Cisco CMS Software leads the user step-by-step through the configuration of advanced 

features and provides enhanced online help for context-sensitive assistance. In addition, Cisco AVVID (Architecture 

for Voice, Vídeo and Integrated Data) wizards provide automated configuration of the switch to optimally support 

vídeo streaming or videoconferencing, voice over IP (VoiP), and mission-critical applications. These wizards can save 

hours of time for network administrators, eliminare human errors, and help ensure that the configuration of the 

switch is optimized for these applications. 

Cisco CJ\-IS Software supports standards-based connectivity options such as Ethernet, Fast Ethernet, Fast 

EtherChannel, Gigabit Ethernet, and Gigabit EtherChannel connectivity. Beca use Cisco switch clustering technology 

is not limited to a single stack of switches, Cisco CMS Software expands the tradicional cluster domain beyond a 

single wiring closet and saves time and effort for network administrators. 

Cisco Catalyst 2950 Series switches can be configured either as command or member switches in a Cisco switch 

cluster. Cisco Cl\1S Software also allows the network administrator to designare a standby or redundam command 

switch, which takes the commander duties should the primary command switch fail. Other features include the 

ability to configure multi pie ports and switches simultaneously, to perform software updates across the enrire cluster 

ar once, and to clone configurations to other clustered switches for rapid network deployment. Bandwidth graphs 

and link repores provide useful diagnostic information, and the topology map gives netWork administrators a quick 

view of the network status. 

In addition to Cisco CMS Software, Cisco Catalyst 2950 Series switches provide exrensive management tools using 

SNMP network management platforms such as CiscoWorks for switched internetworks. 

Cisco Catalyst 2950 Series switches deliver a comprehensive set of management tools to provide the required 

visibility and control in the network (Figure 1). Managed wirh CiscoWorks, Cisco Catalyst switches can be 

configured and managed to deliver end-to-end device, VLAN, traffic, and policy management. Coupled with 

CiscoWorks, Cisco Resource Manager Essentials, a Web-based management tool, offers automated inventory 

collection, software deployment, easy tracking of network changes, views imo device availability, and quick isolation 

of error conditions. 

Figure 1 

Cisco Catalyst 2950 Series Switches 
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Product Features and Benefits 

Table 1 lists the features and benefits of the Cisco Catalyst 2950 Series switches. 

Table 1 Features and Benefits 

Feature Benefit 

Availability 

Superiorredundancy 
for fault backup 

lntegrated Cisco lOS 
Software features for 
bandwidth 
optimization 

IEEE 802.1 D Spanning-Tree Protocol support for redundant backbone connections and 
loop-free networks simplifies network configuration and improves fault tolerance. 

Support for Cisco Spanning-Tree Protocol enhancements such as UplinkFast, 
BackboneFast, and PortFast technologies ensure quick failover recovery, enhancing 
overall network stability and availability. 

IEEE 802.1w Rapid Spanning-Tree Protocol (RSTP) provides rapid convergence of the 
spanning tree independent of spanning-tree timers. 

Cisco CrossStack UplinkFast technology extends UplinkFast to a stack to ensure quick 
failover recovery, enhancing network stability and availability. 

Support for the optional 300-watt o r 675-watt redundant Cisco AC power system provides 
a backup power source for up to 4 or 6 units, respectively, for improved fault tolerance 
and network uptime. 

Redundant stacking connections provi de support for a redundant loopback connection for 
top and bottom switches in an independent stack backplane cascaded configuration. 

Command switch redundancy enabled in Cisco CMS Software allows customers to 
designate a backup command switch that takes over cluster management functions if the 
primary command switch fails. 

Unidirectional link detection (UDLD) and aggressive UDLD features detect and disable 
unidirectionallinks on fiber-optic interfaces caused by incorrect fiber-optic wiring or port 
faults. 

Bandwidth aggregation of up to 4 Gbps (2 ports full duplex) through Cisco Gigabit 
EtherChannel® technology and up to 16 Gbps (8 ports fui I duplex) through Fast 
EtherChannel technology enhances fault tolerance and offers higher-speed aggregated 
bandwidth between switches, to routers and individual servers. Port Aggregation 
Protocol (PAgP) is available to simplify configuration. 

Per-port broadcast, multicast, and unicast storm contrai prevents faulty end stations from 
degrading overall systems performance. 

PVST + allows for Layer 2 load sharing on redundant links to efficiently use the extra 
capacity inherent in a redundant design. 

IEEE 802.1s Multiple Spanning-Tree Protocol (MSTP) allows a spanning tree instance per 
VLAN, enabling Layer 2 load sharing on redundant links. 

VLAN Trunking Protocol (VTP) pruning limits bandwidth consumption on VTP trunks by 
flooding broadcast traffic only on trunk links required to reach the destination devices. 
Dynamic Trunking Protoco l (DTP) enables dynamic trunk configu rati on ac ross ali ports in 
the switch. 

IGMP snooping provides for fast client joins and leaves of multi cast streams and limits 
bandwidth-intensive vídeo traffic to only the requestors. MVR, IGMP filtering , fast-join, 
and immediate leave are available as enhancements. 

MVR continuously sends multicast streams in a multicast VLAN while iso lating the 
streams from subscriber VLAN s for bandwidth and security reasons. 

Supports additional trame tormats: Ethernet li (tagged and untagged). 802.3 (sequence 
number protection [SNAPJ encapsulated tagged and untagged tram es) 
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Feature Benefit 

Securit y 

Network-wide 
security features 

• Filtering o f incoming traffic flows based on Layer 2-4 ACPs prevents unauthorized data flows. 

- The following Layer 2 ACPs (ora combination) can be used for security classification of 
incoming packets: source MAC address, destination MAC address, and 16-bit Ethertype. 

- The following Layer 3 and Layer 4 fields (ora combination) can be used for security 
classification of incoming packets: source IP address, destination IP address, TCP source or 
destination port number, UDP source, o r destination port number. ACLs can also be applied 
to filter based on DSCP values. 

- Time-based ACLs allow configuration of differentiated services based on time periods. 

• A private VLAN edge provides security and isolation between ports on a switch, helping to 
ensure that voice traffic travels directly from its entry point to the aggregation device through 
a virtual path and that it cannot be directed to a different port. 

• Support for the 802.1x standard allows users to be authenticated, regardless of which LAN 
port they are accessing, and provides unique benefits to customers who h ave a large base of 
mobile (wireless) users accessing the network . 

. 802.1x with VLAN assignment allows a dynamic VLAN assignment for a specific user, 
regardless of where the user is connected . 

. 802.1 x w ith an ACL assignment allows for specific security policies based on a use r, 
regardless of where the user is connected . 

. 802.1x with Voice VLAN gives an IP phone access to the Voice VLAN regardless of the 
authorized or unauthorized state of the port. 

• 802.1x with port security enables authenticating the port and managing network access for ali 
MAC addresses, including that o f the client. 

• SSH and SNMPv3 provides network security by encrypting administrator traffic during Telnet 
and SNMP sessions. SSH and the crypto version of SNMPv3 require a special crypto software 
image dueto U.S. export restrictions. 

• Port Security secures the access to a port based on the MAC address of a user's device. The 
aging feature removes the MAC address from the switch after a specific t im eframe to allow 
another device to connect to the same port. 

• MAC Address Notification allows administrators to be notified of new users added or 
removed from the network. 

• Spanning-tree root guard (STRG) prevents edge devices not in th e network administrator's 
contrai from becoming Spanning-Tree Protocol root nades. 

The Spanning-Tree Protocol PortFast/bridge protocol data unit (BPDU) guard feature disables 
access ports w ith Spanning-Tree Protocol PortFast-enabled upon reception of a BPDU, and 
increases network reliability, manageability, and security. 

Multilevel secur ity on console access prevents unauthorized users from altering the switch 
configuration . 

TACACS+ and RADIUS authent ication enables cent ralized contrai of th e switch and restricts 
unauthori zed users from alterin g th e configuration . 

• The user-se lectabl e address-lea rni ng mode simplifi es configuration and enhances security. 

• Trusted Boundary provides the ability to tru st the QoS priority settings i f an IP phone is 
present and to disable the trust setting in the event that the IP phone is removed, preventing 
a rogu e user from overriding pri oritization policies in the network. 

IGMP Filtering provides multicast authentica ti on by filtering out nonsubsc ribers and limiting 
th e number o f concurrent m ulticast strea ms available per port. 

Support for dyn amic VLAN assignment through impl ementati on o f th e VLAN Mem bership 
Policy Server (VMPS) client fun cti on provides fl exibility in assignin g ports to VLAN s. Dynamic 
VLAN enables fa st assignment of IP addresses. 

Cisco CMS Software security w iza rds ease th e deployment of security features fo r restrictin g 
use r access to a se rve r, a po rti on of th e netwo rk, o r th e enti re network. 
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Feature Benefit 

OoS 

Overview 

Oos classification 
support at ingress 

Oos metering/ 
policing at ingress 

Qos marking at 
ingress 

OoS scheduling 
support at egress 

Sophisticated traffic 
management 

• The switches support the aggregate OoS model by enabling classification, policing/ 
metering, and marking functions on a per-port basis at ingress and the queuing/ 
scheduling function at egress. 

• The switches support configuring OoS ACPs on ali ports to ensure proper policing and 
marking on a per-packet basis using ACPs. Up to 4 ACPs per switch are supported in 
configuring either OoS ACPs or security filters. 

• Auto-OoS greatly simplifies the configuration of OoS in VoiP networks by issuing 
interface and global switch commands that allow the detection of Cisco IP phones, the 
classification of traffic, and egress queue configuration . 

• The switches support OoS classification of incoming packets for OoS flows based on 
Layer 2-4 fields. 

• The following Layer 2 fields (ora combination) can be used for classifying incoming 
packets to define OoS flows: source MAC address, destination MAC address, and 16-bit 
Ethertype. 

• The switches support identification o f traffic based on Layer 3 type of service (ToS) field 
and DSCP values. 

• The following Layer 3 and 4 fields (ar a combination) can be used to classify incoming 
packets to define OoS flows: source IP address, destination IP address, TCP source or 
destination port number, and UDP source or destination port number. 

• Support for metering/policing of incoming packets restricts incoming traffic flows to a 
certa in rate. 

• The switches support up to 6 policers per Fast Ethernet port, and 60 policers on a Gigabit 
Ethernet port. 

• The switches offer granularity oftraffic flows at 1 Mbps on Fast Ethernet ports, and 
8 Mbps on Gigabit Ethernet ports. 

• The switches support marking/remarking packets based on state of policers/meters. 

The switches support marking/remarking based on the following mappings: from DSCP to 
802.1 p, and from 802.1 p to DSCP. 

• The switches support 14 widely used DSCP values. 

• The switches support classifying or reclassifying packets based on default DSCP per port. 
They also support classification based on DSCP values in the ACL. 

• The switches support classifying o r reclassifying trames based on the default 802.1 p 
value per port. 

The switches support 802.1 p override at ingress. 

4 queues per egress portare supported in hardware. 

• The WRR queuing algorithm ensures that low-priority queues are not starved. 

Strict-priority queue configuration via Strict Priority Scheduling ensures that 
time-sensitive applications such as voice always follow an expedited path through the 
switch fabric. 

The switch supports up to 6 policers per Fast Ethernet port and up to 60 police rs on a 
Gigabit Ethernet port. 

The switch offers granularity of traffic flows at 1 Mbps on Fa st Ethernet ports and 8 Mbps 
on Gigabit Ethernet ports. 

The switch offers the ability to limit data flows based on MAC source/destination address, 
IP source/destination address, TCP/UDP port numbers, or any combination ofthese field s. 

• The switch offers the ability to manage data flows asynchronously upstream and 
downstream from the end station or on the uplink. 

RQS n° 0312005 - CN 

CPMI- - - ~ORREIOS 
Cisco Systems, Inc. {). L-:' 9 

Ali contents are Copyright © 1992-2003 Cisco Systems. In c. Ali rights reserved. lmportant Notices and ll-Fivacy Sta~1 t3 
Page 9 of 18 Fls. -N° ____ _ 

3 6 9 O· 
Doc. _ ___ _ 



o 

o 

Feature Benefit 

Management 

Superi or 
mana geability 

An embedded Rem ate Monitoring (RMON) software agent supports 4 RMON groups (history, 
stati stics, alarms, and events) for enhanced traffic management, monitoring , and analysis. 

The switch supports ali 9 RMON groups through the use of a Cisco SwitchProbe® Analyzer 
(Switched Port Analyzer [SPANJ) port, permitting traffic monitoring of a single port, a group of 
ports, o r th e entire switch from a single network analyzer o r RMON probe. 

A SPAN port m onitors traffic of a single port from a single network analyzer o r RMON probe. 

R e mote Switch Port Analyzer (RSPAN) allows network administrators t o locally monitor ports in 
a Layer 2 switch network from any other switch in the same network. 

The Domain Na me System (DNS) provides IP address resolution with user-defined device 
names. 

Trivial Fil e Transfer Protocol (TFTP) reduces the cost of administering software upgrades by 
downloading from a centralized location. 

Network Timin g Protocol (NTP) provides an accurate and consistent timestamp to ali switches 
within th e intranet. 

Layer 2 Traceroute eases troubleshooting by identifying the physical path that a packet takes 
from the source device to a destination device. 

Crash lnformation Support enables a switch to generate a crash fil e for improved 
troubleshooting. 

Show-interface-capabilities provides information on configuration capabilities of any interface. 

• Th e RTTMON Management lnformation Base (MIB) allows users to monitor network 
performance between a Cisco Catalyst switch and a remate device. 

Multifunction LEDs per port for port status, half-duplex/full-duplex, 10BASE-T/100BASE-TX/ 
1000BASE-T indication, as well as switch-level status LEDs for system, redund ant power supply, 
and bandwidth utilization, provi de a comprehensive and convenient visual management system. 

Cisco Systems, In c. 
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Feature Benefit 

Management 

Cisco CMS 
Software 

Support for 
CiscoWorks 

Cisco CMS Software allows the user to manage up to 16 interconnected Cisco Catalyst 3550, 
2950, 3500 XL, 2900 XL, and 2900 LRE XL series switches without the limitation of being 
physically located in the same wiring closet, and with the option of using a single IP address for 
the entire cluster i f desired. Full backward compatibility helps ensure that any combination o f the 
above switches can be managed with a Cisco Catalyst 2950 Series switch. 

Cisco AVVID wizards use justa few user inputs to automatically configure the switch to optimally 
handle different types of traffic-voice, vídeo, multicast, o r high-priority data. 

A security wizard is provided to restrict unauthorized access to servers and networks, and to 
restrict certain applications on the network. 

One-click software upgrades can be performed across the entire cluster simultaneously, and 
configuration cloning enables rapid deployment of networks. 

Cisco CMS Software has been extended to include multilayer feature configurations such as 
ACPs and OoS parameters. 

Cisco CMS Software Guide Mode assists users in the configuration of powerful advanced 
features by providing step-by-step instructions. 

Cisco CMS Software provides enhanced online help for context-sensitive assistance. 

An easy-to-use graphical interface provides both a topology map anda front-panel view of the 
cluster. 

• Multidevice and multiport configuration capabilities allow network administrators to save time 
by configuring features across multiple switches and ports simultaneously. 

Ability to launch the Web-based management for a Cisco Aironet® Wireless Access Point by 
simply clicking on its icon in the topology map. 

• A user-personalized interface allows users to modify polling intervals, table views, and other 
settings within Cisco CMS Software and to reta in these settings the next time they use the 
software. 

Alarm notification provides automated e-mail notification of network errors and alarm 
thresholds. 

Manageable through CiscoWorks network management software on a per-port and per-switch 
basis provides a common management interface for Cisco routers, switches, and hubs. 

SNMP v1 , v2, and v3 (non-crypto) and Telnet interface support delivers comprehensive in-band 
management, and a CLI-based management console provides detailed out-of-band 
management. 

Cisco Discovery Protocol Versions 1 and 2 enable a CiscoWorks network management station to 
automatically discover the switch in a network topology. 

Supported by the CiscoWorks LAN Management Solution. 
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Feature Benefit 

Management 

Ease of use 
and ease of 
deployment 

• The Cisco GigaStack® GBIC delivers a hardware-based, independent stacking bus with up to a 
2-Gbps forwarding rate in a point-to-point configuration, o r 1 Gbps of forwarding bandwidth 
when daisy-chained with up to 9 switches. 

Autoconfiguration eases the deployment of switches in the network by automatically configuring 
multi pie switches across a network via a boot server. 

Auto-QoS greatly simplifies the configuration of OoS in VoiP networks by issuing interface and 
global switch commands that allow the detection of Cisco IP phones, the classification of traffic, 
and egress queue configuration. 

Autosensing on each non-GBIC port detects the speed of the attached device and automatically 
configures the port for 10-, 100-, o r 1000-Mbps operation, easing the deployment o f the switch in 
mixed 10, 100, and 1000BASE-T environments. 

Autonegotiating on ali ports automatically selects half- o r full-duplex transmission mode to 
optimize bandwidth. 

Cisco VTP supports dynamic VLANs and dynamic trunk configuration across ali switches. 

• Voice VLAN simplifies telephony installations by keeping voice traffic on a separate VLAN for 
easier network administration and troubleshooting. 

DTP enables dynamic trunk configuration a·cross ali ports in a switch. 

PAgP automates the creation of Cisco Fast EtherChannel or Gigabit EtherChannel groups, 
enabling linking to another switch, router, or server. 

Link Aggregation Contrai Protocol (LACP) allows the creation of Ethernet channeling with 
devices that conform to IEEE 802.3ad. This is similar to Cisco EtherChannel and PAgP. 

IEEE 802.3z-compliant 1000BASE-SX, 1000BASE-LX/LH, 1000BASE-ZX, and 1000BASE-T physical 
interface support through a field-replaceable GBIC module provides customers unprecedented 
flexibility in switch deployment. 

• The default configuration stored in Flash memory ensures that the switch can be quickly 
connected to the network and can pass traffic with m ini mal user intervention. 

• The switches support nonstandard Ethernet frame sizes (mini-giants) up to 1542 bytes 
(configurations with GBIC ports only) . 

C1sco Systems, Inc. 
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Product Specifications 

Feature Description 

Performance 

Management 

• 13.6-Gbps switching fabric 

• Cisco Catalyst 2950G-48: 13.6 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950G-24: 8.8 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950G-24-DC: 8.8 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950G-12: 6.4 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950T-24: 8.8 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950C-24: 5.2 Gbps maximum forwarding bandwidth (Forwarding rates 
based on 64-byte packets) 

• Cisco Catalyst 2950G-48: 10.1-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950G-24: 6.6-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950G-24-DC: 6.6-Mpps wire-speed forwarding rate 

Cisco Catalyst 2950G-12: 4.8-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950T-24: 6.6-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950C-24: 3.9-Mpps wire-speed forwarding rate 

• 8MB memory architecture shared by ali ports 

• Up to 16MB SDRAM and 8MB Flash memory 

• Configurable up to 8000 MAC addresses 

• Configurable maximum transmission unit (MTU) of up to 1530 bytes (Cisco Catalyst 
2950G switches only) 

• BRIDGE-MIB 

• CISCO-BULK-FILE-MIB 

• CISC0-2900-MIB 

• CISCO-CDP-MIB 

• CISCO-CLASS-BASED-005-MIB 

• CISCO-CLUSTER-MIB 

• CISCO-CONFIG-COPY-MIB 
. CISCO-CONFIG-MAN-MIB . CISCO-ENVMON-MIB 
. CISCO-FLASH-MIB . CISCO-FTP-CLIE NT-M I B 
. CISCO-IMAGE-MIB . CISCO-IPMROUTE-MIB 

• CISCO-MAC-NOTIFICATION-MIB 

• CISCO-MEMORY-POOL-MIB 

CISCO-PAGP-MIB 

• CISCO-PING-MIB 

• CISCO-PROCESS-MIB 

• CISCO-PRODUCTS-MIB 

• CISCO-RTTMON-MIB 

CISCO-SMI 

CISCO-STACKMAKER-M IB 

• CISCO-STP-EXTENSIONS-MIB 

• CISCO-SYSLOG-MIB 

CISCO-TC 

CISCO-TCP-MIB 
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Feature Description 

Management 

Standards 

• CISCO-VLAN-MEMBERSHIP-MIB 

• CISCO-VTP-MIB 

• ENTITY-MIB 

• IANAifType-MIB 

• IF-MIB (RFC 1573) 

• OLD-CISCO-CHASSIS-MIB 

• OLD-CISCO-CPU-MIB 

• OLD-CISCO-INTERFACES-MIB 

• OLD-CISCO-IP-MIB 

• OLD-CISCO-MEMORY-MIB 

• OLD-CISCO-SYSTEM-MIB 

• OLD-CISCO-TCP-MIB 

OLD-CISCO-TS-MIB 

• RFC1213-MIB (MIB-11) 

• RFC1398-MIB (ETHERNET-MIB) 

• RMON-MIB (RFC 1757) 

• RS-232-MIB 

• SNMPv2-MIB 

• SNMPv2-SMI 

• SNMPv2-TC 

• TCP-MIB 

• UDP-MIB 

• IEEE 802.1x support 

IEEE 802.1w 

IEEE 802.1s 

• IEEE 802.3x full duplex on 10BASE-T, 100BASE-TX, and 1000BASE-T ports 

• IEEE 802.1 D Spanning-Tree Protocol 

• IEEE 802.1 p C oS prioritization 

IEEE 802.1 O VLAN 

• IEEE 802.3 10BASE-T specification 

• IEEE 802.3u 100BASE-TX specification 

• IEEE 802.3ab 1000BASE-T specification 

• IEEE 802.3ad 

IEEE 802.3z 1000BASE-X specification 

1000BASE-X (GBIC) 

1000BASE-T (GBIC) 

• 1000BASE-SX 

1 OOOBASE-LX/LH 

• 1000BASE-ZX 

1000BASE-CWDM GBIC 1470 nm 

1000BASE-CWDM GBIC 1490 nm 

1000BASE-CWDM GBIC 1510 nm 

1000BASE-CWDM GBIC 1530 nm 

1000BASE-CWDM GBIC 1550 nm 

1000BASE-CWDM GBIC 1570 nm 

1000BASE-CWDM GBIC 1590 nm 

1000BASE-CWDM GBIC 1610 nm 
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Feature Description 

Standards • RMON I and 11 standards 

• SNMPv1, v2c, and v3 (planned future support for v3) 

Y2K • Y2K compliant 
r---- --- ---------------- ·-------- - -----------·---------1 

Connectors and • 10BASE-T ports: RJ-45 connectors; two-pair Category 3, 4, or 5 unshielded twisted-pair 
cabling (UTP) cabling 

MT-RJ patch cables 
for Cisco Catalyst 
2950C-24 Switch 

Power connectors 

• 100BASE-TX ports: RJ-45 connectors; two-pair Category 5 UTP cabling 

• 1000BASE-T ports: RJ-45 connectors; two-pair Category 5 UTP cabling 

• 100BASE-FX ports: MT-RJ connectors, 50/125 or 62.5/125 micron multimode fiber-optic 
cabling 

• 1000BASE-T, 1000BASE-SX, -LX/LH, -ZX GBIC-based ports: SC fiber connectors, 
single-mode or multimode fiber 

• Cisco GigaStack GBIC ports: copper-based Cisco GigaStack cabling 

Management console port: 8-pin RJ-45 connector, RJ-45-to-RJ-45 rollover cable with 
RJ-45-to-089 adapter for PC connections; for terminal connections, use RJ-45-to-0825 
female data-terminal-equipment (OTE) adapter (can be ordered separately from Cisco, 
part number ACS-OSBUASYN=) 

Type of cable, Cisco part number 

• 1-meter, MT-RJ-to-SC multimode cable, CAB-MTRJ-SC-MM-1M 

• 3-meter, MT-RJ-to-SC multimode cable, CAB-MTRJ-SC-MM-3M 

• 5-meter, MT-RJ-to-SC multimode cable, CAB-MTRJ-SC-MM-5M 

• 1-meter, MT-RJ-to-ST multimode cable, CAB-MTRJ-ST-MM-1M 

• 3-meter, MT-RJ-to-ST multimode cable, CAB-MTRJ-ST-MM-3M 

• 5-meter, MT-RJ-to-ST multimode cable, CAB-MTRJ-ST-MM-5M 

Customers can provi de power to a switch by using either the internai power supply o r the 
Cisco RPS 300. The connectors are located at the back of the switch. 

Internai power supply connector 

• The internai power supply is an autoranging unit. 

• The internai power supply supports input voltages between 100 and 240 VAC. 

• The supplied AC power cord should be used to connect the AC power connector to an AC 
power outlet. 

Cisco RPS 675 Connector 

• The connector offers connection for an optional Cisco RPS 675 that uses AC input and 
supplies OC output to the switch. 

The connector offers a 675-watt redundant power system that can support six externai 
network devices and provides power to one failed device ata time. 

The connector automatically senses when the internai power supply of a connected 
device fails and provides power to the failed device, preventing loss of network traffic. 

• Attach only the Cisco RPS 675 (model PWR675-AC-RPS-NI=) to the RPS receptacl e with 
this connector. 

Cisco RPS 300 Connector 

• The connector offers connection for an optional Cisco RPS 300 that uses AC input and 
supplies OC output to the switch . 

The connector offers a 300-watt redundant power system that can support six externai 
network devices and provides power to one failed device ata time. 

The connector automatically senses when the internai power supply of a connected 
device fails and provides power to the failed device, preventing loss of network traffic . 

Attach only the Cisco RPS 300 (model PWR300-AC-RPS-N 1) to the RPS receptacle with 
thi s connector. 

Crsco Sys tems, Inc. 
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Feature Deacription 

lndicators 

Dimensions 
(H X w X DI 
and weight 

Environmental 
ranges 

Per-port status LEDs: link integrity, disabled, activity, speed, and full-duplex indications. 

• System status LEDs: system, RPS, and bandwidth utilization indications. 

1.72 x 17.5 x 9.52 in. (4.36 x 44.5 x 24.18 em) (Cisco Catalyst 2950T-24, 2950C-24, 2950G-12, 
and 2950G-24) 

1.72 x 17.5 x 13 in. (4.36 x 44.5 x 33.02 em) (Cisco Catalyst 2950G-48) 

1.0 rack -unit (RU) high 

• 6.5 lb (3.0 kg) (Cisco Catalyst 2950T-24, 2950C-24, 2950G-12, and 2950G-24) 

• 10 lb (4.5 kg) (Cisco Catalyst 2950G-48) 

Operating temperature: 32 to 113°F (0° to 45°C) 

• Storage temperature: -13° to 158°F (-25° to 70°C) 

Operating relative humidity: 10 to 85 percent (noncondensingl 

Operating altitude: Up to 10,000 ft (3000 m) 

Storage altitude: Up to 15,000 ft (4500 m) 

• Not intended for use on top of desktops or in open office environments 

Power requirements • Power consumption: 30W maximum, 102 BTUs per hour 

Acoustic noise 

(Cisco Catalyst 2950T-24, 2950C-24, 2950G-12, and 2950G-24) 

Power consumption: 45W maximum, 154 BTUs per hour (Cisco Catalyst 2950G-48) 

• AC input voltage/frequency: 100 to 127/200 to 240 VAC (autoranging); 50 to 60Hz 

• DC input voltages for Cisco RPS 300: + 12V@ 4.5A 

• ISO 7770, bystander position-operating to an ambient temperature of 30°C: 

- WS-C2950-24, WS-C2950-12, WS-C2950C-24, WS-C2950T-24: 46 dBa 

- WS-C2950G-12, WS-C2950G-24: 46 dBa 

- WS-C2950G-48: 48 dBa 
- - ---------- ----- ------ ----- - ------------ - -·--- ---- - 1 

Predicted mean time 
between failure 
(MTBF) 

• 482,776 hours (Cisco Catalyst 2950G-12) 

• 468,884 hours (Cisco Catalyst 2950G-24) 

• 479,086 hours (Cisco Catalyst 2950G-24-DC) 

159,026 hours (Cisco Catalyst 2950G-48) 

297,144 hours (Cisco Catalyst 2950T-24) 

268,292 hours (Cisco Catalyst 2950C-24) 
·---------- --------------------------- --- --------- --···----·-··----
Fiber-port 
specifications for 
Cisco Catalyst 
2950C-24 Switch 

Fiber-port power leveis: 

Optical transmitter wavelength: 1300 nm 

• Optical receiver sensibility: -14 dBm2 

• Optical transmitter power: - 19 to -14 dBm 

• Transmit: -19 to - 14 dBm 

RQS no 03/2005 - CN 
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Feature Description 

Regulatory Agency Approvals 

Safety certifications . UL 1950/CSA 22.2 No. 950 
. IEC 950-EN 60950 
. AS/NZS 3260, TS001 . CE Marking 

Electromagnetic emissions • FCC Part 15 Class A 
cert ifications . EN 55022: 1998 Class A (CISPR22 Class Al . EN 55024: 1998 (CISPR24) 

• VCCI Class A 
. AS/NZS 3548 Class A . CE Marking 
. CNS 13438 

• BSMI Class A 

• MIC 

Network Equipment Building • Bellcore 
Standards (NEBSl (For . GR-1089-CORE 
WS-C2950G-24-EI-DC onlyl . GR-63-CORE 

• SR-3580 Levei 3 

Warranty . Limited lifetime warranty 

Service and Support 

The services and support programs described in Table 2 are available as part of the Cisco Desktop Switching Service 

and Support solution, and are available directly from Cisco and through resellers. 

Table 2 Service and Support Programs 

Service and Support Features Benefits 

Advanced Services 

Totallmplementation Solutions 
{T/SJ-available direct from Cisco 

Packaged T/S-available through 
resellers 

• Project management 

• Site survey and configuration 
deployment 

lnsta llation, text, and cutover 

• Training 

• Major moves, adds, and changes 

• Design review and product staging 

• Supplements existing staff 

• Ensures that functions meet 
customer needs 

• Mitigates risk 

·--------------- --------- ----·------------------------------------·----·-------- ---·----·-----------1 
Technical Support Services 

Cisco SMARTnef9 and Cisco 
SMARTnet Onsite 
services--ava il ab le direct f rom 
Cisco 

Packaged Cisco SMARTnet 
service--ava il ab le through 
resellers 

24x7 access to software updates 

Web access to technical repos ito ries 

Telephone support through the Ci sco 
Technical Assistance Center (TAC) 

• Advance replacement of hardware parts 

• Enables proactive o r expedited 
issue reso lution 

• Lowers cost of ownership by 
using Cisco expertise and 
knowl edge 

Minimizes network downtime 
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Ordering l nformation For More lnformation 

Model Numbers 

WS-C2950G-48-EI 

WS-C2950G-24-EI 

WS-C2950G-24-EI-DC 

WS-C2950G-12-EI 

WS-C2950T-24 

WS-C2950C-24 

WS-C2950ST-24-LRE 

WS-C2950ST-8-LRE 

o 
Corporate Headquarters 
Ciséo Sysrems, Inc. 
170 West Tasmon Drive 
San Jose, CA 95134-1 706 
USA 
W\\'W.C ISCO.COffi 

Tel: 408 526-4000 
800 553 -NETS (6387) 

Fax: 408 526-4100 

• United States and Canada: 800 553-NETS (6387) 
Configuration 

• Europe: 32 2 778 4242 . 48 10/100 ports and 2 1000BASE-X ports • Australia: 612 9935 4107 
• Cisco El Software image installed 

• Other: 408 526-7209 . 2410/100 ports and 2 1000BASE-X ports . Cisco El Software image installed 
• http://www.cisco.com 

24 10/100 ports and 2 1000BASE-X 
ports; DC power . Cisco El Software image installed 

. 12 10/100 ports and 2 1000BASE-X ports . Cisco El Software image installed 

. 2410/100 ports and 2 1000BASE-T ports 

Cisco El Software image installed 

. 2410/100 ports and 2 100BASE-FX ports 

. Cisco El Software image installed 

. 24 LRE ports, 2 fixed 10/100/ 
1000BASE-T ports, and 2 SFP ports . Cisco El Software image installed 

. 8 LRE ports, 2 fixed 10/100/1000BASE-T 
ports, and 2 SFP ports 

Cisco El Software image installed 

CISCO SYSTEMS -® 
European Headquarters 
Cisco Sysrems lnrcrnarional BV 
H aorl erbergpark 
Haarlerbergweg 13-1 9 
1101 CH Amsterdam 
The Netherlands 
wv . .rw-europe.cisco.com 
Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Americas Headquarters 
Cisco Svstems, Inc 
170 Wesr Tasrnan Drive 
Sa n Jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robi nson Road 
#22-01 to #29-01 
Singapore 068912 
\V\VW.CISCO.COffi 

Tel: +65 6317 7777 
Fax: +65 6317 7799 

Cisco Systcms has more than 200 offices in the following countrics and rcgions . Addrcsses, phone nurnbcrs, and fax nurnbcrs are listed on the 

Cisco Web site at www.cisco . com/go/offices 

Argentin o • Ausrra li a • Au stria • Belgium • Braz il • Bul garia • C onada • Chil e • C hin a PRC • Colombia • Costa R ica • Croaria 
Czech Republi c • Denmark • Duba i, UAE • Finl and • France • Germany • Greece • H o ng Ko ng SAR • Hungarv • Jndi~ • Jndon es ia • lreland 
lsra e l • ltaly • Ja pan • Ko rea • Luxembourg • M ~ l ays ia • M ex ico • Th e Neth erlnnds • New Zea land • Norwa • Phili 'ines • Po land 
Po rt u g~ l • Pu erro Rtco • Roma nt ~ • R usSJ a • Sa udt Ara bta • Sco tl a nd • Sl!lga po re • Slo vakt a • Slo ve nt a • 'tJi*'nAtó ' 'Tf'"J.b ~,J{a tn • eden 
Sw Jt ze rla nd • Ta tw an • Thad a nd • Turk ev • Ukra tn e • U ntt ed l' tn g d o m • Untt ed Srare s • Ve nez t t! l'au;;, 'V , e./'!l~~U5 ·zCN.) hw e 
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Features 

78-11157-02 

Overview 

l 
-~"'!4" C H A e __ T E R .._,, 

This chapter provides information about these topics: 

• Switch features 

• Front- and rear-panel descriptions 

• Management options 

The Catalyst 2950 switches are stackable Ethernet switches to which you can 
connect workstations and other network devices, such as servers, routers, and 
other switches. The switches can be deployed as backbone switches, aggregating 
IOBASE-T, IOOBASE-TX, and Gigabit Ethernet traffic from other network 
devices . Refer to the Catalyst 2950 Desktop Switch Software Configuration Cuide 
for examples showing how you might deploy the switches in your network. 

Table 1-1 lists the switch features, and Figure 1-1 through Figure 1-8 show the 
Catalyst 2950 switches. 

Cata Switch Hardware lnstallation Guide 
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• Features 
Chapter 1 Overview 

lãble 1-1 Catalyst 2950 Switch Features 

Feature Description 

Hardware • Catalyst 2950-12 switch-12 10/100 Ethernet ports 

• Catalyst 2950-24 switch-24 10/100 Ethernet ports 

• Catalyst 2950C-24 switch-24 101100 Ethernet ports and 
2 1 OOBASE-FX ports 

• Catalyst 2950G-12-EI-12 101100 Ethernet ports and 
2 GBIC 1-based Gigabit Ethernet module slots 

• Catalyst 2950G-24-EI-24 10/100 Ethernet ports and 
2 GBIC-based Gigabit Ethernet module slots 

• Catalyst 2950G-24-EI-DC2-24 10/100 Ethernet ports and 
2 GBIC-based Gigabit Ethernet module slots with DC-input 
power 

• Catalyst 2950G-48-EI-48 10/100 Ethernet ports and 
2 GBIC-based Gigabit Ethernet module slots 

• Catalyst 2950T-24 switch-24 10/100 Ethernet ports and 
2 10/1 00/1000 Ethernet ports 

• On Catalyst 2950G-12-EI, 2950G-24-EI, 2950G-24-EI-DC, and 
2950G-48-EI switches, support for these GBIC modules: 

- 1000BASE-SX GBIC 

- 1000BASE-LX/LH GBIC 

- lOOOBASE-ZX GBIC 

- GigaStack GBIC 

2950 Desktop Switch Hardware lnstallation Guide 
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Chapter 1 Overview 

Front-Panel Description • 

Tãble 1-1 Cat.alyst 2950 Switch Features (continued) 

Feature Description 

Configuration 

Power redundancy 

I. GBIC = Gignhit Interface Converter 

2. DC = dircct current 

3. AC = allernating current 

Autonegotiates the speed and duplex settings on 10/100 ports and 
on I O/I 00/1 000 ports 

Supports only 100-Mbps and full-duplex settings on 
I OOBASE-FX ports 

• S upports 8192 MAC addresses 

• Checks for errors on a received packet, determines the destination 
port, stores the packet in shared memory, and then forwards the 
packet to the destination port 

• Connection for an optional Cisco RPS 300 Redundant Power 
System (RPS) that uses AC3 input and supplies DC output to the 
switch 

Front-Panel Description 
The switch front pane) contains the ports, the LEDs, and the Mode button. 
Figure 1-1 to Figure 1-8 show the switches. 

Figure 1-1 Catalyst 2950-12 Switch 

78-11157-02 
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• Front-Panel Description 
Chapter 1 Overview 

Figure 1-8 Catalyst 2950T-24 Switch 

10/100 Ports 

~~ 

1 0/1 00/1 000 ports 

The 10/100 ports use RJ-45 connectors and twisted-pair cabling. The ports can 
connect to these devices: 

IOBASE-T-compatible devices, such as workstations and hubs, through 
standard RJ-45 connectors and two twisted-pair cabling. You can use 
Category 3, 4, or 5 cabling. 

I OOBASE-TX-compatible devices, sue h as high-speed workstations, servers, 
hubs, routers, and other switches, through standard RJ-45 connectors and two 
or four twisted-pair, Category 5 cabling. 

Note When connecting the switch to workstations, servers, and routers, be sure that 
the cable is a twisted-pair straight-through cable. When connecting the switch 
to hubs or other switches, use a twisted-pair crossover cable. Pinouts for the 
cables are described in Appendix B, "Connectors and Cables ." 

O The I 01100 ports can be explicitly set to opera te in any combination of half 
duplex , full duplex, 10 Mbps, or 100 Mbps. They can also be set for speed and 
duplex autonegotiation, compliant with IEEE 802.3U. In ali cases, the cable 
length from a switch to an attached device cannot exceed 328 feet (I 00 meters). 

Switch Hardware lnstallation Guide 
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Chapter 1 Overview 
Front-Panel Description • 

When set for autonegotiation, a port senses the speed and duplex settings of the 
attached device and advertises its own capabilities. Ifthe attached device supports 
autonegotiation, the port negotiates the best connection (that is, the fastest line 
speed that both devices support and full-duplex transmission, if the attached 
device supports it) and configures itself accordingly. 

100BASE-FX Ports 

78-11157-02 

The IOOBASE-FX ports use 501125- or 62 .5/125-micron multimode fiber-optic 
cabling . These ports only operate at 100 Mbps in full-duplex mode. 

In full-duplex mode (the default) , the cable length from a switch to an attached 
device cannot exceed 6562 feet (2 kilometers). 

You can connect a IOOBASE-FX port to an SC or ST port on a target device by 
using one of the MT-RJ fiber-optic patch cables listed in Table 1-2. Use the Cisco 
part numbers in Table 1-2 to order the patch cables that you need. 

Tãble 1-2 MT-RJ Patch Cables For TOOBASE-FX Connections 

Type Cisco Part Number 

l-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-1M 

3-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-3M 

5-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-SM 

l-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-IM 

3-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-3M 

5-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-5M 

Catalyst 2950 Desktop Switch Hardware lnstallation Guide 
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Chapter 1 Overview 
• Front-Panel Description 

10/100/1000 Ports 

'· 

The 10/100/1000 ports on Catalyst 2950T-24 switches use RJ-45 connectors and 
twisted-pair cabling. The ports can connect to these devices: 

I OBASE-T-compatible devices, sue h as workstations and hubs, through 
standard RJ-45 connectors and two or four twisted-pair, Category 5 cabling. 

100BASE-TX-compatible devices, such as high-speed workstations, servers, 
hubs, routers, and other switches, through standard RJ-45 connectors and two 
or four twisted-pair, Category 5 cabling. 

1 OOOBASE-T-compatible devices, sue h as high-speed workstations, servers, 
hubs, routers, and other switches, through standard RJ-45 connectors and 
four twisted-pair, Category 5 cabling. 

Note When connecting to a lOOOBASE-T-compatible device, be sure to use a four 

'· Note 

twisted-pair, Category 5 cable. 

When connecting the switch to workstations, servers, and routers, be sure that 
the cable is a twisted-pair straight-through cable. When connecting the switch 
to hubs or other switches, use a twisted-pair crossover cable. Pinouts for the 
cables are described in Appendix B, "Connectors and Cables." 

The 10/100/1000 ports on Catalyst 2950T-24 switches can be explicitly set to 
operate at 10 or 100 Mbps in half- or full-duplex mode or at 1000 Mbps in 
full-duplex mode. The default duplex setting is full duplex . They can also be set 
for speed and duplex autonegotiation, compliant with IEEE 802.3AB. In ali cases, 
the cable length from a switch to an attached device cannot exceed 328 feet 
(100 meters). 

2950 Desktop Switch Hardware lnstallation Guide 
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GBIC Module Ports 

LEDs 

78-11157-02 

The GBIC module slots support these modules: 

I OOOBASE-SX GBIC module for fiber-optic connections that cannot exceed 
1804 feet (550 meters). 

I OOOBASE-LX!LH GBIC module for fiber-optic connections that cannot 
exceed 32,81 O feet (1 O kilometers). 

I OOOBASE-ZX GBIC module for fiber-optic connections that cannot exceed 
328, I 00 feet (I 00 kilometers). 

• GigaStack GBIC module for creating a 1-Gbps stack configuration of up to 
nine supported switches. The GigaStack GBIC supports one full-duplex link 
(in a point-to-point configuration) or up to nine half-duplex links (in a stack 
configuration) to other Gigabit Ethernet devices. Using the required Cisco 
proprietary signaling and cabling, the GigaStack GBIC-to-GigaStack GBIC 
connection cannot exceed 3 feet (1 meter). 

For more information about these GBICs, refer to your GBIC documentation. 

You can use the LEDs to monitor switch activity and performance. Figure 1-9, 
Figure 1-10, and Figure 1-11 show the location of the LEDs and the Mode button 
that you use to select the port mode. Changing the port mode changes the 
information provided by each port status LED. 

Ali of the LEDs described in this section except the utilization meter (UTIL) are 
visible in the Cluster Management Suite (CMS). The Catalyst 2950 Desktop 
Switch Software Configuration Cuide describes how to use CMS to manage 
individual switches and switch clusters. 

Switch Hardware lnstallation Guide 
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• Front-Panel Description 

Figure 1-9 lEDs on Catalyst 2950-12, 2950-24, 2950C-24, and 2950T-24 Switches 

Port mode 
LEDs 

RPS 
LED 

Port status 
LEDs 
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Chapter 1 Overview 
Front-Panel Description • 

Figure 1-10 LEDs on Catalyst 2950G-12-EI, 2950G-24-EI, and 2950G-24-E/-DC Switches 

Port mode 
LEDs 

78-11157-02 

RPS 
LED 

Mode button 

Port status 
LEDs 
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• Front-Panel Description 
Chapter 1 Overview 

Figure 1-11 lEDs on Catalyst 2950G-48-EI Switches 

Mode button 

System LED 

The system LED shows whether the system is receiving power and functioning 
properly. Table 1-3 lists the LED colors and meanings. 

lãble 1-3 SysternlED 

Color System Status 

Off System is not powered up. 

Green System is operating normally. 

Amber System is receiving power but is not functioning properly. 

For information about the system LED colors during the power-on se lf-test 
(POST), see the "Running POST" secti on on page 2-29. 
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Chapter 1 Overview 

RPS LED 

Front-Panel Description • 

The RPS LED shows the RPS status. Table l-4lists the LED colors and meanings . 

lãble 1-4 RPS LEO 

Color RPS Status 

Off RPS is off or is not installed. 

Solid green RPS is connected and ready to provide back-up power. 

Flashing green RPS is connected but is unavailable because it is providing 
power to another device (redundancy has been allocated to a 
neighboring device). 

Solid amber RPS is in standby mode or in a fault condition. Press the 
Standby/Active button on the RPS, and the LED should turn 
green. If it does not, the RPS fan could have failed. Contact 
Cisco Systems. 

Flashing amber The internai power supply in a switch has failed, and the RPS 
is providing power to the switch (redundancy has been 
allocated to this device) . 

For more information about the Cisco RPS 300, refer to the Cisco RPS 300 
Redundant Power System Hardware Installation Cuide. 

Port Mode and Port Status LEDs 

78-11157-02 

Each port has a port status LED, also called a port LED. These LEDs, as a group 
or individually, display information about the switch and the individual ports. The 
port modes (see Table 1-5) determine the type of information displayed . 
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lãble 1-5 

ModeLED 

STAT 

UTIL 

DUPLX 

SPEED 

Port Mode LEDs 

Port Mode Description 

Port status The port status. This is the default mode. 

Switch utilization The current bandwidth in use by the switch. 

Port duplex mode The port duplex mode: half duplex or full duplex. 

Port speed The port operating speed: 10 or 100 Mbps for 101100 ports 
and 10, 100, or 1000 Mbps for 101100/1000 ports. 

To select or change the port mode, press the Mode button (see Figure 1-12, 
Figure l-13, and Figure I- 14) to highlight the mode that you want. Release the 
button to enable the highlighted mode. 

Figure 1-12 Changing the Port Mode on Catalyst 2950-12, 2950-24, 2950C-24, 
and 2950T-24 Switches 
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Figure 1-14 Changing the Port Mode on Catalyst 2950G-48-EI Switches 
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Chapter 1 Overview 

Front-Panel Description 

When you change the port mode, the meanings of the port LED colors change. 
Table 1-6 explains how to interpret these colors. 

lãble 1-6 Meaning oF Port LEO Co/ors in Oifferent Modes 

Port Mode Color 

STAT (port status) Off 

Solid green 

Flashing green 

Alternating 
green-amber 

Solid amber 

UTIL (utilization) Green 

Amber 

Green and 
amber 

DUPLX Off 

(half or fui! duplex) Green 

78-11157-02 

Meaning 

No link. 

Link present. 

Activity. Port is transmitting or receiving data. 

Link fault. Error frames can affect connectivity, and errors sue h 
as excessive collisions, CRC errors, and alignment and jabber 
errors are monitored for a link-fault indication. 

Port is not forwarding. Port was disabled by management, an 
address violation, or Spanning Tree Protocol (ST.f>). 

Note After a port is reconfigured, the port LED can 
remain amber for up to 30 seconds while STP 
checks the switch for possible loops. 

The current backplane utilization that is displayed over the 
amber LED background on a logarithmic scale. 

The maximum backplane utilization since the switch was 
powered on. 

See Figure 1-15 to Figure 1-18 for details . 

Note If the current utilization exceeds the maximum 
utilization, the maximum utilization is 
automatically updated. 

Port is operating in half duplex. 

Port is operating in fui! duplex. 
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lãble 1-6 Meaning oF Port LED Colors in Different Modes (continued) 

Port Mode 

SPEED (speed) 

Color Meaning 

1011 00 ports 

Off Port is operating at 10 Mbps. 

Oreen Port is operating at 100 Mbps. 

I 011 0011 000 ports 

Off Port is operating at 10 Mbps. 

Oreen Port is operating at I 00 Mbps. 

Flashing green Port is operating at 1000 Mbps. 

1000BASE-X OBIC module ports 

Off Port is not operating. 

Oreen Port is operating at 1000 Mbps. 

For more information about OBIC LEDs, refer to your OBIC documentation. 

Figure 1- I 5 to Figure 1-18 show the bandwidth utilization percentages displayed 
by the right-most LEDs. 

If ali LEDs on Catalyst 2950-12, 2950-24, 2950C-24, and 2950T-24 switches are 
green (no amber showing), the switch is using 50 percent or more of the total 
bandwidth . If the far-right LED is off, the switch is using more than 25 but less 
than 50 percent of the total bandwidth, and so on. If only the far-left LED is green, 
the switch is using less than 0.0488 percent of the total bandwidth. (See 
Figure 1-15.) 

If ali LEDs on Catalyst 29500-1 2-EI switches are green (no amber showing), the 
switch is using 50 percent or more of the total bandwidth. If the LED for OBIC 
module slot 2 is off, the switch is using more than 25 but less than 50 percent of 
the total bandwidth. If LEDs for both OBIC module slots are off, the switch is 
usi ng less than 25 percent of the total bandwidth, and so on. (See Figure 1-16.) 

If ali LEDs on Catalyst 29500-24-EI and 29500-24-EI-DC switches are green 
(no amber showing), the switch is using 50 percent or more ofthe total bandwidth . 
I f the LED for OBIC module slot 2 is off, the switch is using more than 25 but less 
than 50 percent of the total bandwidth. If LEDs for both OBIC module slots are 
off, the switch is using less than 25 percent of the total bandwidth, and so on. (See 
Figure l-17 .) 
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Front-Panel Description 

If ali LEDs on Catalyst 29500-48-EI switches are green (no amber showing), the 
switch is using 50 percent or more of the total bandwidth . If the LED for the upper 
GBIC module slot is off, the switch is using more than 25 but less than 50 percent 
of the total bandwidth. If LEDs for both GBIC module slots are off, the switch is 
using less than 25 percent of the total bandwidth, and so on. (See Figure 1-18.) 

Figure 1-15 Bandwidth Utilization on Catalyst 2950-12, 2950-24, 2950C-24, and 
2950T-24 Switches 

I 
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Figure 1-16 Bandwidth Utilization on Catalyst 2950G-12-EI Switches 
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Figure 1-17 Bandwidth Utilization on Catalyst 29506-24-E/ and 2950G-24-EI-DC 
Switches 

<25%+ 
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50%+ 

Figure 1-18 Bandwidth Utilization on Catalyst 2950G-48-EI Switches 
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Rear-Panel Description 
Other than the Catalyst 2950G-24-EI-DC switch, the rear pane) of a Catalyst 2950 
switch has an AC power connector, an RPS connector, and an RJ-45 console port. 
(See Figure 1-19 and Figure 1-20.) 

The rear pane) o f the Catalyst 2950G-24-EI-DC switch has a DC power connector 
(also referred to as the terminal block header), a DC ground lug, an RPS 
connector, and an RJ-45 console port. (See Figure 1-21.) 
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Figure 1-19 Catalyst 2950 Switch Rear Pane/ 
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Figure 1-20 Catalyst 2950G-48-E/ Switch Rear Pane/ 
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Figure 1-21 Catalyst 29SOG-24-E/-DC Switch Rear Pane/ 
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Power Connectors 

You can provide power to a switch by using the AC internai power suppiy, the 
DC-input power source, or the Cisco RPS. 

Internai Power Supply Connector 

The internai AC power suppiy is an autoranging unit that supports input voitages 
between 100 and 240 VAC. Other than for the Catalyst 29500-24-EI-DC switch, 
use the supplied AC power cord to connect the AC power connector to an AC 
power outlet. 

DC Power Connector 

Caution 

The Catalyst 29500-24-EI-DC switch has an internai DC-power converter. It has 
dual feeds (A and B) that are diode-OR-ed into a single power block. For 
installation instructions, see the "Connecting to DC Power" section on page 2-20. 

You must connect the Catalyst 29500-24-EI-DC switch only to a DC-input 
power source that has an input supply voltage from -36 to -72 VDC. If the 
supply voltage is not in this range, the switch might not operate properly or 
might be damaged. 
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Cisco RPS Connector 

Warning 

Console Port 

The RPS is a 300W redundant power system that can support six externai network 
devices and provides DC power to one failed device at a time. lt automatically 
senses when the internai power supply of a connected device fails and provides 
power to that device, preventing loss of network traffic. 

Attach only the Cisco RPS 300 (model PWR300-AC-RPS-N1) to the RPS 
receptacle. 

For more information about the Cisco RPS 300, refer to the Cisco RPS 300 
Redundant Power System Hardware Installation Cuide. 

You can connect a switch to a PC through the console port and the supplied 
rollover cable and DB-9 adapter. If you want to connect a switch to a terminal, 
you need to provide an RJ-45-to-DB-25 female DTE adapter. You can arder a kit 
(part number ACS-DSBUASYN=) with that adapter from Cisco. For console-port 
and adapter-pinout information, see the "Cable and Adapter Specifications" 
section on page B-6. 

Management Options 

78-11157-02 

Catalyst 2950 switches offer these management options: 

• Cluster Management Suite (CMS) 

CMS is made up of three web-based applications that you use to manage 
switches. You can use Cluster Builder, which includes Cluster View, and 
Cluster Manager to create, configure, and monitor switch clusters. You can 
also use Device Manager to manage individual and standalone switches. For 
more information, refer to the Catalyst 2950 Desktop Switch Software 
Configuration Cuide and the CMS online help. 
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lOS command-line interface (CLI) 

You can manage switches by using command-line entries. To access the CLI, 
connect a PC or terminal directly to the console port on the switch rear pane!. 
lf the switch is attached to your network, you can use a Telnet connection to 
manage the switch from a remote location. For more information, refer to the 
Catalyst 2950 Desktop Switch Command Reference. 

CiscoView application 

You can use the CiscoView device-management application to set 
configuration parameters and to view switch status and performance 
information . This application, which you purchase separately, can be a 
standalone application or part of an Simple Network Management Protocol 
(SNMP) network-management platform. For more information, refer to the 
documentation that carne with your CiscoView application. 

SNMP network management 

You can manage switches by using an SNMP-compatible management station 
running platforms such as HP OpenView and SunNet Manager. The switch 
supports a comprehensive set of MIB extensions and MIB 11, the 
IEEE 802.1D bridge MIB, and four RMON groups. For more information, 
refer to the documentation that carne with your SNMP application. 
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Overview 

This chapter provides information about these topics: 

o Switch features 

o Front- and rear-panel descriptions 

o Management options 

The Catalyst 2950 switches are stackable Ethernet switches to which you can 
connect workstations and other network devices, such as servers, routers, and 
other switches. The switches can be deployed as backbone switches, aggregating 
IOBASE-T, lOOBASE-TX, and Gigabit Ethernet traffic from other network 
devices. Refer to the Catalyst 2950 Desktop Switch Software Configuration Cuide 
for examples showing how you might deploy the switches in your network. 

Table 1-1 lists the switch features, and Figure 1-1 through Figure 1-8 show the 
Catalyst 2950 switches. 
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Table 1-1 Catalyst 2950 Switch Features 

Feature Description 

Hardware • Catalyst 2950-12 switch-12 10/100 Ethernet ports 

• Catalyst 2950-24 switch-24 10/100 Ethernet ports 

• Catalyst 2950C-24 switch-24 10/100 Ethernet ports and 
2 I OOBASE-FX ports 

• Catalyst 29500-12-EI-12 10/100 Ethernet ports and 
2 OBIC 1-based Oigabit Ethernet module slots 

• Catalyst 29500-24-EI-24 10/100 Ethernet ports and 
2 OBIC-based Oigabit Ethernet module slots 

• Catalyst 29500-24-EI-DC2-24 10/100 Ethernet ports and 
2 OBIC-based Oigabit Ethernet module slots with DC-input 
power 

• Catalyst 29500-48-EI-48 10/100 Ethernet ports and 
2 OBIC-based Oigabit Ethernet module slots 

• Catalyst 2950T-24 switch-24 10/100 Ethernet ports and 
2 I 0/1 0011 000 Ethernet ports 

• On Catalyst 29500-12-EI, 29500-24-EI, 29500-24-EI-DC, and 
29500-48-EI switches, support for these OBIC modules: 

- 1 OOOBASE-SX OBIC 

- 1 OOOBASE-LXILH OBIC 

- 1 OOOBASE-ZX OBIC 

- OigaStack OBIC 
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Front-Panel Description 

lãble 1-1 Catalyst 2950 Switch Features (continued) 

Feature 

Configuration 

Power redundancy 

Description 

• Autonegotiates the speed and duplex settings on 101100 ports and 
on 1 011 0011 000 ports 

• Supports only 100-Mbps and full-duplex settings on 
IOOBASE-FX ports 

• S upports 8192 MAC addresses 

• Checks for errors on a received packet, determines the destination 
port, stores the packet in shared memory, and then forwards the 
packet to the destination port 

• Connection for an optional Cisco RPS 300 Redundant Power 
System (RPS) that uses AC3 input and supplies DC output to the 
switch 

I. GBIC = Gigabit Interface Converter 

2. DC = direct current 

3. AC = alternating current 

Front-Panel Description 
The switch front pane! contains the ports, the LEDs, and the Mode button . 
Figure 1-1 to Figure 1-8 show the switches. 

Figure 1-1 Catalyst 2950-12 Switch 
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Figure 1-8 Catalyst 2950T-24 Switch 

10/100 Ports 

~ .. 
Note 

1 0/1 00/1 000 ports 

The 101100 ports use RJ-45 connectors and twisted-pair cabling. The ports can 
connect to these devices: 

lOBASE-T-compatible devices, such as workstations and hubs, through 
standard RJ-45 connectors and two twisted-pair cabling. You can use 
Category 3, 4, or 5 cabling. 

100BASE-TX-compatible devices, such as high-speed workstations, servers, 
hubs, routers, and other switches, through standard RJ-45 connectors and two 
or four twisted-pair, Category 5 cabling. 

When connecting the switch to workstations, servers, and routers, be sure that 
the cable is a twisted-pair straight-through cable. When connecting the switch 
to hubs or other switches, use a twisted-pair crossover cable. Pinouts for the 
cables are described in Appendix B, "Connectors and Cables." 

The 10/100 ports can be explicitly set to operate in any combination of half 
duplex, full duplex, 10 Mbps, or 100 Mbps. They can also be set for speed and 
duplex autonegotiation, compliant with IEEE 802.3U. In ali cases, the cable 
length from a switch to an attached device cannot exceed 328 feet (I 00 meters). 
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Front-Panel Description 

When set for autonegotiation, a port senses the speed and duplex settings of the 
attached device and advertises its own capabilities. If the attached device supports 
autonegotiation, the port negotiates the best connection (that is, the fastest line 
speed that both devices support and full-duplex transmission, i f the attached 
device supports it) and configures itself accordingly. 

100BASE-FX Ports 

78-11157-02 

The IOOBASE-FX ports use 50/125- or 62.5/125-micron multimode fiber-optic 
cabling. These ports only operate at 100 Mbps in full-duplex mode. 

In full-duplex mode (the default), the cable length from a switch to an attached 
device cannot exceed 6562 feet (2 kilometers). 

You can connect a IOOBASE-FX port to an SC or ST port on a target device by 
using one of the MT-RJ fiber-optic patch cables listed in Table 1-2. Use the Cisco 
part numbers in Table 1-2 to order the patch cables that you need. 

lãble 1-2 MT-IV Patch Cables For TOOBASE-FX Connections 

Type Cisco Part Number 

l-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-1M 

3-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-3M 

5-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-5M 

l-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-1M 

3-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-3M 

5-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-5M 
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10/100/1000 Ports 

~ .. 

The I 0110011000 ports on Catalyst 2950T-24 switches use RJ-45 connectors and 
twi sted-pair cabling. The ports can connect to these devices: 

I OBASE-T-compatible devices, such as workstations and hubs, through 
standard RJ-45 connectors and two or four twisted-pair, Category 5 cabling. 

I OOBASE-TX-compatible devices, sue h as high-speed workstations, servers, 
hubs, routers , and other switches, through standard RJ-45 connectors and two 
or four twisted-pair, Category 5 cabling. 

IOOOBASE-T-compatible devices, such as high-speed workstations, servers, 
hubs, routers, and other switches, through standard RJ-45 connectors and 
four twisted-pair, Category 5 cabling. 

Note When connecting to a 1 OOOBASE-T-compatible device, be sure to use a four 
twisted-pair, Category 5 cable. 

~ .. 
Note When connecting the switch to workstations, servers, and routers, be sure that 

the cable is a twisted-pair straight-through cable. When connecting the switch 
to hubs or other switches, use a twisted-pair crossover cable. Pinouts for the 
cables are described in Appendix B, "Connectors and Cables ." 

The 10110011000 ports on Catalyst 2950T-24 switches can be explicitly set to 
operate at lO or 100 Mbps in half- or full-duplex mode or at 1000 Mbps in 
full-duplex mode. The default duplex setting is full duplex. They can also be set 
for speed and duplex autonegotiation, compliant with IEEE 802.3AB . In ali cases, 
the cable length from a switch to an attached device cannot exceed 328 feet 
(100 meters) . 
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GBIC Module Ports 

LEDs 

78-11157-02 

The GBIC module slots support these modules: 

I OOOBASE-SX GBIC module for fiber-optic connections that cannot exceed 
1804 feet (550 meters). 

IOOOBASE-LX/LH GBIC module for fiber-optic connections that cannot 
exceed 32,8 10 feet (1 O kilometers ). 

IOOOBASE-ZX GBIC module for fiber-optic connections that cannot exceed 
328, I 00 feet (1 00 kilometers). 

• GigaStack GBIC module for creating a 1-Gbps stack configuration of úp to 
nine supported switches. The GigaStack GBIC supports one full-duplex link 
(in a point-to-point configuration) or up to nine half-duplex links (in a stack 
configuration) to other Gigabit Ethernet devices. Using the required Cisco 
proprietary signaling and cabling, the GigaStack GBIC-to-GigaStack GBIC 
connection cannot exceed 3 feet (1 meter). 

For more information about these GBICs, refer to your GBIC documentation. 

You can use the LEDs to monitor switch activity and performance. Figure 1-9, 
Figure 1-1 O, and Figure 1-1 1 show the location o f the LEDs and the Mode button 
that you use to select the port mode. Changing the port mode changes the 
information provided by each port status LED. 

Ali of the LEDs described in this section except the utilization meter (UTIL) are 
visible in the Cluster Management Suite (CMS). The Catalyst 2950 Desktop 
Switch Software Configuration Cuide describes how to use CMS to manage 
individual switches and switch clusters. 
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Figure 1-9 LEOs on Catalyst 2950-12, 2950-24, 2950C-24, and 2950T-24 Switches 
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Figure 1-10 LEDs on Catalyst 29SOG- 12-EI, 29SOG-24-EI, and 29SOG-24-E/-DC Switches 
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Figure 1-11 LEOs on Catalyst 29506-48-E/ Switches 
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System LED 

The system LED shows whether the system is receiving power and functioning 
properly. Table 1-3 lists the LED colors and meanings. 

lãble 1-3 System LEO 

Color System Status 

Off System is not powered up. 

Green System is operating normally. 

Amber System is receiving power but is not functioning properly. 

For information about the system LED colors during the power-on self-test 
(POST), see the "Running POST" section on page 2-29. 
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RPS LED 

Front-Panel Description 

The RPS LED shows the RPS status. Table 1-4lists the LED colors and meanings. 

lãble 1-4 RPS LED 

Color RPS Status 

Off RPS is off or is not installed. 

Solid green RPS is connected and ready to provide back-up power. 

Flashing green RPS is connected but is unavailable because it is providing 
power to another device (redundancy has been allocated to a 
neighboring device). 

Solid amber RPS is in standby mode or in a fault condition. Press the 
Standby/Active button on the RPS, and the LED should turn 
green. If it does not, the RPS fan could have failed. Contact 
Cisco Systems. 

Flashing amber The interna! power supply in a switch has failed, and the RPS 
is providing power to the switch (redundancy has been 
allocated to this device). 

For more information about the Cisco RPS 300, refer to the Cisco RPS 300 
Redundant Power System Hardware /nstallation Cuide . 

Port Mode and Port Status LEDs 

78-11157-02 

Each port has a port status LED, also called a port LED. These LEDs, as a group 
or individually, display information about the switch and the individual ports. The 
port modes (see Table 1-5) determine the type of information displayed. 
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• Front-Panel Oescription 

Table 1-5 

Mode LED 

STAT 

UTIL 

DUPLX 

SPEED 

Port Mode LEDs 

Port Mode Oescription 

Port status The port status. This is the default mode. 

Switch utilization The current bandwidth in use by the switch. 

Port duplex mode The port duplex mode: half duplex or full duplex. 

Port speed The port operating speed: 10 or 100 Mbps for 10/100 ports 
and 10, 100, or 1000 Mbps for 10110011000 ports. 

To select or change the port mode, press the Mode button (see Figure 1-12, 
Figure 1-13, and Figure 1-14) to highlight the mode that you want. Release the 
button to enable the highlighted mode. 

Figure 1-12 Ch.anging the Port Mode on Catalyst 2950-12, 2950-24, 2950C-24, 
and 2950T-24 Switches 
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Chapter 1 Overview 
• Front-Panel Description 

Figure 1-14 Changing the Port Mode on Catalyst 29SOG-48-EI Switches 
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Chapter 1 Overview 

Front-Panel Description 

When you change the port mode, the meanings of the port LED colors change. 
Table 1-6 explains how to interpret these colors. 

lãble 1-6 Meaning of Port LED Colors in Different Modes 

PortMode Color 

STAT (port status) Off 

Solid green 

Flashing green 

Alternating 
green-amber 

Solid amber 

UTIL (utilization) Green 

Amber 

Green and 
amber 

DUPLX Off 

(half or full duplex) Green 

78-11157-02 

Meaning 

No link. 

Link present. 

Activity. Port is transmitting or receiving data. 

Link fault. Error frames can affect connectivity, and errors such 
as excessive collisions, CRC errors, and alignment and jabber 
errors are monitored for a link-fault indication. 

Port is not forwarding. Port was disabled by management, an 
address violation, or Spanning Tree Protocol (STP). 

Note After a port is reconfigured, the port LED can 
remain amber for up to 30 seconds while STP 
checks the switch for possible loops. 

The current backplane utilization that is displayed over the 
amber LED background on a logarithmic scale. 

The maximum backplane utilization since the switch was 
powered on . 

See Figure 1-15 to Figure 1-18 for details. 

Note lf the current utilization exceeds the maximum 
utilization, the maximum utilization is 
automatically updated. 

Port is operating in half duplex. 

Port is operating in full duplex. 
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Chapter 1 Overview 
• Front-Panel Description 

lãbte 1-6 Meaning or Port LED Colors in Different Modes (continued) 

Port Mode 

SPEED (speed) 

C olor Meaning 

I OI I 00 ports 

Off Port is operating at 1 O Mbps. 

Oreen Port is operating at 100 Mbps. 

10/100/1000 ports 

Off Port is operating at 10 Mbps. 

Oreen Port is operating at 100 Mbps. 

Flashing green Port is operating at 1000 Mbps. 

1000BASE-X OBIC module ports 

Off Port is not operating. 

Oreen Port is operating at 1000 Mbps. 

For more information about GBIC LEDs, refer to your OBIC documentation. 

Figure 1-15 to Figure 1-18 show the bandwidth utilization percentages displayed 
by the right-most LEDs. 

If ali LEDs on Catalyst 2950-12, 2950-24, 2950C-24, and 2950T-24 switches are 
green (no amber showing), the switch is using 50 percent or more of the total 
bandwidth. lf the far-right LED is off, the switch is using more than 25 but less 
than 50 percent o f the total bandwidth, and so on. If only the far-left LED is green, 
the switch is using less than 0.0488 percent of the total bandwidth. (See 
Figure 1-15.) 

lf ali LEDs on Catalyst 29500-12-EI switches are green (no amber showing), the 
switch is using 50 percent or more of the total bandwidth. If the LED for OBIC 
module slot 2 is off, the switch is using more than 25 but less than 50 percent of 
the total bandwidth. lf LEDs for both OBIC module slots are off, the switch is 
using less than 25 percent of the total bandwidth, and so on . (See Figure 1-16.) 

lf ali LEDs on Catalyst 29500-24-EI and 29500-24-EI-DC switches are green 
(no amber showing), the switch is using 50 percent or more of the total bandwidth . 
lf the LED for OBIC module slot 2 is off, the switch is usin g more than 25 but less 
than 50 percent of the total bandwidth. If LEDs for both OBIC module slots are 
off, the switch is using less than 25 percent of the total bandwidth, and so on . (See 
Figure 1-17.) 
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Chapter 1 Overview 

78-11157-02 

Front-Panel Description • 

If ali LEDs on Catalyst 29500-48-EI switches are green (no amber showing), the 
switch is using 50 percent or more o f the total bandwidth. If the LED for the upper 
GBIC module slot is off, the switch is using more than 25 but less than 50 percent 
of the total bandwidth . If LEDs for both GBIC module slots are off, the switch is 
using less than 25 percent ofthe total bandwidth, and so on. (See Figure 1-18.) 

Figure 1-15 Bandwidth Utilization on Catalyst 2950-12, 2950-24, 2950C-24, and 
2950T-24 Switches 

I 
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Figure 1-16 Bandwidth Utilization on Catalyst 2950G-12-EI Switches 
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• Rear-Panel Description 
Chapter 1 Overview 

Figure 1-17 Bandwidth Utilization on Catalyst 2950G-24-EI and 2950G-24-E/-DC 
Switches 

<25%+ 

25%-49% + 

50%+ 

Figure 1-18 Bandwidth Utilization on Catalyst 2950G-48-EI Switches 
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Rear-Panel Description 
Other than the Catalyst 2950G-24-EI-DC switch, the rear panel of a Catalyst 2950 
switch has an AC power connector, an RPS connector, and an RJ-45 console port. 
(See Figure 1-19 and Figure 1-20.) 

The rear pane I of the Catalyst 2950G-24-EI-DC switch has a DC power connec tor 
(also referred to as the terminal block header) , a DC ground lug, an RPS 
connector, and an RJ-45 console port. (See Figure 1-21 .) 
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Chapter 1 Overview 

Figure 1-19 Catatyst 2950 Switch Rear Pane/ 
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Figure 1-20 Catalyst 29SOG-48-EI Switch Rear Pane/ 

AC power 
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Rear-Panel Description 
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Chapter 1 Overview 

• Rear-Panel Description 

Figure 1-21 Catalyst 2950G-24-EI-DC Switch Rear Pane! 

RPS 
connector 

console ground 
port lug 

Power Connectors 

You can provide power to a switch by using the AC internai power supply, the 
DC-input power source, or the Cisco RPS. 

Internai Power Supply Connector 

The internai AC power supply is an autoranging unit that supports input voltages 
between 100 and 240 VAC. Other than for the Catalyst 29500-24-EI-DC switch, 
use the supplied AC power cord to connect the AC power connector to an AC 
power outlet. 

DC Power Connector 

Caution 

The Catalyst 29500-24-EI-DC switch has an internai DC-power converter. It has 
dual feeds (A and B) that are diode-OR-ed into a single power block. For 
installation instructions, see the "Connecting to DC Power" section on page 2-20. 

You must connect the Catalyst 29500-24-EI-DC switch only to a DC-input 
power source that has an input supply voltage from -36 to -72 VDC. If the 
supply voltage is not in this range, the switch might not operate properly or 
might be damaged. 
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Chapter 1 Overview 
Management Options • 

Cisco RPS Connector 

A 
Warning 

Console Port 

The RPS is a 300W redundant power system that can support six externai network 
devices and provides DC power to one failed device at a time. It automatically 
senses when the internai power supply of a connected device fails and provides 
power to that device, preventing loss of network traffic. 

Attach only the Cisco RPS 300 (model PWR300-AC-RPS-N1) to the RPS 
receptacle. 

For more information about the Cisco RPS 300, refer to the Cisco RPS 300 
Redundant Power System Hardware lnstallation Cuide. 

You can connect a switch to a PC through the console port and the supplied 
rollover cable and DB-9 adapter. If you want to connect a switch to a terminal, 
you need to provide an RJ-45-to-DB-25 female DTE adapter. You can order a kit 
(part number ACS-DSBUASYN=) with that adapter from Cisco. For console-port 
and adapter-pinout information, see the "Cable and Adapter Specifications" 
section on page B-6. 

Management Options 

78-11157-0Z 

Catalyst 2950 switches offer these management options: 

• Cluster Management Suite (CMS) 

CMS is made up of three web-based applications that you use to manage 
switches. You can use Cluster Builder, which includes Cluster View, and 
Cluster Manager to create, configure, and monitor switch clusters. You can 
also use Device Manager to manage individual and standalone switches . For 
more information, refer to the Catalyst 2950 Desktop Switch Software 
Configuration Cuide and the CMS online help . 

Catalyst Z950 Desktop Switch Hardware lnstallation Guide 

RQS n° 03/2005 · CN 
CPMI - CORREIOS 

Fls. 

·ooc. ------



o 

o 

• Management Options 

7; QA-1; 
\V] . 

Overview I S Chapter 1 

lOS command-line interface (CLI) 

You can manage switches by using command-line entries. To access the CLI, 
connect a PC or terminal directly to the console port on the switch rear panel. 
I f the switch is attached to your network, you can use a Telnet connection to 
manage the switch from a remote location. For more information, refer to the 
Catalyst 2950 Desktop Switch Command Reference. 

Cisco View application 

You can use the Cisco View device-management application to set 
configuration parameters and to view switch status and performance 
information. This application, which you purchase separately, can be a 
standalone application or part of an Simple Network Management Protocol 
(SNMP) network-management platform. For more information, refer to the 
documentation that carne with your CiscoView application. 

SNMP network management 

You can manage switches by using an SNMP-compatible management station 
running platforms such as HP OpenView and SunNet Manager. The switch 
supports a comprehensive set of MIB extensions and MIB 11, the 
IEEE 802.1D bridge MIB, and four RMON groups. For more information, 
refer to the documentation that carne with your SNMP application . 
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CHAP-~.TER 2 

lnstallation 

This chapter describes how to install your switch, interpret the power-on self-test 
(POST), and connect the switch to other devices. Read these topics and perform 
the procedures in this order: 

• Preparing for Installation, page 2-2 

• Installing the Switch in a Rack, page 2-9 

• Installing the Switch on a Table, Shelf, or Desk, page 2-20 

• Installing the GBIC Modules, page 2-20 

• Powering On the Switch, page 2-22 

• Connecting to DC Power, page 2-23 

• Running POST, page 2-32 

• Connecting to 101100 and 10/10011000 Ports, page 2-33 

• Connecting to I OOBASE-FX and IOOOBASE-SX Ports, page 2-37 

• Connecting to GBIC Module Ports, page 2-38 

• Connecting a PC or a Terminal to the Console Port, page 2-43 

• Where to Go Next, page 2-45 
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Chapter 2 lnstallation 
• Preparing for lnstallation 

Preparing for lnstallation 

Warnings 

A 
Warning 

A 
Warning 

A 
Warning 

A 
Warning 

_A 
Warning 

This section provides inforrnation about these topics: 

• Warnings, page 2-2 

EMC Regulatory Staternents, page 2-4 

Installation Guidelines, page 2-6 

Verifying Package Contents, page 2-7 

These warnings are translated into severa) languages in Appendix C, "Translated 
Safety Warnings." 

This equipment isto be installed and maintained by service personnel only as 
defined by AS/NZS 3260 Clause 1.2.14.3 Service Personnel. 

Only trained and qualified personnel should be allowed to insta li or replace this 
equipment. 

Read the installation instructions before you connect the system to its power 
source. 

Unplug the power cord before you work on a system that does not have an on/off 
switch. 

Do not stack the chassis on any other equipment. lf the chassis falls, it can 
cause severe bodily injury and equipment damage. 
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Chapter 2 lnstallation 

Warning 

A 
Warning 

A 
Warning 

A 
Warning 

A 
Warning 

A 
Warning 

A 
Warning 

A 
Warning 

78-11157-03 

Preparing for lnstallation • 

lhe plug-socket combination must be accessible at ali times because it serves 
as the main disconnecting device. 

To prevent the switch from overheating, do not operate it in an area that 
exceeds the maximum recommended ambient temperature of 113°F (45°C). To 
prevent airflow restriction, allow at least 3 inches (7.6 em) of clearance around 
the ventilation openings. 

When installing the unit, always make the ground connection first and 
disconnect it last. 

This equipment is intended to be grounded. Ensure that the host is connected to 
earth ground during normal use. 

Before working on equipment that is connected to power I ines, removejewelry 
(including rings, necklaces, and watches). Metal objects will heat up when 
connected to power and ground and can cause serious burns or weld the metal 
object to the terminais. 

Do not work on the system or connect or disconnect cables during periods of 
lightning activity. 

Ultimate disposal of this product should be handled according to ali national 
laws and regulations. 

Attach only the Cisco RPS (model PWR300-AC-RPS-N1) to the RPS receptacle. 
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• Preparing for lnstallation 
Chapter 2 lnstallation 

A 
Warning Class 1 laser product 

A 
Warning Avoid exposure to the laser beam. 

EMC Regulatory Statements 

U.S.A. 

Taiwan 

This section includes specific regulatory statements about the Catalyst 2950 
switches . 

U.S . regulatory information for this product is in the front matter of this manual. 

This is a Class A Information product. When used in a residential environment, it 
may cause radio frequency interference. Under such circumstances, the user may 
be requested to take appropriate countermeasures. 

~1S-~ffl~: 
m~~•~•m&~·~mtt~•~$~ffl~·~oo•~~M~ 
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Chapter 2 lnstallation 

Japan 

Korea 

78·11157-03 

A 

Preparing for lnstallation 

This is a Class A product based on the standard of the Voluntary Contrai Council 
for Interference by Information Technology Equipment (VCCI). If this equipment 
is used in a domestic environment, radio disturbance may arise. When such 
trouble occurs, the user may be required to take corrective actions. 

Warning This is a Class A Device and is registered for EMC requirements for industrial 
use. lhe seller or buyer should be aware of this. lf this type was sold or 
purchased by mistake, it should be replaced with a residential -use type. 

?~ A E- 7171 OI 7171:: ~~~o~ ~;qn~ ~~ :;~~ V 717101 
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Chapter 2 lnstallation 
• Preparing for lnstallation 

Hungary 

This equipment is a Class A product and should be used and installed properly 
according to the Hungarian EMC Class A requirements (MSZEN55022). Class A 
equipment is designed for typical commercial establishments for which special 
conditions of installation and protection distance are used. 

Figyelmeztetés a felhasználói kézikonyv számára: 
Ez a berendezés "A" osztályú termék, felhasználására és üzembe helyezésére a 
magyar EMC "A" osztályú kovetelményeknek (MSZ EN 55022) megfeleloen 
kerülhet sor, illetve ezen "A" osztályú berendezések csak megfelelo kereskedelmi 
forrásból származhatnak, amelyek biztosítják a megfelelo speciális üzembe 
helyezési korülményeket és biztonságos üzemelési távolságok alkalmazását. 

lnstallation Guidelines 

When determining where to place the switch, observe these guidelines. 

• For 10/100 ports and 10/10011000 ports, the cable length from a switch to an 
attached device cannot exceed 328 feet (100 meters). 

• For lOOBASE-FX ports, the cable length from a switch to an attached device 
cannot exceed 6562 feet (2 kilometers). 

• For 1 OOOBASE-SX ports and I OOOBASE-SX GBIC module ports , the cable 
length from a switch to an attached device cannot exceed 1804 feet 
(550 meters) . 

• For lOOOBASE-LXILH GBIC module ports, the cable length from a switch 
to an attached device cannot exceed 32,810 feet (10 kilometers). 

• For IOOOBASE-ZX GBIC module ports, the cable length from a switch to an 
attached device cannot exceed 328,100 feet (100 kilometers). 

• For lOOOBASE-T GBIC module ports, the cable length from switch to an 
attached device cannot exceed 328 feet (100 meters) . 

• For Coarse Wave Division Multiplexing (CWDM) GBIC module ports, the 
cable length from a switch to an attached device cannot exceed 393,719 feet 
(120 kilometers) . For specific cable lengths, refer to the CWDM GBIC 
module documentation . 

• For GigaStack GBIC module ports, the cable length from a switch to an 
attached device cannot exceed 3 feet (1 meter). 
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Chapter 2 lnstallation 
Preparing for lnstallation 

Operating environment is within the ranges listed in Appendix A, ''Technical 
Speci fications.'' 

Clearance to front and rear panels meet these conditions: 

- Front-panel LEDs can be easily read. 

- Access to ports is sufficient for unrestricted cabling. 

- Rear-panel AC power connector is within reach of an AC power outlet. 

- Rear-panel direct current (DC) power connector is within reach of a 
circuit breaker. 

Airflow around the switch and through the vents is ·unrestricted. 

• Temperature around the unit does not exceed 113"F (45"C). 

~ .. 
Note If the switch is installed in a closed or multirack assembly, the 

temperature around it might be greater than normal room 
temperature. 

Cabling is away from sources of electrical noise, such as radios, power !ines, 
and fluorescent lighting fixtures. 

Verifying Package Contents 

Note 

78-11157-03 

Carefully remove the contents from the shipping container, and check each item 
for damage. If any item is missing or damaged, contact your Cisco representative 
or reseller for support. Return ali packing materiais to the shipping container and 
save them. 

The switch is shipped with these items: 

• This Catalyst 2950 Desktop Switch Hardware lnstallation Cuide 

Where to Find the Catalyst 2950 Documentation flyer 

• Cisco Documentation CD-ROM 

AC power cord 
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• Preparing for lnstallation 

~ .. 
Note 

• Mounting kit containing these items: 

- Four rubber feet for mounting the switch on a table, shelf, or desk 

- Two 19-inch or 24-inch rack-mounting brackets 

- Six number-8 Phillips flat-head screws for attaching the brackets to the 
switch 

- Four number-8 Phillips truss-head screws for attaching the brackets to 
the switch 

- Four number-12 Phillips machine screws for attaching the brackets to a 
rack 

- One cable guide and one black Phillips machine screw for attaching the 
cable guide to one of the mounting brackets 

• DC-switch kit containing these items: 

- One DC terminal block plug (also called a terminal block header) 

- One ground lug 

- Two number-10-32 screws for attaching the ground lug to the switch 

- Two 23-inch rack-mounting brackets (with 1-inch spacing for telco 
racks) 

- Four number-8 Phillips truss-head screws for attaching the brackets to 
the switch 

- Two number-12 Phillips machine screws for attaching the brackets to a 
rack 

The DC-switch kit ships only with the Catalyst 2950G-24-EI-DC switch . 

• One RJ-45-to-DB-9 adapter cable 

• Cisco lnformation Packet, containing safety and support information 

If you want to connect a terminal to the switch console port, you need to provide 
an RJ-45-to-DB-25 female DTE adapter. You can order a kit (part number 
ACS-DSBUASYN=) with that adapter from Cisco. 
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Chapter 2 lnstallation 
lnstalling lhe Switch in a Rack • 

You can connect a lOOBASE-FX or lOOOBASE-SX port to an SC or ST port on a 
target device by using one of the MT-RJ fiber-optic patch cables listed in 
Table 2-1 . Use the Cisco part numbers in Table 2-1 to order the patch cables that 
you need. 

Table 2-1 MT-RJ Patch Cables For TOOBASE-FX and TOOOBASE-SX Connections 

Type Cisco Part Number 

l-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-lM 

3-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-3M 

5-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-5M 

l-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM -1M 

3-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-3M 

5-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST·MM-5M 

lnstalling the Switch in a Rack 

Warning 

~~ 

To prevent bodily injury when mounting or servicing this unit in a rack, you must 
take special precautions to ensure that the system remains stable. lhe 
following guidelines are provided to ensure your safety: 

• This unit should be mounted at the bottom of the rack i f it is the 
only unit in the rack. 

• When mounting this unit in a partially fil led rack, load the rack 
from the bottom to the top with the heaviest component at the 
bottom of the rack. 

• If the rack is provided with stabilizing devices, install the 
stabilizers before mounting or servicing the unit in the rack. 

Note Figure 2-1 to Figure 2-1 7 show the Catalyst 2950-24, 2950G-24-EI-DC, and 
2950G-48-EI switches as examples. You can install other Catalyst 2950 switches 
in a rack as shown in these illustrations . 
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Chapter Z lnstallation 
• lnstalling lhe Switch in a Rack 

~ .. 

To install the switch in a 19-, 23-, or 24-inch rack, follow these steps: 

Attaching the Brackets to the Switch, page 2-1 O 

• Mounting the Switch in a Rack, page 2-19 

Attaching the Optional Cable Guide, page 2-19 

Note Installing the Catalyst 2950G-48-EI switch in a 23-inch or 24-inch rack requires 
an optional bracket kit not included with the switch. You can order a kit 
containing the 23-inch or 24-inch rack-mounting brackets and hardware from 
Cisco (part number RCKMNT-1RU=). 

Attaching the Brackets to the Switch 

The bracket orientation and the screws that you use depend on whether you are 
attaching the brackets to a 19-, 23-, or 24-inch rack. Follow these guidelines: 

• When mounting a switch other than a Catalyst 2950G-48-EI switch in a 
19-inch rack, use two Phillips flat-head screws to attach the 1ong side of the 
19- or 24-inch bracket to the switch. See Figure 2-1, Figure 2-2, and 
Figure 2-3. 

• When mounting a Catalyst 2950G-48-EI switch in a 19-inch rack, use three 
Phillips flat-head screws to attach the long side of the 19- or 24-inch bracket 
to the switch. See Figure 2-4, Figure 2-5, and Figure 2-6. 

• When mounting a Catalyst 2950G-24-EI-DC switch in a 23-inch rack, use 
two Phillips truss-head screws to attach the 23-inch bracket to the switch . See 
Figure 2-7, Figure 2-8, and Figure 2-9. 

• When mounting a switch other than a Catalyst 2950G-48-EI switch in a 
24-inch rack, use two Phillips truss-head screws to attach the 19- or 24-inch 
bracket to the switch. See Figure 2-1 O, Figure 2-11, and Figure 2-12. 

• When mounting a Catalyst 2950G-48-EI switch in a 24-inch rack, use three 
Phillips flat-head screws to attach the 24-inch bracket (part number 
RCKMNT-1 RU=) to the switch . See Figure 2-13, Figure 2-14, and 
Figure 2-15. 

Figure 2-1 to Figure 2-15 show how to attach a bracket to one side of the switch. 
Follow the same steps to attach the second bracket to the opposite side of the 
switch. 
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lnstalling the Switch in a Rack 

Figure2-1 Attaching Brackets on the Switch in a 19-/nch Nack {Front Pane/ 
Forward) 

Number-8 
Phillips flat-head 

screws 

o 
a> 

"' "' ... 

Figure 2-2 Attaching Brackets on the Switch in a 19-/nch Nack (Near Pane/ 
Forward) 
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• lnstalling the Switch in a Rack 

Figure 2-3 Attaching Brackets on the Switch in a 19-/nch Je/co Rack 

~~ 
/ " Number-8 I \ 

Phillips flat-head I ~\) "' 
screws \ --.),.~1 ~ 
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Figure 2-4 Attaching Brackets on the Catalyst 29SOG-48-EI Switch in a 19-/nch 
Rack (Front Pane/ Forward) 

Catalyst 2950 Desktop Switch Hardware lnstallation Guide 

-7-8~1~01~· --~. 

RQS na 03/2005 - CN 

CP~ 8 §Cj_RREIOS 

Fls. N° -----

Doc. 3 6 9 O 



.. 

C· 

o 

,') 

0 -Q.j 
. .--' J 
~-

\ '-.J>. . 

Chapter 2 lnstallation 

lnstalling the Switch in a Rack 

Figure 2-5 Attaching Brackets on the Catalyst 2950G-4B-EI Switch in a 19-/nch Rack (Rear Pane/ 
Forward) 

Figure 2-G Attaching Brackets on the Catalyst 2950G-4B-EI Switch in a 19-/nch lé!co Rack 
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• lnstalling the Switch in a Rack 

Figure 2-7 Attaching Brackets on the Catalyst 2950G-24-E/-DC Switch in a 
23-/nch Telco /lack (Front Pane/ Forward) 
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~- --

G 
o 

o 

~~--
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i ~f\\\'·, 1' : Phillips \ ., )LLU-' I 

\ 1 íl / truss-head 
'"- / screws ...._____/ 

"' ,.._ 

"' "' "' 

Figure 2-8 Attaching Brackets on the Catalyst 2950G-24-EI-DC Switch in a 23-/nch Telco /lack 
{llear Pane/ Forward) 
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lnstalling the Switch in a Rack 

Figure 2-9 Attaching Brackets on the Catalyst 2950G-24-EI-DC Switch in a 23-/nch Télco llack 
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Figure 2-10 Attaching Brackets on the Switch in a 24-/nch Rack (Front Pane/ 
Forward) 
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• lnstalling the Switch in a Rack 

Figure 2-11 Attaching Brackets on the Switch in a 24-/nch Rack (Rear Pane/ 
Forward} 
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lnstalling the Switch in a Rack 

Figure 2-12 Attaching Brackets on the Switch in a 24-/nch lélco Hack 

78-11157-03 

Figure 2-13 Attaching Brackets on the Catalyst 29SOG-48-EI Switch in a 24-/nch 
Hack (Front Pane/ Forward) 
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lnstalling lhe Switch in a Rack 

Figure 2-14 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 24-/nch 
Rack (Rear Pane/ Forward) 

Figure 2-15 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 24-lnch 
lélcoRack 

24" Configuration 
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lnstalling the Switch in a Rack 

Mounting the Switch in a Rack 

After attaching the brackets, use the four Phillips machine screws to securely 
attach the brac kets to the rack, as shown in Figure 2-16. 

To preveni the cables from obscuring the switch and other devices in the rack, you 
can also attach the cable guide to the rack. See the"Attaching the Optional Cable 
Guide" section for instructions. 

Figure 2-16 Mounting the Switch in a Rack 

screws 

After mounting the switch in the rack, start the terminal-emulation software, and 
provide power to the switch. See the "Powering On the Switch" section on 
page 2-22 for instructions. 

Attaching the Optional Cable Guide 

78-11157-03 

We recommend attaching the cable guide to prevent the cables from obscuring the 
front panels of the switch and other devices installed in the rack. Use the supplied 
black Phillips machine screw to attach the cable guide to the left or right bracket, 
as shown in Fi gure 2-17. 
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Figure 2-17 Attachíng the Cable Guide 

Cable guide screw 

lnstalling the Switch on a Table, Shelf, or Desk 
Before placing the switch on a table, shelf, or desk, locate the adhesive strip with 
rubber feet in the mounting-kit envelope, and attach four rubber feet to the 
recessed areas on the switch bottom. Place the switch on a table, shelf, or desk 
near an AC power source or DC-input power source. 

Start the terminal-emulation software and provide power to the switch. See the 
"Powering On the Switch" section for instructions. 

lnstalling the GBIC Modules 
Figure 2-18, Figure 2-19, and Figure 2-20 show how to inserta GBIC module in 
a GBIC module slot on the switch. For instructions about how to install a CWDM 
GBIC module in a GBIC module slot, refer to the documentation that carne with 
that GBIC module. 

For detailed instructions on installin g, removing, and cabling the GBIC module 
(the lOOOBASE-X module , the lOOOBASE-T module, the CWDM GBIC module, 
or the GigaStack module), refer to your GBIC documentation. 
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78-11157-03 

lnstalling the GBIC Modules 

~ 
Caution To prevent electrostatic-discharge (ESD) damage when installing GBIC modules, 

follow your normal board and component handling procedures. 

Figure 2-18 lnstalling a 1000BASE-X GB/C Module in a Switch 

1000BASE-X 
GBIC module 

Metal flap door 

GBIC module slot 

Figure 2-19 lnstalling a TOOOBASE- T GBIC Module in a Switch 

1000BASE-T 
GBIC module 

Metal flap door 

GBIC module slot 
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• Powering On the Switch 

Figure 2-20 lnstalling a GigaStack GBIC Module in a Switch 

GigaStack 
GBIC module 

Metal flap door 

GBIC module slot 

Powering On the Switch 

_A 
Warning 

Before connecting the AC power cord, a DC-input power source, or the 
Redundant Power System (RPS) to the switch, make sure that you have started the 
terminal-emulation software (such as ProComm, HyperTerminal, tip, or minicom) 
from your management station . 

If you are using the AC power cord, connect the AC power cord to the AC power 
connector and to an AC power outlet. 

If you are using the DC-input power source, see the "Connecting to DC Power" 
section for installation instructions. 

If you are using an RPS, refer to the documentation that carne with your .RPS for 
installation instructions. 

Anach only the Cisco RPS 300 (model PWR300-AC-RPS-N1) to the RPS 
receptacle. 

For POST information, see the "Running POST" section on page 2- 32. 
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Connecting lo DC Power 

Connecting to DC Power 

A 
Warning 

Warning 

Warning 

To connect the Catalyst 29500-24-EI-DC switch to a DC-input power source, 
follow these steps : 

• Preparing for Installation, page 2-23 

• Grounding the Switch, page 2-24 

• Wiring the DC-Input Power Source, page 2-26 

lhe Catalyst 2950G-24-EI-DC contains no field-replaceable units (FRUs). Do not 
open the chassis or attempt to remove or replace any components. For 
information about obtaining service for this unit, contact your reseller or Cisco 
sales representative. 

lhe equipment isto be installed in a restricted access area. 

Ethernet cables must be shielded when used in a central office environment. 

Preparing for lnstallation 

78-11157-03 

Locate the DC terminal block plug, the ground lug, and the two number- 10-32 
screws in the DC-switch kit. 

Obtain these necessary tools and equipment: 

• Ratcheting torque screwdriver with a Phillips head that exerts up to 
15 pound-force inches (lbf-in .) of pressure 

• Panduit crimping tool with optional controlled cycle mechanism 
(model CT-700, CT-720, CT-920, CT-920CH, CT-930, or CT-940CH) 

• 6-gauge copper ground wire (insulated or noninsulated) 

• Four leads of 18-gauge copper wire 

• Wire-stripping tools for stripping 6- and 18-gauge wires 
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• Connecting to DC Power 

Grounding the Switch 

A 
Warning 

A 
Warning 

& 
Caution 

Step 1 

Step 2 

Step 3 

This equipment is intended to be grounded. Ensure that the host is connected to 
earth ground during normal use. 

When installing the unit, always make the ground connection first and 
disconnect it last. 

To make sure that the equipment is reliably connected to earth ground, follow the 
grounding procedure instructions, and use a UL-listed lug suitable for number-6 
AWG wire and two number-10-32 ground-lug screws. 

To ground the switch to earth ground, follow these steps. Make sure to follow any 
grounding requirements at your site. 

Locate the ground lug and the two number-10-32 screws from the switch rear 
panel. Use a standard Phillips screwdriver ora ratcheting torque screwdriver with 
a Phillips head. Set the screws and the ground lug aside . 

If your ground wire is insulated, use a wire stripping tool to strip the 6-gauge 
ground wire to 0.5 in c h (12 . 7 millimeter [mm]) 0.02 in c h (0.5 mm) as shown in 
Figure 2-21. 

Figure 2-21 Stripping the Ground Wire 

lnsulation 
Wire lead 

"' N 

"' g 

SI ide the open end of the ground lug over the exposed area of the 6-gauge wire. 
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Step 4 

o 

Step 5 

Step6 

o 

78-11157-03 

Connecting to DC Power 

Using a Panduit crimping tool, crimp the ground lug to the 6-gauge wire . 

Figure 2-22 Crimping the Ground Lug 

Use the two number-1 0-32 screws to attach the ground lug and wire assembly to 
the switch rear pane!. 

Using a ratcheting torque screwdriver, torque each ground-lug screw to 15 lbf-in . 
(240 ounce-force inches [ozf-in.]). 
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Figure 2-2.1 lórquing Ground-Lug Screws 

Torque to 15 lbf-in. 

"' m 
~ 
<O 

Wiring the DC-Input Power Source 

A 
Warning 

A 
Warning 

Only trained and qualified personnel should be allowed to insta li or replace this 
equipment. 

Before performing any of the following procedures, ensure that power is 
removed from the DC circuit. To ensure that ali power is OFF, locate the circuit 
breaker on the panel board that services the DC circuit, switch the circuit 
breaker to the OFF position, and tape the switch handle of the circuit breaker in 
the OFF position. 
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~ 
Caution 

~ 
Caution 

~ .. 
Note 

Connecting to DC Power • 

You must connect the Catalyst 2950G-24-EI-DC switch only to a DC-input power 
source that has an input supply voltage from -36 to -72 VDC. If the supply 
voltage is not in this range, the switch might not operate properly or might be 
damaged. 

The switch must be installed with SA-branch-circuit protection. 

This installation must comply with ali applicable codes. 

To wire the switch to a DC-input power source, follow these steps: 

Step 1 Locate the terminal block plug (see Figure 2-24). 

78-11157-03 

Figure 2-24 lénninal Block Plug 

o 

"' "' o 
<D 
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Step2 

Step 3 

Step 4 

ldentify the positive and negative feed positions for the terminal block 
connection. The wiring sequence is positive to positive and negative to negative 
for both the A and the B feed wires. The switch rear pane! identifies the positive 
and negative positions for both the A and B feed wires. 

Figure 2-25 Positive and Nega tive Positions on the Switch Rear Pane/ 

Using an 18-gauge wire-stripping tool, strip each of the four wires coming from 
the DC-input power source to 0.27 inch (6.6 mm) 0.02 inch (0.5 mm). Do not strip 
more than 0.29 inch (7.4 mm) ofinsulation from the wire. Stripping more than the 
recommended amount of wire can leave exposed wire from the terminal block 
plug after installation. 

Figure 2-26 Stripping the DC-Input Power Source Wire 

0.27 inch (6.6 mm) ± 0.02 inch (0.5 mm) n 
o; 
"' o 
"' 

Insert the exposed wire of one of the four DC-input power source wires into the 
terminal block plug, as shown in Figure 2-27 . Make sure that you cannot see any 
wire lead. Only wire with insulation should extend from the terminal block . 
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A 
Warning 

Step 5 

~ 
Caution 

o 
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Connecting to DC Power • 

An exposed wire lead from a DC-input power source can conduct harmfullevels 
of electricity. Be sure that no exposed portion of the DC-input power source 
wire extends from the terminal block plug. 

Figure 2-27 lnserting Wires in the Ténninal Btock Ptug 

Retur~ } Feed A 
.------ Negat1ve 

Retur~ } Feed B 
Negat1ve 

N 

"' "' o 
"' 

Use a ratcheting torque screwdriver to torque the terminal block captive screw 
(above the installed wire lead) to 4.5 lbf-in. (72 ozf-in .). (See Figure 2-28.) 

Do not overtorque the terminal-block captive screws. The recommended 
maximum torque is 4.5 lbf-in . 
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Figure 2-28 Jórquing the lénnina/-8/ock Captive Screws 

Torque to 4.5 lbf-in. (72 ozf-in.) 
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Step 6 

o 

Step 7 

& 
Caution 

o 

78-11157-03 

Connecting to DC Power 

Repeat Steps 4 and 5 for the remaining three DC-input power source wires . 
Figure 2-29 shows the completed wiring of a terminal block plug. 

Figure 2-29 Compteted Wiring or lenninal Block Plug 

Retur~ } Feed A 
,----- Negattve 

Retur~ } Feed B 
Negattve 

Insert the terminal block plug in the terminal block header on the switch rear pane I 
(see Figure 2-30) . 

Secure the wires coming in from the terminal block so that they cannot be 
disturbed by casual contact. For example, use tie wraps to secure the wires to the 
rack. 
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Figure 2-:10 lnserting the lénnina/ Btock in the Btock Header 

Tie wrap 

Step 8 Remove the tape from the circuit-breaker switch handle, and move the 
circuit-breaker handle to the on position. 

Running POST 

~~ 
Note 

After the power is connected, the switch automatically begins POST, a series of 
tests that verifies that the switch functions properly. When the switch begins 
POST, the system LED is off. If POST completes successfully, the LED turns 
green. I f POST fails, the LED turns amber. See Chapter 3, "Troubleshooting," to 
determine a corrective action. 

POST failures are usually fatal. Cal! Cisco Systems immediately if your switch 
does not pass POST. 
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Connecting to 10/100 and 10/100/1000 Pons 

Connecting to 10/100 and 10/100/1000 Ports 

78-11157-03 

~ 

The 101100 ports configure themselves to operate at the speed and duplex settings 
of attached devices .They operate at 10 or 100 Mbps in half- or full-duplex mode. 
If the attached devices do not support autonegotiation, you can explicitly set the 
speed and duplex parameters. 

The 10/10011000 ports configure themselves to operate at the speed setting of 
attached devices .These ports on Catalyst 2950T-24 switches operate at 10, 100, or 
1000 Mbps only in full-duplex mode. If the attached devices do not support 
autonegotiation, you can explicitly set the speed parameter. 

Connecting devices that do not autonegotiate or devices with manually set speed 
and duplex parameters can reduce performance or result in link failures between 
the devices . To maximize performance, choose one of these methods for 
configuring the ports : 

• Let the ports autonegotiate both speed ;ind duplex for 101100 ports and only 
speed for 10/10011000 ports. 

• Set the speed and duplex parameters on both ends of the connection . 

When connecting the ports on the Catalyst 2950G-24-EI-DC switches to other 
devices, follow these guidelines: 

Caution To comply with the intrabuilding lightning surge requirements, intrabuilding 
wiring must be shielded, and the shield for the wiring must be grounded at both 
ends. 

~ 
Caution The Catalyst 2950G-24-EI-DC switch is suitable only for intrabuilding or 

nonexposed wiring connections. 
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Connecting to 10/100 and 10/100/1000 Ports 

6 

Follow these steps to connect the switch to lOBASE-T, IOOBASE-TX, or 
IOOOBASE-T devices: 

Caution To prevent electrostatic-discharge (ESD) damage, follow your normal board and 
component handling procedures. 

Step 1 

~ .. 

When connecting to servers, workstations, and routers, insert a twisted-pair 
straight-through cable in a front-panel RJ-45 connector, as shown in Figure 2-31, 
Figure 2-32, and Figure 2-33 . When connecting to switches or repeaters, insert a 
twisted-pair crossover cable. (See the "Cable and Adapter Specifications" section 
on page B-7 for cable-pinout descriptions.) 

Note When connecting to 1 OOOBASE-T devices, be sure to use a four twisted-pair, 
Category 5 cable. 

Figure 2-:11 Connecting to a Port on Catalyst 2950-12, 2950-24, 2950C-24, 
2950SX-24, and 2950T-24 Switches 
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Connecting to 10/100 and 10/100/1000 Ports 

Figure 2-32 Connecting to a Port on Catalyst 29506-12-E/, 29506-24-E/, and 
29506-24-E/-DC Switches 
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Step 2 

Step 3 

Step 4 

Step 5 

Figure 2-33 Connecting to a Port on Catalyst 29SOG-48-EI Switches 

Insert the other cable end in an RJ-45 connector on the target device. 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while Spanning Tree Protocol (STP) discovers the network 
topology and searches for loops. This process takes about 30 seconds, and then 
the LED turns green . 

If the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 3, "Troubleshooting," for solutions to cabling problems . 

Reconfigure and restart the target device i f necessary. 

Repeat Steps 1 through 4 to connect each port. 
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Connecting to 100BASE-FX and 1000BASE-SX Ports 

Connecting to 100BASE-FX and 1000BASE-SX Ports 

Caution 

Step 1 

Step2 

The I OOBASE-FX and IOOOBASE-SX ports operate only in full-duplex mode. 

You can connect a IOOBASE-FX or IOOOBASE-SX port to an SC or ST port on 
another device by using one of the MT-RJ fiber-optic patch cables listed in 
Table 2-1. Use the Cisco part numbers in Table 2-1 to order the patch cables that 
you need . 

Follow these steps to connect the switch to a IOOBASE-FX or IOOOBASE-SX 
device: 

Do not remove the dust plugs from the fiber-optic ports or the rubber caps from 
the fiber-optic cable until you are ready to connect the cable. The plugs and caps 
protect the fiber-optic ports and cables from contamination and ambient light. 

Remove the dust plugs from the IOOBASE-FX or IOOOBASE-SX port and the 
rubber caps from the MT-RJ patch cable. Store them for future use. 

Insert the cable in a lOOBASE-FX or lOOOBASE-SX port. (See Figure 2-34.) 

Figure 2-34 Connecting to a TOOBASE-FX or TOOOBASE-SX Port 
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MT-RJ 
patch cable 

Dust plug 
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• Connecting to GBIC Module Ports 
Chapter 2 lnstallation 

Step 3 

Step 4 

Step 5 

Step6 

Insert the other cable end in an SC or ST port on the target device. 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED turns green. 

If the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the target device i f necessary. 

Repeat Steps 1 through 5 to connect each port. 

Connecting to GBIC Module Ports 
These sections describe how to connect to a GBIC module port. 

• Connecting to 1000BASE-X GBIC Module Ports , page 2-39 

• Connecting to IOOOBASE-T GBIC Module Ports, page 2-41 

• Connecting to GigaStack GBIC Module Ports, page 2-42 

For instructions about how to connect to the CWDM GBIC module ports , refer to 
the documentation that carne with that GBIC module. 

For detailed instructions about installing, removing, and connecting to the GBIC 
module (the lOOOBASE-X module, the lOOOBASE-T module, the CWDM GBIC 
module, or the GigaStack module), refer to the GBIC documentation . 
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Chapter 2 lnstallation 

Lt. 
Caution 

Lt. 
Caution 

Connecting to GBIC Module Ports 

When connecting the ports on the Catalyst 29500-24-EI-DC switches to other 
devices, follow these guidelines: 

To comply with the intrabuilding lightning surge requirements, intrabuilding 
wiring must be shielded, and the shield for the wiring must be grounded at both 
ends. 

The Catalyst 29500-24-EI-DC switch is suitable only for intrabuilding or 
nonexposed wiring connections. 

Connecting to 1000BASE-X GBIC Module Ports 

78-11157-03 

Lt. 
Caution Do not remove the rubber plugs from the OBIC module port or the rubber caps 

from the fiber-optic cable until you are ready to connect the cable. The plugs and 
caps protect the OBIC module ports and cables from contamination and ambient 
light. 

After installing the IOOOBASE-X OBIC in the OBIC module slot, follow these 
steps: 

Step 1 Remove the rubber plugs from the GBIC module port, and store them for future 
use. 

Step 2 Insert the SC connector in the fiber-optic receptacle (see Figure 2-35). 
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Connecting to GBIC Module Ports 

Figure 2-35 Connecting to a 1000 BASE-X GBIC Port 

Step 3 

Step 4 

Step 5 

Insert the other cable end in a fiber-optic receptacle on a target device. 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED turns green. 

If the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be problem with the adapter installed in the target device. 
See Chapter 3, "Troubleshooting," for solutions to cabling problems . 

Reconfigure and restart the switch or target device i f necessary. 
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Connecting to GBIC Module Pons 

Connecting to 1000BASE-T GBIC Module Ports 

& 
Caution 

Step 1 

~~ 

After installing the 1 OOOBASE-T GBIC in the GBIC module slot, follow these 
steps: 

To prevent ESD damage, follow your normal board and component handling 
procedures. 

When connecting to servers, workstations, and routers, inserta four twisted-pair, 
straight-through cable in the RJ-45 connector. When connecting to switches or 
repeaters, insert a four twisted-pair, crossover cable (see Figure 2-36) . 

Note When connecting to a lOOOBASE-T device, be sure to use a four twisted-pair, 
Category 5 cable. 

Figure 2-36 Connecting to a 1000BASE-T GB/C Port 

Step 2 

78-11157-03 

Insert the other cable end in an RJ-45 connector on a target device. 
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Step 3 

Step4 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the LED turns green . 

If the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the switch or target device, i f necessary. 

Connecting to GigaStack GBIC Module Ports 

After installing the GigaStack GBIC in the GBIC module slot, follow these steps: 

Step 1 Insert the GigaStack cable connector in the GBIC (see Figure 2-37). 

Figure 2-37 Connecting to a GigaStack GB/C Port 

Step 2 Insert the other cable end in a port on a target device. 
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Chapter 2 lnstallation 

Connecting a PC ora Terminal to lhe Console Port 

Step 3 Observe the port status LED. 

Step 4 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED turns green. 

I f the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device . See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the switch or target device, i f necessary. 

Connecting a PC ora Terminal to the Console Port 

Step 1 

Step 2 

78-11157-03 

I f you want to connect a PC to the console port, use the supplied RJ-45-to-DB-9 
adapter cable. If you want to connect a terminal to the console port, you need to 
provide an RJ-45-to-DB-25 female DTE adapter. You can order a kit (part number 
ACS-DSBUASYN=) with that adapter from Cisco. For console-port and 
adapter-pinout information, see the"Cable and Adapter Specifications" section on 
page B-7 . 

The PC or terminal must support VTIOO terminal emulation . The 
terminal-emulation software-frequently a PC application such as 
HyperTerminal or Procomm Plus-makes communication between the switch and 
your PC or terminal possible during the setup program. 

Follow these steps to connect your PC or terminal to the console port: 

Make sure that your terminal-emulation software is configured to communicate 
with the switch through hardware flow control. 

Configure the baud rate and character format of the PC or terminal to match these 
console-port default characteristics : 

• 9600 baud 

• Eight data bits 

• One stop bit 

• No parity 
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• Connecting a PC ora Terminal to lhe Console Port 

Step 3 

After gaining access to the switch, you can change the port baud rate. Refer to the 
switch software configuration guide for instructions. 

Insert the adapter cable in the console port, as shown in Figure 2-38, Figure 2-39, 
and Figure 2-40. (See the "Cable and Adapter Pinouts" section on page B-10 for 
pinout descriptions.) 

Figure 2-38 Connecting to the Console Port 

RJ-45-to-DB-9 
adapter cable 

Figure 2 -39 Connecting to a Console Port Only on Catalyst 29506-24-EI-DC Switches 

RJ-45-to-DB-9 
adapter cable 
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Figure 2-40 Connecting to a Console Port Only on Catalyst 2950G-48-EI Switches 

Step 4 

StepS 

Step 6 

RJ-45-to-DB-9 
adapte r cable 

Attach the appropriate adapter to the terminal, if needed. 

Insert the other adapter cable end in the PC or terminal adapter. 

Start the terminal-emulation software. 

Where to Go Next 

78-11157-03 

For information about starting up the switch, refer to the Release Notes for the 
Catalyst 2950 Switch. 

For information about configuring the switch, refer to the switch software 
configuration guide. 
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Configuring VLANs 

This chapter describes how to configure normal-range VLANs (VLAN IDs 1 to 1005) and 
extended-range VLANs (VLAN IDs 1006 to 4094). It includes information about VLAN modes and the 
VLAN Membership Policy Server (VMPS). 

Note For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 2950 Desktop Switch Command Reference for this release. 

The chapter includes these sections: 

• Understanding VLANs, page 13-1 

• Configuring Normal-Range VLANs, page 13-6 

• Configuring Extended-Range VLANs, page 13-14 

• Displaying VLANs, page 13-16 

• Configuring VLAN Trunks, page 13-18 

• Configuring VMPS, page 13-30 

Understanding VLANs 

78-11380-04 

~ .. 

A VLAN is a switched network that is logically segmented by function, project team, or application, 
without regard to the physicallocations of the users. VLANs have the same attributes as physical LANs, 
but you can group end stations even if they are not physically located on the same LAN segment. Any 
switch port can belong to a VLAN, and unicast, broadcast, and multicast packets are forwarded and 
flooded only to end stations in the VLAN. Each VLAN is considered a logical network, and packets 
destined for stations that do not belong to the VLAN must be forwarded through a router or bridge as 
shown in Figure 13-1 . Because a VLAN is considered a separate logical network, it contains its own 
bridge Management lnformation Base (MIB) information and can support its own implementation of 
spanning tree. See Chapter 1 O, "Configuring STP" and Chapter 11, "Configuring RSTP and MSTP." 

Note Before you create VLANs, you must decide whether to use VLAN Trunking Protocol (VTP) to maintain 
global VLAN configuration for your network. For more information on ' 
"Configuring VTP." ' 
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Figure 13- 1 shows an example of VLANs segmented into Jogically defined networks. '-..J-

Figure 1:1-1 VLANs as Logically Defined Networks 

Fast 
Ethernet 

Engineering 
VLAN 

Marketing 
VLAN 

Accounting 
VLAN 

Floor 3 

Floor 2 

VLANs are often associated with IP subnetworks. For example, ali the end stations in a particular IP 
subnet belong to the same VLAN. Interface VLAN membership on the switch is assigned manually on 
an interface-by-interface basis. When you assign switch interfaces to VLANs by using this method, it is 
known as interface-based, or static, VLAN membership. 

Supported VLANs 

o 
Table 13-1 lists the number of supported VLANs on Catalyst 2950 switches. 

lãble 13-1 Maxirnurn Nurnber oF Supported VLANs 

Switch Model 

Catalyst 2950-12 

Number of 
Supported VLANs 

64 

Catalyst 2950-24 64 

Catalyst 2950C-24 250 

Catalyst 2950G-12-EI 250 

Cata lyst 2950G-24-EI 250 

Catalyst 2950G-48-EI 250 

Catalyst 2950G-24-EI-DC 250 

Cata lyst 2950T-24 250 
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Understanding VLANs • 

~~(O 

*'" ~, 
VLANs are identified with a number from 1 to 4094 when the enhanced software image is installed and 
1 to 1005 when the standard software image is installed. VLAN IDs 1002 through 1005 are reserved for 
Token Ring and FDDI VLANs. VTP only learns normal-range VLANs, with VLAN IDs 1 to 1005; 
VLAN IDs greater than I 005 are extended-range VLANs andare not stored in the VLAN database . The 
switch must be in VTP transparent mode when you create VLAN IDs from I 006 to 4094. 

The switch supports per-VLAN spanning tree (PVST) with a maximum of 64 spanning-tree instances . 
One spanning-tree instance is allowed per VLAN. See the "Configuration Guidelines for Normal-Range 
VLANs" section on page 13-7 for more information about the number of spanning-tree instances and the 
number ofVLANs. The switch supports IEEE 802.1Q trunking for sending VLAN traffic over Ethernet 
ports. 

Note The Catalyst 2950 switches do not support lnter-Switch Link (ISL) trunking. 

Management VLANs 

78-11380-04 

Communication with the switch management interfaces is through the switch IP address. The IP address 
is associated with the management VLAN, which by default is VLAN 1. 

The management VLAN has these characteristics: 

• lt is created from CMS or through the CLI on static-access, dynamic-access, and trunk ports. You 
cannot create or remove the management VLAN through Simple Network Management Protocol 
(SNMP). 

• Only one management VLAN can be administratively active at a time. 

• With the exception of VLAN I, the management VLAN can be deleted. 

• When created, the management VLAN is administratively down. 

Before changing the management VLAN on your switch network, make sure you follow these 
guidelines: 

• The new management VLAN should not have a Hot Standby Router Protocol (HSRP) standby group 
configured on it. 

• You must be able to move your network management station to a switch port assigned to the same 
VLAN as the new management VLAN. 

• Connectivity through the network must exist from the network management station to ali switches 
involved in the management VLAN change. 

• On switches running a lOS software version that is earlier than Cisco lOS 12.0(5)XP, you cannot 
change the management VLAN. Switches running Cisco lOS 12.0(5)XP should be upgraded to the 
current software release as described in the release notes. 

If you are using SNMP or CMS to manage the switch, ensure that the port through which you are 
connected to a switch is in the management VLAN. 

For information about the role management VLANs play in switch clusters, see the "Management 
VLAN" section on page 6-20. 
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Determining lhe Management VLAN for a New Switch 
o(J 

0., 

'\v' ,J 

~ .. 

If you add a new switch to an existing cluster and the cluster is using a management VLAN other than 
the default VLAN I, the command switch automatically senses that the new switch has a different 
management VLAN and has not been configured. The command switch issues commands to change the 
management VLAN on the new switch to match the one used by the cluster. This automatic change 
occurs for new, out-of-box switches that do not have a config.text file and for which there have been no 
changes to the running configuration . 

Before a new switch can be added to a cluster, it must be connected to a port that belongs to the cluster 
management VLAN. If the cluster is configured with a management VLAN other than the default, the 
command switch changes the management VLAN for new switches when they are connected to the 
cluster. In this way, the new switch can exchange Cisco Discovery Protocol (CDP) messages with the 
command switch and be proposed as a cluster candidate. 

Note For the command switch to change the management VLAN on a new switch, there must have been no 
changes to the new switch configuration, and there must be no config.text file. 

Because the switch is new and unconfigured, its management VLAN is changed to the cluster 
management VLAN when it is first added to the cluster. Ali ports that have an active link at the time of 
this change become members of the new management VLAN. 

For information about the role management VLANs play in switch clusters, see· the "Management 
VLAN" section on page 6-20. 

Changing the Management VLAN for a Cluster 

Beginning in privileged EXEC mode on the command switch, follow these steps to configure the 
management VLAN interface through a Telnet or Secure Shell (SSH) connection: 

Command 

Step 1 configure terminal 

Step 2 cluster management-vlan vlanid 

~P 3 show running-config 

Purpose 

Enter global configuration mode. 

Change the management VLAN for the cluster. This ends your Telnet 
session . Change the port through which you are connected to the switch 
to a port in the new management VLAN. 

Verify the change. 
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Understanding VLANs • ' ' 

VLAN Port Membership Modes 

You configure a port to belong to a VLAN by assigning a membership mode that determines the kind of 
traffic the port carries and the number ofVLANs to which it can belong. Table 13-2lists the membership 
modes and membership and VTP characteristics. 

Tãble 13-2 Port Membership Modes 

Membership Mode 

Static-access 

802.1 Q trunk 

Dynamic access 

78-11380-04 

VLAN Membership Characteristics VTP Characteristics 

A static-access port can belong to one VLAN and is VTP is not required. If you do not want 
manually assigned to that VLAN. For more information, VTP to globally propagate informatioil , set 
see the "Assigning Static-Access Ports to a VLAN" the VTP mode to transparent to disable 
section on page 13-13. VTP. To participate in VTP, there must be 

at 1east one trunk port on the switch 
connected to a trunk port of a second 
switch . 

A trunk port is a member of ali VLANs by default, VTP is recommended but not required. 
including extended-range VLANs, but membership can be VTP maintains VLAN configuration 
limited by configuring the allowed-VLAN list. You can consistency by managing the addition, 
also modify the pruning-.eligible list to block flooded deletion, and renaming of VLANs on a 
traffic to VLANs on trunk ports that are inc1uded in the network-wide basis. VTP exchanges 
list. For information about configuring trunk ports, see the VLAN configuration messages with other 
"Configuring an Ethernet Interface as a Trunk Port" switches over trunk links. 
section on page 13-21. 

A dynamic-access port can belong to one normal-range VTP is required. 
VLAN (VLAN ID 1 to 1005) and is dynamically assigned Configure the VMPS and the client with the 
by a VMPS. The VMPS can be a Catalyst 5000 or same VTP domain name. 
Catalyst 6000 series switch, for example, but never a 
Catalyst 2950 switch. You can change the reconfirmation interval 

You can have dynamic-access ports and trunk ports on the 
and retry count on the VMPS client switch. 

same switch, but you must connect the dynamic-access 
port to an end station and not to another switch. 

For configuration information, see the "Configuring 
Dynamic Access Ports on VMPS Clients" section on 
page 13-34. 

For more detailed definitions of the modes and their functions, see Table 13-5 on page 13-20. 

When a port belongs to a VLAN, the switch learns and manages the addresses associated with the port 
on a per-VLAN basis. For more information, see the "Managing the MAC Address Table" section on 
page 7-52 . 
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Configuring Normal-Range VLANs 

o 

o 

~ .. 

Normal-range VLANs are VLANs with VLAN IDs I to I005. If the switch is in VTP server or 
transparent mode, you can add, modify or remove configurations for VLANs 2 to 1001 in the VLAN 
database. (VLAN IDs I and I002 to 1005 are automatically created and cannot be removed.) 

Note When the switch is in VTP transparent mode and the enhanced software image is installed, you can also 
create extended-range VLANs (VLANs with IDs from 1006 to 4094), but these VLANs are not saved in 
the VLAN database. See the "Configuring Extended-Range VLANs" section on page 13-14. 

& 

Configurations for VLAN IDs 1 to 1005 are written to the file vlan.dat (VLAN database), and you can 
display them by entering the show vlan privileged EXEC command. The vlan.dat file is stored in 
nonvolatile RAM (NVRAM). 

Caution You can cause inconsistency in the VLAN database if you attempt to manually delete the vlan.dat file. 

~ .. 

I f you want to modify the VLAN configuration, use the commands described in these sections and in the 
Catalyst 2950 Desktop Switch Command Reference for this release. To change the VTP configuration, 
see Chapter 14, "Configuring VTP." 

You use the interface configuration mode to define the port membership mode and to add and remove 
ports from VLANs. The results ofthese commands are written to the running-configuration file, and you 
can display the file by entering the show running-config privileged EXEC command. 

You can set these parameters when you create a new normal-range VLAN or modify an existing VLAN 
in the VLAN database: 

• VLAN ID 

• VLAN name 

• VLAN type (Ethernet, Fiber Distributed Data Interface [FDDI], FDDI network entity title [NET], 
TrBRF, or TrCRF, Token Ring, Token Ring-Net) 

• VLAN state (active or suspended) 

• Maximum transmission unit (MTU) for the VLAN 

• Security Association ldentifier (SAID) 

• Bridge identification number for TrBRF VLANs 

• Ring number for FDDI and TrCRF VLANs 

• Parent VLAN number for TrCRF VLANs 

• Spanning Tree Protocol (STP) type for TrCRF VLANs 

• VLAN number to use when translating from one VLAN type to another 

Note This section does not provide configuration details for most of these parametei§.,_J.:or c.:'_mplete 
information on the commands and parameters that control VLAN configurat'~oi§W ó~flie·;··.,~· •. r 
Catalyst 2950 Desktop Switch Command Reference for this release. CP ~OOo - CN 1 
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• • Configuring Normal-Range VLANs • 

This section includes information about these topics about normal-range VLANs: 

• Token Ring VLANs, page 13-7 

• Configuration Guidelines for Normal-Range VLANs, page 13-7 

• VLAN Configuration Mode Options, page 13-8 

• Saving VLAN Configuration, page 13-9 

• Default Ethernet VLAN Configuration, page 13-1 O 

• Creating or Modifying an Ethernet VLAN, page 13-10 

• Deleting a VLAN, page I 3-12 

• Assigning Static-Access Ports to a VLAN, page 13-13 

T oken Ring VLANs 

Although the Catalyst 2950 switches do not support Token Ring connections, a remate device such as a 
Catalyst 5000 series switch with Token Ring connections could be managed from one of the supported 
switches. Switches running VTP version 2 advertise information about these Token Ring VLANs: 

• Token Ring TrBRF VLANs 

• Token Ring TrCRF VLANs 

For more information on configuring Token Ring VLANs, refer to the Catalyst 5000 Series Software 
Configuration Cuide. 

Configuration Guidelines for Normal-Range VLANs 

78-11380-04 

Follow these guidelines when creating and modifying normal-range VLANs in your network: 

See Table 13-1 for the maximum number of supported VLANs per switch model. On a switch 
supporting 250 VLANs, if VTP reports that there are 254 active VLANs, four of the active VLANs 
(1002 to 1005) are reserved for Token Ring and FDDI. 

• Normal-range VLANs are identified with a number between I and 1001. VLAN numbers 1002 
through 1005 are reserved for Token Ring and FDDI VLANs . 

• VLAN configuration for VLANs 1 to 1005 are always saved in the VLAN database. If VTP mode 
is transparent, VTP and VLAN configuration is also saved in the switch running configuration file. 

• The switch also supports VLAN IDs 1006 through 4094 in VTP transparent mode (VTP disabled) 
when the enhanced software image is installed. These are extended-range VLANs and configuration 
options are limited. Extended-range VLANs are not saved in the VLAN database . See the 
"Configuring Extended-Range VLANs" section on page 13- 14. 

• Before you can create a VLAN, the switch must be in VTP server mode or VTP transparent mode. 
If the switch is a VTP server, you must define a VTP domain or VTP will not function. 

• Catalyst 2950 switches do not support Token Ring or FDDI media. The switch does not forward 
-::f*-M.,...,~_,IffUfi'lv "1~-:::'~!:':"-" •'•- :-p 

FDDI, FDDI-Net, TrCRF, or TrBRF traffic, but it does propaga± ' W6~~~hoog~u~i n 

through VTP. CPMI ...: -.CORREIOS 
The s~itch su~ports 64 spanni~g-tree instances. I f a switch has re activ_e V!f{\~s~S/ supported 
spanmng-tree mstances , spanmng tree can be enabled on 64 VL ~l @.l<N~ diUb1-~cf on he 
remaining VLANs. I f you have already used ali available spanni g-tree instances on as itch, 

add in g another VLAN anywhere in the VTP domain creates tV AN on '3''1)w§'b] ;, not 
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running spanning-tree. I f you have the default aliowed list on the trunk ports of that switch '(which I\_ 
isto allow ali VLANs), the new VLAN is carried on ali trunk ports. Depending on the topology of~ 
the network, this could c reate a loop in the new VLAN that would not be broken, particularly i f there 
are severa! adjacent switches that ali have run out of spanning-tree instances. You can prevent this 
possibility by setting allowed lists on the trunk ports of switches that have used up their aliocation 
of spanning-tree instances. 

I f the number of VLANs on the switch exceeds 64, we recommend that you configure the IEEE 
X02.1 S Multiple STP (MSTP) on your switch to map multiple VLANs to a single STP instance. For 
more information about MSTP, see Chapter 11, "Configuring RSTP and MSTP." 

VLAN Configuration Mode Options 

You can configure normal-range VLANs (with VLAN IDs I to 1005) by using these two configuration 
modes: 

VLAN Configuration in config-vlan Mode, page 13-8 

You access config-vlan mode by entering the vlan vlan-id global configuration command. 

• VLAN Configuration in VLAN Configuration Mode, page 13-8 

You access VLAN configuration mode by entering the vlan database privileged EXEC command. 

VLAN Configuration in config-vlan Mode 

To access config-vlan mode, enter the vlan global configuration command with a VLAN ID . Enter a new 
VLAN ID to create a VLAN or with an existing VLAN ID to modify the VLAN. You can use the default 
VLAN configuration (Table 13-3) or enter multiple commands to configure the VLAN. For more 
information about commands available in this mode, refer to the vlan global configuration command 
description in the Catalyst 2950 Desktop Switch Command Reference for this release. When you have 
finished the configuration, you must exit config-vlan mode for the configuration to take effect. To display 
the VLAN configuration, enter the show vlan privileged EXEC command. 

You must use this config-vlan mode when creating extended-range VLANs (VLAN IDs greater than 
1005). See the ''Configuring Extended-Range VLANs" section on page 13-14. 

VLAN Configuration in VLAN Configuration Mode 

o To access VLAN configuration mode, enter the vlan database privileged EXEC command. Then enter 
the vlan command with a new VLAN ID to create a VLAN or with an existing VLAN ID to modify the 
VLAN. You can use the default VLAN configuration (Table 13-3) or enter multiple commands to 
configure the VLAN. For more information about keywords available in this mode, refer to the vlan 
VLAN contiguration command description in the Catalyst 2950 Desktop Switch Conzmand Reference for 
this release. When you have finished the configuration, you must enter apply or exit for the configuration 
to take effect. When you enter the exit command, it applies ali commands and updates the VLAN 
data base. VTP messages are sent to other switches in the VTP domain , and the priviteged-E*EE··m,ode 
prompt appears. RQS n° 03/2005 - CN I 

CPM,I ~-- CORREIOS ! 
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Saving VLAN Configuration 

~ 
Caution 

78-11380-04 

The configurations of VLAN IDs I to 1005 are always saved in the VLAN database (vlan.dat file) . If 
VTP mode is transparent, they are also saved in the switch running configuration file and you can enter 
the copy running-config startup-config privileged EXEC command to save the configuration in the 
startup configuration file. You can use the show running-config vlan privileged EXEC command to 
display the switch running configuration file. To display the VLAN configuration, enter the show vlan 
privileged EXEC command. 

When you save VLAN and VTP information (including extended-range VLAN configuration 
information) in the startup configuration file and reboot the switch, the switch configuration is 
determined as follows : 

• If the VTP mode is transparent in the startup configuration, and the VLAN database and the VTP 
domain name from the VLAN database matches that in the startup configuration file, the VLAN 
database is ignored (cleared), and the VTP and VLAN configurations in the startup configuration 
file are used. The VLAN database revision number remains unchanged in the VLAN database. 

• If the VTP mode or domain name in the startup configuration does not match the VLAN database, 
the domain name and VTP mode and configuration for the first 1005 VLANs use the VLAN database 
information. 

• lf VTP mode is server, the domain name and VLAN configuration for the first 1005 VLANs use the 
VLAN database information 

• If the switch is running lOS release 12.1 (9)EAI or I ater and you use an older startup configuration 
file to boot up the switch, the configuration file does not contain VTP or VLAN information, and 
the switch uses the VLAN database configurations. 

• lf the switch is running an lOS release earlier than 12.1 (9)EA 1 and you use a startup configuration 
file from lOS release 12.1(9)EA1 or ]ater to boot up the switch, the image on the switch does not 
recognize the VLAN and VTP configurations in the startup configuration file, so the switch uses the 
VLAN database configuration. 

If the startup configuration file contains extended-range VLAN configuration, this information will be 
lost when the system boots up. 

·-------= ........ ..... = .. ·-"' 0:·-......-- -. ---, 
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Default Ethernet VLAN Configuration 

Table 13-3 shows the default configuration for Ethernet VLANs. 

~. 
Note The switch supports Ethernet interfaces exclusively. Because FDDI and Token Ring VLANs are not 

locally supported, you only configure FDDI and Token Ring media-specific characteristics for VTP 
global advertisements to other switches. 

lãble 13-3 Ethemet VLAN Defaults and Ranges 

Para meter Default Range 

VLAN ID 1 1-4094 when the enhanced software image 
is installed and 1 to 1005 when the standard 
software image is installed. 

Note Extended-range VLANs (VLAN 
IDs 1006 to 4094) are not saved in 
the VLAN database. 

VLAN name VLANxxxx, where xxxx No range 
represents four numeric digits 
(including leading zeros) equal 
to the VLAN ID number 

802.10 SAID 100001 (100000 plus the 1-4294967294 
VLANID) 

MTU size 1500 1500-18190 

Translational bridge 1 o 0-1005 

Translational bridge 2 o 0-1005 

VLAN state active active, suspend 

Creating or Modifying an Ethernet VLAN 

~. 

Each Ethernet VLAN in the VLAN database has a unique, 4-digit ID that can be a number from 1 to 
1001. VLAN IDs 1002 to 1005 are reserved for Token Ring and FDDI VLANs. To c reate a normal-range 
VLAN to be added to the VLAN database, assign a number and name to the VLAN. 

Note When the switch is in VTP transparent mode and the enhanced software image is installed, you can 
assign VLAN IDs greater than 1006, but they are not added to the VLAN data base . See the "Configuring 
Extended-Range VLANs" section on page 13-14. 1 

I RO~ n~- 03/2005 - CN I 
For the Iist of default parameters that are assigned when you add a VLAN, s elecMiA\'Co~S I 
Normal-Range VLANs" section on page 13-6. ~-
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Step 1 

Step2 

Step3 

Step4 

Step5 

Step6 

Step7 

Step 1 

Step2 

Step 3 

Command 

Configuring Normal-Range VLANs • 

~~'b 
~\; , ~-

Beginning in privileged EXEC mode, follow these steps to use config-vlan mode to create or mo"clify an 
Ethernet VLAN: 

Purpose 

configure terminal Enter global configuration mode. 

vlan vlan-id Enter a VLAN ID, and enter config-vian mode. Enter a new VLAN ID 
to create a VLAN, or enter an existing VLAN ID to modify a VLAN. 

Note The available VLAN ID range for this command is I to I 005 
when the standard software image is installed and I to 4094 
when the enhanced software image is installed; do not enter 
leading zeros. For information about adding VLAN IDs greater 
than 1005 (extended-range VLANs), see the "Configuring 
Extended-Range VLANs" section on page 13-14. 

name vlan-name (Optional) Enter a name for the VLAN. If no name is entered for the 
VLAN, the defauit is to append the vlan-id with Ieading zeros to the 
word VLAN. For example, VLAN0004 is a default VLAN name for 
VLAN 4. 

mtu mtu-size (Optional) Change the MTU size (or other VLAN characteristic). 

end Return to priviieged EXEC mode. 

show vlan {na me vlan-name I id vlan-id} Verify your entries. 

copy running-config startup config (Optional) If the switch is in VTP transparent mode, the VLAN 

Command 

configuration is saved in the running configuration file as well as in the 
VLAN database. This saves the configuration in the switch startup 
configuration file. 

To return the VLAN name to the default settings, use the no vlan name orno vlan mtu config-vlan 
commands. 

This example shows how to use config-vlan mode to create Ethernet VLAN 20, name it test20, and add 
it to the VLAN database: 

Switch# configure terminal 
Switch(config)# vlan 20 
Switch(config-vlan)# name test20 
Switch(config-vlan)# end 

Beginning in privileged EXEC mode, follow these steps to use VLAN configuration mode to create or 
modify an Ethernet VLAN: 

Purpose 

vlan database Enter VLAN configuration mode. - ·'"1 ~ -
vlan vlan-id name vlan-name Add an Ethernet VLAN by assigning ~ R(W~<t S%iO~e. ~~~ eis I to 

1001; do not enter leading zeros. CPMI . CORREIOS 

I f no na me is entered for the VLAN, th~ defa~I~ t§a~p~d th( vlan-id 
with leading zeros to the word VLAN. !f'6~~x- r . VLA:NOC P4 is a 
default VLAN name for VLAN 4. 'IC. O O 

vlan vlan-id mtu mtu-size (Optional) To modify a VLAN, tdentifi ter0t::_'JotN"'an'c1 changj a 
characteristic , such as the MTU size . =. 
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Command Purpose 

Step 4 exit Update the VLAN database, propagate it throughout the administrative 
domain, and return to privileged EXEC mode. 

Step 5 show vlan { name vlan-name I id vlan-id} Verify your entries. 

Step 6 copy running-config startup config (Optional) If the switch is in VTP transparent mode, the VLAN 
configuration is saved in the running configuration file as well as in the 
VLAN database. This saves the configuration in the switch startup 
configuration file . 

To return the VLAN name to the default settings, use the no vlan vlan-id name orno vlan vlan-id mtu 
VLAN configuration command. 

This example shows how to use VLAN configuration mode to create Ethernet VLAN 20, name it test20, 
and add it to the VLAN database: 

Switch# vlan database 
Switch(vlan)# vlan 20 name test20 
Switch(vlan)# exit 
APPLY completed. 
Exiting .... 
Switch# 

Deleting a VLAN 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

~ 
Caution 

Command 

When you delete a VLAN from a switch that is in VTP server mode, the VLAN is removed from the 
VLAN database for ali switches in the VTP domain. When you delete a VLAN from a switch that is in 
VTP transparent mode, the VLAN is deleted only on that specific switch. 

You cannot delete the default VLANs for the different media types : Ethernet VLAN 1 and FDDI or 
Token Ring VLANs 1002 to 1005. 

When you delete a VLAN, any ports assigned to that VLAN become inactive . They remain associated 
with the VLAN (and thus inactive) until you assign them to a new VLAN. 

Beginning in privileged EXEC mode, follow these steps to delete a VLAN on the switch by using global 
configuration mode: 

Purpose 

configure terminal Enter global configuration mode. 

no vlan vlan-id Remove the VLAN by entering the VLAN ID. 

end Return to privileged EXEC mode. 

show vlan brief Verify the VLAN remova!. 

copy running-config startup config (Optional) If the switch is in VTP transparent mode, the VLAN 
configuration is saved in the running configuration file as well as in 
the VLAN database. This saves the configuration in the switch startup 
configuration file . 

----........ ~~ 

RQS n° 03/2005 - CN ! 
To delete a VLAN by using VLAN configuration mode, use the vi ~~~fall~~~R~~gl EXEC 
command to enter VLAN configuration mode and the no vlan via -id VLÂ N c(}~~g n command. 
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Assigning Static-Access Ports to a VLAN 

Step 1 

Step2 

Step3 

Step4 

Step5 

Step& 

Step 7 

Step8 

~ ... 

You can assign a static-access port to a VLAN without having VTP globally propagate VLAN 
configuration information (VTP is disabled) . If you are assigning a port on a cluster member switch to 
a VLAN, first use the rcommand privileged EXEC command to log in to the member switch. 

Note If you assign an interface to a VLAN that does not exist, the new VLAN is created. (See the "Creating 
or Modifying an Ethernet VLAN" section on page 13-10.) 

Beginning in privileged EXEC mode, follow these steps to assign a port to a VLAN in the VLAN 
data base: 

Command Purpose 

configure terminal Enter global configuration mode 

interface interface-id Enter the interface to be added to the VLAN. 

switchport mode access Define the VLAN membership mode for the port (Layer 2 access 
port). 

switchport access vlan vlan-id Assign the port to a VLAN. Valid VLAN IDs are 1 to 4094; do not 
enter leading zeros. 

end Return to privileged EXEC mode. 

show running-config interface interface-id Verify the VLAN membership mode of the interface. 

show interfaces interface-id switchport Verify your entries in the Administrative Mode and the Access Mode 
VLAN fields of the display. 

copy running-config startup-config (Optional) Save your entries in the configuration file. 

To return an interface to its default configuration, use the default interface interface-id interface 
configuration command. 

This example shows how to configure Fast Ethernet interface 011 as an access port in VLAN 2: 

Switc h # configure terminal 
Enter configuration commands, one per line. End with CNTL/ Z . 
Switch (config)# interface fastethernet0/1 
Switch( conf ig- if)# switchport mode access 
Switch(config- if)# switchport access vlan 2 
Switch(config- if ) # end 
Switch# 

These examples show how to verify the configuration: 

Switch# show running-config interface fastethernet0/1 
Building configurat i on ... 

Current configuration : 74 bytes 

interface FastEthernet0/12 
switchport access vlan 2 
swi tchport mode access 

end 

L. 

---...-.:..,.---~-...-~---
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Switch# show interfaces fastethernet0/1 switchport 
Name : Fa0 /1 
Switchport: Enabled 
Adrrinistrative Mede: static access 
Operatienal Mede: dewn 
Administrative Trunking Encapsulatien: detlq 
Operatienal Trunking Encapsulatien: native 
Negetiatien ef Trunking: On 
Acces s Mede VLAN: 2 (VLAN0002) 
Trunking Native Mode VLAN : 1 (default) 
Trunking VLANs Enableà: ALL 
Pruning VLANs Enabled: 2 - 1001 

Pretecteà: false 
Veice VLAN : nene (Inact ive ) 
Appliance trust : nene 

Configuring Extended-Range VLANs 

o 

~.6 

When the switch is in VTP transparent mode (VTP disabled) and the enhanced software image is 
installed). you can create extended-range VLANs (in the range 1006 to 4094) . Extended-range VLANs 
enable service providers to extend their infrastructure to a greater number of customers. The 
extended-range VLAN IDs are allowed for any switchport commands that allow VLAN IDs. You always 
use config-vlan mode (accessed by entering the vlan vlan-id global configuration command) to configure 
extended-range VLANs. The extended rangeis not supported in VLAN configuration mode (accessed 
by entering the vlan database privileged EXEC command). 

Extended-range VLAN configurations are not stored in the VLAN database, but because VTP mode is 
transparent. they are stored in the switch running configuration file, and you can save the configuration 
in the startup configuration file by using the copy running-config startup-config privileged EXEC 
command. 

Note Although the switch supports 4094 VLAN IDs when the enhanced software image is installed, see the 
"Supported VLANs" section on page 13-2 for the actual number of VLANs supported. 

This section includes this information about extended-range VLANs: 

Default VLAN Configuration, page 13-14 

Configuration Guidelines for Extended-Range VLANs, page 13-15 

Creating an Extended-Range VLAN, page 13-15 

Displayinf; VLANs, page 13-16 

Default VLAN Configuration 

See Table 13-3 on page 13-1 O for the default configuration for Ethernet VL 
the MTU size on extended-range VLANs; ali other characteristics must re 
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Configuration Guidelines for Extended-Range VLANs s 
Follow these guidelines when creating extended-range VLANs: 

• To add an extended-range VLAN, you must use the vlan vlan-id global configuration command and 
access config-vlan mode . You cannot add extended-range VLANs in VLAN configuration mode 
(accessed by entering the vlan database privileged EXEC command). 

• VLAN IDs in the extended range are not saved in the VLAN database and are not recognized by 
VTP. 

• You cannot include extended-range VLANs in the pruning eligible range. 

• The switch must be in VTP transparent mode when you create extended-range VLANs. IfVTP mode 
is server or client, an errar message is generated, and the extended-range VLAN is rejected. 

• You can set the VTP mode to transparent in global configuration mode or in VLAN configuration 
mode. See the "Disabling VTP (VTP Transparent Mode)" section on page 14-12. You should save 
this configuration to the startup configuration so that the switch will boot up in VTP transparent 
mode. Otherwise, you will Jose extended-range VLAN configuration if the switch resets. 

• VLANs in the extended range are not supported by VQP. They. cannot be configured by VMPS. 

• STP is enabled by default on extended-range VLANs, but you can disable it by using the no 
spanning-tree vlan vlan-id global configuration command. When the maximum number of 
spanning-tree instances (64) are on the switch, spanning tree is disabled on any newly created 
VLANs. If the number of VLANs on the switch exceeds 64, we recommend that you configure the 
IEEE 802.1 S Multi pie STP (MSTP) on your switch to map multi pie VLANs to a single STP 
instance. For more information about MSTP, see Chapter 11, "Configuring RSTP and MSTP." 

Creating an Extended-Range VLAN 

78-11380-04 

'· 

You create an extended-range VLAN in global configuration mode by entering the vlan global 
configuration command with a VLAN ID from 1006 to 4094. This command accesses the config-vlan 
mode. The extended-range VLAN has the default Ethernet VLAN characteristics (see Table 13-3) and 
the MTU size is the only parameter you can change. Refer to the description of the vlan global 
configuration command in the Catalyst 2950 Desktop Switch Command Reference for defaults of ali 
parameters. If you enter an extended-range VLAN ID when the switch is not in VTP transparent mode, 
an error message is generated when you exit from config-vlan mode, and the extended-range VLAN is 
not created. 

Extended-range VLANs are not saved in the VLAN database; they are saved in the switch running 
configuration file. You can save the extended-range VLAN configuration in the switch startup 
configuration file by using the copy running-config startup-config privileged EXEC command. 

Note Before you create an extended-range VLAN, you can verify that the VLAN ID is not used internally by 
entering the show vlan internai usage privileged EXEC command. If the VLAN ID is used internally 
and you want to free it up, go to the"Displaying VLANs" section on page 13-16 before creating the 
extended-range VLAN. 

L 

---------~---- ····· \ 
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DisplaJing VLANs 

Step9 

Step 10 

Step1 

Step2 

Step3 

Step4 

Step5 o 

Command 
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Beginning in privileged EXEC mode, follow these steps to create an extended-range VLA~: S 
Purpose 

configure terminal Enter global configuration mode. 

vtp mode transparent Configure the switch for VTP transparent mode, disabling VTP. 

vlan vlan-id Enter an extended-range VLAN ID and enter config-vlan mode. The 
range is I 006 to 4094. 

mtu mtu-size (Optional) Modify the VLAN by changing the MTU size. 

Note Although ali commands appear in the CLI help in config-vlan 
mode, only the mtu mtu-size command is supported for 
extended-range VLANs. 

end Return to privileged EXEC mode. 

show vlan id vlan-id Verify that the VLAN has been created. 

copy running-config startup config Save your entries in the switch startup configuration file. To save 
extended-range VLAN configurations, you need to save the VTP 
transparent mode configuration and the extended-range VLAN 
configuration in the switch startup configuration file. Otherwise, if the 
switch resets, it will default to VTP server mode, and the extended-range 
VLAN IDs will not be saved. 

To delete an extended-range VLAN, use the no vlan vlan-id global configuration command. 

The procedure for assigning static-access ports to an extended-range VLAN is the same as for 
normal-range VLANs. See the "Assigning Static-Access Ports to a VLAN" section on page 13-13. 

This example shows how to create a new extended-range VLAN (when the enhanced software image is 
instaiied) with ali default characteristics, enter config-vlan mode, and save the new VLAN in the switch 
startup configuration file: 

Switch(config)# vtp mode transparent 
Switch(config)# vlan 2000 
Switch(config-vlan)# end 
Switch# copy running-config startup config 

C'isplaying VLANs 
Use the show vlan privileged EXEC command to display a list of ali VLANs on the switch, including 
extended-range VLANs. The display includes VLAN status, ports, and configuration information. To 
view normal-range VLANs in the VLAN database (1 to 1005), use the show VLAN configuration 
command (accessed by entering the vlan database privileged EXEC command). For a li st of the VLAN 
IDs on the switch, use the show running-config vlan privileged EXEC command,e)3t1-etta+ly·entering a 
VLAN ID range. RQS n° 03/2005 - CN ; 
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Table 13-4 VLAN Monitoring Cornrnands 

Command Command Mode Purpose 

show VLAN configuration Display status of VLANs in the VLAN database. 

show current [vlan -id] VLAN configuration Display status of ali or the specified VLAN in the 
VLAN database. 

show interfaces [ vlan Privileged EXEC Display characteristics for ali interfaces or for 
vlan-id] the specified VLAN configured on the switch. 

show running-config vlan Privileged EXEC Display ali ora range of VLANs on the swi tch . 

show vlan [id vlan-id] Privileged EXEC Display parameters for ali VLANs or the 
specified VLAN on the switch. 

For more details about the show command options and explanations of output fiel ds, refer to the 
Catalyst 2950 Desktop Switch Command Reference for this release. 

This is an example of output from the show vlan privileged EXEC command, showing ali VLANs: 

Switch# show vlan 

VLAN Name Status Ports 

1 default 

2 VLAN0002 
22 VLAN0022 
102 VLAN0102 
200 VLAN0200 
222 VLAN0222 
400 VLAN0400 
1000 VLAN1000 
1002 fddi - default 
1003 token-ring-default 
1004 fddinet-default 
1005 trnet - defau1t 
2005 VLAN2005 
2006 VLAN2006 
2007 VLAN2007 

VLAN Type SAID MTU 
----------

1 enet 100001 1500 
2 enet 100002 1500 
22 enet 100022 1500 
102 enet 100102 1500 
200 enet 100200 1500 
222 enet 100222 1500 
400 enet 100400 1500 
1000 enet 101000 1500 
1002 fddi 101002 1500 
1003 tr 101003 1500 
1004 fdnet 101004 1500 
1005 trnet 101005 1500 
2005 enet 102005 1500 
2006 enet 102006 1500 
2007 enet 102007 1500 

active 

active 
act i ve 
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 

Fa0/1, Fa0/2, Fa0/3, Fa0/4 
Fa0/5, Fa0/6, Fa0/7, Fa0/8 
Fa0/9, Fa0/10, Fa0/11, Fa0/12 
Gi0/1, Gi0/2 
Fa0/12 
Fa0/7 

Parent RingNo BridgeNo Stp BrdgMode Trans1 Trans2 

1005 
1 

1 

ibm 
ibm 

srb 

1002 
o 
o 
o 
o 
o 
o 

o 
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Configuring VLAN Trunks 

This is an example of output from the show vlan brief privileged EXEC command: 

Switch# show vlan brief 

VLAN Narne Status Ports 

1 de f ault 

2 VLAN0002 
22 VLAN0022 
102 VLAN0102 
200 VLAN0200 
222 VLAN0222 
400 VLAN0400 
1000 VLAN1000 
1002 fddi - defau1t 
1003 token-ring-defau1t 
1004 fddinet - defau1 t 
1005 trnet-default 
2005 VLAN2005 
2006 VLAN2006 
2007 VLAN2007 

active 

active 
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 

Fa0 / 1, Fa 0/2, Fa 0/3, Fa 0 / 4 
Fa0/5 , Fa0/6, Fa0 / 7, Fa0/8 
Fa0/9 , Fa0/10, Fa0 / 11, Fa0 / 12 
Gi 0/1, Gi0 / 2 
Fa0 / 12 
Fa0/7 

This is an example of output from the show running-config vlan command for a range of VLANs: 

Switch# show running- config vlan 1005-2 005 
Building configuration . .. 

Current configuration: 

vlan 1007 

vlan 1020 

vlan 1025 

vlan 2000 

vlan 200 1 
end 

~onfiguring VLAN T runks 
These sections describe how VLAN trunks function on the switch: 

Trunking Overview, page 13-18 

802. 1 Q Configurat ion Considerat ions , page 13-20 

Default Layer 2 Ethernet Interface VLAN Configuration, page 13-21 

T runking Overview 
·· ---~~-=-~· ·--- ·- ····-- ) 

A trunk is a point-to-point link between one or more Ethernet switch interfab~dl&rtbt~~Mc~ ng dev ice 
such as a router ora switch. Fast Ethernet and Gigabit Ethernet trunks cl~bl\~ tra~R~ VLANs 
over a single link, and you can extend the VLANs across an entire netwo

1

k. 
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Figure 13-2 shows a network of switches that are connected by 802.1 Q trunks. 

Figure 13-2 Catalyst 2950, 2900 XL, and 3500 XL Switches in a 802.10 liunking Enviromnent 

Catalyst 6000 series 
switch 

You can configure a trunk on a single Ethernet interface or on an EtherChannel bundle. For more 
information about EtherChannel, see Chapter 25, "Configuring EtherChannels." 

Ethernet trunk interfaces support different trunking modes (see Table 13-5). You can set an interface as 
trunking or nontrunking or to negotiate trunking with the neighboring interface. To autonegotiate 
trunking, the interfaces must be in the same VTP domain. 

Trunk negotiation is managed by the Dynamic Trunking Protocol (DTP), which is a Point-to-Point 
Protocol. However, some internetworking devices might forward DTP frames improperly, which could 
cause misconfigurations. 

To avoid this, you should configure interfaces connected to devices that do not support DTP to not 
forward DTP frames, that is, to turn off DTP. 

I f you do not intend to trunk across those links, use the switchport mode access interface 
configuration command to disable trunking. 

• To enable trunking to a device that does not support DTP, use the switchport mode trunk and 
switchport nonegotiate interface configuration commands to cause the interface to become a trunk 
but to not generate DTP frames. 
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Catalyst 2950 Desktop Switch Software Configuration Guide 



'·.r~,.~~·~· ~~~~~~----------------------------------------------------------~C~h~ap~t~er_1~3--~C~on_f~ig~u_ri~ng~V~LA_N~s~ 
Configuring VLAN Trunks 

lãble 13-5 Layer 2/nterface Modes 

Mode 

switchport mode access 

Function 

Puts the interface (access port) into permanent nontrunking mode and negotiates to 
convert the link into a nontrunk link. The interface becomes a nontrunk interface even if 
the neighboring interface is nota trunk interface. 

switchport mode dynamic 
desirable 

Makes the interface actively attempt to convert the link to a trunk link. The interface 
becomes a trunk interface if the neighboring interface is set to trunk, desirable , or auto 
mode. The default switch-port mode for ali Ethernet interfaces is dynamic desirable. 

switchport mode dynamic auto Makes the interface able to convert the link to a trunk link. The interface becomes a trunk 
interface i f the neighboring interface is set to trunk or desirable mode . 

switchport mode trunk 

switchport nonegotiate 

Puts the interface into permanent trunking mode and negotiates to convert the link into a 
trunk link. The interface becomes a trunk interface even if the neighboring interface is 
nota trunk interface. 

Prevents the interface from generating DTP frames. You can use this command only when 

C 
the interface switchport mode is access or trunk. You must manually configure the 
neighboring interface as a trunk interface to establish a trunk link. , __ --.L...__ ______ _ 

802.10 Configuration Considerations 

802.1 Q trunks impose these limitations on the trunking strategy for a network: 

In a network of Cisco switches connected through 802.1 Q trunks, the switches maintain one instance 
of spanning tree for each VLAN allowed on the trunks. Non-Cisco devices might support one 
spanning-tree instance for ali VLANs. 

When you connect a Cisco switch to a non-Cisco device through an 802.1Q trunk, the Cisco switch 
combines the spanning-tree instance of the VLAN of the trunk with the spanning-tree instance of 
the non-Cisco 802.1 Q switch. However, spanning-tree information for each VLAN is maintained by 
Cisco switches separated by a cloud of non-Cisco 802.1 Q switches. The non-Cisco 802.1 Q cloud 
separating the Cisco switches is treated as a single trunk link between the switches. 

Make sure the na tive VLAN for an 802.1 Q trunk is the same on both ends of the trunk link. If the 
native VLAN on one end of the trunk is different from the native VLAN on the other end, 
spanning-tree loops might result. 

Disabling spanning tree on the native VLAN of an 802 .1Q trunk without disabling spanning tree on 
every VLAN in the network can potentially cause spanning-tree loops. We recommend that you 
leave spanning tree enabled on the native VLAN of an 802 .1Q trunk or disable spanning tree on 
every VLAN in the network. Make sure your network is loop-free before disabling spanning tree. 
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Default Layer 2 Ethernet Interface VLAN Configuration 

\)..·~'>..0 
\ Jx' 

Table 13-6 shows the default Layer 2 Ethernet interface VLAN configuration. 

lãble 13-6 Default Layer 2 Ethemet Interface VLAN Configuration 

Feature 

Interface mode 

Allowed VLAN range 

VLAN range eligible for pruning 

Default VLAN (for access ports) 

Native VLAN (for 802.IQ trunks) 

Default Setting 

switchport mode dynamic desirable 

VLANs 1-4094 when the enhanced software image 
is installed and I to 1005 when the standard 
software image is installed 

VLANs 2-IOOI 

VLAN I 

VLAN I 

Q Configuring an Ethernet Interface as a T runk Port-

~ .. 

Because trunk ports send and receive VTP advertisements, to use VTP you must ensure that at least one 
trunk port is configured on the switch and that this trunk port is connected to the trunk port of a second 
switch. Otherwise, the switch cannot receive any VTP advertisements . 

This section includes these procedures for configuring an Ethernet interface as a trunk port on the switch: 

• Interaction with Other Features, page 13-21 

• Defining the Allowed VLANs on a Trunk, page 13-23 

• Changing the Pruning-Eiigible List, page 13-24 

• Configuring the Native VLAN for Untagged Traffic, page 13-25 

Note The default mode for Layer 2 interfaces is switchport mode dynamic desirable. If the neighboring 
interface supports trunking and is configured to allow trunking, the link is a Layer 2 trunk. 

lnteraction with Other Features 

0 Trunking interacts with other features in these ways : 

78-11380-04 

• A trunk port cannot be a secure port. 

• Trunk ports can be grouped into EtherChannel port groups , but ali trunks in the group must have the 
same configuration. When a group is first created, ali ports follow the parameters set for the first port 
to be added to the group. If you change the configuration of one of these parameters, the switch 
propagates the setting you entered to ali ports in the group : 

- allowed-VLAN list 

- STP port priority for each VLAN 
J~ Rõs·~~~;~;õos _ CN 

ePMI 0- C~'EIOS 
~- .--· NV08 O 

- STP Port Fast setting ! !: IS., - - ---

- trunk status: i fone port in a port group ceases to be a trunkL ~~~ plb rts ce5'e6 o ~e aunks . 

Doe -----
----·----~ 

Catalyst 2950 Desktop Switch Software Configuration Guide 



Chapter 13 Configuring VLANs 

Configllring VLAN T runks 

~~ 
\À9-) ' 

If you try to enable 802.1 X on a trunk port, an error message appears, and 802.1 X is not ena~d. If _} 
you try to change the mode of an 802.1X-enabled port to trunk, the port mode is not changed. 

A port in dynamic mode can negotiate with its neighbor to beco me a trunk port. If you try to enable 
802.1X on a dynamic port, an error message appears, and 802.1 Xis not enabled. If you try to change 
the mode of an 802.1X-enabled port to dynamic, the port mode is not changed. 

Configuring a T runk Port 

Step 1 

Step2 

Step3 

o 

Step4 

Step 5 

Step6 

Step 7 

Step8 l+p9 

Beginning in privileged EXEC mode, follow these steps to configure a port as 802.1 Q trunk port: 

Command Purpose 

configure terminal Enter global configuration mode. 

interface interface-id Enter the interface configuration mode and the port to be configured for 
trunking. 

switchport mode { dynamic {auto I Configure the interface as a Layer 2 trunk (required only i f the interface 
desirable} I trunk} is a Layer 2 access ·port or to specify the trunking mode) . 

. dynamic auto-Set the interface to a trunk link i f the neighboring 
interface is set to trunk or desirable mode. 

. dynamic desirable-Set the interface to a trunk link i f the 
neighboring interface is set to trunk, desirable, or auto mode. 

. trunk-Set the interface in permanent trunking mode and negotiate 
to convert the link to a trunk link even if the neighboring interface is 
not a trunk interface. 

switchport access vlan vlan-id (Optional) Specify the default VLAN, which is used if the interface stops 
trunking. 

switchport trunk native vlan vlan-id Specify the native VLAN. 

end Return to privileged EXEC mode. 

show interfaces interface-id switchport Display the switchport configuration o f the interface in the Administrative 
Mode and the Administrative Trunking Encapsulation fields of the 
display. 

show interfaces interface-id trunk Display the trunk configuration of the interface. 

copy running-config startup-config (Optional) Save your entries in the configuration file . 

To return an interface to its default configuration, use the default interface interface-id interface 
configuration command. To reset ali trunking characteristics of a trunking interface to the defaults, use 
the no switchport trunk interface configuration command. To disable trunking, use the switchport 
mode access interface contiguration commands to configure the port as a static-access port. 
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Configuring VLAN Trunks 

-~ 

\\.),_~~ y' 
This example shows how to configure the Fast Ethernet interface 0/4 as an 802.1 Q trunk and shows 
severa) ways to verify the configuration . The example assumes that the neighbor interface is configure< 
to support 802 .1 Q trunking. 

Switch# configure terminal 
Enter conf i guration c ommands, one per line. End with CNTL / Z . 
Switch(config)# interface fastethernet0/4 
Switc h(config-if)# switchport mode dynamic desirable 
Switc h(config-if)# end 
Switch# show running-config interface fastethernet0/4 
Building c on figuration ... 

Current configuration : 112 bytes 

inte r face Fa stEthernet0 / 4 
switchport trunk encapsulation dot1q 
no ip addr ess 
snmp trap link-status 

e nd 

Switc h# show interfaces fastethernet0/4 switchport 
Name : Fa0 / 4 
Switchport: Enab led 
Administrative Mode: dynamic desirable 
Opera tiona1 Mode: down 
Administrative Trunking Encapsulation : dotlq 
Ne gotiation of Trunking: On 
Acces s Mode VLAN: 1 (default) 
Trunking Native Mode VLAN: 1 (default) 
Trunking VLANs Enabled : ALL 
Pr uning VLANs Enabled: 2-1001 

Protec ted : false 

Defining the Allowed VLANs on a T runk 

78-11380-04 

~ .. 

By default, a trunk port sends traffic to and receives traffic from ali VLANs. Ali VLAN IDs, 1 to 4094 
when the enhanced software image is installed, and 1 to 1005 when the standard software image is 
installed, are allowed on each trunk. However, you can remove VLANs from the allowed list, preventing 
traffic from those VLANs from passing over the trunk. To restrict the traffic a trunk carries, use the 
switchport trunk allowed vlan remove vlan-list interface configuration command to remove specific 
VLANs from the allowed list. 

Note You cannot remove VLAN 1 o r VLANs 1002 to 1005 from the allowed-VLAN list. 

A trunk port can become a member of a VLAN if the VLAN is enab1ed, if VTP knows of the VLAN, 
and if the VLAN is in the allowed list for the port. When VTP detects a newly enabled VLAN and the 
VLAN is in the allowed list for a trunk port, the trunk port automatically becomes a member of the 
enabled VLAN. When VTP detects a new VLAN and the VLAN is not in the allowed list for a trunk 
port, the trunk port does not become a member of the new VLAN. 

I 
- --~·~- o;:;; ; ,. ~,.. . . 
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1: Configuring VLAN Trunks 

Step 1 

Step2 

Step3 

Step4 

rJ 
· step 5 

Step6 

Step7 

~i 

\)..~ 
\\ 

Beginning in privileged EXEC mode, follow these steps to modify the allowed list o f an 802 .1 Q trunk: " 

Command Purpose 

configure terminal Enter global configuration mode. 

interface interface-id Enter interface configuration mode and the port to be configured. 

switchport mode trunk Configure the interface as a VLAN trunk port. 

switchport trunk allowed vlan { add I (Optional) Configure the list of VLANs allowed on the trunk. 
except I none I remove} vlan-list For explanations about using the add, except, none, and remove 

keywords, refer to the Catalyst 2950 Desktop Switch Command 
Reference for this release. 

The vlan-list parameter is either a single VLAN number from 1 to 4094 
or a range of VLANs described by two VLAN numbers, the lower one 
first, separated by a hyphen. Do not enter any spaces between 
comma-separated VLAN parameters or in hyphen-specified ranges . 

Ali VLANs are allowed by default. You cannot remove any of the default 
VLANs (1 or 1002 to 1005) from a trunk. 

end Return to privileged EXEC mode. 

show interfaces interface-id switchport Verify your entries in the Trunking VLANs Enabled field of the display. 

copy running-config startup-config (Optional) Save your entries in the configuration file . 

To return to the default allowed VLAN list of ali VLANs, use the no switchport trunk allowed vlan 
interface configuration command. 

This example shows how to remove VLAN 2 from the allowed VLAN list: 

Switch(config)# i nterface fas t ethernet0/ 1 
Switch(config-if)# switchport trunk al lowed vlan r emove 2 

Switch(config-if)# end 
Swi tch# 

Changing the Pruning-Eiigible list 

Step 1 

Step2 

Command 

The pruning-eligible list applies only to trunk ports. Each trunk port has its own eligibility list. VTP 
pruning must be enabled for this procedure to take effect. The "Enabling VTP Pruning" section on 
page 14-14 describes how to enable VTP pruning. 

Beginning in privileged EXEC mode, follow these steps to remove VLANs from the pruning-eligible list 
on a trunk port: 

Purpose 

configure terminal Enter global configuration mode. 

interface interface-id Enter interface configuration mode, and se lect the trunk port for which 
VLANs shou ld be pruned. 

H 
------.. - ~--...., 
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Step3 

Command 

switchport trunk pruning vlan { add I 
except I none I remove} vlan-list 
[, vlan[. vlan[.,]] 

Configuring VLAN Trunks 

o;A.c; 
\.\.)\: \X' 

Purpose 

Configure the list ofVLANs allowed to be pruned from the trunk. (See the 
"VTP Pruning" section on page 14-4). 

For explanations about using the add, except, none, and remove 
keywords, refer to the Catalyst 2950 Desktop Switch Command Reference 
for this release. 

Separate nonconsecutive VLAN lOs with a comma and no spaces; use a 
hyphen to designate a range ofiDs. Valid lOs are from 2 to 1001. 
Extended-range VLANs (VLAN lOs 1006 to 4094) cannot be pruned. 

VLANs that are pruning-ineligible receive flooded traffic. 

The default list of VLANs allowed to be pruned contains VLANs 2 to 
1001. 

Step4 end Return to privileged EXEC mode. 

Step 5 show interfaces interface-id switchport Verify your entries in the Pruning VLANs Enabled field of the display. 

Step6 copy running-config startup-config (Optional) Save. your entries in the configuration file. 

To return to the default pruning-eligible list of ali VLANs, use the no switchport trunk pruning vlan 
interface configuration command. 

Configuring the Native VLAN for Untagged T raffic 

Step 1 

Step 2 

Step 3 

Step 4 

~ .. 

A trunk port configured with 802.1 Q tagging can receive both tagged and untagged traffic. By default, 
the switch forwards untagged traffic in the native VLAN configured for the port. The native VLAN is 
VLAN 1 by default. 

Note The native VLAN can be assigned any VLAN ID; it is not dependent on the management VLAN. 

Command 

For information about 802.1 Q configuration issues, see the "802.1 Q Configuration Considerations" 
section on page 13-20. 

Beginning in privileged EXEC mode, follow these steps to configure the native VLAN on an 802.1 Q 
trunk: 

Purpose 

configure terminal Enter global configuration mode. 

interface interface-id Enter interface configuration mode, and define the interface that is 
configured as the 802.1 Q trunk. 

switchport trunk native vlan vlan-id Configure the VLAN that is sending and receiving untagged traffic on 
the tru n k port. 

For vlan-id, the range is I to 4094 when the enhanced software image 
is installed, and 1 to I 005 when the stand~I~~i~. 

installed . Do not enter leading zeros. I R.QS no 03/2005 • CN 
end Return to privileged EXEC mode. CP~ ~ ~~RE IOS 

~ 
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• Configuring VLAN T runks 

Command Purpose 

Step 5 show interfaces inrerface-id switchport Verify your entries in the Trunking Native Mode VLAN field . 

(Optional) Save your entries in the configuration file . Step 6 copy running-cnnfig startup-config 

To return to the default native VLAN, VLAN I , use the no switchport trunk native vlan interface 
configuration command. 

If a packet has a VLAN ID that is the same as the outgoing port native VLAN ID, the packet is sent 
untagged: otherwise, the switch sends the packet with a tag. 

Load Sharing Using STP 

Load sharing divides the bandwidth supplied by parallel trunks connecting switches. To avoid loops, 
STP normally blocks ali but one parallellink between switches. Using load sharing, you divide the traffic 
between the links according to which VLAN the traffic belongs. 

You configure load sharing on trunk ports by using STP port priorities or STP path costs. For load 
sharing using STP port priorities, both load-sharing links must be connected to the same switch. For load 
sharing using STP path costs , each load-sharing link can be connected to the same switch or to two 
different switches. For more information about STP, see Chapter 10, "Configuring STP." 

Load Sharing Using STP Port Priorities 

When two ports on the same switch forma loop, the STP port priority setting determines which port is 
enabled and which port is in a blocking state. You can set the priorities on a parallel trunk port so that 
the port carries ali the traffic for a given VLAN. The trunk port with the higher priority (lower va1ues) 
for a VLAN is forwarding traffic for that VLAN. The trunk port with the lower priority (higher values) 
for the same VLAN remains in a blocking state for that VLAN. One trunk port sends or receives ali 
traffic for the VLAN. 

Fi gure 13-3 shows two trunks connecting supported switches . In this example, the switches are 
confi gured as follows : 

YLANs 8 through lO are assigned a port priority of 10 on Trunk 1. 

• VLANs 3 through 6 retain the default port priority of 128 on Trunk 1. 

• VLANs 3 through 6 are assigned a port priority of 10 on Trunk 2. 

• VLANs 8 through lO retain the default port priority of 128 on Trunk 2. 

In thi s way, Trunk 1 carries traffic for VLANs 8 through 10, and Trunk 2 carries traffi c for VLANs 3 
through 6. I f the active trunk fail s, the trunk with the lower priority takes over and carries the traffic for 
ali o f the VLANs. No duplicati on of traffi c occurs over any trunk port. 
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Step 1 

Step2 

Step3 

Step4 

Step5 

Step& 

Step7 

Step8 
\ 

Step9 

Step 10 

Step 11 

~ Step12 

Step 13 

Step 14 

Step 15 

Step 16 

Step 17 

Step 18 

Step 19 

Configuring VLAN Trunks 
')... 

o;·~ _, 

Figure 13-:J load Sharing by Using STP Port Priorities 
\0\ J. 

Trunk 1 ______.. 
VLANs 8- 1 O (priority 1 O) 
VLANs 3- 6 (priority 128) 

Switch 1 

..-Trunk2 
VLANs 3 - 6 (priority 1 O) 
VLANs 8 - 1 O (priority 128) 

"' "' O> 

Switch 2 "' 

Beginning in privileged EXEC mode, follow these steps to configure the network shown in Figure 13-3 

Command Purpose 

vlan database On Switch 1, enter VLAN configuration mode. 

vtp domain domain-name Configure a VTP administrative domain. 

The domain name can be from I to 32 characters. 

vtp server Configure Switch I as the VTP server. 

exit Update the VLAN database, propagate it throughout the 
administrative domain, and return to privileged EXEC mode. 

show vtp status Verify the VTP configuration on both Switch 1 and Switch 2. 

In the display, check the VTP Operating Mode and the VTP Domain 
Name fields. 

show vlan Verify that the VLANs exist in the database on Switch 1. 

configure terminal Enter global configuration mode. 

interface fastethernet 0/1 Enter interface configuration mode, and define Fast Ethernet port 0/1 
as the interface to be configured as a trunk. 

switchport mode trunk Configure the port as a trunk port. 

end Return to privilege EXEC mode. 

show interfaces fastethernet0/1 Verify the VLAN configuration. 
switchport 

Repeat Steps 7 through II on Switch 1 for Fast Ethernet port 0/2. 

Repeat Steps 7 through 11 on Switch 2 to configure the trunk ports on 
Fast Ethernet ports 011 and 0/2. 

show v1an When the trunk links come up, VTP passes the VTP and VLAN 
information to Switch 2. Verify that Switch 2 has learned the VLAN 
configuration . 

configure terminal Enter global configuration mode on Switch l. 

interface fastethernet0/1 Enter interface configuration mode, ~i'rnCfêt1ne }n.e Orj~r~q to set the 
STP port pnonty ROS n 03/20 t> 

. ,-.,., l""f'I D O~I()C: 

spanning-tree vlan 8 port-priority 10 Assign the port priority of lO for V ,ÃN s.:_ 
spanning-tree vlan 9 port-priority 10 Assign the port priority of 10 for V /Bils9. Nf\ Q L\:{ 
spanning-tree vlan 10 port-priority 10 Assign the port priority of I O for V AN 10, 
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Step20 

Step 21 

Step 22 

Step 23 

Step 24 

Step 25 

Step26 

Step27 

Step28 

Command 

exit 

interface fastethernet0/2 

spanning-tree vlan 3 port-priority 10 

spanning-tree vlan 4 port-priority 10 

spanning-tree vlan 5 port-priority 10 

spanning-tree vlan 6 port-priority 10 

end 

show running-config 

copy running-config startup-config 

Purpose 

Return to global configuration mode. 

Enter interface configuration mode, and define the interface to set the 
STP port priority. 

Assign the port priority of 1 O for VLAN 3. 

Assign the port priority of 10 for VLAN 4. 

Assign the port priority of 10 for VLAN 5. 

Assign the port priority of 10 for VLAN 6. 

Return to privileged EXEC mode. 

Verify your entries. 

(Optional) Save your entries in the configuration file . 

Load Sharing Using STP Path Cost 

(' 

Step 1 

Step 2 

Command 

You can configure parallel trunks to share VLAN traffic by setting different path costs on a trunk and 
associating the path costs with different sets of VLANs. The VLANs keep the traffic separate. Beca use 
no loops exist, STP does not disable the ports, and redundancy is maintained in the event of a lost link. 

In Figure 13-4, Trunk ports 1 and 2 are lOOBASE-T ports. The path costs for the VLANs are assigned 
as follows: 

• VLANs 2 through 4 are assigned a path cost of 30 on Trunk port 1. 

• VLANs 8 through 1 O retain the default 1 OOBASE-T path cost on Trunk port 1 o f 19. 

• VLANs 8 through 10 are assigned a path cost of 30 on Trunk port 2. 

• VLANs 2 through 4 retain the default lOOBASE-T path cost on Trunk port 2 of 19. 

Figure 13-4 load-Sharing livnks with li-adie Oistributed by Path Cost 

Switch 1 

Trunk port 1 
VLANs 2 - 4 (path cost 30) 

VLANs 8- 1 O (path cost 19) 

Switch 2 

Trunk port 2 
VLANs 8 - 1 O (path cost 30) 
VLANs 2- 4 (path cost 19) 

;:;; 
"' <D 

Beginning in privileged EXEC mode, follow these steps to configure the network shown in Figure 13-4: 

Purpose f.~os r1o 03/2005 = CN 
configure terminal Enter global configuration mode on Switch I (.;1-'MI - CORREIOS 

interface fastethernet 0/1 Enter interface configuration mode, and defin ~ flst IN'{!g~o~ on as 
the interface to be configured as a trunk. 
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Step3 

Step4 

Step5 

Step& 

Step 7 

StepB 

Step9 

Step 10 

Step 11 

Step 12 

Step 13 

Step 14 

Step 15 

Step 16 

Step 17 

Step 18 

Command 

switchport mode trunk 

exit 

end 

show running-config 

show vlan 

configure terminal 

interface fastethernet 0/1 

spanning-tree vlan 2 cost 30 

spanning-tree vlan 3 cost 30 

spanning-tree vlan 4 cost 30 

end 

exit 

show running-config 

copy running-config startup-config 

78-11380-04 

Configuring VLAN Trunks 

\\ . 
Purpose J' 
Configure the port as a trunk port. 

Return to global configuration mode. 

Repeat Steps 2 through 4 on Switch 1 interface Fast Ethernet 0/2. 

Return to privileged EXEC mode. 

Verify your entries. 

In the display, make sure that interfaces Fast Ethernet 0/1 and Fast 
Ethernet 0/2 are configured as trunk ports. 

When the trunk links come up, Switch 1 receives the VTP information 
from the other switches. Verify that Switch 1 has learned the VLAN 
configuration . 

Enter global configuration mode. 

Enter interface configuration mode, and define Fast Ethernet port 0/1 as 
the interface to set the STP cost. 

Set the spanning-tree path cost to 30 for VLAN 2. 

Set the spanning-tree path cost to 30 for VLAN 3. 

Set the spanning-tree path cost to 30 for VLAN 4. 

Return to global configuration mode. 

Repeat Steps 9 through 11 on Switch 1 interface Fast Ethernet 0/2, and 
set the spanning-tree path cost to 30 for VLANs 8, 9, and 10. 

Return to privileged EXEC mode. 

Verify your entries. 

In the display, verify that the path costs are set correctly for interfaces 
Fast Ethernet OI 1 and 0/2. 

(Optional) Save your entries in the configuration file . 
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Configuring VMPS 

Configuring VMPS 
The Catalyst 2950 switch cannot be a VMPS server but can act as a client to the VMPS and communicate 
with it through the VLAN Query Protocol (VQP). VMPS dynamically assigns dynamic access port 
VLAN membership. 

This section includes this information about configuring VMPS: 

• "Understanding VMPS" section on page 13-30 

• "Default VMPS Configuration" section on page 13-33 

• "VMPS Configuration Guidelines" section on page 13-33 

• "Configuring the VMPS Client" section on page 13-34 

• "Monitoring the VMPS" section on page 13-36 

• "Troubleshooting Dynamic Port VLAN Membership" section on page 13-37 

• "VMPS Configuration Example" section on page 13-37 

l'nderstanding VMPS 
When the VMPS receives a VQP request from a client switch, it searches its database for a 
MAC-address-to-VLAN mapping. The server response is based on this mapping and whether or not the 
server is in secure mode. Secure mode determines whether the server shuts down the port when a VLAN 
is not allowed on it or just denies the port access to the VLAN. 

In response to a request, the VMPS takes one of these actions: 

• If the assigned VLAN is restricted to a group o f ports, the VMPS verifies the requesting port against 
this group and responds as follows: 

- If the VLAN is allowed on the port, the VMPS sends the VLAN name to the client in response. 

- If the VLAN is not allowed on the port and the VMPS is not in secure mode, the VMPS sends 
an access-denied response. 

- If the VLAN is not allowed on the port and the VMPS is in secure mode, the VMPS sends a 
port-shutdown response. 

• If the VLAN in the database does not match the current VLAN on the port and active hosts exist on 
the port, the VMPS sends an access-denied or a port-shutdown response, depending on the secure 
mode of the VMPS. 

If the switch receives an access-denied response from the VMPS, it continues to block traffic from the 
MAC address to or from the port. The switch continues to monitor the packets directed to the port and 
sends a query to the VMPS when it identifies a new address. If the switch receives a port-shutdown 
response from the VMPS, it disables the port. The port must be manually re-enabled by using the CLI, 
CMS, or SNMP. 

You can also use an explicit entry in the configuration table to deny access to specific MAC addresses 
for security reasons. If you enter the none keyword for the VLAN name, the VMPS sends an 
access-denied or port-shutdown response, depending on the VMPS secure mo~e'"". ,..se..,t.,.ti,.,.na;... -----. 
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Configuring VMPS 

Dynamic Port VLAN Membership 

A dynamic (nontrunking) port on the switch can belong to only one VLAN, with a VLAN ID from 1 t 
1005. When the link comes up, the switch does not forward traffic to or from this port until the VMP~ 
provides the VLAN assignment. The VMPS receives the source MAC address from the first packet of 
new host connected to the dynamic port and attempts to match the MAC address to a VLAN in the VMP, 
data base. 

If there is a match, the VMPS sends the VLAN number for that port. If the client switch was not 
previously configured, it uses the domain name from the first VTP packet it receives on its trunk port 
from the VMPS. If the client switch was previously configured, it includes its domain name in the quer: 
packet to the VMPS to obtain its VLAN number. The VMPS verifies that the domain name in the packe 
matches its own domain name before accepting the request and responds to the client with the assigne< 
VLAN number for the client. If there is no match, the VMPS either denies the request or shuts down thc 
port (depending on the VMPS secure mode setting). 

Multiple hosts (MAC addresses) can be active on a dynamic port if they are ali in the same VLAN; 
however, the VMPS shuts down a dynamic port i f more than 20 hosts are active on the port. 

If the link goes down on a dynamic port, the port returns to an isolated state and does not belong to a 
VLAN. Any hosts that come online through the portare checked again through the VQP with the VMP~ 
before the port is assigned to a VLAN. 

VMPS Database Configuration File 

78-11380-04 

The VMPS contains a database configuration file that you create. This ASCII text file is stored on a 
switch-accessible TFTP server that functions as a VMPS server. The file contains VMPS information, 
such as the domain name, the fallback VLAN name, and the MAC-address-to-VLAN mapping. The 
Catalyst 2950 switch cannot act as the VMPS, but you can use a Catalyst 5000 or Catalyst 6000 series 
switch as the VMPS. 

You can configure a fallback VLAN name. If you connect a device with a MAC address that is not in the 
database, the VMPS sends the fallback VLAN name to the client. If you do not configure a fallback 
VLAN and the MAC address does not exist in the data base, the VMPS sends an access-denied response. 
If the VMPS is in secure mode, it sends a port-shutdown response. 

Whenever port names are used in the VMPS database configuration file, the server must use the switch 
convention for naming ports . For example, Fa0/4 is fixed Fast Ethernet port number 4. If the switch is a 
cluster member, the command switch adds the name of the switch before the type. For example, 
es3%Fa0/4 refers to fixed Fast Ethernet port 4 on member switch 3. When port names are required, these 
naming conventions must be followed in the VMPS database configuration file when it is configured to 
support a cluster. 

This example shows a example of a VMPS database configuration file as it appears on a Catalyst 6000 
series switch. The file has these characteristics: 

• The sec urity mode is open . 

• The default is used for the fallback VLAN. 

• MAC address-to-VLAN name mappings-The MAC address o f each host .!!.llSL!he VLAN to which 

each host belongs is defined . ~OS ng 03/2005 • C.N 
• Port groups are defined. CP~ .::. CORREIOS 

• VLAN groups are defined . Fis. No Ü 8 9 7 
• VLAN port policies are detined for the ports associated with restricted VLANs. · 
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li Configuring VMPS 

!VMPS File Format, version 1.1 
Always begin the configuration file wi th 
the word "VMPS" 

! vmps domain <domain-name> 
! The VMPS domain must be defined. 
!vmps mode (open I secure} 
! Th e default mode is open. 
!vmps fa l lback <vlan - name > 
!vmps no-domain-req ( allow deny } 

! Th e default value is allow . 
vmps domain DSBU 
vmps moàe open 
vmps fallback default 
vmps no-domain - req deny 

!MAC Addresses 

vmps-mac-addrs 

! address <addr> vlan - name <vlan_ name> 

address 0012.2233.4455 vlan-name hardware 
address 0000 . 6509.a080 vlan-name hardware 
address aabb.ccdd.eeff vlan-name Green 
address 1223.5678.9abc v l an-name ExecStaff 
address fedc.ba98.7654 vlan-n a me --NONE- -
address fedc . ba23.1245 vlan- name Purpl e 

!Port Groups 

!vmps - port-group <group - name> 
! device <device - id> ( port <por t-name> I a11 - ports J 

vmps-port-group WiringCloset1 
device 198 . 92.30.32 port 0/2 
device 172 . 20.26.141 port 0/8 

vmps -port-group "Executive Row" 
device 198.4 . 254.222 port 0/2 
device 198 . 4.254.222 port 0/3 
device 198 . 4.254.223 a11-ports 

!VLAN groups 

!vmps - v l a n-group <group - name> 
! vlan-name <'rlan-name> 

vmps -vlan-g roup Engineering 
v l an - name hardware 
v l an-name software 

1 VLAN p ort Pol i cies 

' vmps -port -policies {vlan -name <vlan_name> I vlan-group <group- name 
{ port-group <group-name> I device <device-id> port <port-name> J 

vmps - p o rt -policies vlan-group Engineering 
p o r t -g roup WiringCloset1 

vmps -port - p o l icies v lan-name Green 
dc v lce 19 8 . 92 .30 . 32 port 0/8 
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•, Chó!pler 13 Configuring VLANs 

vmps-port-policies v lan-name Purple 
device 198.4 . 254.22 port 0 /2 
port-group "Executive Row" 

Configuring VMPS 

Default VMPS Configuration 

Table 13-7 shows the defaul t VMPS and dynamic port configuration on client switches. 

lãble 13-7 DeFault VMPS Client and Dynamic Port Configuration 

Feature Default Setting 

VMPS domain server None 

VMPS reconfirm interval 60 minutes 

VMPS server retry count 3 

Dynamic ports None configured 

~ VMPS Configuration Guidelines 

78-11380-04 

These guidelines and restrictions apply to dynamic port VLAN membership: 

You must configure the VMPS before you configure ports as dynamic. 

• The communication between a cluster of switches and VMPS is managed by the command switch 
and includes port-naming conventions that are different from standard port names. For the 
cluster-based port-naming conventions, see the "VMPS Database Configuration File" section on 
page 13-31. 

• When you configure aportas dynamic, the spanning-tree Port Fast feature is automatically enabled 
for that port. The Port Fast mode accelerates the process of bringing the port into the forwarding 
state. You can disable Port Fast mode on a dynamic port. 

802.1X ports cannot be configured as dynamic ports . If you try to enable 802.1X on a 
dynamic-access (VQP) port, an erro r message appears, and 802.1 X is not enabled. If you try to 
change an 802.1 X-enab1ed port to dynamic VLAN assignment, an error message appears, and the 
VLAN configuration is not changed. 

• Trunk ports cannot be dynamic ports, but you can enter the switchport access vlan dynamic 
interface configuration command for a trunk port. In this case, the switch retains the setting and 
applies it if the port is !ater configured as an access port. 

You must turn off trunking on the port before the dynamic access setting takes effect. 

Dynamic ports cannot be network ports or monitor ports . 

Secure ports cannot be dynamic ports . You must disable port security on a port before it becomes 
dynamic. 

• Dynamic ports cannot be members of an EtherChannel group. 

Port channels cannot be configured as dynamic ports. ~ ---~-·· 
~ClS n~ 0~/?._005 · CN 

• The VTP man agement domai n of the VMPS client and the VMPS se erPmps~ b~~~S 

VQP does not support extended-range VLANs (VLAN IDs higher th 
VLANs cannot be confi gured by VMPS. 

• The VLAN configured on the VMPS server should not be a voice VL 

n 1006). Extended-ran e 

FI~:-Nõ- () 8 e 9 
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8 Configt'lring VMPS 

Configuring the VMPS Client o#> 
t'' ~-

You configure dynamic VLANs by using the VMPS (server) . The switch can be a VMPS client; it cannot 
be a VMPS server. 

Entering the IP Address of the VMPS 

~epl 

(__ :ep 2 
Step3 

Step4 

StepS 

Step6 

You must first enter the IP address of the server to configure the switch as a client. 

~ .. 
Note lf the VMPS is being defined for a cluster of switches, enter the address on the command switch. 

Beginning in privileged EXEC mode, follow these steps to enter the IP address of the VMPS: 

Command Purpose 

configure terminal Enter global configuration mode. 

vmps server ipaddress primary Enter the IP address of the switch acting as the primary VMPS server. 

vmps server ipaddress Enter the IP address of the switch acting as a secondary VMPS server. 

You can enter up to three secondary server addresses. 

end Return to privileged EXEC mode. 

show vmps Verify your entries in the VMPS Domain Server field of the display. 

copy running-config startup-config (Optional) Save your entries in the configuration file. 

Note The switch port that is connected to the VMPS server cannot be a dynamic access port. It can be either 
a static access port or a trunk port. See the "Configuring an Ethernet Interface as a Trunk Port" section 
on page 13-21. 

Configuring Dynamic Access Ports on VMPS CI ients 

Step 1 

Step 2 

Step 3 

lf you are configuring a port on a cluster member switch as a dynamic port, first use the rcommand 
privileged EXEC command to log into the member switch . 

~ 
Caution Dynamic port VLAN membership is for end stations or hubs connected to end stations. Connecting 

dynamic access ports to other switches can cause a loss of connectivity. 

Beginning in privileged EXEC mode, fo llow these steps to configure a dynamic access port on a VMPS 
client switch: 

- · ·· -"'V~<••-••n 
~ ... _._ 

Command Purpose RQS nD O~V2005 • CN 
configure terminal Enter global configuration mode. CPMI . CORREIOS 

interface interface-id Enter interface confi guration mode and the w~h ROrt that i(} 
connected to the end station. ls. ~\)Q . 

L 
.. 

3690 switchport mode access Set the port to access mode . 

Doc. 

Catalyst 2950 Desktop Switch Software Configuration Guide 

78-11380-04 



Coopter 13 Configuring VLANs 
Configuring VMPS 

Command Purpose 

Step 4 switchport access vlan dynamic Configure the port as eligible for dynamic VLAN membership. 

The dynamic access port must be connected to an end station. 

Step 5 end Return to privileged EXEC mode. 
---------------------------------+--------------------------------------------------

Step 6 show interfaces interface-id switchport Verify your entries in the Operational Mode field of the display. 

Step 7 copy running-config startup-config (Optional) Save your entries in the configuration file . 

To return an interface to its default configuration, use the default interface interface-id interface 
configuration command. To return an interface to its default switchport mode (dynamic desirable), u 
the no switchport mode interface configuration command. To reset the access mode to the default 
VLAN for the switch, use the no switchport access interface configuration command. 

Reconfirming VLAN Memberships 

Beginning in privileged EXEC mode, fo llow these steps to confirm the dynamic port VLAN membersiJ 
assignments that the switch has received from the VMPS: 

Command 

Step 1 vmps reconfirm 

Step 2 show vmps 

Purpose 

Reconfirm dynamic port VLAN membership. 

Verify the dynamic VLAN reconfirmation status . 

Changing the Reconfirmation lnterval 

Step 1 

Step2 

Step 3 

Step4 

Step5 

Command 

VMPS clients periodically reconfirm the VLAN membership information received from the VMPS. Y< 
can set the number of minutes after which reconfirmation occurs. 

If you are configuring a member switch in a cluster, this parameter must be equal to or greater than ti 
reconfirmation setting on the command switch. You must also first use the rcommand privileged EXE 
command to log into the member switch . 

Beginning in privileged EXEC mode, follow these steps to change the reconfirmation interval: 

Purpose 

configure terminal Enter global configuration mode. 

vmps reconfirm minutes Enter the number of minutes between reconfirmations of the dynamic 
VLAN membership. 

Enter a number from I to 120. The default is 60 minutes. 

end Return to privileged EXEC mode. 

show vmps Verify the dynamic VLAN reconfirmation status in the Reconfirm 
lnterval fie ld of the display. 

copy running-config startup-config (Optional) Save your entries in the configur~tiDn_fil_h.,,v,.,.,.~.-=·' ~~·- -~ 

1 RãS ~~~ 0~/200& - CN 
To return the switch to its default setting, use the no vmps reconfirm glo!JaCE'.bflfigur~OffiRru~fu rtnd 

i=ls 
0001 N"'.i v - ~ 
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Changing the Retry Count 

Command 

Beginning in privileged EXEC mode, follow these steps to change the number of times that the switch 
attempts to contact the VMPS before querying the next server: 

Purpose 

Step 1 configure terminal Enter global configuration mode. 

Change the retry count. Step 2 vmps retry count 

The retry range is from 1 to 10; the default is 3. 

Step 3 end Return to privileged EXEC mode. 
---------------------------------1----------------------------------------------------

Step 4 show vmps Verify your entry in the Server Retry Count field of the display. 

Step 5 copy running-config startup-config (Optional) Save your entries in the configuration file . 

To return the switch to its default setting, use the no vmps retry global configuration command. 

Conitoring the VMPS 

You can display information about the VMPS by using the show vmps privileged EXEC command. The 
switch displays this information about the VMPS: 

VMPS VQP Version The version of VQP used to communicate with the VMPS. The switch queries 
the VMPS that is using VQP version 1. 

Reconfirm Interval The number of minutes the switch waits before reconfirming the 
VLAN-to-MAC-address assignments . 

Server Retry Count The number of times VQP resends a query to the VMPS . If no response is 
received after this many tries, the switch starts to query the secondary VMPS. 

VMPS domain server The IP address of the configured VLAN membership policy servers. The switch 
sends queries to the one marked current. The one marked primary is the primary 
server. 

VMPS Action The result of the most recent reconfirmation attempt. A reconfirmation attempt 
can occur automatically when the reconfirmation interval expired, or you can 
force it by entering the vmps reconfirm privileged EXEC command or its CMS 
or SNMP equivalent. 

RáS rlij 03/2005 • CN 
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Cltapter 13 Configuring VLANs 

This is an example of output for the show vmps privileged EXEC command: 

Switch# show vmps 

VQP Client Status: 

VMPS VQP Version: 1 
Reconfirm Interval: 60 min 
Server Retry Count: 3 
VMPS domain server: 172.20.128 . 86 (primary, current) 

172.20.128.87 

Reconfirmation status 

VMPS Action: No Dynamic Port 

Configuring VMPS 

Troubleshooting Dynamic Port VLAN Membership 

The VMPS shuts down a dynamic port under these conditions: 

• The VMPS is in secure mode, and it does not allow the host to connect to the port. The VMPS shut 
down the port to prevent the host from connecting to the network. 

• More than 20 active hosts reside on a dynamic port. 

To re-enable a disabled dynamic port, enter the no shutdown interface configuration command. 

VMPS Configuration Example 

78-11380-04 

Figure 13-5 shows a network with a VMPS server switch and VMPS client switches with dynamic port~ 
In this example, these assumptions apply: 

• The VMPS server and the VMPS client are separate switches. 

• The Catalyst 5000 series Switch 1 is the primary VMPS server. 

• The Catalyst 5000 series Switch 3 and Switch 1 O are secondary VMPS servers. 

• The end stations are connected to these clients: 

- Catalyst 2950 Switch 2 

- Catalyst 3500 XL Switch 9 

• The database configuration fileis stored on the TFTP server with the IP address 172.20.22.7. 

RQS n° 03/2005 - CN 
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.i: Configuring VMPS 

Figure 13-5 

End 
station 1 

~ 

End 
station 2 

Chapter 13 Configuring VLANs 

Oynamic Port VLAN Membership Conlíguration 

Catalyst 5000 series 

Primary VMPS 
Server 1 

Dynamic-access port 

Secondary VMPS 
Server 3 

172.20.26.150 

Client 

~2.20.26 . 151 

Trunk port 

172.20.26.152 

172.20.26.153 t 
m 
=r _________ _, -;J ~ 

2 ~ 172.20.26.154 
::::l~ 

"cn 

- ----------1 :r~ 33 
172.20.26.155 

172.20.26.156 

172.20.26.157 

Client 

~2.20.26 . 158 

Trunk port "' <D ,.._ 
o 

------- ---' "' 
172.20.26.159 

CD 
~ 

172.20.22.7 
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Cisco Works Cisco View 5o4 

DATA SHEl 
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THE CISCOVIEW DEVICE MANAGER IS THE MOST WIDELY DEPLOYED DEVICE MANAGEMENT SOFTWAI 

APPLICATION PROVIDED BY CISCO. BEING WEB-BASED, CISCOWORKS CISCOVIEW ALLOWS UBIQUITOl 

ACCESS FROM ANY CLIENT WITH A STANDARD BROWSER, NETWORK ACCESS, AND MINIMUM HARDWAI 

REQUIREMENTS. USERS CONTINUE TO RELY ON THE INTUITIVE INTERFACE, REAL-TIME DEVICE MONITORIN 

AND EASY DEVICE CONFIGURATION IN CISCOVIEW, AS WELV~~Vfi~EATURES THAT ENHANCE I' 
~~~ .,.._ .,.,~~- .. -

FUNCTIONALITY. EASILY INTEGRATED WITH CISCOWORKS PRbDOO~~"DR PARTNER PLATFORMS, CISCOVIE 

PROVIDES MULTI-USER DEVICE MANAGEMENT IN THE LARGER CONTEXT OF AN END-TO-END MANAGEMEr 

INTRANET SOLUTION. 

Cisco View Web-based management aides network management by 

displaying a physical view o f Cisco devices and color-coding 

device ports for at-a-glance port status, allowing users to quickly 

grasp essential information. CiscoView features provide dynamic 

status, device monitoring, and comprehensive configuration · 

information for Cisco intemetworldng products (routers, switches, 

and access products). Features include: 

• Web-based displays o f Cisco products from a single Jocation, 

giving network managers a complete view of Cisco products 

without physically checldng each device (see Figure I) 

• A continuously updated physical view o f routers, hubs, 

switches, or access servers in a network 

• Real-time monitoring and tracking o f key information and data 

relating to device performance, traffic, and environment, with 

metrics such as utilization percentage, frames transmitted and 

received, errors, anda variety o f other device-specific indicators 

• The ability to modify device configurations across router, 

switch, and access server products. 

o The ability to access the support for existing and new Cisco 

devices via the Web-based Package Support Updater (PSU), 

without having to purchase and install new versions of 

CiscoView 

• Multi-user access to a single CiscoView server through a 

Web-based client 

New CiscoView 5.4 Feat.ures 

CiscoView 5.4 has severa! new features including: 

• New device support 

• Secure communication between the client browser and the 

server via Secure Sockets Layer (SSL) protocol 

o Devi ce li st import from local RME through SSL 

Figure I CiscoView 5 

Common Management Foundation 

CiscoView 5.4 uses many of the components in the CiscoWork 

common management foundation. An integration utility is 

available to ali CiscoWorks applications to provide integration 

with third-party network management systems (NMSs). This 

utility adds CiscoView device-specific information to the NMS 

and provides launch points to other Cisco applications, creating 

seamless management environment for the end user. The utility 

modular, independent design allows: 

• Integration between applications residing on different serven 

and even different operating systems 

• Dynamic updates to integration information in the NMS 

• Dynamic upgrades to new versions o f the NMS, without 

reinstalling CiscoWorks 

o Flexibility in customizing your-rrtanag8rn<>JtlH R!-Patre~ 

environment using totally d'Hl],ãlstflf tGJftf.lQá, &~ 
CPMI - CORREIOS 

NMS support is updated freq errtly, and filehc~ be dow loade 

from eco by referring to til_~ . ~s~1UrG page: ttp :// 

www.cisco.com/cgi-bin~S-oft · are/Cisc3 Ys wg vpQnner. gi 
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More Information 

For more information on CiscoView see the CiscoView Upgrade 

Planner at http://www.cisco.com/public/sw-center/ 

sw-netmgmt.shtml Server, Client, and Web Browser 

Requirements 

The server, client and web browser system requirements can be 
found in the Product Overview documents for the Routed WAN 
and LAN Management solutions, and on Cisco's main on-line 
documentation site, under each CiscoWorks solution. Please 
refer to these and other Product lnstallation documentation for 
more detailed information on setting up and configuring these 
solutions. 

Device Support 

The modular designo f CiscoView allows users to add support for 

devices as necessary. Device support files can be downloaded 

through the Web-based CiscoView Package Support Updater 

(PSU), located on the CiscoWorks desktop. The PSU is used for 

scheduled and on-demand device support downloads .from eco. 
To find more information on downloading device packages, 

please click on this URL: . http://www.cisco.com/univercd/cc/td/ 

doc/product/rtrmgmt/cvpamt/cview/cv4gsg/ 

cvgsdld.htm#xtocid238445 

To get the most recent list of devices supported, see: http:// 

www.cisco.com/cgi-bin/Software/CiscoView/cvplanner.cgi 

Orderinglnfurmation 

CiscoView is soldas an integral part of severa! Cisco solutions, 

and is not sold as an individual product. 

The Routed WAN Management Solution and the LAN 

Management Solution contain CiscoView, as does CiscoWorks 

for Windows. 

Availa bility 

CiscoView is an integral part of multiple CiscoWorks solutions 

and is not sold as an individual product. For more information on 

CiscoView and on the CiscoWorks family o f products, see: http:/ 

/cisco.com/warp/public/cc/pd/wr2kl 
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CHAPTER 

Configuring VLANs 

This chapter describes how to configure normal-range VLANs (VLAN IDs 1 to 1005) and 
extended-range VLANs (VLAN IDs 1006 to 4094). It includes information about VLAN modes and the 
VLAN Membership Policy Server (VMPS). 

Note For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 2950 Desktop Switch Command Reference for this release. 

The chapter includes these sections: 

• Understanding VLANs, page .13-1 

• Configuring Normal-Range VLANs, page 13-6 

• Configuring Extended-Range VLANs, page 13-14 

• Displaying VLANs, page 13-16 

• Configuring VLAN Trunks, page 13-18 

• Configuring VMPS, page 13-30 

Understanding VLANs 

78-11380-04 

~" 
Note 

A VLAN is a switched network that is Iogically segmented by function, project team, or application, 
without regard to the physicallocations o f the users . VLANs have the same attributes as physical LANs, 
but you can group end stations even if they are not physically located on the same LAN segment. Any 
switch port can belong to a VLAN, and unicast, broadcast, and multicast packets are forwarded and 
flooded only to end stations in the VLAN. Each VLAN is considered a logical network, and packets 
destined for stations that do not belong to the VLAN must be forwarded through a router or bridge as 
shown in Figure I 3-1. Because a VLAN is considered a separate logical network, it contains its own 
bridge Management Information Base (MIB) information and can supporrit'S"''WJ'íffrtptmentation of 
spanning tree. See Chapter 10, "Configuring STP'' and Chapter li RêlSnmfgG3t2Q~~ ; d MSTP.'' 

Before you c reate VLANs, you must decide whether to use VLAN 
global VLAN configuration for your network. For more informati 
"Configuring VTP.'' 

CPMI - CORREIOS 
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n on VTP, see Chapter 14, 
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Figure 13-1 shows an example of VLANs segmented into Iogically defined networks . 

Figure 13-1 VLANs as Logical/y Defined Networks 

Engineering 
VLAN 

Marketing 
VLAN 

Accounting 
VLAN 

Floor 3 

Floor 2 

VLANs are often associated with IP subnetworks. For example, ali the end stations in a particular IP 
subnet belong to the same VLAN. Interface VLAN membership on the switch is assigned manually on 
an interface-by-interface basis. When you assign switch interfaces to VLANs by using this method, it is 
known as interface-based, or static, VLAN membership. 

Supported VLANs 

Table 13-1 li sts the number of supported VLANs on Catalyst 2950 switches. 

Table 13-1 Maximum Number of Supported VLANs 

Number of 
Switch Model Supported VlANs 

Catalyst 2950-12 64 

Catalyst 2950-24 64 

Catalyst 2950C-24 250 

Catalyst 2950G-12-EI 250 

Catalyst 2950G-24-EI 250 

: ;::.os n° 03/2005 - CN 

~ CPMI ____ -""" CD~R§IT 

Catalyst 2950G-48-EI 250 

Catalyst 29500-24-EI-DC 250 

Catalyst 2950T-24 250 
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VLANs are identified with a number from 1 to 4094 when the enhanced software image is installed and 
I to 1005 when the standard software image is installed. VLAN IDs 1002 through 1005 are reserved for 
Token Ring and FDDI VLANs. VTP only learns normal-range VLANs, with VLAN IDs I to 1005; 
VLAN IDs greater than 1005 are extended-range VLANs andare not stored in the VLAN database. The 
switch must be in VTP transparent mode when you create VLAN IDs from 1006 to 4094. 

The switch supports per-VLAN spanning tree (PVST) with a maximum of 64 spanning-tree instances. 
One spanning-tree instance is allowed per VLAN. See the '"Configuration Guidelines for Normal-Range 
VLANs" section on page 13-7 for more information about the number of spanning-tree instances and the 
number of VLANs . The switch supports IEEE 802.1 Q trunking for sending VLAN traffic over Ethernet 
ports . 

Note The Catalyst 2950 switches do not support lnter-Switch Link (ISL) trunking. 

Management VLANs 

78-11380-04 

Communication with the switch management interfaces is through the switch IP address . The IP address 
is associated with the management VLAN, which by default is VLAN 1. 

The management VLAN has these characteristics: 

• It is created from CMS or through the CLI on static-access, dynamic-access, and trunk ports. You 
cannot create or remove the management VLAN through Simple Network Management Protocol 
(SNMP) . 

• Only one management VLAN can be administratively active at a time. 

• With the exception of VLAN 1, the management VLAN can be deleted. 

• When created, the management VLAN is administratively down. 

Before changing the management VLAN on your switch network, make sure you follow these 
guidelines: 

• The new management VLAN should not have a Hot Standby Router Protocol (HSRP) standby group 
configured on it. 

• You must be able to move your network management station to a switch port assigned to the same 
VLAN as the new management VLAN. 

• Connectivity through the network must exist from the network management station to ali switches 
involved in the management VLAN change. 

• On switches running a lOS software version that is earlier than Cisco lOS 12 .0(5)XP, you cannot 
change the management VLAN. Switches running Cisco lOS 12.0(5)XP should be upgraded to the 
current software release as described in the release notes. 

If you are usin g SNMP or CMS to manage the switch, ensure that the port through which you are 
connected to a switch is in the management VLAN. 

For information about the role management VLANs play in switch cl ,. s.tw.s.: s~e ~~1\ila n,Q~,e· nent 
VLAN'' section on paue 6-20. KU::i n OJ/2005 - vi~ 
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Determining the Management VLAN for a New Switch 

~ .. 
Note 

If you add a new switch to an existing cluster and the cluster is using a management VLAN other than 
the default VLAN 1, the command switch automatically senses that the new switch has a different 
management VLAN and has not been configured. The command switch issues commands to change the 
management VLAN on the new switch to match the one used by the cluster. This automatic change 
occurs for new, out-of-box switches that do not have a config.text file and for which there have been no 
changes to the running configuration. 

Before a new switch can be added to a cluster, it must be connected to a port that belongs to the cluster 
management VLAN. If the cluster is configured with a management VLAN other than the default, the 
command switch changes the management VLAN for new switches when they are connected to the 
cluster. In this way, the new switch can exchange Cisco Discovery Protocol (CDP) messages with the 
command switch and be proposed as a cluster candidate. 

For the command switch to change the management VLAN on a new switch, there must have been no 
changes to the new switch configuration, and there must be no config.text file . 

Because the switch is new and unconfigured, its management VLAN is changed to the cluster 
management VLAN when it is first added to the cluster. Ali ports that have an active link at the time of 
this change become members of the new management VLAN. 

For information about the role management VLANs play in switch clusters, see the "Management 
VLAN" section on page 6-20. 

Changing the Management VLAN for a Cluster 

Beginning in privileged EXEC mode on the command switch, follow these steps to configure the 
management VLAN interface through a Telnet or Secure Shell (SSH) connection: 

Command 

Step 1 configure terminal 

Step 2 cluster management-vlan vlanid 

~ 3 show running-config 

Purpose 

Enter global configuration mode. 

Change the management VLAN for the cluster. This ends your Telnet 
session. Change the port through which you are connected to the switch 
to a port in the new management VLAN. 

Verify the change. 
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VLAN Port Membership Modes 

You configure a port to belong to a VLAN by assigning a membership mode that determines the kind of 
traffic the port carries and the number ofVLANs to which it can belong . Table 13-2lists the membership 
modcs and membership and VTP characteristics. 

Tab/e 13-2 Port Membership Modes 

Membership Mode VLAN Membership Characteristics VTP Characteristics 

Static-access 

r 802.1 Q trunk 

Dynamic access 

78-11380-04 

i 

A static-access port can belong to one VLAN and is 
manually assigned to that VLAN. For more information, 
~cc the "i\ ssigni11g Static-Access Ports to a VLAN" 
section on page 13-13. 

:A tru11k port is a member of ali VLANs by default, 

I
. including extended-range VLANs, but membership can be 
limited by configuring the allowed-VLAN list. You can 
also modify the pru11ing-eligible list to block flooded 
traffic to VLANs on trunk ports that are included in the 
list. For information about configuring trunk ports, see the 
"Contiguring an Ethernet Interface as a Trunk Port" 
section on page 13-21. 

A dynamic-access port can belong to one normal-range 
VLAN (VLAN ID I to 1005) and is dynamically assigned 
by a VMPS. The VMPS can be a Catalyst 5000 or 
Catalyst 6000 series switch, for example, but never a 
Catalyst 2950 switch. 

You ca11 have dynamic-access ports and trunk ports on the 
same switch, but you must connect the dynamic-access 
port to an end station and not to another switch . 

For configuration information, see the "Configuri11g 
Dynamic Access Ports on VMPS Clients" section 011 
page 13-34. 

VTP is not required . lf you do not want 
VTP to globally propagare information, set 
the VTP mode to transparent to disable 
VTP. To participate in VTP, there must be 
at least one trunk port on the switch 
connected to a trunk port of a second 
switch. 

VTP is recommended but not required. 
VTP maintains VLAN configuration 
consistency by managing the addition , 
deletion , and renaming of VLANs on a 
network-wide basis. VTP exchanges 
VLAN configuration messages with other 
switches over trunk links. 

VTP is required . 

Configure the VMPS and the client with the 
same VTP domain name. 

You can change the reconfirmation interval 
and retry cou11t 011 the VMPS client switch. 

For more detailed definitions o f the modes a11d their fu11ctions, see Table I 3-5 on page 13-20. 

When a pore belongs to a VLAN, the switch learns a11d manages the addresses associated with the port 
on a per- VLAN basis . For more information , see the "Managi11g the MAC Adclress Table" section on 
page 7-52. 
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Chapter 13 Configuring VLANs J 

Configuring Normal-Range VLANs 

o 

~ .. 

Normal-range VLANs are VLANs with VLAN IDs 1 to 1005. If the switch is in VTP server or 
transparent mode, you can add, modify or remove configurations for VLANs 2 to 100 I in the VLAN 
database. (VLAN IDs 1 and 1002 to 1005 are automatically created and cannot be removed .) 

Note When the switch is in VTP transparent mode and the enhanced software image is installed, you can also 
create extended-range VLANs (VLANs with IDs from 1006 to 4094), but these VLANs are not saved in 
the VLAN database. See the "Configuring Extended-Range VLANs" section on page 13-14. 

A 
Caution 

Configurations for VLAN IDs I to 1005 are written to the file vlan.dat (VLAN database), and you can 
display them by entering the show v1an privileged EXEC command. The vlan.dat file is stored in 
nonvolatile RAM (NVRAM). 

You can cause inconsistency in the VLAN database if you attempt to manually delete the vlan.dat file. 
If you want to modify the VLAN configuration, use the commands described in these sections and in the 
Catalyst 2950 Desktop Switch Command Reference for this release. To change the VTP configuration, 
see Chapter 14, "Configuring VTP." 

You use the interface configuration mode to define the port membership mode and to add and remove 
ports from VLANs . The results of these commands are written to the running-configuration file, and you 
can display the file by entering the show running-config privileged EXEC command. 

You can set these parameters when you create a new normal-range VLAN or modify an existing VLAN 
in the VLAN database : 

• VLAN ID 

• VLAN name 

• VLAN type (Ethernet, Fiber Distributed Data Interface [FDDI], FDDI network entity title [NET] , 
TrBRF, or TrCRF, Token Ring, Token Ring-Net) 

• VLAN state (active or suspended) 

• Maximum transmission unit (MTU) for the VLAN 

• Security Association Identifier (SAID) 

• Bridge identification number for TrBRF VLANs 

• Ring number for FDDI and TrCRF VLANs 

• Parent VLAN number for TrCRF VLANs 

• Spanning Tree Protocol (STP) type for TrCRF VLANs 

• VLAN number to use when translating from one VLAN type to another 

Note This section does not provide configuration detail s for most of these parameters. For complete 
information on the commands and parameters that control VLAN confi gur1l W"h;"rele r'to"'t-he ... ., ___ . 
Catalyst 2950 Desktop Switch Command Reference for this release. OS no 031Q006 - CN . 

f' - . 

Doc. 
3690 

Catalyst 2950 Desktop Switch Software Configuration Guide 

7 8-11380-04 



L Chapter 13 Configuring VLANs 
;r 

Configuring Normal-Range VLANs • 

This section includes information about these topics about normal-range VLANs: 

• Token Ring VLAN s, page 13-7 

• Configuration Guidelines for Normal-Range VLANs, page 13-7 

• VLAN Contiguration Mode Options, page 13-8 

• Saving VLAN Configuration, page 13-9 

• Default Ethernet VLAN Configuration, page 13-10 

• Creating or Modifying an Ethernet VLAN, page 13-1 O 

• Deleting a VLAN, page 13-12 

• Assigning Static-Access Ports to a VLAN, page 13-13 

Token Ring VLANs 

Although the Catalyst 2950 switches do not support Token Ring connections, a remote device such as a 
Catalyst 5000 series switch with Token Ring connections cou1d be managed from one of the supported 
switches. Switches running VTP version 2 advertise information about these Token Ring VLANs: 

• Token Ring TrBRF VLANs 

• Token Ring TrCRF VLANs 

For more information on configuring Token Ring VLANs, refer to the Catalyst 5000 Series Software 
Configuration Cuide. 

Configuration Guidelines for Normal-Range VLANs 

78-11380-04 

Follow these guidelines when creating and modifying normal-range VLANs in your network: 

• See Table 13-1 for the maximum number of supported VLANs per switch model. On a switch 
supporting 250 VLANs, if VTP reports that there are 254 active VLANs, four of the active VLANs 
(1 002 to 1 005) are reserved for Token Ring and FDDI. 

• Normal-range VLANs are identified with a number between I and 1001. VLAN numbers 1002 
through 1005 are reserved for Token Ring and FDDI VLANs. 

• VLAN configuration for VLANs 1 to 1005 are always saved in the VLAN database. If VTP mode 
is transparent, VTP and VLAN configuration is also saved in the switch running configuration file. 

• The switch also supports VLAN IDs I 006 through 4094 in VTP transparent mode (VTP disabled) 
when the enhanced software image is installed. These are extended-range VLANs and configuration 
options are limited. Extended-range VLANs are not saved in the VLAN database . See the 
"Configuring Extended-Range VLANs'' section on page 13-14. 

• Before you can create a VLAN, the switch must be in VTP server mode or VTP transparent mode . 
I f the switch is a VTP server, you must define a VTP domain or VTP will not function. 

• Catalyst 2950 switches do not support Token Ring or FDDI media. The s~itc~..2_9!_,:;_!1..~!_forward 
FDDI, FDDI-Net, TrCRF, or TrBRF traffic, but it does propagate th ~ R'Qs\~ tf3IJ2oog~tie~ 

through VTP. I CPMI . CORREIOS 
• The switch supports 64 spanning-tree instances. If a switch has morll ac~e--VLANs than su ported 

spanning-tree instances, spanning tree can be enabled on 64 VLAN <ftil<$ is~)~ll~ the 
rem aining VLANs. I f you h ave already used ali available spannin g-t ree _in~tatfcs s wit h, 
adding another VLAN anywhere in the VTP domain creates a :'LA on thaj s~ itf.\h that is not 
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l(,l- CJ(OG 
running spanning-tree . If you have the default allowed list on the trunk ports of that switch (which f...._ 
isto allow ali VLANs), the new VLAN is carried on ali trunk ports . Depending on the topology oif 
the network, this could create a loop in the new VLAN that would not be broken, particularly i f there 
are severa! adjacent switches that ali have run out of spanning-tree instances. You can prevent this 
possibility by setting allowed lists on the trunk ports of switches that have used up their allocation 
of spanning-tree instances. 

If the number of VLANs on the switch exceeds 64, we recommend that you configure the IEEE 
802.1S Multiple STP (MSTP) on your switch to map multiple VLANs to a single STP instance. For 
more information about MSTP, see Chapter 11, "Configuring RSTP and MSTP." 

VLAN Configuration Mode Options 

You can configure normal-range VLANs (with VLAN IDs 1 to 1005) by using these two configuration 
modes : 

• VLAN Configuration in contig-vlan Mode, page 13-8 

You access config-vlan mode by entering the vlan vlan-id global configuration command . 

• VLAN Configuration in VLAN Configuration Mode, page 13-8 

You access VLAN configuration mode by entering the vlan database privileged EXEC command. 

VLAN Configuration in config-vlan Mode 

To access config-vlan mode, enter the vlan global configuration command with a VLAN ID. Enter a new 
VLAN ID to create a VLAN or with an existing VLAN ID to modify the VLAN. You can use the default 
VLAN configuration (Table 13-3) or enter multiple commands to configure the VLAN. For more 
information about commands available in this mode, refer to the vlan global configuration command 
description in the Catalyst 2950 Desktop Switch Command Reference for this release. When you have 
finished the configuration, you must exit config-vlan mode for the configuration to take effect. To display 
the VLAN configuration, enter the show vlan privileged EXEC command. 

You must use this config-vlan mode when creating extended-range VLANs (VLAN IDs greater than 
1005). See the "Configuring Extended-Range VLANs" section on page 13-14. 

VLAN Configuration in VLAN Configuration Mode 

t' To access VLAN configuration mode, enter the vlan database privileged EXEC command . Then enter 
the vlan command with a new VLAN ID to create a VLAN or with an existing VLAN ID to modify the 
VLAN. You can use the default VLAN configuration (Table 13-3) or enter multiple commands to 
configure the VLAN. For more information about keywords available in this mode, refer to the vlan 
VLAN configuration command description in the Catalyst 2950 Desktop Switch Command Reference for 
this release. When you have finished the configuration, you must enter apply or exit for the configuration 
to take effect. When you enter the exit command, it applies ali commands and updates the VLAN 
database. VTP messages are sent to other switches in the VTP domain, and the privileged EXEC mode 
prompt appears. 
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Saving VLAN Configuration 

6 
Caution 
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The configurations of VLAN IDs I to 1005 are always saved in the VLAN database (vlan.dat file) . If 
VTP mode is transparent, they are also saved in the switch running configuration file and you can enter 
the copy running-config startup-config privileged EXEC command to save the configuration in the 
startup configuration file . You can use the show running-config vlan privileged EXEC command to 
display the switch running configuration file. To display the VLAN configuration, enter the show vlan 
privileged EXEC command. 

When you save VLAN and VTP information (including extended-range VLAN configuration 
information) in the startup configuration file and reboot the switch, the switch configuration is · 
determined as follows : 

• If the VTP mode is transparent in the startup configuration, and the VLAN database and the VTP 
domain name from the VLAN database matches that in the startup configuration file, the VLAN 
database is ignored (cleared), and the VTP and VLAN configurations in the startup configuration 
file are used. The VLAN database revision number remains unchanged in the VLAN database. 

• If the VTP mode or domain name in the startup configuration does not match the VLAN database, 
the domain name and VTP mode and configuration for the first 1005 VLANs use the VLAN database 
information. 

• If VTP mode is server, the domain name and VLAN configuration for the first 1005 VLANs use the 
VLAN database information 

• If the switch is running lOS release 12.1 (9)EA 1 or I ater and you use an oi der startup configuration 
file to boot up the switch, the configuration file does not contain VTP or VLAN information, and 
the switch uses the VLAN database configurations. 

• Ifthe switch is running an lOS release earlier than 12.1(9)EA1 and you use a startup configuration 
file from lOS release 12.1 (9)EA 1 or I ater to boot up the switch, the image on the switch does not 
recognize the VLAN and VTP configurations in the startup configuration file, so the switch uses the 
VLAN database configuration. 

If the startup configuration file contains extended-range VLAN configuration, this information will be 
lost when the system boots up. 

Cata 
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Default Ethernet VLAN Configuration 
Table 13-3 shows the default configuration for Ethernet VLANs. 

~ .. 
Note The switch supports Ethernet interfaces exclusively. Because FDDI and Token Ring VLANs are not 

locally supported, you only configure FDDI and Token Ring media-specific characteristics for VTP 
global advertisements to other switches. 

Tab/e 13-3 Ethemet VLAN Defaults and Ranges 

Parameter Default Range 

VLAN ID I 1-4094 when the enhanced software image 
is installed and 1 to 1005 when the standard 
software image is installed. 

Note Extended-range VLANs (VLAN 
IDs 1006 to 4094) are not saved in 
the VLAN database. 

VLAN name VLANxxxx, where xxxx No range 
represents four numeric digits 
(including 1eading zeros) equal 
to the VLAN ID number 

802.10 SAID 100001 (100000 plus the 1-4294967294 
VLAN ID) 

MTU size 1500 1500-18190 

Translational bridge 1 o 0-1005 

Translational bridge 2 o 0-1005 

VLAN state active active, suspend 

Creating or Modifying an Ethernet VLAN 

~ .. 

Each Ethernet VLAN in the VLAN database has a unique, 4-digit ID that can be a number from I to 
I 00 I . VLAN IDs I 002 to I 005 are reserved for Token Ring and FDDI VLANs . To c reate a normal-range 
VLAN to be added to the VLAN database, assign a number and name to the VLAN. 

Note When the switch is in VTP transparent mode and the enhanced software image is installed, you can 
assign VLAN IDs greater th an I 006, but they are not added to the VLAN data base. See the '·Cnnfi gurin g 
Extended-Range VLANs' ' secLion on page 13-14. 

For the list of default parameters that are ass igned when you add a VLAN, see the "Configuring 
Normal-Range VLANs"' section on page 13-6. 
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Step 1 

Step2 

Step3 

Step4 

Step 5 

Step6 

Step 7 

Step 1 

Step 2 

Step 3 

Command 

Configuring Normal-Range VLANs • 

f)'3 
Beginning in privi leged EXEC mode, follow these steps to use config-vlan mode to creat~là~~odify an 
Ethernet VLAN: 

! Purpose 

configure terminal Enter global configuration mode. 

vlan vlan-id Enter a VLAN ID, and enter config-vlan mode . Enter a new VLAN ID 
to create a VLAN, or enter an existing VLAN ID to modify a VLAN. 

Note The available VLAN ID range for this command is I to 1005 
when the standard software image is installed and I to 4094 
when the enhanced software image is installed ; do not enter 
leading zeros. For information about adding VLAN IDs greater 
than 1005 (extended-range VLANs), see the '·Contiguring 
Extended-Range VLANs" section on page 13-14. 

name vlan -namc· (Optional) Enter a name for the VLAN. If no name is entered for the 
VLAN, the default is to append the vlan-id with leadin g zeros to the 
word VLAN. For example, VLAN0004 is a default VLAN name for 
VLAN 4. 

mtu mtu-si:e (Optional) Change the MTU size (or other VLAN characteristic). 

end Return to privi leged EXEC mode. 

show vlan {na me l'!an-nam e / id vlan-id) Verify your entries. 

copy running-config startup config (Optional) If the switch is in VTP transparent mode, the VLAN 

Command 

configuration is saved in the running configuration fil e as well as in the 
VLAN database . This saves the configuration in the switch startup 
configuration file. 

To return the VLAN name to the default settings, use the no vlan name orno vlan mtu config-vlan 
commands. 

Thi s example shows how to use config-vlan mode to create Ethernet VLAN 20, name it test20, and add 
it to the VLAN database : 

Switch# c onf i gure t e rminal 
Switch(conf i g)# vlan 2 0 
Switch(config-vlan)# name test2 0 
Switch(config-vlan)# end 

Beginning in privileged EXEC mode, fo llow these steps to use VLAN configuration mode to create or 
modify an Ethernet VLAN : 

Purpose 

vlan database Enter VLAN configuration mode. 

vlan vlan-id name vlan-name Add an Ethernet VLAN by ass ignin g a number to it. T he rangeis I to 
I 00 I ; do not enter leading zeros . 

lf no na me is entered for the VLAN, _ti:Le..deinu.l~i,s4erapp-e d the vlan-id 

with Jeading zeros to the word V~ ~ff!" d3~a -Qtj .. N0004 is a 
default VLAN name for VLAN 4. _CPMI o · lOS \ 

vlan l'lan -id mtu mru-si::e (Opti onal) To mod ify a VLAN, id ntify the VLAN and d ange a 
charac teri stic , such as the MTU si eFis . N° 
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Command Purpose 

Step 4 exit Update the VLAN database, propagate it throughout the administrative 
domain, and return to privileged EXEC mode. 

Step 5 show vlan { name vlan-name I id vlan-id) Verify your entries. 

Step 6 copy running-config startup config (Optional) If the switch is in VTP transparent mode, the VLAN 
configuration is saved in the running configuration file as well as in the 
VLAN database . This saves the configuration in the switch startup 
configuration file . 

To return the VLAN name to the default settings, use the no vlan vlan-id name orno vlan vlan-id mtu 
VLAN configuration command. 

This example shows how to use VLAN configuration mode to create Ethernet VLAN 20, name it test20, 
and add it to the VLAN database: 

Switc h # vlan database 
Switc h (vlan)# vlan 20 name test20 
Swi t c h( v lan) # exit 
APPLY cornp leted . 
Ex iting ... . 
Swi tch# 

Deleting a VLAN 

....--

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

~ 
Caution 

Command 

When you delete a VLAN from a switch that is in VTP server mode, the VLAN is removed from the 
VLAN database for ali switches in the VTP domain . When you delete a VLAN from a switch that is in 
VTP transparent mode, the VLAN is deleted only on that specific switch. 

You cannot delete the default VLANs for the different media types: Ethernet VLAN 1 and FDDI or 
Token Ring VLANs 1002 to 1005. 

When you delete a VLAN, any ports assigned to that VLAN become inactive . They remain associated 
with the VLAN (and thus inactive) until you assign them to a new VLAN. 

Beginning in privileged EXEC mode, follow these steps to de1ete a VLAN on the switch by using global 
configuration mode : 

Purpose 

configure terminal Enter global configuration mode. 

no vlan vlan-id Remove the VLAN by enterin g the VLAN ID. 

end Return to privileged EXEC mode . 

show vlan brief Verify the VLAN remova!. 

copy running-config startup config (Optional ) If the switch is in VTP transparen t mode, the VLAN 
configuration is saved in the running confi gurati on fil e as well as in 
the VLAN database . Thi s saves the configurati on in the switch startup 
configuration fil e . I - ·--~--~ 

f\1...1\:> n Uj/LUU5 - CN 
To delete a VLAN by us ing VLAN configurati on mode. use the vlan database ~~~~~~~~~~~ ' co mmand to enter VLAN confi gurati on mode and the no vlan vlan-id YLAN ·c 
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Configuring Normal-Range VLANs I 

Assigning Static-Access Ports to a VLAN 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step6 

Step 7 

Step 8 

~ .. 

You can assign a static-access port to a VLAN without having VTP globally propagate VLAN 
configuration information (VTP is disabled) . If you are assigning a port on a cluster member switch to 
a VLAN, first use the rcommand privileged EXEC command to log in to the member switch. 

Note If you assign an interface to a VLAN that does not exist, the new VLAN is created. (See the "Creating 
or Modifying an Ethernet VLAN'' section on page 13-10.) 

Beginning in privileged EXEC mode, follow these steps to assign a port to a VLAN in the VLAN 
data base: 

Command Purpose 

configure terminal Enter global configuration mode 

interface interface-id Enter the interface to be added to the VLAN. 

switchport mode access Define the VLAN membership mode for the port (Layer 2 access 
port). 

switchport access vlan vlan-id Assign the port to a VLAN. Valid VLAN IDs are 1 to 4094; do not 
enter Ieading zeros. 

end Return to privileged EXEC mode. 

show running-config interface interface- id Verify the VLAN membership mode of the interface. 

show interfaces interface-id switchport Verify your entries in the Administrative Mode and the Access Mode 
VLAN fields of the display. 

copy running-config startup-config (Optional) Save your entries in the configuration file . 

To return an interface to its default configuration, use the default interface interface-id interface 
configuration command . 

This example shows how to configure Fast Ethernet interface 011 as an access port in VLAN 2: 

Switch# configure terminal 
Enter configuration commands, one per line. End with CNTL/Z . 
Switch(config)# interface fastethernet0/1 
Switch(config-if)# switchport mode access 
Switch(config-if) # switchport access vlan 2 
Switch(config- if)# end 
Switch# 

These examples show how to verify the configuration : 

Switch# show running-config interface fastethernet0/1 
Building configurat ion ... 

Current configuration : 74 bytes 

interface FastEthernet0/12 
switchport access vlan 2 
switchport mode access 

end 
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Switch# show interfaces fastethernet0/1 switchport 
Name: Fa0 / 1 

Swi tchport : En a bled 
Administrative Mode: static access 
Operational Mode: down 
Administrative Trunking Encapsulation: dotlq 
Operational Trunking Encapsulation : native 
Negotiation of Trunking: On 
Access Mode VLAN : 2 (VLAN0002) 
Trunking Native Mode VLAN: 1 (default) 
Trunking VLANs Enabled: ALL 
Pruning VLANs Enabled: 2 - 1001 

Protected: false 
Voice VLAN : none (Inactive) 
Appliance trust: none 

Configuring Extended-Range VLANs 

c 

~ .. 

When the switch is in VTP transparent mode (VTP disabled) and the enhanced software image is 
installed), you can create extended-range VLANs (in the range 1006 to 4094). Extended-range VLANs 
enable service providers to extend their infrastructure to a greater number of customers. The 
extended-range VLAN IDs are allowed for any switchport commands that allow VLAN IDs. You always 
use config-vlan mode (accessed by entering the vlan vlan-id global configuration command) to configure 
extended-range VLANs. The extended rangeis not supported in VLAN configuration mode (accessed 
by entering the vlan database privileged EXEC command) . 

Extended-range VLAN configurations are not stored in the VLAN database, but because VTP mode is 
transparent, they are stored in the switch running configuration file, and you can save the configuration 
in the startup configuration file by using the copy running-config startup-config privileged EXEC 
command. 

Note Although the switch supports 4094 VLAN IDs when the enhanced software image is installed, see the 
"S upported VLANs" sec ti on on page 13-2 for the actual number of VLANs supported . 

This section includes this information about extended-range VLANs: 

• Defau I t VLAN Con fig uration, page 13-14 

• Conti gurati on Guidelines for Ex tended-Range VLANs, page 13-15 

• Creating an Extended-Range VLAN , page 13-15 

• Di spl ay in g VLANs, page 13-1 6 

Default VLAN Configuration 

See Table 13-3 on page 13- 1 O for the default configurati on for Ethernet VLANs. You can change only 
the MTU size on exte nded-range VLANs; ali other charac teri st ics must remain at the default state. 
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Configuring Extended-Range VLANs • 

Configuration Guidelines for Extended-Range VLANs 

Follow these guidelines when creating extended-range VLANs: 

• To add an extended-range VLAN, you must use the vlan vlan-id global configuration command and 
access config-vlan mode . You cannot add extended-range VLANs in VLAN configuration mode 
(accessed by entering the vlan database privileged EXEC command). 

• VLAN IDs in the extended range are not saved in the VLAN database andare not recognized by 
VTP. 

• You cannot include extended-range VLANs in the pruning eligible range. 

• The switch must be in VTP transparent mode when you create extended-range VLANs. If VTP mode 
is server or client, an error message is generated, and the extended-range VLAN is rejected. 

• You can set the VTP mode to transparent in global configuration mode or in VLAN configuration 
mode. See the "Disabling VTP (VTP Transparent Mode)" section on page 14-12. You should save 
this configuration to the startup configuration so that the switch will boot up in VTP transparent 
mode. Otherwise, you willlose extended-range VLAN configuration if the switch resets . 

• VLANs in the extended range are not supported by VQP. They cannot be configured by VMPS. 

• STP is enabled by default on extended-range VLANs, but you can disable it by using the no 
spanning-tree vlan vlan-id global configuration command. When the maximum number of 
spanning-tree instances (64) are on the switch, spanning tree is disabled on any newly created 
VLANs. If the number of VLANs on the switch exceeds 64, we recommend that you configure the 
IEEE 802 .1S Multiple STP (MSTP) on your switch to map multiple VLANs to a single STP 
instance. For more information about MSTP, see Chapter 11, "Configuring RSTP and MSTP." 

Creating an Extended-Range VLAN 

78-11380-04 

You create an extended-range VLAN in global configuration mode by entering the vlan global 
configuration command with a VLAN ID from 1006 to 4094. This command accesses the config-vlan 
mode. The extended-range VLAN has the default Ethernet VLAN characteristics (see Table 13-3) and 
the MTU size is the only parameter you can change . Refer to the description of the vlan global 
configuration command in the Catalyst 2950 Desktop Switch Command Reference for defaults of ali 
parameters. If you enter an extended-range VLAN ID when the switch is not in VTP transparent mode, 
an error message is generated when you exit from config-vlan mode, and the extended-range VLAN is 
not created . 

Extended-range VLANs are not saved in the VLAN database; they are saved in the switch running 
configuration file . You can save the extended-range VLAN configuration in the switch startup 
configuration file by using the copy running-config startup-config privileged EXEC command. 

Note Before you create an extended-range VLAN, you can verify that the VLAN ID is not used internally by 
entering the show vlan internai usage privileged EXEC command. If the VLAN ID is used internally 
and you want to free it up, go to the"Displaying VLANs" section on page 13-16 before creating the 
extended-ran ge VLAN. 
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.----oi~playing VLANs 

Step 9 

Step 10 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Beginning in privileged EXEC mode, follow these steps to create an extended-range VLAN : ·~O, íl> 
\\A-}-

Command Purpose 

configure terminal Enter global configuration mode. 

vtp mode transparent Configure the switch for VTP transparent mode, disabling VTP. 

vlan vlan-id Enter an extended-range VLAN ID and enter config-vlan mode . The 
range is 1006 to 4094. 

mtu mtu-size (Optional) Modify the VLAN by changing the MTU size. 

Note Although ali commands appear in the CLI help in config-vlan 
mode, only the mtu mtu-size command is supported for 
ex tended-range VLANs. 

end Return to privi leged EXEC mode. 

show vlan id vlan-id Verify that the VLAN has been created. 

copy running-config startup config Save your entries in the switch startup configuration file. To save 
extended-range VLAN config urations, you need to save the VTP 
transparent mode configuration and the extended-range VLAN 
configuration in the switch startup configuration file. Otherwise, i f the 
switch resets, it will default to VTP server mode, and the extended-range 
VLAN IDs will not be saved . 

To delete an extended-range VLAN, use the no vlan vlan-id global configuration command. 

The procedure for assigning static-access ports to an extended-range VLAN is the same as for 
normal-range VLANs. See the "Assigning Static-Access Ports to a VLAN" section on page 13- 13. 

This example shows how to create a new extended-range VLAN (when the enhanced software image is 
installed) with ali default characteristics, enter config-vlan mode, and save the new VLAN in the switch 
startup configuration file : 

Switch(config)# vtp mode trans parent 
Switch(config)# vlan 2 000 
Switch(config- vlan)# end 
Switch# c opy running-config s tartup config 

~splaying VLANs 
Use the show vlan privileged EXEC command to display a list of ali VLANs on the switch, including 
extended-range VLANs. The display includes VLAN status, ports , and confi guration information. To 
view normal-range VLANs in the VLAN database (I to 1005), use the show VLAN configuration 
command (accessed by entering the vlan database pr ivi leged EXEC command). For a list of the VLAN 
IDs on the switch, use the show running-config vlan privileged EXEC command, optionally entering a 
VLAN ID range . 

Table J 3-4 lists the commands for monitorin g VLANs. 
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Table 13-4 VLAN Monitoring Commands 

Command Command Mode Purpose 

slww VLAN configuration Display status of VLANs in the VLAN database. 

show current [vlan-idl 
I 
YLAN configuration Displ ay status of ali or the speci fi ed VLAN in the 

I VLAN database . 

sho" interfaces I vlan Privileged EXEC Display characteristics for ali interfaces or for 
l"!an-idJ the specified VLAN configured on the switch. 

show running-config vlan Privileged EXEC Display ali or a range of YLAN s on the switch. 
- - · 
shnw ,Jan [id vlan-idl Privileged EXEC Display parameters for ali YLANs or the 

specified VLAN on the sw itch . 

í-or more tletail s about the show command options and explanations of output field s, refer to the 
Cawhsr 2950 Deskrop Swirch Command Reference for this release. 

This is an example of output from the show vlan privileged EXEC command, showing ali VLANs: 

Swi : ch# show vlan 

V~AN Name Status Por t s 

2 
22 
10 2 
2 00 
222 
4 00 
1000 
1002 
1003 
1004 
1005 
2005 
20 06 
2007 

YLAN 

2 
22 
102 
200 
222 
400 
100 0 
100 2 
1003 
1004 
~00 5 

2005 
2006 
:2 00 7 

àefau 1t active Fa0 / 1, Fa0 /2 , Fa0 /3 , Fa0 /4 
Fa0/5, Fa0/6, Fa0 / 7, Fa0 /8 
Fa0 / 9, Fa0/10, Fa0/11, Fa 0 / 12 
Gi0/1, Gi0 / 2 

YLAN 000 2 
YLAN00 22 
YLAN0 10 2 
YLAN0 2 00 
YLAN0222 
YLAN0400 
YLAN lOOO 
f ddi - default 
token - ri ng - de fau1t 
fàd i ne t-defau1 t 
trnet - de f aul t 
YLAN20 05 
YLAN2 006 
YLAN20 07 

Type SAID MTU 

----------
enet 1000 0 1 150 0 
ene t 100002 1500 
enet 100022 1500 
enet 100102 1500 
enet 100200 1500 
e net 1 00 222 150 0 
enet 1 00400 150 0 
enet 101000 1500 
fddi 101002 1500 
tr 101003 1500 
fdnet 101004 1500 
crnet 101005 1500 
enet 102005 15 00 
e net 102006 1500 
c net. 102007 1500 

active 
active 
active 
active 
act ive 
active 
a ctive 
active 
ac tive 
a ctive 
act i ve 
ac tive 
act ive 
ac tiv e 

Fa0 / 12 
Fa0/7 

Parent RingNo BridgeNo Stp BrdgMode Trans1 Trans2 

1 002 1003 
o o 
o o 
o o 
o o 
o o 
o o 
o o 
1 100 3 

1005 srb l~~.QQ.2, .• 
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This is an example of output from the show vlan brief privileged EXEC command: 

Switch# show vlan brief 

VLAN Name 

1 default 

2 VLAN0002 
22 VLAN0022 
102 VLAN0102 
200 VLAN0200 
222 VLAN0222 
400 VLAN0400 
1000 VLAN1000 
1002 fddi-default 
1003 token-ring-default 
1004 fddinet-default 
1005 trnet - default 
2005 VLAN2005 
2006 VLAN2006 
2007 VLAN2007 

Status 

active 

active 
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 

Por t s 

Fa0/ 1 , Fa0/2, Fa0/3, Fa0/4 
Fa0/5, Fa0/6, Fa0/7, Fa0/8 
Fa0/9, Fa0/10, Fa0/11, Fa0/12 
Gi0/1, Gi0/2 
Fa0/12 
Fa0/7 

This is an example of output from the show running-config vlan command for a range of VLANs: 

Switch# show running-config vlan 1005-2005 
Building configura tion ... 

Current configuration: 

vlan 1007 

vlan 1020 

vlan 1025 

vlan 2000 

vlan 2001 
end 

~nfiguring VLAN Trunks 
~ 

These sections describe how VLAN trunks function on the switch: 

• Trunking Overview. page 13-18 

• 802. I Q Configuration Considerations, page 13-20 

• Default Layer 2 Ethernet Interface VLAN Contiguration , page 13-21 

Trunking Overview 
R9S n° 0312005 - CN 

A trunk is a point-to-point link between one or more Ethernet switch interfaces 8fl)'00ot~er~~~ 
such as a router ora switch . Fast Ethernet and Gigabit Ethernet trunks carr t'Iíe traffic otmultt-"p](;'V 

over a single Iink , and you can extend the VLANs across an entire network. fi; ~<>(} 9 2 9 
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Configuring VLAN Trunks 

Figure 13-2 shows a network of switches that are connected by 802 .1 Q trunks. 

Figure 13-2 Catalyst 2950,2900 XL, and 3500 XL Switches in a 802.10 Trunking Environment 

Cata lyst 6000 series 
switch 

You can configure a trunk on a single Ethernet interface or on an EtherChannel bundle. For more 
information about EtherChannel, see Chapter 25, "Configuring EtherChannels ." 

Ethernet trunk interfaces support different trunking modes (see Table 13-5). You can set an interface c: 

trunking or nontrunking or to negotiate trunking with the neighboring interface. To autonegotiate 
trunking, the interfaces must be in the same VTP domain. 

Trunk negotiation is managed by the Dynamic Trunking Protocol (DTP), which is a Point-to-Point 
Protocol. However, some internetworking devices might forward DTP frames improperly, which coul 
cause misconfigurations. 

To avoid this, you should configure interfaces connected to devices that do not support DTP to not 
forward DTP frames, that is, to turn off DTP. 

• lf you do not intend to trunk across those links, use the switchport mode access interface 
configuration command to disable trunking. 

• To enable trunking to a device that does not support DTP, use the switchport mode trunk and 
switchport nonegotiate interface configuration commands to cause the interface to become a trun: 
but to not generate DTP frames. 
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Table 13-5 Layer 2/nterface Modes 

Mo de Function 

switchport mode access Puts the interface (access port) into permanent nontrunking mode and negotiates to 
convert the link into a nontrunk link. The interface becomes a nontrunk interface even if 
the neighboring interface is nota trunk interface. 

switchport mode dynamic 
desirable 

Makes the interface actively attempt to convert the link to a trunk link. The interface 
becomes a trunk interface i f the neighboring interface is set to trunk, desirable, or auto 
mode. The default switch-port mode for ali Ethernet interfaces is dynamic desirable. 

switchport mode dynamic auto Makes the interface able to convert the link to a trunk 1ink. The interface becomes a trurik 
interface i f the neighboring interface is set to trunk or desirable mode. 

switchport mode trunk 

switchport nonegotiate 

Puts the interface into permanent trunking mode and negotiates to convert the link in to a 
trunk link. The interface becomes a trunk interface even i f the neighboring interface is 
nota trunk interface. 

Prevents the interface from generating DTP frames. You can use this command on1y when 

C'-.· ------------------------~~t-he--in_t_e_r_fa_c_e_s_w __ it_c_h_p_o_rt_m __ o_d_e_i_s_a_c_c_e_ss __ o_r_t_r_u_n_k_._Y_o_u __ m_u_s_t_m __ a_n_u_a_1l_y_c_o_n_fi_Ig_u_r_e_t_h_e ____ __ '- neighboring interface as a trunk interface to estab1ish a trunk link. 

802.1 O Configuration Considerations 

802 .1 Q trunks impose these limitations on the trunking strategy for a network: 

• In a network ofCisco switches connected through 802.1 Q trunks, the switches maintain one instance 
of spanning tree for each VLAN allowed on the trunks. Non-Cisco devices might support one 
spanning-tree instance for ali VLANs . 

When you connect a Cisco switch to a non-Cisco device through an 802 .1 Q trunk, the Cisco switch 
combines the spanning-tree instance of the VLAN of the trunk with the spanning-tree instance of 
the non-Cisco 802 .1 Q switch. However, spanning-tree information for each VLAN is maintained by 
Cisco switches separated by a cloud of non-Cisco 802.1 Q switches. The non-Cisco 802.1 Q cloud 
separating the Cisco switches is treated as a single trunk link between the switches. 

• Make sure the native VLAN for an 802.1Q trunk is the same on both ends ofthe trunk link. Ifthe 
native VLAN on one end of the trunk is different from the native VLAN on the other end, 
spanning-tree loops might result. 

• Disabling spanning tree on the na tive VLAN of an 802 .1 Q trunk without disabling spanning tree on 
every VLAN in the network can potentially cause spanning-tree loops. We recommend that you 
leave spanning tree enabled on the na tive VLAN of an 802.1 Q trunk or disab1e spanning tree o n 
every VLAN in the network. Make sure your network is loop-free before di sabling spanning tree . 

L 
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Default layer 2 Ethernet Interface VLAN Configuration 

Table 13-6 shows the default Layer 2 Ethernet interface VLAN configuration. 

Tab/e 13-6 Default Layer 2 Ethernet Interface VLAN Configuration 

Feature 

Interface mode 

Allowed VLAN range 

VLAN range eligible for pruning 

Default VLAN (for access ports) 

Native VLAN (for 802.1Q trunks) 

Default Setting 

switchport mode dynamic desirable 

VLANs 1-4094 when the enhanced software image 
is installed and 1 to 1005 when the standard 
software image is installed 

VLANs 2-1001 

VLAN 1 

VLAN I 

C Configuring an Ethernet Interface as a Trunk Port 

(' 

Because trunk ports send and receive VTP advertisements, to use VTP you must ensure that at least one 
trunk port is configured on the switch and that this trunk port is connected to the trunk port of a second 
switch. Otherwise, the switch cannot receive any VTP advertisements . 

This sec tion includes these procedures for configuring an Ethernet interface as a trunk port on the switch: 

• Interaction with Other Features, page 13-21 

• Defining the Allowed VLANs on a Trunk , page 13-23 

• Changing the Pruning-Eligible Li st, page 13-24 

• Configuring the Native VLAN for Untagged Traftic, page I 3-25 

Note The default mode for Layer 2 interfaces is switchport mode dynamic desirable. If the nei ghboring 
interface supports trunking and is configured to allow trunking, the link is a Layer 2 trunk. 

lnteraction with Other Features 

7 8-1 1380-04 

Trunking interacts with other features in these ways: 

• A trunk port cannot be a sec ure port. 

• Trunk ports can be grouped into EtherChan nel port groups, but ali trunks in the group mu st have the 
same configuration. When a group is first created, ali ports follow the parameters set fo r the first port 
to be added to the group. If you change the configuration of one of these parameters, the switch 
propagares the settin g you entered to ali ports in the group: 

- all owed- VLAN li st 

- STP port priority for each VLAN ~c;-;; o312oo;~~N ! 
- STP Port Fast setting CPMI - CORREIOS 

- trunk status : if one port in a port group ceases to be a trunk, · ll_ports-cease to be tru ks. 
H s. N° Ü O') 2 ·- ,, ~ 
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. . . ~~~~ 
• If you try to enable 802 .1 X on a trunk port, an error message appears , and 802.1 Xis not eJabled . If 

you try to change the mode of an 802.1X-enabled port to trunk, the port mode is not changed . ~ · 

• A port in dynamic mode can negotiate with its neighbor to become a trunk port. If you try to en\Íble 
802.1 X on a dynamic port, an error message appears , and 802.1 Xis not enabled . If you try to change 
the mode of an 802.1X-enabled port to dynamic , the port mode is not changed. 

Configuring a Trunk Port 

Step 1 

Step 2 

Step 3 

r 

Step 4 

Step 5 

Step 6 

Step 7 

Step 8 

rrg 

Beginning in privileged EXEC mode, follow these steps to configure a port as 802.1 Q trunk port: 

Command Purpose 

configure terminal Enter global configuration mode. 

interface interface-id Enter the interface configuration mode and the port to be configured for 
trunking. 

switchport mode { dynamic {auto I Configure the interface as a Layer 2 trunk (required only i f the interface 
desirable} I trunk} is a Layer 2 access port or to specify the trunking mode). 

• dynamic auto- Set the interface to a trunk link i f the neighboring 
interface is set to trunk or desirable mode. 

• dynamic desirable-Set the interface to a trunk link i f the 
neighboring interface is set to trunk, desirable, or auto mode . 

• trunk- Set the interface in permanent trunking mode and negotiate 
to convert the link to a trunk 1ink even if the neighboring interface is 
not a trunk interface. 

switchport access vlan vlan-id (0ptiona1) Specify the default VLAN, which is used i f the interface stops 
trunking. 

switchport trunk native vlan vlan-id Specify the native VLAN. 

end Return to privi1eged EXEC mode. 

show interfaces interface-id switchport Di splay the switchport configuration o f the interface in the Administrative 
Mode and the Administrative Trunking Encapsulation fields of the 
display. 

show interfaces interface- id trunk Display the trunk configuration of the interface. 

copy running-config startup-config (Opti onal) Save your entries in the confi gurati on file . 

To return an interface to its default confi gurati on, use the default interface interface-id interface 
confi guration command . To reset ali trunkin g characteri stics of a trunking interface to the defaults, use 
the no switchport trunk interface conti gurati on command. To disable trunking, use the switchport 
mode access interface contiguration commands to configure the port as a static-access port. 

I -~ .. . 1 
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,J... 'b~ \ . 
This example shows how to configure the Fast Ethernet interface 0/4 as an 802 . 1 Q trunk and shows J 
se \·eral ways to verify the configuration. The example assumes that the neighbor interface is configured 
to suprort X02.1 Q trunking. 

Sw~~c~ b configure terminal 
l:.r. Lc :· configuration co:rc":lands, one per line. End with CNTL/Z. 
Sw l:c ~l co~fig)l interface fastethernet0/4 
~; ·,; , ~c~l c o ~ f ig - if)~ switchport rnode dynamic desirable 
S\\·i::. c :Jt r·o r.tig - if)~ end 

:;·~· , Lc- ~• show running-config interface fastethernet0/4 
e~ : . d1 r.g configuratior. ... 

Cc.rre r. : configuration : 112 by tes 

.~: e •f~c · 0 FastEtherneL0 / 4 
s~ : : c ~po rt trunk encapsulation dot1q 
r.o , r. ;;.êdress 
s~p trap link-status 

c:-:C 

Sw1tch• show interfaces fastethernet0/4 switchport 
l'\am0 : !:'a0 /4 
Sw:tcr.po rt: Enabled 
A~~~~ l strative Mode: dynamic desirable 
Ope ra:ional Mode: down 
Administ ra tive Trunking Encapsulation: dot1q 
Negotiat ion of Trunking: On 
Access Mode VLAN: 1 (de fault) 
Trunk ing Native Mode VLAN: 1 (default) 
Trunking VLANs Enabled: ALL 
Pruning VLANs Enab l ed: 2-1001 

Protected : false 

Defining the Allowed VLANs on a Trunk 

76-11360-04 

~ .. 

By default, a trunk port sends traffic to and receives traffic from ali VLANs. Ali VLAN IDs, I to 4094 
when the enhanced software image is installed, and 1 to 1005 when the standard software image is 
installed, are allowed on each trunk. However, you can remove VLANs from the allowed list, preventing 
traffic from those VLANs from passing over the trunk. To restrict the traffic a trunk carries, use the 
switchport trunk allowed vlan remove vlan-list interface configuration command to remove specific 
VLANs from the allowed li s t. 

Note You cannot remove VLAN I or VLANs 1002 to 1005 from the allowed-VLAN list. 

i\ trunk port can become a member of a VLAN i f the VLAN is enabled, if VTP kn ows of the VLAN, 
and i f the VLAN is in the a ll owed li st for the port. When VTP detects a newly enab led VLAN and the 
VLAN is in the a llowed list for a trunk port, the trunk port automatically becomes a member of the 
enabl ed VLAN. When VTP detects a new VLAN and the VLAN is not in the allowed li s t for a trunk 
port, the trunk port does not beco me a member o f the new VLAN. 

- - ~·~· 
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• ..---cdnfiguring VLAN Trunks 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

Step 7 

Beginning in privileged EXEC mode, follow these steps to modify the allowed list of an 802. 1 Q trT\k: 

-~ ~(\\.) 
\\1 . \ , . 

Command Purpose \.) 

configure terminal Enter global configuration mode. 

interface interface-id Enter interface configuration mode and the port to be configured. 

switchport mode trunk Configure the interface as a VLAN trunk port. 

switchport trunk allowed vlan { add I (Optional) Configure the list of VLANs allowed on the trunk. 
except I none I remove} vlan-list For explanations about using the add, except, none, and remove 

keywords , refer to the Catalyst 2950 Desktop Switch Command 
Reference for this release. 

The vlan-list parameter is either a single VLAN number from l to 4094 
ora range of VLANs described by two VLAN numbers, the lower one 
first, separated by a hyphen. Do not enter any spaces between 
comma-separated VLAN parameters or in hyphen-specified ranges. 

Ali VLANs are allowed by default . You cannot remove any of the default 
VLANs (1 or 1002 to 1005) from a trunk. 

end Return to privileged EXEC mode. 

show interfaces interface-id switchport Verify your entries in the Trunking VLANs Enabled field of the display. 

copy running-config startup-config (Optional) Save your entries in the configuration file . 

To return to the defau lt allowed VLAN list of ali VLANs, use the no switchport trunk allowed vlan 
interface configuration command. 

This example shows how to remove VLAN 2 from the allowed VLAN list : 

Switch (co n f i g ) # interface fastethernet 0/ 1 
Swi tch( conf i g -i f ) # switc hport trunk a l l owed vlan remove 2 
Swi tch (con fig-i f ) # end 
Swi tch# 

Changing the Pruning-Eiigible List 

Command 

The pruning-eligible Iist applies on ly to trunk ports. Each trunk port has its own eligibility Iist. VTP 
pruning must be enabled for this procedure to take effect. The "Enabling VTP Pruning" section on 
page I 4- I 4 describes how to enable VTP pruning . 

Beginning in privileged EXEC mode, follow these steps to remove VLANs from the pruning-eligible Iist 
on a trunk port: 

Purpose 

Step 1 configure terminal Enter global configuration mode. 

Step 2 interface interface-id Enter interface configuration mode, and select the trunk port for which 
VLANs should be pruned. 

RQS no 03/2005 - CN 
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Step3 

Command 

switchport trunk pruning vlan ( add I 
except I none I remove} vlan-list 
[, vlan[, vlan[,,]] 

Configuring VLAN Trunks • 

Purpose ' Y 
Configure the list ofVLANs allowed to be pruned from the trunk. (See the 
"VTP Pruning" section on page 14-4). 

For explanations about using the add, except, none, and remove 
keywords, refer to the Catalyst 2950 Desktop Switch Command Reference 
for this release. 

Separate nonconsecutive VLAN IDs with a comma and no spaces; use a 
hyphen to designate a range of IDs. Valid IDs are from 2 to 1001. 
Extended-range VLANs (VLAN IDs 1006 to 4094) cannot be pruned. 

VLANs that are pruning-ineligible receive flooded traffic. 

The default list of VLANs allowed to be pruned contains VLANs 2 to 
1001. 

Step 4 end Return to privileged EXEC mode. 

Step 5 show interfaces interface-id switchport Verify your entries in the Pruning VlANs Enabled field of the display. 

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file. 

To return to the default pruning-eligible list of ali VLANs, use the no switchport trunk pruning vlan 
interface configuration command. 

Configuring the Native VLAN for Untagged Traffic 

Step 1 

Step 2 

Step 3 

~~ 

A trunk port configured with 802.1Q tagging can receive both tagged and untagged traffic. By default, 
the switch forwards untagged traffic in the native VLAN configured for the port. The native VLAN is 
VLAN I by default. 

Note The native VLAN can be assigned any VLAN ID; it is not dependent on the management VLAN. 

Command 

For information about 802.1 Q configuration issues, see the ''802.1 Q Configuration Considerations' ' 
section on page 13-20. 

Beginning in privileged EXEC mode, follow these steps to configure the na tive VLAN on an 802 .1 Q 
trunk: 

Purpose 

configure terminal Enter global configuration mode. 

interface inre1j'ace-id 

switchport trunk native vlan vlan-id 

Enter interface configuration mode , and define the interface that is 
configured as the 802.1Q trunk. 

Configure the VLAN that is sending and receiving untagged traffic on 
the tru n k port. 

For vlan-id, the rangeis l to 4094 when the enhanced software image 
is installed, and I to 1005 when the standard software image is 
installed. Do not enter leading zeros . 

Step 4 end Return to privileged EXEC mode. 

Catalyst 2950 Desktop Switch /ottwl 
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' .---cô"n!iguring VLAN Trunks 

Command Purpose 

Step 5 show interfaces interface-id switchport Verify your entries in the Trunking Native Mode VLAN field. 

(Optional) Save your entries in the configuration file . Step 6 copy running-config startup-config 

To return to the default native VLAN, VLAN 1, use the no switchport trunk native vlan interface 
configuration command. 

If a packet has a VLAN ID that is the same as the outgoing port native VLAN ID, the packet is sent 
untagged; otherwise, the switch sends the packet with a tag. 

Load Sharing Using STP 

Load sharing divides the bandwidth supplied by parallel trunks connecting switches. To avoid loops, 
STP normally blocks ali but one paralle1link between switches. Using 1oad sharing, you divide the traffic 
between the links according to which VLAN the traffic belongs. 

You configure load sharing on trunk ports by using STP port priorities or STP path costs. For load 
sharing using STP port priorities, both load-sharing links must be connected to the same switch. For load 
sharing using STP path costs, each load-sharing link can be connected to the same switch or to two 
different switches. For more· information about STP, see Chapter I O, "Configuring STP." 

Load Sharing Using STP Port Priorities 

When two ports on the same switch form a loop, the STP port priority setting determines which port is 
enabled and which port is in a blocking state. You can set the priorities on a parallel trunk port so that 
the port carries ali the traffic for a given VLAN. The trunk port with the higher priority (lower values) 
for a VLAN is forwarding traffic for that VLAN. The trunk port with the lower priority (higher values) 
for the same VLAN remains in a blocking state for that VLAN. One trunk port sends or receives ali 
traffic for the VLAN. 

Figure 13-3 shows two trunks connecting supported switches . In this example, the switches are 
configured as follows: 

• VLANs 8 through I O are assigned a port priority of 1 O on Trunk 1. 

• VLANs 3 through 6 retain the default port priority of 128 on Trunk 1. 

• VLANs 3 through 6 are assigned a port priority of lO on Trunk 2. 

• VLANs 8 through I O retain the default port priority o f 128 on Trunk 2. 

In this way, Trunk I carries traffic for VLANs 8 through 1 O, and Trunk 2 c arries traffic for YLANs 3 
through 6. I f the active trunk fails, the trunk with the lower priority takes over and carries the traffic for 
ali of the VLANs. No duplication of traffic occurs over any trunk port. 
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Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

Step 7 

Step 8 

Step 9 

Step 10 

Step 11 

, Step 12 

Step 13 

Step 14 

Step 15 

Step 16 

Step 17 

Step 18 

Step 19 

Configuring VLAN Trunks • 

Figure 13-3 Load Sharing by Using STP Port Priorities 

Trunk 1 ~ 
VLANs 8 - 1 O (priority 1 O) 
VLANs 3 - 6 (priority 128) 

Switch 1 

+-Trunk2 
VLANs 3 - 6 (priority 1 O) 
VLANs 8 - 1 O (priority 128) 

Switch 2 
"' "' "' "' 

Beginning in privileged EXEC mode, follow these steps to configure the network shown in Figure 13-3. 

Command Purpose 

vlan database On Switch 1, enter VLAN configuration mode . 

vtp domain domain-name Configure a VTP administrative domain . 

The domain name can be from 1 to 32 characters. 

vtp server Configure Switch 1 as the VTP server. 

exit Update the VLAN database, propagate it throughout the 
administrative domain, and return to privileged EXEC mode. 

show vtp status Verify the VTP configuration on both Switch 1 and Switch 2. 

In the display, check the VTP Operating Mode and the VTP Domain 
Name fields. 

show vlan Verify that the VLANs exist in the database on Switch 1. 

configure terminal Enter global configuration mode. 

interface fastethernet 0/1 Enter interface configuration mode, and define Fast Ethernet port 0/ I 
as the interface to be configured as a trunk. 

switchport mode trunk Configure the port as a trunk port. 

end Return to privilege EXEC mode. 

show interfaces fastethernet0/1 Verify the VLAN configuration. 
switchport 

Repeat Steps 7 through li on Switch I for Fast Ethernet port 0/2 . 

Repeat Steps 7 through li on Switc h 2 to configure the trunk ports on 
Fast Ethernet ports 0/l and 0/2. 

show vlan When the trunk links come up , VTP passes the VTP and VLAN 
information to Switch 2. Verify that Switch 2 has learned the VLAN 
configuration. 

configure terminal Enter g lobal configuration mode on Switch I. 

interface fastethernet0/1 Enter interface configuration mode, and define the interface to se t the 
STP port priority. 

spanning-tree vlan 8 port-priority 10 Ass ign the port priority of I O for V ~AN-8-:-- -~, 

spanning-tree vlan 9 port-priority I O Assign the port priority of I O for V ~1-' j/LlJU!J - CN 
1"'/"\0[")r Jr.n 

spanning-tree vlan 10 port-priority 10 Assig n the port priority of I O for\ LAN 
1 
~ _ _ ~..., "ILJVv 
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Step 20 

Step 21 

Step 22 

Step 23 

Step 24 

Step 25 

Step 26 

Step 27 

Step 28 

Command 

exit 

interface fastethernet0/2 

spanning-tree vlan 3 port-priority 10 

spanning-tree vlan 4 port-priority 10 

spanning-tree vlan 5 port-priority 10 

spanning-tree vlan 6 port-priority 10 

end 

show running-config 

copy running-config startup-config 

Purpose 

Return to global configuration mode . 

Enter interface configuration mode, and define the interface to set the 
STP port priority. 

Assign the port priority of lO for VLAN 3. 

Assi gn the port priority of lO for VLAN 4. 

Assign the port priority of 10 for VLAN 5. 

Assign the port priority of lO for VLAN 6. 

Return to privileged EXEC mode. 

Verify your entries. 

(Optional) Save your entries in the configuration file . 

Load Sharing Using STP Path Cost 

_c;:;-.~.~~:'-

Command 

You can configure parallel trunks to share VLAN traffic by setting different path costs on a trunk and 
associating the path costs with different sets of VLANs . The VLANs keep the traffic separate . Because 
no loops exist, STP does not disable the ports, and redundancy is maintained in the event of a lost link. 

In Figure 13-4, Trunk ports I and 2 are 1 OOBASE-T ports . The path costs for the VLANs are assigned 
as follows : 

• VLANs 2 through 4 are assigned a path cost of 30 on Trunk port 1. 

• VLANs 8 through 1 O retain the default 1 OOBASE-T path cost on Trunk port 1 o f 19. 

• VLANs 8 through 10 are assigned a path cost of 30 on Trunk port 2. 

• VLANs 2 through 4 retain the default lOOBASE-T path cost on Trunk port 2 of 19. 

Figure 13-4 Load-Sharing Trunks with Traffic Distributed by Path Cost 

Switch 1 

Trunk port 1 
VLANs 2 - 4 (path cost 30) 

VLANs 8 - 1 O (path cost 19) 

Switch 2 

Trunk port 2 
VLANs 8 - 1 O (path cost 30) 
VLANs 2 - 4 (path cost 19) J. 

o; 
"' co 
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Beginning in privileged EXEC mode, foll ow these steps to confi gure the network shown in F igure 13-4 : 

Purpose 

Step 1 configure terminal Enter global confi guration mode on Switch I. 

Step 2 interface fastethernet 0/1 Enter interface confi gurati on mode, and define Fast Etherne t port 0/ I as 
the interface to be confi gured as a trunk . 
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Step 3 

Step 4 

Step 5 

Step 6 

Step 7 

StepB 

Step9 

Step 10 

Step 11 

Step 12 

Step 13 

Step 14 

Step 15 

Step 16 

Step 17 

Step 18 

Command 

switchport modc trunk 

exit 

end 

show running-config 

-
show vlan 

configure terminal 

interface fastcthernct 0/1 

spanning-trcc \·lan 2 cost 30 

spanning-tree Ylan 3 cost 30 

spanning-tree ,·lan 4 cost 30 

end 

exit 

show running-config 

copy running-config startup-config 

78-11380-04 

Configuring VLAN Trunks • 

~' 

Purpose 0 
Configure the port as a trunk port. 

Return to global configuration mode. 

Repeat Steps 2 through 4 on Switch 1 interface Fast Ethernet 0/2. 

Return to privileged EXEC mode . 

Verify your entries . 

In the display, make sure that interfaces Fast Ethernet 0/ l and Fast 
Ethernet 0/2 are configured as trunk ports. 

When the trunk links come up, Switch I receives the VTP information 
from the other switches. Verify that Switch I has learned the VLAN 
configuration . 

Enter global configuration mode. 

Enter interface configuration mode, and define Fast Ethernet port 011 as 
the interface to set the STP cost. 

Set the spanning-tree path cost to 30 for VLAN 2. 

Set the spanning-tree path cost to 30 for VLAN 3. 

Set the spanning-tree path cost to 30 for VLAN 4. 

Return to global configuration mode. 

Repeat Steps 9 through 11 on Switch 1 interface Fast Ethernet 0/2, and 
set the spanning-tree path cost to 30 for VLANs 8, 9, and 10. 

Return to privileged EXEC mode. 

Verify your entries. 

In the display, verify that the path costs are set correctly for interfaces 
Fast Ethernet 011 and 0/2. 

(Optional) Save your entries in the configuration file . 

r 

·-~ 
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Configuring VMPS 
The Catalyst 2950 switch cannot be a VMPS server but can act as a client to the VMPS and communicate 
with it through the VLAN Query Protocol (VQP). VMPS dynamically assigns dynamic access port 
VLAN membership . 

This section includes this information about configuring VMPS : 

• "U 11derstanding VMPS" section 011 page 13-30 

• "Default VMPS Contiguration'' sec ti on on page 13-33 

• "VMPS Contiguration Guidelines" section on page 13-33 

• "Contiguring the VMPS Client" section on page 13-34 

• ·'Monitoring the VMPS" section on page 13-36 

• "Troubleshooting Dynamic Port VLAN Membership" section on page 13-37 

• "VMPS Contiguration Example" section 011 page 13-37 

Cnderstanding VMPS 
When the VMPS receives a VQP request from a client switch, it searches its database for a 
MAC-address-to- VLAN mapping. The server response is based on this mapping and whether or not the 
server is in secure mode. Secure mode determines whether the server shuts down the port when a VLAN 
is not allowed on it or just denies the port access to the VLAN. 

In response to a request, the VMPS takes one of these actions: 

• If the assigned VLAN is restricted to a group of ports, the VMPS verifies the requesting port against 
this group and responds as follows : 

- If the VLAN is allowed on the port, the VMPS sends the VLAN name to the client in response. 

- If the VLAN is not allowed on the port and the VMPS is not in secure mode, the VMPS sends 
an access-denied respon se. 

- If the VLAN is not allowed on the port and the VMPS is in secure mode, the VMPS sends a 
port-shutdown response. 

• If the VLAN in the database does not match the current VLAN on the port and active hosts exist on 
the port, the VMPS sends an access-denied or a port-shutdown response, depending on the secure 
mode of the VMPS. 

If the switch rece ives an access-denied respon se from the VMPS, it continues to block traffic from the 
MAC address to or from the port. The switch continues to monitor the packets directed to the port and 
sends a query to the VMPS when it identifies a new address. I f the sw itch rece ives a port-shutdown 
respo11 se from the VMPS, it di sables the port. The port must be manu al ly re-emrbi'ell~ttrg-rh-efLI , 

CMS, or SNMP. RQS n° 03/2005 - CN 1 
. . . fi . bl d CPMI .fi- C:ORR EIQ,S r. 

You can also use an explicit entry m the con IguratiOn ta e to eny access to spec1 c MAC aáór ses 
for sec urity reaso 11 s. Tf you enter the none keyword for the VLAN name, t eRM~0sends an 
access-denied or port- shutdown response, depending on the VMPS sec ure o~· s~1ti"\) 9 41 
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Configuring VMPS • 

Dynamic Port VLAN Membership 

A dynamic (nontrunking) port on the switch can belong to only one VLAN, with a VLAN ID from I to 
1005. When the link comes up, the switch does not forward traffic to or from this port until the VMPS 
provides the VLAN assignment. The VMPS receives the source MAC address from the first packet of a 
new host connected to the dynamic port and attempts to match the MAC address to a VLAN in the VMPS 
data base. 

If there is a match, the VMPS sends the VLAN number for that port. If the client switch was not 
previously configured, it uses the domain name from the first VTP packet it receives on its trunk port 
from the VMPS. If the client switch was previously configured, it includes its domain name in the query 
packet to the VMPS to obtain its VLAN number. The VMPS verifies that the domain name in the packet 
matches its own domain name before accepting the request and responds to the client with the assigned 
VLAN number for the client. If there is no match, the VMPS either denies the request or shuts down the 
port (depending on the VMPS secure mode setting). 

Multiple hosts (MAC addresses) can be active on a dynamic port if they are ali in the same VLAN; 
however, the VMPS shuts down a dynamic port if more than 20 hosts are active on the port. 

If the link goes down on a dynamic port, the port returns to an isolated state and does not belong to a 
VLAN. Any hosts that come online through the portare checked again through the VQP with the VMPS 
before the port is assigned to a VLAN. 

VMPS Database Configuration File 

78-11380-04 

The VMPS contains a database configuration file that you create. This ASCII text file is stored on a 
switch-accessible TFTP server that functions as a VMPS server. The file contains VMPS information, 
such as the domain name, the fallback VLAN name, and the MAC-address-to-VLAN mapping. The 
Catalyst 2950 switch cannot act as the VMPS, but you can use a Catalyst 5000 or Catalyst 6000 series 
switch as the VMPS. 

You can configure a fallback VLAN name. If you connect a device with a MAC address that is not in the 
database, the VMPS sends the fallback VLAN name to the client. lf you do not configure a fallback 
VLAN and the MAC address does not exist in the data base, the VMPS sends an access-denied response. 
I f the VMPS is in secure mode, it sends a port-shutdown response. 

Whenever port names are used in the VMPS database configuration file, the server must use the switch 
convention for naming ports. For example, Fa0/4 is fixed Fast Ethernet port number 4 . If the switch is a 
cluster member, the command switch adds the name of the switch before the type. For example, 
es3%Fa0/4 refers to fixed Fast Ethernet port 4 on member switch 3. When port names are required, these 
naming conventions must be followed in the VMPS database configuration file when it is configured to 
support a cluster. 

This example shows a example of a VMPS database configuration file as it appears on a Catalyst 6000 
series switch. The file has these characteristics: 

• The security mode is open. 

• The default is used for the fallback VLAN. 

• MAC address-to-VLAN name mappings-The MAC address of each 
each host belongs is defined. 

• Port groups are defined . 

• VLAN groups are detined. 

• VLAN port policies are detined for the ports associated with restrf ted VLAN5 6 g 0 
Doc. ____ _ 
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!VMPS File Format, 
Al ways begin the 
t he word "VMPS " 

vers i on 1.1 
configuration file with 

!vmps domain <doma in- name> 
! The VMPS domain must be defined. 
!vmps mode {open I secure} 
! The default mode is open. 
!vmps fallback <vlan-name> 
!vmps no - domain-req { allow deny } 

! The default value is a l low. 
vmps domain DSBU 
vmps mode open 
vmps fallback defau lt 
vmps no - domain - req deny 

!MAC Addresses 

vmps - mac-addrs 

! address <addr> vlan-name <vlan_name> 

address 00 1 2 . 2233.4455 v~an-name hardware 
address 0000.6509.a080 vlan-name hardware 
address aabb.ccdd.eeff vlan-name Green 
address 1223.5678.9abc vlan-name ExecStaff 
address fedc.ba98 . 7 654 vl a n-n ame --NONE- -
address fedc .ba23.1245 vlan-name Purpl e 

! Port Groups 

!vmps-port-group <group- name> 
! device <device -id> { port <port -name> I all-ports } 

vmps - port-group WiringC l oset1 
device 198.92.30.32 port 0/2 
device 172.20.26 .1 41 port 0/8 

vmps - port - group "Execu tive Row" 
device 198 . 4 . 254 . 222 port 0/2 
device 198.4.254.222 port 0/3 
device 198.4 . 254.223 a l l - ports 

!VLAN groups 

!vmps-vlan- group <group - name> 
! v lan-name <vlan - name> 

vmps - vlan - group Engineering 
vlan- name hardware 
vlan- name software 

!VLAN port Policies 

Chapter 13 Configuring VLANs 

! vmps - port - policies {vlan-name <vlan_name> I vlan- group <group- name>-·r······=·------.. 

{ port-group <group-name> I device <device-id> port <port - name> J .::· li·lJ3/2QQ5- CN-

vmps - port -polic ies vlan - group Engineering· 
port - group Wi ringCloset1 

vmps - port -policies vlan -name Green 
device 1 98 . 92.30 . 32 por t 0/8 

: ~- ~~n CORREIOS 
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vmps-port-policies vlan- name Purple 
device 19 8 .4 .254.22 port 0 /2 
port-group "Executive Row" 

Configuring VMPS • 

~'b \., 
,~- } 

Default VMPS Configuration 

Table 13-7 shows the default VMPS and dynamic port configuration on client switches. 

Tab/e 13-7 Default VMPS Client and Dynamic Port Configuration 

Feature Default Setting 

VMPS domain server None 

VMPS reconfirm interval 60 minutes 

VMPS server retry count 3 

Dynamic ports None configured 

e VMPS Configuration Guidelines 

78-11380-04 

These guidelines and restrictions apply to dynamic port VLAN membership : 

• You must configure the VMPS before you configure ports as dynamic. 

• The communication between a cluster of switches and VMPS is managed by the command switch 
and includes port-naming conventions that are different from standard port names. For the 
cluster-based port-naming conventions, see the "VMPS Database Configuration File" section on 
page 13-31 . 

• When you configure aportas dynamic , the spanning-tree Port Fast feature is automatically enabled 
for that port. The Port Fast mode accelerates the process of bringing the port in to the forwarding 
state. You can disable Port Fast mode on a dynamic port. 

• 802.1 X ports cannot be configured as dynamic ports. If you try to enable 802.1 X on a 
dynamic-access (VQP) port, an error message appears, and 802.1 X is not enabled. If you try to 
change an 802.1X-enabled port to dynamic VLAN assignment, an error message appears, and the 
VLAN configuration is not changed. 

• Trunk ports cannot be dynamic ports, but you can enter the switchport access vlan dynamic 
interface configuration command for a trunk port. In this case, the switch retains the se tting and 
applies it i f the port is !ater configured as an access port. 

You must turn off trunking on the port before the dynamic access se tting takes effect. 

• Dynamic ports cannot be network ports or monitor ports. 

• Secure ports cannot be dynamic ports. You must di sable port security on a port before it becomes 
dynamic. 

• Dynamic ports cannot be members of an EtherChannel group. 

• Port channel s cannot be configured as dynamic ports. 

• The VTP management domain of the VMPS client and the VMPS"í>fJ:?~/o~72M5~t'Mf!l.., -
• VQP does not support extended-range VLANs (VLAN IDs higher Ô· · 11I096Cc!JRRE.~ n nge 

VLANs cann ot be configured by VMPS. ' _ -

• The VLAN configured on the VMPS server should not be a vo ic : .:kf..r'N° {) 9 4 4 
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Chapter 13 Configuring VLANs 1 

Configuring the VMPS Client 

You configure dynamic VLANs by using the VMPS (server). The switch can be a VMPS client; it cannot 
be a VMPS server. 

Entering the IP Address of the VMPS 

Step 4 

Step 5 

Step 6 

You must first enter the IP address of the server to configure the switch as a client. 

~. 
Note If the VMPS is being defined for a cluster of switches, enter the address on the command sw itch. 

Beginning in privi leged EXEC mode, follow these steps to enter the IP address of the VMPS: 

Command Purpose 

configure terminal Enter global configuration mode . 

vmps server ipaddress primary Enter the IP address of the switch acting as the primary VMPS server. 

vmps server ipaddress Enter the IP address of the switch acting as a secondary VMPS server. 

You can enter up to three secondary server addresses . 

end Return to privileged EXEC mode. 

show vmps Verify your entries in the VMPS Domain Server field of the display. 

copy running-config startup-config (Optional) Save your entries in the configuration file. 

~. 
Note The switch port that is connected to the VMPS server cannot be a dynamic access port. It can be either 

a static access port or a trunk port. See the "Configuring an Ethernet Interface as a Trunk Port'' section 
on page 13-21. 

Configuring Dynamic Access Ports on VMPS Clients 

Step 1 

Step 2 

Step 3 

.6. 

If you are configuring a port on a cluster member switch as a dynamic port, first use the rcommand 
privileged EXEC command to log into the member switch . 

Caution Dynamic port VLAN membership is for end stations or hubs connected to end stations. Connectin g 
dynamic access ports to other switches can cause a loss of connectivity. 

Beginning in priv ileged EXEC mode, follow these steps to configure a dynami c access por! on a VMPS 
client switch : 

Command Purpose 

configure terminal Enter global configuration mode. 

interface inte1jace-id Enter interface configuration mode and the switch port that is 
connected to the end station. 

~-·--·--""•" 
switchport mode access Set the port to access mode . I ROS no 03/2005 - CN -
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Command Purpose 

<l~ '1 
,v..-7)~--

Step 4 switchport access ,·lan dynamic Configure the port as eligible for dynamic VLAN membership. 

The dynamic access port must be connected to an end station. 

Step 5 end Return to privileged EXEC mode. 
------------------------------------+---------------------------------------------------------

Step 6 show interfaces inrcrface-id switchport Verify your entries in the Operational Mode tield of the display. 

Step 1 copy running-cnnlig startup-conlig (Optional) Save your entries in the configuration file . 

To return an interface to its default configuration, use the default interface intelface-id interface 
cnntiguration commaml. To return an interface to its default switchport mode (dynamic desirable), use 
the no switchport mode interface configuration command. To reset the access mode to the default 
VLAN for the switch, use the no switchport access interface configuration command . 

Reconfirming VLAN Memberships 

Step 1 

Step2 

Bcginning in privileged EXEC mode, follow these steps to confirm the dynamic port VLAN membership 
assignments that the switch has received from the VMPS: 

Command Purpose 

vmps reconfirm Reconfirm dynamic port VLAN membership. 

show vmps Verify the dynamic VLAN reconfirmation status. 

Changing the Reconfirmation lnterval 

VMPS clients periodically reconfirm the VLAN membership information received from the VMPS. You 
can set the number of minutes after which reconfirmation occurs. 

I f you are configuring a member switch in a cluster, this parameter must be equal to or greater than the 
reconfirmation setting on the command switch. You must also first use the rcommand privileged EXEC 
command to log into the member switch. 

Beginning in privileged EXEC mode, follow these steps to change the reconfirmation interval: 

0 step1 

Step 2 

Command 

configure terminal 

vmps reconfirm minutes 

Purpose 

Enter global configuration mode . 

Enter the number of minutes between reconfirmation s of the dynamic 
VLAN membership. 

Step 3 

Step 4 

Step 5 

end 

show vmps 

copy running-conlig startup-config 

Enter a number from l to 120. The default is 60 minutes. 

Return to privileged EXEC mode . 

Verify the dynamic VLAN reconfirmation status in the Reconfirm 
lnterval field of the display. 

(Optional) Save your entries in the configuration file. 

To return the switch to its default setting, use the no vmps reconfirm global configuration comrriand. 

,~-~-~·~·-1 : R:.)S-n°-D3/2005 - CN -
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Changing the Retry Count 

Command 

Beginning in privileged EXEC mode, follow these steps to change the number of times that the switch 
attempts to contact the VMPS before querying the next server: 

Purpose 

Step 1 configure terminal Enter global configuration mode. 

Change the retry count. Step 2 vmps retry count 

The retry range is from 1 to 10; the default is 3. 

Step 3 end Return to privileged EXEC mode. 
---------------------------------+----------------------------------------------------

Step 4 show vmps Verify your entry in the Server Retry Count field of the display. 

Step 5 copy running-config startup-config (Optional) Save your entries in the configuration file . 

To return the switch to its default setting, use the no vmps retry global configuration command. 

Oonitoring the VMPS 
You can display information about the VMPS by using the show vmps privileged EXEC command. The 
switch displays this information about the VMPS : 

VMPS VQP Version The version of VQP used to communicate with the VMPS. The switch queries 
the VMPS that is using VQP version 1. 

Reconfirm Interval The number of minutes the switch waits before reconfirming the 
VLAN-to-MAC-address assignments. 

Server Retry Count The number of times VQP resends a query to the VMPS. If no response is 
received after this many tries, the switch starts to query the secondary VMPS . 

VMPS domain server The IP address of the configured VLAN membership policy servers. The switch 
sends queries to the one marked current. The one marked primary is the primary 
server. 

VMPS Action The result of the most recent reconfirmation attempt. A reconfirmation attempt 
can occur automatically when the reconfirmation interval expired, or you can 
force it by entering the vmps reconfirm privileged EXEC command or its CMS 
or SNMP equivalent. 

rns n° 03/2005 - CN -
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This is an example of output for the show vmps privileged EXEC command: 

Swi tch# show vmps 

VQP C1ient Status: 

VMPS VQP Version: 1 
Reconf irm Interva1: 60 min 
Server Retry Count: 3 
VMPS domain server: 172.20.128.86 (primary, current) 

172.20.128.87 

Reconfirmation status 

VMPS Action: No Dynamic Port 

Configuring VMPS • 

Troubleshooting Dynamic Port VLAN Membership 

The VMPS shuts down a dynamic port under these conditions: 

• The VMPS is in secure mode, and it does not allow the host to connect to the port. The VMPS shuts 
down the port to prevent the host from connecting to the network. 

• More than 20 active hosts reside on a dynamic port. 

To re-enable a disabled dynamic port, enter the no shutdown interface configuration command. 

VMPS Configuration Example 

7 8-11380-04 

Figure 13-5 shows a network with a VMPS server switch and VMPS client switches with dynamic ports . 
In this example, these assumptions apply: 

• The VMPS server and the VMPS client are separate switches. 

• The Catalyst 5000 series Switch 1 is the primary VMPS server. 

• The Catalyst 5000 series Switch 3 and Switch 1 O are secondary VMPS servers. 

• The end stations are connected to these clients: 

- Catalyst 2950 Switch 2 

- Catalyst 3500 XL Switch 9 

• The data base configuration file is stored on the TFTP server with the IP address 172.20.22. 7. 

Catalyst 2950 Desktop Switch Software Configuration Guide 
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Figure 13-5 

End 
station 1 

c~ 

End 
station 2 

Chapter 13 Configuring ~!.A 

Dynamic Port VLAN Membership Configuration 

Catalyst 5000 series 

Primary VMPS 
Server 1 

Dynamic-access port 

Secondary VMPS 
Server 2 

Dynamic-access port 

Secondary VMPS 
Server 3 

172.20.26.150 

Client 

~2.20.26 . 151 

Trunk por! 

172.20.26.152 

172.20.26.153 t 
m 
~ 

'------------1 -=i~ 
172.20.26.154 §~ 

172.20.26.155 

7'cn 
=co 
::J(C 

------------1 ~ 3 

172.20.26.156 

172.20.26.157 

Cl ient 

~2.20.26 . 158 

Trunk port O> 
CD ,._ 
o 

- ---- - - - ----'"" 
172.20.26.159 

CD 
~ 

172.20.22. 7 
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C H A P "T E R 2 
lnstallation 

This chapter describes how to install your switch, interpret the power-on self-test 
(POST), and connect the switch to other devices. Read these topics and perform 
the procedures in this order: 

• Preparing for Installation, page 2-2 

• Installing the Switch in a Rack, page 2-9 

• Installing the Switch on a Table, Shelf, or Desk, page 2-20 

• Installing the GBIC Modules, page 2-20 

• Powering On the Switch, page 2-22 

• Connecting to DC Power, page 2-23 

• Running POST, page 2-32 

• Connecting to 101100 and 10110011000 Ports , page 2-33 

• Connecting to lOOBASE-FX and IOOOBASE-SX Ports, page 2-37 

• Connecting to GBIC Module Ports , page 2-38 

• Connecting a PC or a Terminal to the Console Port. page 2-43 

• Where to Go Next , page 2-45 

:~ . , r1v 03/2005- CN-
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Chapter 2 

• Preparing for lnstallation 
lnstà'llation 1 

Preparing for lnstallation 

Warnings 

~ 

Warning 

Warning 

Warning 

Warning 

Warning 

This section provides information about these topics: 

• Warnings. pagc 2-2 

• EMC Regulatory Statements, page 2-4 

• Installation Guidelines, page 2-6 

• Ycrifying Package Contents, page 2-7 

These warnings are translated into severallanguages in Appendix C, "Translated 
Safety Warnings .'' 

This equipment isto be installed and maintained by service personnel only as 
defined by AS/NZS 3260 Clause 1.2.14.3 Service Personnel. 

Only trained and qualified personnel should be allowed to insta li or replace this 
equipment. 

Read the installation instructions before you connect the system to its power 
source. 

Unplug the power cord before you work on a system that does not have an on/off 
switch. 

Do not stack the chassis on any other equipment. lf the chassis falls, it can 
cause severe bodily injury and equipment damage. 

Catalyst 2950 Deskto Switch Hardware lnstallation Guide :: HOS n° 03/2005 - CN -
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Warning 

Warning 

Warning 

Warning 

Warning 

Warning 

Warning 

Warning 

78-11157-03 

Preparing for lnstallation ··' t 

,~~-

The plug-socket combination must be accessible at ali times beca use it serves 
as the main disconnecting device. 

To prevent the switch from overheating, do not operate it in an area that 
exceeds the maximum recommended ambient temperature of 113°F (45°C). To 
prevent airflow restriction, allow at least 3 inches (7.6 em) of clearance around 
the ventilation openings. 

When installing the unit, always make the ground connection first and 
disconnect it last. 

This equipment is intended to be grounded. Ensure that the hostis connected to 
earth ground during normal use. 

Before working on equipment that is connected to power I ines, remove jewelry 
(including rings, necklaces, and watches). Metal objects will heat up when 
connected to power and ground and can cause serious burns or weld the metal 
object to the terminais. 

Do not work on the system or connect or disconnect cables during periods of 
lightning activity. 

Ultimate disposal of this product should be handled according to ali national 
laws and regulations. 

Attach only the Cisco RPS (model PWR300-AC-RPS-N1) to the RPS recepta ele. 

r Doe: 3 6 9 O 
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• Preparing for lnstallation 

Warning Class 1 laser product 

Warning Avoid exposure to the laser beam. 

EMC Regulatory Statements 

~ 
U.S.A. 

Taiwan 

This section includes specific regulatory statements about the Catalyst 2950 
switches. 

U.S. regulatory information for this product is in the front matter of this manual. 

This is a Class A Information product. When used in a residential environment, it 
may cause radio frequency interference. Under such circumstances, the user may 
be requested to take appropriate countermeasures. 

~15-1tffl~: 
~~~~~•m~~,~mtt~~m~~m~,~~*~~M~ 
~-,~~~m~~,~ffl~*~~~~~~~Ra~~mo 
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Japan 

Preparing for lnstallation 
\lA qc:;co 

.__;.· 

This is a Class A product based on the standard of the Voluntary Control Council 
for Interference by Information Technology Equipment (VCCI). Ifthis equipment 
is used in a domestic environment, radio disturbance may arise. When such 
trouble occurs, the user may be required to take corrective actions . 

.::.O)#;ll!f:lt:, 'ljlj~~~#:B:~-~~WÊ!it;Jif!;IJW,~~ (V c c I ) O)~~ 
~~~~ (-? 7.7..A'Ijlj~:f~#J#:B:~>f"~ .::.O)#:If€~ã'H:lji~~Jf.l~~ ~-~ 
.WJ e~ '51~ iê ~ -s1 ~ .t: :h~ aD l.) ~ -s1 o ~ tT) ±,i;~,_ IJ...et:!m :titJ"~t;rJ ~~ ~* ~ ~-s~- ;g 
a~~~*~~~-=~~s~~~o ~ 

~------------------------------------------------------------~~ 

~ore a 

A 
Warning 

:IÇQI 
-r-
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This is a Class A Device and is registered for EMC requirements for industrial 
use. The seller or buyer should be aware of this. lf this type was sold or 
purchased by mistake, it should be replaced with a residential-use type. 

Ai} 7171 OI 7171:: ~.!?-~ 0 -ª ~A~li~ ~~ ~~~ ~ 717101 
2.LI BDHA~ EE:: A~~ A~:: 01 ~ ~ ~9.lo~AI71 tl~2.~~ '21Qf 
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Hungary 

e 

This equipment is a Class A product and should be used and installed properly 
according to the Hungarian EMC Class A requirements (MSZEN55022) . Class A 
equipment is designed for typical commercial establishments for which special 
conditions of installation and protection distance are used. 

Figyelmeztetés a felhasználói kézikonyv számára: 
Ez a berendezés "A" osztályú termék, felhasználására és üzembe helyezésére a 
magyar EMC "A" osztályú kovetelményeknek (MSZ EN 55022) megfeleloen 
kerülhet sor, illetve ezen "A" osztályú berendezések csak megfelelo kereskedelmi 
forrásból származhatnak, amelyek biztosítják a megfelelo speciális üzembe 
helyezési korülményeket és biztonságos üzemelési távolságok alkalmazását. 

lnstallation Guidelines 
When determining where to place the switch, observe these guidelines. 

• For 101100 ports and 10110011000 ports, the cable length from a switch to an 
attached device cannot exceed 328 feet (100 meters). 

• For 100BASE-FX ports, the cable length from a switch to an attached device 
cannot exceed 6562 feet (2 kilometers). 

• For 1000BASE-SX ports and 1000BASE-SX GBIC module ports, the cable 
length from a switch to an attached device cannot exceed 1804 feet 
(550 meters). 

• For 1000BASE-LX/LH GBIC module ports, the cable length from a switch 
to an attached device cannot exceed 32,810 feet (10 kilometers). 

• For 1000BASE-ZX GBIC module ports , the cable length from a switch to an 
attached device cannot exceed 328,100 feet (100 kilometers). 

• For 1000BASE-T GBIC module ports , the cable length from switch to an 
attached device cannot exceed 328 feet (100 meters). 

• For Coarse Wave Division Multiplexing (CWDM) GBIC module ports, the 
cable length from a switch to an attached device cannot exceed 393,719 feet 
(120 kilometers). For specific cable lengths , refer to the CWDM GBIC 
module documentation. 

• For GigaStack GBIC module ports, the cable length from a switch to an 
attached device cannot exceed 3 feet (1 meter) : ·m·· ,·~--~-----u 

: · :, 11° 03/2005 - CN -
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J' 

• Operating environment is within the ranges listed in Appendix A, "Technical 
S peci fications ." 

• Clearance to front and rear panels meet these conditions: 

- Front-panel LEDs can be easily read. 

- Access to ports is sufficient for unrestricted cabling. 

- Rear-panel AC power connector is within reach of an AC power outlet. 

- Rear-panel direct current (DC) power connector is within reach of a 
circuit breaker. 

• Airflow around the switch and through the vents is unrestricted. 

• Temperature around the unit does not exceed 113°F (45°C). 

~ .. 
Note If the switch is installed in a closed or multirack assembly, the 

temperature around it might be greater than normal room 
temperature. 

• Cabling is away from sources of electrical noise, such as radios, power lines, 
and fluorescent lighting fixtures. 

Verifying Package Contents 

78-11157-03 

~ .. 
Note Carefully remove the contents from the shipping container, and check each item 

for damage. If any item is missing or damaged, contact your Cisco representative 
or reseller for support. Return ali packing materiais to the shipping container and 
save them. 

The switch is shipped with these items: 

• This Catalyst 2950 Desktop Switch Hardware Installation Guide 

• Where to Find the Catalyst 2950 Documentation flyer 

• Cisco Documentation CD-ROM 

• AC power cord 

í\QS n° 03/2005 - CN -
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• Mounting kit containing these items: 

- Four ruhber feet for mounting the switch on a table , shelf, or desk 

- Two 19-inch or 24-inch rack-mounting brackets 

- Six numher- 8 Phillips flat-head screws for attaching the brackets to the 
switch 

- Four numhcr-8 Phillips truss-head screws for attaching the brackets to 
the switch 

- Four number-12 Phillips machine screws for attaching the brackets to a 
rack 

- One cable guide and one black Phillips machine screw for attaching the 
cabl e guide to one of the mounting brackets 

• DC-switch kit containing these items: 

- One DC terminal block plug (also called a terminal block header) 

- One ground lug 

- Two number-10-32 screws for attaching the ground lug to the switch 

- Two 23-inch rack-mounting brackets (with 1-inch spacing for telco 
racks) 

- Four number-8 Phillips truss-head screws for attaching the brackets to 
the switch 

- Two number-12 Phillips machine screws for attaching the brackets to a 
rack 

Note The DC-switch kit ships only with the Catalyst 29500-24-EI-DC switch. 

• One RJ-45-to-DB-9 adapter cable 

• Cisco Information Packet, containing safety and support informati on 

If you want to connect a terminal to the switch console port, you need to provide 
an RJ-45-to-DB-25 female DTE adapter. You can arder a kit (part number 
ACS-DSBUASYN=) with that adapter from Cisco. 

RQS n° 03/2005 - CN -
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You can connect a lOOBASE-FX or lOOOBASE-SX port to an SC or ST port on a 
target device by using one of the MT-RJ fiber-optic patch cables listed in 
Table 2-1. Use the Cisco part numbers in Table 2-1 to order the patch cables that 
you need. 

Table 2-1 MT-RJ Patch Cab/es for 1008ASE-FX and 1000BASE-SX Connections 

Type Cisco Part Number 

l-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-lM 

3-meter, MT-RJ-to-SC multimode cable CAB-MTRJ -SC-MM-3M 

5-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-5M 

l-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-lM 

3-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-3M 

5-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-5M 

lnstalling the Switch in a Rack 

A 
Warning To prevent bodily injury when mounting or servicing this unit in a rack, you must 

take special precautions to ensure that the system remains stable. The 
following guidelines are provided to ensure your safety: 

78-11157-03 

~ .. 

• This unit should be mounted at the bottom of the rack if it is the 
only unit in the rack. 

• When mounting this unit in a partially filled rack, load the rack 
from the bottom to the top with the heaviest component at the 
bottom of the rack. 

• If the rack is provided with stabilizing devices, install the 
stabilizers before mounting or servicing the unit in the rack. 

Note Figure 2-1 to Figure 2-17 show the Catalyst 2950-24, 2950G-24-EI-DC, and 
2950G-48-EI switches as examples. You can install other Catalyst 2950 switches 
in a rack as shown in these illustrations. 
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• lnstalling the Switch in a Rack 

To install the switch in a 19-, 23-, or 24-inch rack, follow these steps: 

• Attaching the Brackets to the Switch, page 2-10 

• Mounting the Switch in a Rack, page 2-19 

• Attaching the Optional Cable Guide, page 2-19 

~~ 
Note Installing the Catalyst 2950G-48-EI switch in a 23-inch or 24-inch rack requires 

an optional bracket kit not included with the switch. You can order a kit 
containing the 23-inch or 24-inch rack-mounting brackets and hardware from 
Cisco (part number RCKMNT-lRU=). 

~Attaching the Brackets to the Switch 

The bracket orientation and the screws that you use depend on whether you are 
attaching the brackets to a 19-, 23-, or 24~inch rack. Follow these guidelines: 

• When mounting a switch other than a Catalyst 2950G-48-EI switch in a 
19-inch rack, use two Phillips flat-head screws to attach the long side of the 
19- or 24-inch bracket to the switch. See Figure 2-1, Figure 2-2, and 
Figure 2-3. 

• When mounting a Catalyst 2950G-48-EI switch in a 19-inch rack, use three 
Phillips flat-head screws to attach the long side of the 19- or 24-inch bracket 
to the switch. See Figure 2-4, Figure 2-5, and Figure 2-6. 

• When mounting a Catalyst 2950G-24-EI-DC switch in a 23-inch rack, use 
two Phillips truss-head screws to attach the 23-inch bracket to the switch. See 
Figure 2-7, Figure 2-8, and Figure 2-9. 

• When mounting a switch other than a Catalyst 2950G-48-EI switch in a 
24-inch rack, use two Phillips truss-head screws to attach the 19- or 24-inch 
bracket to the switch . See Figure 2-10, Figure 2-11, and Figure 2-12. 

• When mounting a Catalyst 2950G-48-EI switch in a 24-inch rack, use three 
Phillips flat-head screws to attach the 24-inch bracket (part number 
RCKMNT-1RU=) to the switch. See Figure 2-13 , Figure 2-14, and 
Figure 2-15. 

Figure 2-1 to Figure 2-15 show how to attach a bracket to one side of the switch . 
Follow the same steps to attach the second bracket to t. . ,p,p_o.sit€-~4 :t: lhe 
switch . • ~':"JS n° 03/2005 - CN -
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lnstalling the Switch in a Rack 
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Figure 2-1 Attaching Brackets on the Switch in a 19-/nch Rack (Front Pane/ 
Forward) 

Number-8 
Phillips flat-head 

screws 

Figure 2-2 Attaching Brackets on the Switch in a 19-/nch Rack (Rear Pane/ 
Forward) 

Number-8 
Phillips flat-head 

screws 
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• lnstalling the Switch in a Rack 
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Figure 2-3 Attaching Brackets on the Switch in a 19-/nch Te/co Rack 

---- ~ ------~ 

Number-8 , < 
Phillips flat-head ( crmmr~ ) N 

screws (J' ~ 

Figure 2-4 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 19-/nch 
Rack (Front Pane/ Forward) 
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lnstalling the Switch in a Rack • x 

\L\·g\..tv 

Figure 2-5 Attaching Brackets on the Cata/yst 2950G-48-EI Switch in a 19-/nch Rack (Rear Pane/ 
Forward) 

Figure 2-6 Attaching Brackets on the Catalyst 29506-48-E/ Switch in a 19-/nch Te/co Rack 
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Figure 2-8 

Figure 2-7 Attaching Brackets on the Catalyst 2950G-24-EI-DC Switch in a 
23-/nch Te/co Rack (Front Pane/ Forward) 
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Attaching Brackets on the Catalyst 2950G-24-EI-DC Switch in a 23-/nch Te/co Rack 
(Rear Pane/ Forward) 
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lnstalling the Switch in a Rack • 

~~\ (\L\b 

J<" 
Figure 2-9 Attaching Brackets on the Catalyst 2950G-24-EI-DC Switch in a 23-/nch Te/co Rack 

78-11157-03 

Figure 2-10 Attaching Brackets on the Switch in a 24-/nch Rack (Front Pane/ 
Forward) 
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o 

Figure 2-11 Attaching Brackets on the Switch in a 24-/nch Rack (Rear Pane/ 
Forward) 
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Figure 2-12 Attaching Brackets on the Switch in a 24-/nch Te/co Rack 
\ ~· 

\j 

o 

78-11157-03 

-----Num~e.r-8 ~ . \ 
Ph1lllps ( (Jf5i\\\)i) \ 

truss-head '\:[JYJ.J.Y ! ,..._ 

screws \~~/ ~ 

Figure 2-13 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 24-/nch 
Rack (Front Pane/ Forward) 
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Figure 2-14 Attaching Brackets on the Catalyst 2950G-48-E/ Switch in a 24-/nch 
Rack (Rear Pane/ Forward) 

Figure 2-15 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 24-/nch 
Te/co Rack 

24" Configuration 

I .... li' 03/2005 - CN -
Catalyst 2950 Deskto Switch Hardware lnstallation Guide 

L j 3690 
1 Doe: ------



Chapter 2 lnstallation 

Mounting the Switch in a Rack 

After attaching the brackets, use the four Phillips machine screws to securely 
attach the brackets to the rack, as shown in Figure 2-16. 

To prevent the cables from obscuring the switch and other devices in the rack, you 
can also attach the cable guide to the rack. See the"Attaching the Optional Cable 
Guide" section for instructions. 

Figure 2-16 Mounting the Switch in a Rack 

screws 

After mounting the switch in the rack, start the terminal-emulation software, and 
provide power to the switch. See the "Powering On the Switch" section on 
page 2-22 for instructions. 

Clttaching the Optional Cable Guide 

78-11157-03 

We recommend attaching the cable guide to prevent the cables from obscuring the 
front panels of the switch and other devices installed in the rack. Use the supplied 
black Phillips machine screw to attach the cable guide to the left or right bracket, 
as shown in Figure 2-17. 



c 

Chapter 2 
Powering On the Switch 

Figure 2-20 lnstalling a GigaStack GB/C Module in a Switch 

GigaStack 
GBIC module 

Metal flap door 

GBIC module slot 

lnstallation 

~L\·~ 5 
.~-

Powering On the Switch 

o 
Warning 

Before connecting the AC power cord, a DC-input power source, or the 
Redundant Power System (RPS) to the switch, make sure that you have started the 
terminal-emulation software (such as ProComm, HyperTerminal, tip, or minicom) 
from your management station. 

If you are using the AC power cord, connect the AC power cord to the AC power 
connector and to an AC power outlet. 

lf you are using the DC-input power source, see the "Connecting to DC Power" 
section for installation instructions. 

I f you are using an RPS , refer to the documentation that carne with your RPS for 
installation instructions. 

Attach only the Cisco RPS 300 (model PWR300-AC-RPS-N1) to the RPS 
recepta ele. 

For POST information, see the "Running POST'. section on page 2-32. 
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Connecting to DC Power • 

~-

Connecting to DC Power 

A 
Warning 

o 
A 

Warning 

A 
Warning 

To connect the Catalyst 2950G-24-EI-DC switch to a DC-input power source, 
follow these steps : 

• Preparing for Installation, page 2-23 

• Grounding the Switch, page 2-24 

• Wiring the DC-Input Power Source, page 2-26 

The Catalyst 2950G-24-EI-DC contains no field-replaceable units (FRUs). Do not 
open the chassis or attempt to remove or replace any components. For 
information about obtaining service for this unit, contact your reseller or Cisco 
sales representative. 

The equipment isto be installed in a restricted access area. 

Ethernet cables must be shielded when used in a central office environment. 

Preparing for lnstallation 

78-11157-03 

Locate the DC terminal block plug, the ground lug, and the two number-10-32 
screws in the DC-switch kit. 

Obtain these necessary tools and equipment: 

• Ratcheting torque screwdriver with a Phillips head that exerts up to 
15 pound-force inches (lbf-in.) of pressure 

• Panduit crimping tool with optional controlled cycle mechanism 
(model CT-700, CT-720, CT-920, CT-920CH, CT-930, or CT-940CH) 

• 6-gauge copper ground wire (insulated or noninsulated) 

• Four leads of 18-gauge copper wire 

• Wire-stripping tools for stripping 6- and 18-gauge wires 

Catalyst 2950 Desktop Switch Hardware ln~á':l lBfí~ íil :G'í1006 -
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Grounding the Switch 

o 

Warning 

Warning 

& 
Caution 

Step 1 

Step 2 

Step 3 

This equipment is intended to be grounded. Ensure that the hostis connected to 
earth ground during normal use. 

When installing the unit, always make the ground connection first and 
disconnect it last. 

To make sure that the equipment is reliably connected to earth ground, follow the 
grounding procedure instructions, and use a UL-listed lug suitable for number-6 
AWG wire and two number-10-32 ground-lug screws. 

To ground the switch to earth ground, follow these steps. Make sure to follow any 
grounding requirements at your site. 

Locate the ground lug and the two number-10-32 screws from the switch rear 
panel. Use a standard Phillips screwdriver ora ratcheting torque screwdriver with 
a Phillips head. Set the screws and the ground lug aside. 

If your ground wire is insulated, use a wire stripping tool to strip the 6-gauge 
ground wire to 0.5 inch (12.7 millimeter [mm]) 0.02 inch (0.5 mm) as shown in 
Figure 2-21. 

Figure 2-21 Stripping the Ground Wire 

0.5 in. (12.7 mm) ± 0.02 in . (0.5 mm) n 
i 

lnsulation 
Wire lead 

ao 
C\J 
L!) 

g 

Slide the open end of the ground lug over the exposed area of the 6-gauge wire . 
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Step 4 

o 

Step 5 

Step 6 

o 

78-11157-03 

Using a Panduit crimping tool, crimp the ground lug to the 6-gauge wire. 

Figure 2-22 Crimping the Ground Lug 

Use the two number-10-32 screws to attach the ground lug and wire assembly to 
the switch rear panel. 

Using a ratcheting torque screwdriver, torque each ground-lug screw to 15 lbf-in. 
(240 ounce-force inches [ozf-in.]) . 
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Connecting to DC Power 

Figure 2-23 Torquing Ground-Lug Screws 
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Torque to 15 lbf-in. 

lO 
Ol 
N 
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Wiring the DC-Input Power Source 

o A 
Warning 

A 
Warning 

Only trained and qualified personnel should be allowed to insta li or replace this 
equipment. 

Before performing any of the following procedures, ensure that power is 
removed from the OC circuit. To ensure that ali power is OFF, locate the circuit 
breaker on the panel board that services the DC circuit, switch the circuit 
breaker to the OFF position, and tape the switch handle of the circuit breaker in 
the OFF position. 
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Connecting to DC Power 
\U-q 3u 

~-

Lt 
Caution You must connect the Catalyst 29500-24-EI-DC switch only to a DC-input power 

Caution 

~" 
Note 

Step 1 

.-;;~s-~utçe . that has an input supply voltage from -36 to -72 VDC. If the supply 
- "vôhage is not in this range, the switch might not operate properly or might be 

damaged. 

The switch must be installed with 5A-branch-circuit protection. 

This installation must comply with all applicable codes. 

To wire the switch to a DC-input power source, follow these steps: 

Locate the terminal block plug (see Figure 2-24). 

Figure 2-24 Terminal 8/ock Plug 

i-,C:S n° 03/2005- CN -
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c 

o 

Step 2 

Step 3 

Step 4 

ldentify the positive and negative feed positions for the terminal block 
conncction . The wiring sequence is positive to positive and negative to negative 
for hoth the A and the B feed wires. The switch rear panel identifies the positive 
anu negative positions for both the A and B feed wires. 

Figure 2-25 Positive and Negative Positions on the Switch Rear Pane/ 

U sing an 18-gauge wire-stripping to oi, strip each o f the four wires coming from 
the DC-input power source to 0.27 inch (6.6 mm) 0.02 inch (0.5 mm) . Do not strip 
more than 0.29 inch (7 .4 mm) of insulation from the wire. Stripping more than the 
recommended amount of wire can leave exposed wire from the terminal block 
plug after installation. 

Figure 2-26 Stripping the DC-Input Power Source Wire 

0.27 inch (6.6 mm) ± 0.02 inch (0.5 mm) n 
C') 
1.() 
o 
CD 

Insert the exposed wire of one of the four DC-input power source wires into the 
terminal block plug, as shown in Figure 2-27. Make sure that you cannot see any 
wi re lead. Only wire with insulation should extend from the terminal block. 
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A 
Warning 

c 

Step 5 

Lh 
Caution 

o 

78-11157-03 

Connecting to DC Power • 

An exposed wire lead from a DC-input power source can conduct harmfullevels 
of electricity. Be sure that no exposed portion of the DC-input power source 
wire extends from the terminal block plug. 

Figure 2-27 lnserting Wires in the Terminal 8/ock Plug 

Retur~ } Feed A 
.-------- Negat1ve 

Retur~ } Feed B 
.------- Negat1ve 

N 
C') 
U') 
o 
C!) 

Use a ratcheting torque screwdriver to torque the terminal block captive screw 
(above the installed wire lead) to 4.5 lbf-in. (72 ozf-in.). (See Figure 2-28.) 

Do not overtorque the terminal-block captive screws. The recommended 
maximum torque is 4.5 lbf-in. 
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Figure 2-28 Torquing the Termina/-8/ock Captive Screws 

c 
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Step 6 

o 

Step 7 

Caution 

78-11157-03 

Connecting to DC Power 

\i.Á' q 3 
,J\ . 

Repeat Steps 4 and 5 for the remaining three DC-input power source wires. 
Figure 2-29 shows the completed wiring of a terminal block plug. 

Figure 2-29 Completed Wiring o f Terminal Block P/ug 

Retur~ } Feed A 
.----- Negat1ve 

Retur~ } Feed B 
Negat1ve 

~ 
I!) 
o 
<O 

Insert the terminal block plug in the terminal block header on the switch rear panel 
(see Figure 2-30). 

Secure the wires coming in from the terminal block so that they cannot be 
disturbed by casual contact. For example, use tie wraps to secure the wires to the 
rack. 

3690 Doe: ____ _ 
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Figure 2-30 lnserting the Terminal 8/ock in the 8/ock Header 

C Tiewrap 

Step 8 Remove the tape from the circuit-breaker switch handle, and move the 
circuit-breaker handle to the on position. 

Running POST 
After the power is connected, the switch automatically begins POST, a series of 
tests that verifies that the switch functions properly. When the switch begins 
POST, the system LED is off. lf POST completes successfully, the LED turns 
green. If POST fails, the LED turns amber. See Chapter 3, "Troubleshooting," to 
determine a corrective action. 

Note POST failures are usually fatal. Call Cisco Systems immediately if your switch 
does not pass POST. 
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Connecting to 10/100 and 10/100/1000 Por~ r. 
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Connecting to 10/100 and 10/100/1000 Ports 

6 
Caution 

6 
Caution 

78-11157-03 

The 101100 ports configure themselves to operate at the speed and duplex settings 
of attached devices.They operate at 10 or 100 Mbps in half- or full-duplex mode. 
If the attached devices do not support autonegotiation, you can explicitly set the 
speed and duplex parameters. 

The 10110011 000 ports configure themsel ves to operate at the speed setting o f 
attached devices.These ports on Catalyst 2950T-24 switches operate at 10, 100, or 
1000 Mbps only in full-duplex mode. If the attached devices do not support 
autonegotiation, you can explicitly set the speed parameter. 

Connecting devices that do not autonegotiate or devices with manually set speed 
and duplex parameters can reduce performance or result in link failures between 
the devices. To maximize performance, choose one of these methods for 
configuring the ports: 

• Let the ports autonegotiate both speed and dup1ex for 10/100 ports and only 
speed for 10110011000 ports. 

• Set the speed and duplex parameters on both ends of the connection. 

When connecting the ports on the Catalyst 29500-24-EI-DC switches to other 
devices, follow these guidelines: 

To comply with the intrabuilding lightning surge requirements, intrabuilding 
wiring must be shielded, and the shield for the wiring must be grounded at both 
ends. 

The Catalyst 29500-24-EI-DC switch is suitable only for intrabuilding or 
nonexposed wiring connections. 
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o 

o 

& 
Caution 

Follow these steps to connect the switch to lOBAS E-T, IOOBASE-TX, or 
IOOOBASE-T devices: 

To prcvent electrostatic-discharge (ESD) damage, follow your normal board and 
component handling procedures. 

Step 1 When connecting to servers, workstations, and routers, insert a twisted-pair 
straight-through cable in a front-panel RJ-45 connector, as shown in Figure 2-31, 
Figure 2-32, and Figure 2-33. When connecting to switches or repeaters, inserta 
twisted -pair crossover cable. (See the "Cable and Adapter Specifications" section 
on page B-7 for cable-pinout descriptions.) 

Note When connecting to 1 OOOBASE-T devices , be sure to use a four twisted-pair, 
Category 5 cable. 

Figure 2-31 Connecting to a Port on Catalyst 2950-12,2950-24, 2950C-24, 
2950SX-24, and 2950T-24 Switches 
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L(.q;lb 
Connecting to 10/100 and 10/100/1000 Ports 

,)' 

Figure 2-32 Connecting to a Port on Catalyst 2950G-12-EI, 2950G-24-EI, and 
2950G-24-EI-DC Switches 
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Step 2 

Step 3 

Step 4 

Step 5 

Figure 2-33 Connecting to a Port on Catalyst 2950G-48-EI Switches 

Insert the other cable end in an RJ-45 connector on the target device. 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while Spanning Tree Protocol (STP) discovers the network 
topology and searches for loops. This process takes about 30 seconds, and then 
the LED turns green. 

If the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the target device if necessary. 

Repeat Steps 1 through 4 to connect each port. 
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Connecting to 100BASE-FX and 1000BASE-SX Ports 

Lt 
Caution 

The 1 OOBASE-FX and lOOOBASE-SX ports operate only in full-duplex mode. 

You can connect a lOOBASE-FX or lOOOBASE-SX port to an SC or ST port on 
another device by using one of the MT-RJ fiber-optic patch cables listed in 
Table 2-1. Use the Cisco part numbers in Table 2-1 to order the patch cables that 
you need. 

Follow these steps to connect the switch to a lOOBASE-FX or lOOOBASE-SX 
device: 

Do not remove the dust plugs from the fiber-optic ports or the rubber caps from 
the fiber-optic cable until you are ready to connect the cable. The plugs and caps 
protect the fiber-optic ports and cables from contamination and ambient light. 

Step 1 Remove the dust plugs from the lOOBASE-FX or lOOOBASE-SX port and the 
rubber caps from the MT-RJ patch cable. Store them for future use. 

Step 2 Insert the cable in a lOOBASE-FX or lOOOBASE-SX port. (See Figure 2-34.) 

Figure 2-34 Connecting to a 1008ASE-FX or 1000BASE-SX Port 

78-11157-03 

MT-RJ 
patch cable 
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• Connecting to GBIC Module Ports 

Step 3 

Step 4 

Step 5 

Step 6 

Insert the other cable end in an SC or ST port on the target device. 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED turns green. 

If the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the target device if necessary. 

Repeat Steps 1 through 5 to connect each port. 

Connecting to GBIC Module Ports 
These sections describe how to connect to a GBIC module port. 

• Connecting to IOOOBASE-X GBIC Module Ports , page 2-39 

• Connecting to lOOOBASE-T GBIC Module Ports, page 2-41 

• Connecting to GigaStack GBIC Module Ports, page 2-42 

For instructions about how to connect to the CWDM GBIC module ports, refer to 
the documentation that carne with that GBIC module. 

For detailed instructions about installing, removing, and connecting to the GBIC 
module (the lOOOBASE-X module, the lOOOBASE-T module , the CWDM GBIC 
module, or the GigaStack module) , refer to the GBIC documentation . 
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Connecting to GBIC Module ~orts • 

6 
Caution 

Caution 

When connecting the ports on the Catalyst 2950G-24-EI-DC switches to other 
devices, follow these guidelines: 

To comply with the intrabuilding lightning surge requirements, intrabuilding 
wiring must be shielded, and the shield for the wiring must be grounded at both 
ends. 

The Catalyst 2950G-24-EI-DC switch is suitable only for intrabuilding or 
nonexposed wiring connections. 

O connecting to 1000BASE-X GBIC Module Ports 

78-11157-03 

6 
Caution Do not remove the rubber plugs from the GBIC module port or the rubber caps 

from the fiber-optic cable until you are ready to connect the cable. The plugs and 
caps protect the GBIC module ports and cables from contamination and ambient 
light. 

After installing the lOOOBASE-X GBIC in the GBIC module slot, follow these 
steps: 

Step 1 Remove the rubber plugs from the GBIC module port, and store them for future 
use. 

Step 2 Insert the SC connector in the fiber-optic receptacle (see Figure 2-35). 



Chapter 2 lnstallation 

Connecting to GBIC Module Ports 

Figure 2-35 Connecting to a 1000 BASE-X GBIC Port 

Step 3 

Step 4 

Step 5 

Insert the other cable end in a fiber-optic receptacle on a target device. 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED turns green. 

I f the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be problem with the adapter installed in the target device. 
See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the switch or target device if necessary. 

Catalyst 2950 Desktop Switch Hardware lnstallation Guide 
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Chapter 2 lnstallation 
Connecting to GBIC Module Ports 
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Connecting to 1000BASE-T GBIC Module Ports 

o 

Caution 

Step 1 

~.A 

After installing the lOOOBASE-T GBIC in the GBIC module slot, follow these 
steps: 

To prevent ESD damage, follow your normal board and component handling 
procedures . 

When connecting to servers, workstations, and routers, inserta four twisted-pair, 
straight-through cable in the RJ-45 connector. When connecting to switches or 
repeaters, insert a four twisted-pair, crossover cable (see Figure 2-36). 

Note When connecting to a lOOOBASE-T device, be sure to use a four twisted-pair, 
Category 5 cable. 

Figure 2-36 Connecting to a 1000BASE-T GBIC Port 

o 

Step 2 Insert the other cable end in an RJ -45 connector on a target devi c e. 

Catalyst 2950 Desktop Switch Ha 

78-11157-03 
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• Connecting to GBIC Module Ports 
Chapter 2 lnstallation I 

Step 3 

Step 4 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the LED turns green. 

If the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the switch or target device, if necessary. 

~Connecting to GigaStack GBIC Module Ports 

After installing the GigaStack GBIC in the GBIC module slot, follow these steps: 

•MiliiW 1P = 

Step 1 Insert the GigaStack cable connector in the GBIC (see Figure 2-37). 

Figure 2-37 Connecting to a GigaStack GB/C Port 

Step 2 Insert the other cable end in a port on a target device. 

Catalyst 2950 Deskto Switch Hardware lnstallation Guide 

L 

. ,., o 9 9 fl-11 57-03 

- 3 6 9 o 



6 • 

Chapter 2 lnstallation 

Step 3 

Step 4 

Connecting a PC ora Terminal to the Console Port 

\lÃ· q\ 
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Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED turns green. 

If the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the switch or target device, if necessary. 

~Connecting a PC ora Terminal to the Console Port 

Step 1 

Step 2 

78-111 57-03 

If you want to connect a PC to the console port, use the supplied RJ-45-to-DB-9 
adapter cable. If you want to connect a terminal to the console port, you need to 
provide an RJ-45-to-DB-25 female DTE adapter. You can arder a kit (part number 
ACS-DSBUASYN=) with that adapter from Cisco. For console-port and 
adapter-pinout information, see the"Cable and Adapter Specifications" section on 
page B-7. 

The PC or terminal must support VTlOO terminal emulation. The 
terminal-emulation software-frequently a PC application such as 
HyperTerminal or Procomm Plus-makes communication between the switch and 
your PC or terminal possible during the setup program. 

Follow these steps to connect your PC or terminal to the console port: 

Make sure that your terminal-emulation software is configured to communicate 
with the switch through hardware flow contrai. 

Configure the baud rate and character formal of the PC or terminal to match these 
console-port default characteristics: 

• 9600 baud 

• Eight data bits 

• One stop bit 

• No parity 

Catalyst 2950 Desktop Switch Hardware I 
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Chapter 2 lnstallation I 
• Connecting a PC ora Terminal to the Console Port 

Step 3 

After gaining access to the switch, you can change the port baud rate. Refer to the 
switch software configuration guide for instructions. 

Insert the adapter cable in the console port, as shown in Figure 2-38, Figure 2-39, 
and Figure 2-40. (Se e the "Cable and Adapter Pinouts" section on page B-1 O for 
pinout descriptions.) 

Figure 2-38 Connecting to the Console Port 

RJ-45-to-DB-9 
adapte r cable 

Figure 2-39 Connecting to a Console Port Only on Catalyst 29506-24-EI-DC Switches 

RJ-45-to-DB-9 
adapter cable 

Catalyst 2950 Desktop Switch Hardware lnstallation Guide 
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Chapter 2 lnstallation 
Where to Go Next • 

J<' 

Figure 2-40 Connecting to a Console Port On/y on Catalyst 2950G-48-EI Switches 

Step 4 

Step 5 

Step 6 

RJ-45-to-DB-9 
adapter cable 

Attach the appropriate adapter to the terminal, if needed. 

Insert the other adapter cable end in the PC or terminal adapter. 

Start the terminal-emulation software. 

Where to Go Next 

78-11157-03 

For information about starting up the switch, refer to the Release Notes for the 
Catalyst 2950 Switch. 

For information about configuring the switch, refer to the switch software 
configuration guide. 

~~ Cd .~005- CN -
. I_ ~~_;;_~I " .c ElOS 

Catalyst 2950 Desktop Sw1tch Hardware lns.tal'lat1ôn uu1u 



• Where to Go Next 

o 

o 

Catalyst 2950 Desktop Switch Hardware lnstallation Guide 

Chapter 2 lnstallation 

ROS n · vv ',c.005 - CN -
CPMI - CORREIOS 

[ 18C: 3 6 9 Q 



·--- - . __...:) 

o 

o 

Switch Tipo 2 doe 7 

r . 

ROS n=· v3:2J,J5 - CN­
CPf' _. CORREIOS 

r~~ No O 9 9 5 

.. , 3690 t)Jc: __ _ 



' lOOOBASE-T-Delivering Gigabit Intelligence on Copper lnfrastructure 

AS A MARK OF LEADERSHIP, CISCO IS EXTENDING ITS BREADTH OF GIGABIT PRODUCT SUPPORT TO INCLUDE 

THE LATEST ETHERNET APPLICATION: 1 000BASE-T OR GIGABIT ON COPPER CABLING . 

Gigabit Over Copper C:tbling 

As the leading provi der o f Gigabit Ethemet and switched 

intemetworking solutions, Cisco Systems is committed to the 

development of high-performance Ethemet technology and 

products that provide gigabit-per-second transmission rates to 

address both service provider and enterprise customer 

requirements. (See Figure I, Breadth o f Gigabit Ethemet 

Applications.) As a mark o f that 

leadership, Cisco is extending its 

breadth o f Gigabit product support to 

include the latest Ethemet application: 

I OOOBASE-To r Gigabit on copper 

cabling. IOOOBASE-T specifies Gigabit 

Ethemet operation over the Category 5 

cabling systems installed according to 

the specifications of ANSI/TIA/ 

EIA-568A (1995). JOOOBASE-T also 

supports 1000 Mbps operation over the 

newest emerging ElA/TIA cabling 

specifications Category Se . 

Figure I Breadth of Gigabit Ethemet Applications 

Cisco will provide not only IOOOBASE-T products but also 

Gigabi t Intelligent Network Services for all network managers and 

planners who require gigabit-per-second speed over Category 5 

and Category Se cabling. More than 80 percent o f the cabling 

inside buildings today is Category 5 copper. By delivering a 

complete Gigabit on copper network.ing solution, Cisco enables 

network managers to scale their wiring closets and data centers to 

Gigabit speeds while leveraging 

their investment in installed copper 

cabling infrastructure. 

Gigabit on Copper 

Applications and Intelligent 

Network Services 

By supporting IOOOBASE-T 

interfaces on its comprehensive 

product line, Cisco offers enter­

prise network managers a unique 

and compelling solution. Because 

IOOOBASE-Tis Ethemet, it 

requires no change to the Ethemet 

media access contrai (MAC) or packet format. I OOOBASE-T 

supports ali upper- layer services, including all Cisco Intelligent 

Network Services that operate at Layer 2, Layer 3, and higher of 

the Open System Interconnection (OSI) seven-layered model : 

high availability, quality-of-service (QoS), security and policy 

enforcement, server load balancing (SLB ), and Web caching, just 

to name a few. I OOOBASE-T also supports all standard Layer 2 

functions such as 802.1 p, EtherChanneJ®, Inter- Switch Link 

(ISL), virtuallocal-area network (VLANs), 802.1 Q, and spanning 

tree. 

I OOOBASE-T is the ideal high-speed solution for three 

application spaces where horizontal copper cabling exists: 

• IOOOBAS E-T uplinks from desktop swi tchcs to 

aggregating swi tches 

• Data centers for server switching 

• Wiring closet switches for 10/100/ I 000 bandwidth 

to the desktop 
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lOOOBASE-T in the Data Center 

Figure 2 I OOOBASE-T in lhe Data Center 

Gigabit EtherChannel to Core Oistribution 

d ,d 
~7-1 
-=~ .. ....::::.::::::::::-"' 

When IOOOBASE-T NICS become available in volume in mid­

and late-CY2000, IOOOBASE-T will be used in data centers for 

server switching and server connectivity as shown in Figure 2. 

High-performance servers performing such functions as 

application hosting may be connected to the data-center switch 

with IOOOBASE-T network interface cards (NICs) and Gigabit 

EtherChannel can be used to create redundant links. Such Gigabit 

Intelligent Network Services may be applied as: 

Figure 3 IOOOBASE-T in Wiring Closets 

• Server load balancing (SLB) 

• Web caching using web caching contrai protocol (WCCP) 

• Packet inspection and classification 

• Security features such as intrusion detection and access contrai 

lists (ACLs) 

• High availability using technologies such as hot standby router 

pratocol (HSRP) and Gigabit EtherChannel (GEC) 

IOOOBASE-T in lhe Wiring Closet 

As IOOOBASE-Tdesktop NICs emerge in early- or mid- CY2001 , 

IOOOBASE-T will mature into a high-performance altemative to 

connect workstations and power desktops to the network (see 

Figure 3). Figure 4 shows that, in the very near future, 

high-performance desktops may be attached to the network with 

I 01100 or I OOOBASE-T. Multi-gigabit connectivity to the core o f 

the network may be achieved using Gigabit EtherChannel. For 

this wiring dose application o f I OOOBASE-T, such Gigabit 

lntelligent Network Services may be applied as : 

• Admission contrai 

• Traffic detection and classification 

• QoS/class o f service (CoS) 

• ACLs 

• Desktop Connectivity 
-To support bandwidth-hungry applications 
-Cost-effective technology to deliver increased 

performance to the desktop 

• Additional capacity required in the backbone 
-Use Gigabit EtherChannel to scale Gigabit 

connections 
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Figure 4 IOOOBASE-T for Desktop Aggregation 

Gigabit EtherChannel to Core 

c 

Core 

1 OOOBASE-T and 
Gigabit EtherChannel 

to Servers 

lOOOBASE-T Uplinks 

\ 

As Figure 5 shows, one o f the first applications for 1 OOOBASE-T 

will be to serve as an uplink technology offering high-bandwidth 

~nectivity from desktop switches to the next point of 

\_ regation. Often sue h switch links are deployed over Category 

5 cabling with I 0/100 Mbps Ethemet desktop connections anda 

I OOBASE-TX uplink. Switches with a slide in uplink module may 

be upgraded to I OOOBASE-T uplinks, giving end stations the 

opportunity to upgrade from 10 to 100 Mbps links and providing 

hi gh- bandwidth, gigabit-per-second access to servers and other 

resources. Gigabit lntelli gent Network services may be applied on 

such links as: 

o ACLs 

o QoS!CoS 

o VLANs 

Distribution 

Core 

Figure 5 IOOOBASE-T Uplinks 

1 OOOBASE-T Uplinks 10/100 Links to 
End Stations 

o Connections to Wiring Closet 
- Ri se rs cabled with Cat 5 
-Ciosets within 100 meters 

of data center 
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IOOOBASE-T (Gigabit .Ethernet over Co pper) Technology 

o 

Figure 6 GbE Layer Diagram 

802 .3z 

1 OOOBASE-LX 
Fiber Optic 

Xcvr 

Single-Mode 
or Multimode Fiber 

1 OOOBASE-X PHY 
88/1 OB-AutoNegotiation 

1 OOOBASE-SX 
Fiber Optic 

Xcvr 

Multimode 
Fiber 

As Figure 6 shows, I OOOBASE-Tis one o f the four physicallayers 

or transceivers defined by the two Gigabit Ethemet standards: 

IEEE 802.3z or I OOOBASE-X and IEEE 802.3ab o r I OOOBASE-T. 

IOOOBASE-X supports multimode and single- mode fiber medi a 

~ and a short-reach, 25-meter copper jumper. (See Figure 6.) 

\._ I Because most of the cabling installed inside buildings today is 

Category 5 copper, the IEEE 802.3 I OOOBASE-T standard 

supports Gigabit Ethemet operation over the Category 5 cabling 

syste ms install ed according to the specifications of ANS I/TIA/ 

Media Access Contrai (MAC) 
Fuii-Duplex and/or Half-Duplex 

I 
Gigabit Media lndependent Interface (GMII) 

(Optional) 

I 802.3ab 

1000BASE-T 
PCS 

1 OOOBASE-CX 1000BASE-T 
Copper 

Xcvr 

Shielded 
Copper Cable 

Xcvr 

Unshielded 
Twisted Pair 

EIA-568A (1995). As Figure 7 shows, IOOOBASE-T works by 

using ali four o f the Category 5 pairs to achieve I 000 Mbps 

operation over the install ed Category 5 copper cabling. 1000 

Mbps data rates are achieved by sending and receivi ng a 250 

Mbps data stream o ver eac h o f the four pairs si multaneously (4 X 

250 Mbps = I Gbps). 
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Figure 7 IOOOBASE-T: How 1t \lnrk-

In contrast, I OOBASE-TX uses two pairs: one to transmil and one 

to receive. Fast Ethemel on Copper (I ()()BASE-TX) achieves I 00 

Mbps operation by sending encoded symbols across the link ata 

symbol rate of 125 Mbaud. A 125 Mbaud sy mbol rale is required 

beca use the I OOBASE-TX encoding scheme (called 4B/5B 

coding) has a bandwidth overhead o f 20 percent, the difference 

between IOOMbpsand 125 Mbaud. Allhough IOOOBASE-Tuses 

a different encoding scheme (fivc levei pulse amplitude 

modulation or PAM-5), because it maintains the 125 Mbaud 

symbol rate of IOOBASE-TX. I OOOBASE-T is backwards 

compatible with I OOBASE-FX al lh e physicall ayer. (See Table 1.) 

This compatibility fealure is signilicant for network managers 

and planners because it means lhal fonhcoming generations of 

IOOOBASE-T NICs and switchcs will support both 10011000 and 10/ 

~I 000 autonegotialion belween Fast Elhcmet (I OOBASE-TX) 

L l Gigabit Ethemet ( I OOOBASE-T). These speed-agile products 

will enable network managers 10 deploy I OOOBASE-T incrementally 

in to the network. A I 0011000 serve r NIC may be installed into a new 

server while lhe serve r switch rcmains I OOBASE-TX and vice versa. 

new I 001 I 000 server switches may be deployed while maintaining 

lhe investment in the exisling I 00 Mbps server N!Cs. 

Table I IOOBASE-TX, IOOOBASE-X, and IOOOBASE-T 

IIIOHASE-TX IOOOHASE-X 

Frame formal 802.3 Ethemet 802.3 Ethemet 

MAC protocol 802.3 Ethemet 802.3 Ethemet 

Flow control 802.3x 802.3x 

Symbol rale 125 Mbaud 125 Mbaud 

Data rale IOOMbps 1000 Mbps 

Encoding (PCS) ANS I FDDI 48/ ANSI FC 88/IOB 
58 

Notes: 

MAC = media access contrai protocol 

PCS = physical coding sublayer 

PAM =pulse amplitude modulation 

RQSI{ 
cPrlfil 

JOOOHASE-T 

802.3 Ethemet 

802.3 Ethemet 

802.3x 

1.25 Gbaud 

1000 Mbps 

51evel PAM 
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I OOOBASE-Tis an important technology for three reasons. First, 

almost ali the cabling installed inside buildings is Category 5. 

Therefore, 1 OOOBASE-T products enable network planners to 

deploy Gigabit Ethemet technology over their installed Category 

5 cabling plants. Cisco support o f the install ed horizontal cabling 

infrastructure with standards- based 1 OOOBASE-T is crucial 

because, while networking equipment can easily be pulled from 

a rack, horizontal cabling can be very difficult to rep1ace since it 

is located inside a wall, ceiling, or raised tloor and dispersed 

across many wiring closets. Second, on a price-per-port basis, 

1 OOOBASE-T ports will cost less than 1 OOOBASE-X ports 

because copper physical sublayers (PHYs) are expected to be 

less expensive than optical PHYs. Finally, as explained above, 

1 OOOBASE-T enables network managers to preserve their 

investment in existing Ethemet equipment. 

Testing the Installed Category 5 Cabling 

As stated above, JOOOBASE-T specifies Gigabit Ethemet 

operation over the Category 5 cabling systems installed according 

to the specifications o f ANSI!fiAIEIA-568A (1995). There should 

be no need to replace existing Category 5 cabling to use 

JOOOBASE-T. The IOOOBASE-T standard recommends two 

additional tests to qualify Category 5 cabling for Gigabit Ethemet 

operation: retum loss and far- end crosstalk (FEXT). Retum loss 

defines the amount o f signal energy that is retlected back toward the 

transmitter dueto impedance mismatches in the link (such as those 

caused by connectors). Far-end crosstalk is noise on a wire pai r at 

the far end from the transmitter (for example, at the receiver) caused 

by signal leakage from adjoining wire pairs. 

These tests are necessary for two reasons. First, Category 5 

systems installed prior to the completion o f ANSifflA/EIA568-A 

in 1995 may contain connecting hardware that does not comply 

with the standard. Second, the 1995 cabling standard did not 

specify these two criticai performance parameters. Basic cable 

testing information is provided by ANSlfflA/EIA-TSB-67-

"Transmission Performance Specifications for Field Testing of 

Twisted Pai r Cabling System." The additional test parameters are 

published in ANSI/TIAIEIA-TSB 95. 
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Table 2 Cabling Systems 

Category 5 Category Se Category 6 (draft) Category 7 (draft) 

Bandwidth (MHz) 100 100 250 600 

Connector type RJ-45 RJ-45 RJ-45 RJ-45 

Standard status 1nstallation defined in ANSI!f!A/E1A In final ballot in TIA committee. In development by TIA TR In development by ISO!IEC/ 
568A: 1995 Published as Addendum 5 to 568A 42. 7.1 and ISO!IEC/SC25/WG3 SC25/WG3 

(TIA/EIA-568-A-5) 

Testing TIA/ElA TSB 67 Defin ed in Addendum 5. Specification will include tests Specification will include tests 
TIA/ElA TSB 95 Specification includes tests for for return loss and FEXT for return loss and FEXT 

1995 specification does not include tests 
return loss and FEXT 

for retum loss and FEXT 

Comment Recommended for ali new Nota final specification. Nota final specification. 
installations 

CO/IEC11801 a nd ANSI/TIA/EIA568-A 

~ ISO/IEC118- the Intemational and European cabling 

standard-is being modified to add retum loss and ELFEXT 

measures to the specifications for Category S cabling and will not 

define a separate Enhanced Category S cabling. In contrast, the 

TIA 41.8.1 Task Force responsible for ANSI/TIAIEIAS68-A 

chose to combine the definitions o f current Category 5 cabling 

practices with the new measures for retum loss and far-end 

crosstalk to create a Category Se specification. For Lhe installed 

base o f legacy Category S cabling, the TIA will specify the 

measurements for retum loss and far-end crosstalk in Technical 

Service Bulletin ANSI/TIAIEIA-TSB-9S . 

To sum up, I OOOBASE-T specifies Gigabit Ethemet 

operation over the cabling installed according to the EINTIA 

Category S specification. Network managers should check that 

their installed cabling is indeed compliant with the Category S 

specifications. Also, the IOOOBASE-T standard recommends two 

O to qualify the installed Category S cable. I f a Category S 

o ing plant supports I OOBASE-TX operation today Lo di stances 

o f I 00 meters, it shou ld support I OOOBASE-T to I 00 meters. 

Category Se Ca hling 

As Table 2 shows, the Category Se cabling standard and the 

emerging Category 6 speci fication are supersets o f the·Category S 

specification. Because the Category Se specificat ion includes the 

tes ting parameters for return loss and fa r end cross talk, cabling 

plants certified as Category Se will support 1 OOOBASE-T 

operation. Category Se cabling is recommended for ali new 

install ations. 

Products labeled Category 6 may Expected n 1SOIIEC 11 80 1-2000 
not be in comp1iance with the 
final specification 

Network managers and planners considering Category 6 

installations, should be aware that the specification for Category 6 

cabling is not yet forrnalized . In such cases, network managers 

should work with their cabling installer to ensure that an insta llation 

based on components labeled Category 6 will be upgraded to be 

compliant with the final Category 6 standard. Because the Category 

6 specification will include the testing parameters for retum loss 

and far end cross talk, cabling plants certified as Category 6 will 

support I OOOBASE-T operation. 

Condusions 

Cisco is extending its breadth o f Gigabit product support to 

incl ude the latest Ethemet application: IOOOBASE-To r Gigabit 

on copper cabling. I OOOBASE-T specifies Gigabit Ethemet 

operation over the Category 5 cabling systems installed according 

to the specifications of ANSI/TINEIA-S68A (1995). 

I OOOBASE-T also supports 1000 Mbps operation o ver the 

newest ElA/TIA cabling specification Category Se. Because 

I OOOBASE-T is Ethemet, it requires no change to the Ethernet 

MAC o r packet form al. I OOOBASE-T therefore supports ali 

upper-l ayer serv ices, including ali Cisco lntell igent Network 

Serv ices that operare at Layer 2, Layer 3. and hi gher o f the OSI 

seven-layered model. I OOOBASE-T also supports ali standard 

Layer 2 funct ions: 802.1 p, 802.1 Q, Gigabit Ethemel- Channel, 

Fast EtherChannel, ISL, VLANs, and spanning tree. The primary 

initial applications for IOOOBASE-T will be sw itch up links and 

data-center switching. As IOOOBASE-T desktop NICs emerge, 

I OOOBASE-T will eventually extend to the desktop for 

workstations demanding the highest-speed connections to the 

network. 
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Glossary 

• Echo--See retum loss. 

• FEXT- Far-end crosstalk is noi se on a wire pair at the far end 

from the transmitter (for example, at the receiver) caused by 

signalleakage from adjoining wire pairs 

• MA C- Media access control protocol which manages access to 

the physical media 

• PAM-Pulse amplitude modulation 

• PCS-Physical coding sublayer. Codes sue h as 88/1 OB o r 4B/ 

I OB are used to transmit data into forms suitable for the physical 

media and decoding it at the receiver 

• Return loss-Echo or retum loss defines the amount o f 

signal energy that is reflected back toward the transmitter dueto 

Q pedance mismatches in the link (such as those caused by 

connectors 
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CISCO SVSTEMS 

Cisco VPN 3000 Series Concentrator 

lntroduction 

The Cisco® VPN Series 3000 Concentrator allow corporations to take full advantage o f the 

unprecedented cost savings, ftexibility, performance, and reliability o f remo te access VPN 

connections. Corporations use VPNs to establish secure, end-to-end private network connections 

over a public networking infrastructure. VPNs have become the logical solution for remote-access 

connectivity for two main reasons: 

• Deploying a remote-access VPN enables corporations to reduce communications ex penses by 

using the local dialup infrastructures oflntemet service providers. 

• Remote Access VPNs allow mobile workers, telecommuters and day extenders to take advantage 

o f broadband connectivity. 

To fully realize the benefits of high-performance, remote-access VPNs, a corporation must deploy 

a robust, highly available VPN solution, and dedicated VPN devices are optimal for this purpose. 

The Cisco VPN 3000 Series Concentrator is a best-in-class, remote-access VPN solution for 

enterprise-class deployment. A standards-based, asy-to-use VPN client and scalable VPN tunnel 

termination devices are included, as well as a management system that enables corporations to 

easily install, configure, and monitor their remote access VPNs. Incorporating the most advanced, 

high-availability capabilities with a unique purpose-built, remote-access architecture, the Cisco 

VPN 3000 Concentrator allows corporations to build high-performance, scalable, and robust VPN 

infrastructures to support their mission-critical , remote-access applications. 

Uni que to the industry, it is the only scalable platform to offer components that are field-swappable 

and can be upgraded by the customer. These components, called Scalable Encryption Processing 

(SEP/SEP-E) modules, enable users to easily add capacity and throughput. 

The Cisco VPN 3000 Concentrator supports the widest range of VPN client software 

implementations, including the Cisco VPN Client, the Microsoft Windows 2000/XP L2TP/1Psec 

Client. the Microsoft L2TP/IPSec VPN Client for Windows 98 , Windows Millennium (ME), 

Windows NT Workstation 4.0, and Microsoft PPTP. 
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Five Models 

Thc Cisco VPN 3000 Concemrator is available in five different models: 

Cisco VPN 3005 Concentrator 

Thc Ctsco VPN 3005 Concentrator is a VPN platform designed for small- to medium-sized organizations with bandwidth 

requircmcnt s up to full-duplcx TI/E! (4 Mbps maximum performance) and up to 100 simultaneous sessions. Encryption 

proccssing is pcrformed in software. The Cisco VPN 3005 does not have built-in upgrade capability. 

Cisco VPN 3015 Concentrator 

Thc Cisco VPN 3015 Concentrator is a VPN platform designed for small- to medium-sized organizations with bandwidth 

requircmcms up to full-duplex T l/E I ( 4 Mbps maximum performance) and up to 100 simultaneous sessions. Like the Cisco 

VPN 3005. cncryption processing is performed in software, but the Cisco VPN 3015 is also field-upgradable to the Cisco VPN 

3030 and 3060 models. 

Cisco VPN 3030 Concentrator 

The Cisco VPN 3030 Concentrator is a VPN platform designed for medium to large organizations with bandwidth 

requiremems from full TI/E! through T3/E3(50 Mbps maximum performance) and up to 1500 simultaneous sessions. 

Specialized SEP modules perform hardware-based acceleration. The Cisco VPN 3030 is field-upgradeable to the Cisco VPN 

3060. Redundam and nonredundant configurations are available. 

Cisco VPN 3060 Concentrator 

The Cisco VPN 3060 is a VPN platform designed for large organizations demanding the hlghest levei o f performance and 

reliability, with high-bandwidth requirements from fractional T3 through full T3/E3 or greater (100 Mbps maximum 

performance) and up to 5000 simultaneous sessions. Specialized SEP modules perform hardware-based acceleration. 

Redundam and nonredundant configurations are available. 

Cisco VPN 3080 Concentrator 

The Cisco VPN 3080 Concentrator is optimized to support large enterprise organizations that demand the highest levei of 

performance combined with support for up to 10,000 simultaneous remote access sessions. Specialized SEP modules perform 

hardware-based acceleration. The VPN 3080 is available in a fully redundant configuration only. 
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Models Comparison 

Table 1 The Cisco VPN 3000 Series Supports the Entire Range of Enterprise Applications 

Cisco VPN Cisco VPN Cisco VPN Cisco VPN Cisco VPN 
3005 3015 3030 3060 3080 

Simultaneous 100 100 1,500 5,000 10,000 
Users1 

Maximum 100 100 500 1000 1000 
LAN-to-LAN 
Sessions 

Encryption 4 Mbps 4 Mbps 50 Mbps 100 Mbps 100 Mbps 
Throughput 

Encryption Software Software Hardware · Hardware Hardware 
Method 

Available o 4 3 2 2 
Expansion Slots 

Encryption (SEP) o o 1 2 4 
Module 

Redundant SEP - - Option Option Yes 

System Memory 32/64 MB (fixed) 128MB 128/256 MB 256/512 MB 256/512 MB 

Hardware lU Fixed 2U Scalable 2U Scalable 2U Fixed 2U 
Configuration 

Dual Power Single Option Option Option Yes 
Supply 

Client License Unlimited Unlimited Unlimited Unlimited Unlimited 

1. For planning purposes. a simultaneous user is considered to be a remate access VPN user connected in ali tunneling mode-this includes one IKE Security 
Association and two unidirectionaiiPsec SAs (Security Associations). For environments with rekeying or split tunneling. we recommend using a VPN remate 
access load-balancing environment with spare capacity because these particular sessions will use additional system resources that otherwise would be used to 
support additional users. The Cisco VPN 3000 Series Concentrator supports the entire range of enterprise applications. 

Cisco VPN Client 

Simple to deploy and operate, the Cisco VPN Client is used to establish secure, end-to-end encrypted tunnels to the Cisco 

VPN 3000 Concentrator. This thin design, fPsec-compliant implementation is provided with the Cisco VPN 3000 

Concentrator and is licensed for an unlimited number of users. The client can be pre-configured for mass deployments and 

the initial logons require very little user intervention. VPN access policies are created and stored centrally in the C isco VPN 

3000 Concentrator and pushed to the client when a connection is established. 
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Features and Benefits 

Product Highlights 

High-Performance, Distributed-Processing Architecture 

• Cisco SEP modules provide hardware-based encryption, ensuring consistent performance throughout the rated capacity 

(Cisco VPN 3030-3080). 

• Large-scale tunneling support provided for IPsec, PPTP and L2TP/1Psec connections. 

Scalability (Cisco VPN 3015-3060) 

• Modular design (four expansion slots) provides investment protection, redundancy and a simple upgrade path. 

• System architecture is designed to supply consistent, high-availability performance. 

• Ali digital design provides the highest reliability and 24-hour continuous operation. 

• Robust instrumentation package provides run-time monitoring and alerts. 

• Microsoft compatibility offers large-scale client deployment and smooth integration with related systems. 

Security 

• Full support of current and emerging security standards allows for integration of externai authentication systems and 

interoperability with third-party products. 

• Firewall capabilities through stateless packet filtering and address translation to ensure the required security of a corporate 

LAN. 

User and group levei management offers maximum Hexibility. 

High Availability 

• Redundant subsystems and multichassis failover capabilities ensure maximum system uptime. 

• Extensive instrumentation and monitoring capabilities provide network managers with real-time system status and 

early-warning alerts. 

Robust Management 

• The Cisco VPN 3000 Concentrator can be managed using any standard Web browser (HTfP or HTTPS), as well as by 

Telnet, SSHvl, and using a console port. Files can be accessed through HTTPS, FfP, and SSH Copy (SCP). 

• Configuration and monitoring capability is provided for both the enterprise and the service provider. 

• Access leveis are configurable by user and groups, allowing easy configuration and maintenance of security policies. For 

larger scale deployments, the VPN 3000 Concentrators are supported in severa! Cisco network management applications. 

Those applications include: 

- IP Solution Center (/SC)-Provisions site-to-site and remote access YPN services 

- VPN Monitor- Monitors and reports on remote access and site-to-site YPN tunnel connections 

- Resource Manager Essentials (RME)-Provides operational management features such as software di stribution, 

syslog reporting, inventory management 

- Cisco View-Provides real time system status monitoring 
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Technical Specifications 

Hardware 

Processar 

• Motorola PowerPC Processar 

Memory 

• Redundant system images (Flash) 

• Variable memory options (see chart) 

Encryption 

• Cisco VPN 3005, 3015-Software encryption 

• Cisco VPN 3030-3080-Hardware encryption 

Embedded LAN Interfaces 

• Cisco VPN 3005-Two autosensing, full-duplex I 011 OOBASE-TX Fast Ethemet (public/untrusted, private/trusted) 

• Cisco VPN 3015-3080-Three autosensing, full-duplex I 011 OOBASE-TX Fast Ethemet (public/untrusted, private/trusted 

and DMZ) 

lnstrumentation 

• Cisco VPN 3005 Front panel-Unit status indicator 

• Cisco VPN 3005 Rear pane l-Status LEDs for Ethemet ports 

• Cisco VPN 3015-3080 Front pane l-Status LEDs for system, expansion modules, power supplies, Ethemet modules, fan 

• Cisco VPN 3015-3080 Rear panel-Status LEDs for Ethemet modules, expansion modules, power supplies 

• Cisco VPN 3015-3080-Activity monitor displays number of sessions, aggregate throughput, or CPU utilization; 

push-button selectable 

Software 

Client Software Compatibility 

• Cisco VPN Client (IPsec) for Windows 98, ME, NT 4.0, 2000, XP, Linux (Intel), Solaris (UitraSparc 32 and 64-bit), and 

Mac OS X 10.2 (Jaguar), including centralized split-tunneling control and data compression 

• Microsoft PPTP/MPPE/MPPC, MSCHAPv I /v2, EAP/ RADIUS pass-through for EAP/TLS and EAP/GTC support 

• Microsoft L2TP/IPsec forWindows 2000/XP (including XP DHCP option for route population) 

• Microsoft L2TP/IPsec for Windows 98, Windows Millennium (ME), and Windows NT Workstation 4.0 

o MovianVPN (Certicom) Handheld VPN Client with ECC 

o Netlock (Mac OS 8 & 9) VPN Client 

Tunneling Protocols 

• IPsec. PPTP, L2TP, L2TP/1Psec, NAT Transparent IPsec, Ratified IPsec/UDP (with auto-detection and fragmentation 

avoidance), IPsec/TCP 

o Support for Easy VPN (client and network ex tension mode) 

Cisco Systems. Inc. 

ROS no 0312005 - CN -

CPMI • CO . ~~ 
Ali contents are Copyright © 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices an Pf9~,C.Y ~ât~ 

Page 5 of 9 

L 3690 



o 

o 

Encryption/ Authentication 

• IPsec Encapsulating Security Payload (ESP) using DES/3DES (56/168-bit) or AES ( 128, 192, 256-bit) with MD5 or SHA, 

MPPE using 40/128-bit RC4 

Key Management 

• Internet Key Exchange (IKE) 

• Diffie-Hellman (DH) Groups I, 2, 5, 7 (ECDH) 

Routing 

• RIP, RIP2, OSPF, RRI (Reverse Route Injectíon), statíc, automatic endpoint discovery, Network Address Translation 

(NAT), Classless Interdomain Routing (CIDR) 

• IPsec fragmentation policiy control, including support for Path MTU Discovery (PMTUD) 

• Interface MTU control 

Third-Party Compatibility 

• Certicom, iPass Ready, Funk Steel Belted RADIUS certified, NTS Tunne\Builder VPN Client (Macintosh and Windows), 

Microsoft Internet Explorer, Netscape Communicator, Entrust, Baltímore, SA Keon 

High Availability 

• VRRP protocol for multi-chassis redundancy and fail-over 

• Remote Access Load Balancing clusters 

• Destínation pooling for client-based fail-over and connection re-establishment 

• Redundant SEP modules (optional), power supplies, and fans (Cisco YPN 3015-3080) 

Management 

Configuration 

• Embedded management interface is accessible through console port, Telnet, SSHvl, and Secure HTTP (HTTPS) 

• Administrator access is configurable for five leveis o f authorization. Authentication can be performed externally through 

TACACS+ 

• Role-based management policy separates functions for service provider and end-user management 

Monitoring 

• Event logging and notification through e-mail (SMTP) 

• Automatic FTP backup of event logs 

• SNMP MIB-Il support 

• Configurable SNMP traps 

• Syslog output 

• System status 

• Session data (including client assign IP, encryption type connection duration, client OS, version, etc) 

• General statistics 

l
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Security 

Authentication and Accounting Servers 

• Support for redundant externai authentication servers: 

- RADIUS 

- Kerberos/Active Directory authentication 

- Microsoft NT Domain authentication 

- Microsoft NT Domain authentication with Password Expiration (MSCHAPv2) 

RSA Security Dynamics (Secur!D Ready), including native support for RSA 5 (Load Balancing, Resiliency) 

• User authorization through LDAP or RADIUS 

• Internai Authentication server for up to I 00 users 

• X.509v3 digital certificates (including CRL/LDAP and CRLIHTTP, CRL Caching and Backup CRL Distribution Point 

support) 

• RADIUS accounting 

• TACACS+ Administrative user authentication 

Internet-Based Packet Filtering 

• Source and destination IP address 

• Port and protocol type 

• Fragment protection 

• FTP session filtering 

• Site-to-Site Filters and NAT (for overlapping address space) 

Policy Management 

• By individual user or group 

- Filter pro files (defined internally or externally) 

- ldle and rnaximum session timeouts 

- Time and day access control 

- Tunneling protocol and security authorization profiles 

- IPPool 

- Authentication Servers 

Certification 

• FIPS 140-2 Levei 2 (3.6) in process, FIPS 140-1 Levei 2 (3.1 ), YPNC 

Ports 

• Console port-Asynchronous seri al (DB-9) 
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Table 2 Physical Characteristics 

CiscoVPN CiscoVPN Cisco VPN Cisco VPN Cisco VPN 
Concentrator 3005 3015 3030 3060 3080 

Height 1.75" (4.45cm) 3.5" (8.89cm) 3.5" (8.89cm) 3.5" (8.89cm) 3.5" (8.89cm) 

Width 1 7.5" (44 .45cm) 17.5" (4.45cm) 17.5" (4.45cm) 17.5" (4 .45cm) 17.5" (4.45cm) 

Depth 11.5" (29.21 em) - - - -

Unit without - 15" (38.1em) 15" (38.1em) 1 5" (38. 1 em) 1 5" (38. 1 em) 
front bezel or 
SEPS/PS 

Unit with front - 16-3/16" 16-3/16" 16-3/16" 16-3/16" 
bezel. no (41 .12 em) . (41 .12 em) (41.12 em) (41.12 em) 
SEPS/PS 

Unit with front - 16. 75" (42.55 em) 16.75" (42.55 em) 16.75" (42.55 em) 16.75" (42.55 em) 
bezel and 
SEPS/PS 

Weight 8 .5 lbs(3.9kg) 27 lbs(12.3kg) 28 lbs(12.7kg) 33 lbs(15kg) 33 lbs(15kg) 

Table 3 Power Type and Requirements 

Concentra to r Cisco VPN 3005 CiscoVPN 3015·3080 

Nominal 15 watts (51.22BTU/hr) 35 watts (119.50BTU/hr) 

Maximum 25 watts (85.36BTU/hr) 50 watts (170. 72BTU/hr) 

lnput Voltage 100-240VAC 100-240VAC 

Frequency 50/60Hz 50/60Hz 

Power Factor Correction Universal Universal 

Environmental 

• Temperature: 32 to 131 F (O to 55 C) operating; -4 to 176 F ( -40 to 70 C) nonoperating 
~ ~'W-!-..,.~....,..___ ... _ _ _ 
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Regulatory Compliance 

• CE Marking 

Safety 

• UL 1950, CSA 

EMC 
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Cisco Secure Access Control Server 
Version 3.2 for Windows 

The Cisco® Secure Access Contrai Server (ACS) provides a comprehensive identity 

networking solution and secure user experience for Cisco intelligent information 

networks. lt is the integration and contrai layer among ali enterprise users, 

administrators, and the resources of the network infrastructure. 

lntroduction 

With the ever-increasing methods of 

accessing networks today, security breaches 

and uncontrolled user access are becoming 

a primary concern. With the increased 

usage o f the Internet, network 

administrators are challenged to identify 

devices as well as users, to guarantee secure 

transactions, and to prevent the spread of 

viruses and deniai-of-service (DoS) attacks. 

These challenges exist not oniy at the 

perimeter but aiso inside a network. The 

wide adoption o f 802.11 wireiess LAN and 

the high-speed, aiways-on Internet 

connections (such as DSL and cabie) are 

oniy making these challenges more severe 

from within an organization's network. 

Investing in identity networking 

technologies that can mitigate these 

ubiquitous security vuinerabilities is worth 

considering from both an operational and a 

return-on-investment perspective. 

These changing network dynamics and 

increased security threats have driven new 

opportunities in access contrai 

management solutions. According to the 

latest report by IDC, security 

authentication, authorization, and 

accounting (AAA) solutions represent the 

fastest growing segment in the security 

software market, with a 22-percent 

compound annual growth rate (CAGR) 

Cisco Systems. Inc. 

throughout 2006. As AAA becomes more 

availabie throughout the network and the 

requirement to contrai user access expands 

beyond simpie diaiup, new trends 

(including expanded authentication, 

tracking, and audit management) are 

emerging that require identity-networking 

soiutions to be pervasive, scaiable, and 

reievant throughout the network. In 

particular, identity networking solutions 

must address user access from an expanding 

set o f network access points (that is, voice, 

video, virtual private network [VPN], 

firewalls, content, storage, wireiess, DSL, 

and cabie). 

Stronger forms o f authentication, such as 

public key infrastructure (PKI) and 

two-factor authentication, are now being 

used to contrai users accessing corporate 

resources from public networks and VPN. 

Network administrators are looking for 

soiutions that provide flexible 

authorization policies that are tied not only 

to who the user is at the end point, but aiso 

to the service type that the user has access 

to. Lastly. the ability to track and monitor 

the behavior o f network users, in a manner 

independent from the access medium 

through which users choose to connect, is 
~----...,.~ ... 
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Identity networking and the ability to provision the network to user- or device-specific services are now possible with 

the Cisco Secure ACS. The Cisco Secure ACS is a highly scalable. high-performance access contrai server that 

operates as a centralized RADIUS server or TACACS+ server. The Cisco Secure ACS extends access security by 

combining authentication, user or administrator access, and policy contrai from a centralized identity networking 

solution, thereby allowing for greater flexibility and mobility, increased security, and user productivity gains. The 

Cisco Secure ACS greatly reduces the administrative and management burden involved in scaling user and network 

administrative access to your network. By using a central database for ali user accounts, the Cisco Secure ACS 

centralizes the contrai of ali user privileges and distributes them to hundreds or thousands of access points 

throughout the network. As an accounting service, the Cisco Secure ACS reduces IT operating costs by providing 

detailed reporting and monitoring capabilities of network users' behavior and by keeping a record of every access 

connection and device configuration change across the entire network. 

The Cisco Secure ACS pravides a centralized identity networking solution and simplified user 
management experience across ali Cisco devices and securitycmanagement applications. 
The Cisco Secure ACS ensures enforcement of assigned policies by allowing network 
administrators to contrai : 

Who can log in to the network 

• What privileges each user has in the network 

What accounting information is recorded in terms of security audits ar account billing 

• What access and command contrais are enabled for each configuration administrator 

The Cisco Secure ACS supports a wide array of access connection types, including wired and wireless LAN, dialup, 

broadband, content, storage, voice over IP (VoiP), firewalls, and VPNs. 

The Cisco Secure ACS is a key component ofthe Cisco Identity-Based Networking Services (IBNS) architecture. 

Cisco IBNS is based on port security standards such as 802.1X (IEEE standard for port-based network access 

contrai) and Extensible Authentication Protocol (EAP) to extend security AAA inside the LAN when, historically, 

access contrai was managed at the perimeter ofthe network. New policy contrais (such as per-user quotas and virtual 

LANs [VLANs]) are possible with this new architecture, now that the authenticator (switch or wireless access point) 

becomes a RADIUS client capable o f querying an AAA server for these contrais. Cisco IBNS offers greater flexibility 

and mobility to stratified users by combining access contrai and user profiles. This combination enhances secure 

network connectivity, services, and applications, allowing enterprises to increase user productivity and reduce 

operating costs. Cisco IBNS, combined with the Cisco Secure ACS, allows the network administrator to implement 

true, identity-based network access contrai and policy enforcement at the user and port leveis. It pravides user and 

device identification with policies that are centrally created and administered by the Cisco Secure ACS while using 

secure and reliable strong authentication technologies (such as one-time-token o r smartcard authentication methods) . 

In addition to offering dynamic, port-based authentication for securing network access based 
on an identity, the Cisco IBNS architectu re, in col'liunction with the Cisco Secure ACS, offers 
the following additional per-user ar per-device policy assignments: 

• Time-of-day and day-of-week restrictions 

• Network access server IP fi lter that restricts user and switch access based on 

network-access-server IP address .. ·--·"·-·"""""""·...-.---"'h 
M edia Access Contrai (MAC) address fi ltering that restricts authenti1~~t.J1$of, ~Et)tif,fflQ&seg ~ 
on their MAC addresses CPMI • CORRE IO~ 
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Per-user ACLs Fls. r-f_{\ 1 ~ 
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Up to version 3.1, Cisco Secure ACS has been available as software for Windows installations. Version 3.2 introduces 

a new, secure, appliance-based offering for Cisco Secure ACS. The Cisco Secure ACS Solution Engine, a 1-rack-unit 

(1-RU) security-hardened appliance with a preinstalled Cisco Secure ACS license, provides essentially the same 

features and functions as the Cisco Secure ACS for Windows, in a dedicated, application-specific appliance package. 

The Cisco Secure ACS Solution Engine provides a zero-touch installation and highly reliable AAA solution with 

increased total-cost-of-ownership protection through high availability and simplified day-to-day operation o f the 

Cisco Secure ACS service. The Cisco Secure ACS Solution Engine also includes additional features specific to its 

operation and management. For more information, refer to the Cisco Secure ACS Solution Engine data sheet. 

Cisco Secure ACS 3.2 adds new Extensible Authentication Protocol (EAP) enhancements to support Protected EAP 

(PEAP) for Microsoft Windows clients. PEAP retains the security benefits o f Cisco EAP wireless (LEAP) while 

providing more extensibility and support for one-time-token authentication. PEAP is a draft in the Internet 

Engineering Task Force (IETF) Internet Standards group. Cisco Secure ACS Version 3.2 adds support for machine 

authentication (using EAP-Transport Layer Security [TLS) o r PEAP) on secure 802.1X ports, further extending the 

Cisco IBNS scope. This capability is crucial for device contrai access in an 802.1X secure environment where port 

access is blocked until a user has successfully been identified behind an 802.1X-provisioned port. Also new to Cisco 

Secure ACS 3.2 are EAP-TLS enhancements that provide expanded PKI authentication into 

open-database-connectivity (ODBC) databases and improved EAP-TLS domain search capabilities. 

Features and Benefits 

New Features for Cisco Secure ACS Version 3.2 

• PEAP support for Microsoft Windows clients-Cisco Secure ACS 3.2 adds support for Microsoft PEAP 

supplicants available today for Windows 98, NT, 2000, and XP. The Microsoft PEAP supplicant supports client 

authentication only by MS-CHAPv2, as compared to Cisco PEAP supplicant (available through Cisco Aironet® 

wireless adapters), which supports client authentication by logon passwords or one-time passwords. Unlike the 

Microsoft PEAP supplicant the Cisco PEAP supplicant provides support for one-time-token authentication and 

powerful extensibility of non-MSCHAP end-user databases such as Lightweight Directory Access Protocol 

(LDAP), Novell Directory Service (NDS), and ODBC. Cisco Secure ACS 3.2 allows selection ofMicrosoft PEAP 

or Cisco PEAP from its EAP configuration page. 

• LDAP multithreading-Cisco Secure ACS 3.2 is now capable of processing multi pie LDAP authentication 

requests in parallel, as opposed to the sequential processing mechanism employed in pre-3.2 versions. This feature 

greatly improves Cisco Secure ACS performance in " task-intensive" configurations such as in wireless 

deployments. 

• EAP-TLS enhancements-New EAP-TLS enhancements have been added to Cisco Secure ACS 3.2 that further 

extend Cisco Secure ACS PKI capabilities. EAP-TLS authentication against ODBC user data bases and EAP-TLS 

silent-session-resume support are among the new added capabilities. Similar to the PEAP silent session resume, 

EAP-TLS silent session resume prevents users from reauthenticating during a RADIUS session timeout. This 

feature is particularly advantageous in wireless applications where users are constantly mobile. The duration of 

the EAP-TLS silent session timeout is configurable from the Cisco Secure ACS G T ~"'-"' 
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• Machine authentication support-Cisco Secure ACS 3.2 adds the 802.1X machine authentication option using 

eilher PEAP with MSCHAPv2 implementation (PEAP-EAP-MSCHAPv2) or EAP-TLS. Machine authentication 

is used ai boot time to aulhenticate and communicate with Windows domain controllers when connecting to 

802. I X secure ports. Machine authentication allows pulling down machine group policies from the Windows 

Aclive Directory independent of a subsequent interactive user authentication session. 

• EAP mixed configurations-Cisco Secure ACS 3.2 now supports the following EAP types: PEAP-EAP-GTC 

(Cisco PEAP). PEAP-EAP-MSCHAPv2 (Microsoft PEAP), EAP-TLS, EAP message digest algorithm 5 (MDS). 

and Cisco EAP Wireless (LEAP). Cisco Secure ACS 3.2 allows flexible EAP settings (one o r severa! EAP types can 

be selec1ed concurrently) . allowing Cisco Secure ACS to intelligently process EAP authentications, depending on 

lhe nalure o f the 802.IX supplicant presented by the end users. 

• Accounting support for Cisco Aironet wireless access points--Cisco Secure ACS 3.2 now supports user-based 

accounling from Cisco Aironet wireless access points when they are configured as RADlUS (Cisco Aironet Access 

Poinl) AAA clients . 

• Downloadable access contrai Jists (ACLs) for VPN users--Cisco Secure ACS 3.2 extends per-user 

access-control-list support to Cisco VPN solutions (in addition to the current support for Cisco PlX® Firewall 

solulions). With this option, administrators can define ACLs of any length, for a user or group of users within 

the Cisco Secure ACS GUI. Cisco VPN 3000 Concentrator v4.0 is required for this feature . 

Cisco Secure ACS Benefits 

Cisco Secure ACS is a powerful access contrai server with many high-performance and scalability features for any 

organization growing its WAN or LAN connectivity: 

• Ease ofuse--A Web-based user interface simplifies and distributes configuration for user profiles, group profiles, 

and Cisco Secure ACS configuration. 

• Scalability-Cisco Secure ACS is built to support Iarge networked environments with support for redundant 

servers. remate databases, and user database backup services. 

• Extensíbility-LDAP authentication forwarding supports the authentication o f user profiles stored in directories 

from leading directory vendors, including Sun, Novell, and Microsoft. 

• Management-Windows Active Directory and Windows NT database support consolidates Windows username 

and password management, and uses the Windows Performance Monitor for real-time statistics viewing. 

• Admínistration-Different access leveis for each Cisco Secure ACS administrator-and the ability to group 

network devices-enable easier contrai and maximum flexibility to facilita te enforcement and changes o f security 

poli cy ad ministration over ali the devices in a network. 

• Product flexibility- Because Cisco lOS® Software has embedded support for AAA, Cisco Secure ACS can be used 

across virtually any network access server that Cisco sells. (The Cisco lOS Software release must support RADlUS 

or TACACS+.) 

• Protocol flexibility-Cisco Secure ACS includes simultaneous TACACS+ and RADIUS support for a fl exible 

solution with VPN o r dia! support at the origin and termination o f lP Security (IP~~~)2_nd Point-to-Point 

Tunneling Protocol (PPTP) tunnels. I ~?S nR 03/2005 • CN""ll 
Integration- Tight coupling with Cisco IOS routers and VPN solutions provides lf~dJres s& 6:lli?M:hiilSCI assis 

Multilink Point-to-Point Protocol and Cisco IOS command authorization. 
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• Thírd-party support-Cisco Secure ACS offers token server support for any OTP vendar that provides an 

RFC-compliant RADIUS interface (such as RSA, PassGo, Secure Computing, ActiveCard, Vasco, and 

CryptoCard). 

• Contrai-Cisco Secure ACS provides dynamic quotas for time-of-day, network usage, number o f Iogged sessions, 

and day-of-week access restrictions. 

System Requirements 

Cisco Secure ACS is available in two options: Cisco Secure ACS Windows and Cisco Secure ACS Solution Engine-a 

1-RU security-hardened appliance with a preinstalled Cisco Secure ACS Iicense 

Hardware Requirements 

For implementation o f Cisco Secure ACS Windows, your Windows Server must meet the following minimum 

hardware requirements: 

• Pentium processar, 550 MHz or faster 

• 256MBRAM 

• 250 MB free disk space, more i f you are running your data base on the same device 

• Minimum resolution of 800 x 600 with 256 colors 

The Cisco Secure ACS Solution Engine is available on a Cisco 1111 platform with the following specifications: 

• Pentium IV processar, 2.66 GHz 

• 1GB RAM 

• 40 GB free disk space 

• 2 built-in 10/100 Ethernet controllers 

• 1 floppy disk drive 

• 1 CD-ROM drive 

Device and User Directory Compatibility 

A complete listo f minimum system and software requirements for devices, browsers, and user directories compatible 

with Cisco Secure ACS 3.2 is found in the Supported and Interoperable Devíces and Software Tables for Cisco Secure 

ACS v3.2 document published with Cisco Secure ACS v3.2 user guides. 

Ordering lnformation 

Cisco Secure ACS is available for purchase through regular Cisco sales and distribution channels worldwide. Cisco 

Secure ACS Windows includes ali the necessary components needed for an independent installation on a Microsoft 

Windows workstation. Cisco Secure ACS Solution Engine is shipped with a preinstalled Cisco Secure ACS software 

license . 

Cisco Systems. Inc. 
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For More lnformation 

For more information about Cisco Secure ACS 3.2, including the user guide and release notes for the Cisco Secure 

ACS Version 3.2, visit: http://www.cisco.com/go/acs. 

For information about specific product functions or technical questions, send e-mail to the Cisco Secure ACS product 

marketing group at ACS-MKT@cisco.com. 

For questions about product ordering, availability, and support contract information, send e-mail to the product 

marketing group at ciscoworks@cisco.com. 
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Rebranding the VPN Client software 

This chapter explains how to replace the Cisco Systems brand with your own organization's brand so 
that when you install and launch the VPN Client software, you see your own organization name, program 
name, and application names on menus, windows, dialogs, and icons. lt also explains how to set up the 
software so that your users can install it automatically without being prompted to reboot. This feature is 
called silent install. 

To rebrand the VPN Client software, you create your own distribution image combining the following 
elements, which this chapter describes : 

• Cisco Systems image that you receive on the Cisco Systems software distribution CD. 

• An oem . in i file that you create. 

• Your own bitmap and icon files to replace the Cisco Systems brand. 

• A vpn client. ini file for configuring the VPN Client software globally (see Chapter 2, 
"Preconfiguring the VPN Client for remote users"). 

• Individual profile (.pcf) files for each connection entry (see Chapter 2, "Preconfiguring the VPN 
Client for remote users") . 

• s e tup. bmp- a bitmap file that displays on the first InstallShield® screen when you install the VPN 
Client. 

These elements should all be in the same directory andfolder. Because some ofthefiles may be too large 
to distribute the oem software on diskettes, we recommend that you make a CD ROM distribution image. 

Rebranding takes place when the VPN Client and installation program see a text file called oem . ini on 
your distribution image. The oem. ini fileis patterned after Microsoft standard initialization files . You 
create the oem . in i file and supply your own text, bitmap files , and icon files. When present, the oem. ini, 

bitmap, and icon files are read when you first start the VPN Client. Since the VPN Client software reads 
these files when it first starts , the changes from them take effect only after you restart the VPN Client 
applications . 

This chapter covers the following topics: 

• Areas affected by branding 

- Installati on bitmaps 

- Program menu titles and text 

- VPN Di aler 

- Log Viewer 

- Certi fi cate Man ager 

• Creating the oe m.ini fil e 

VPN Client Administrator Guide 

---- ~.......__. 

RQS no 0312005 _ ~ 
CP~/ _- CORREIOS 

Fls. No-1.-m 
3 6 g o . 

Doc. 



Chapter 4 Rebranding the VPN Client software 

• Additional Bitmap- setup.bmp 

Areas affected by branding 

Branding replaces the following screen text, bitmaps, and icons. 

• Brand names on windows and dialog boxes. 

• Product names on windows and dialog boxes . 

• Organization logo on ali wizard windows. 

• Icons on the user authentication dialog boxes, the system tray (at the bottom right of the screen), 
desktop (shortcut), status messages, Set MTU window, Log View windows, and Certificate Manager 
windows. 

lnstallation bitmaps 

o 

o 

The InstallShield uses two bitmaps when installing the VPN Client software: the setup bitmap 
(setup. bmp), and the wizard bitmap (wizard.bmp) . 

Figure 4-1 shows the setup bitmap that displays as the first screen during installation. 

VPN Client Administrator Guide 
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Ch<;pter 4 Rebranding the VPN Client software 

Figure 4-1 Setup bitrnap 

VPN CLIENT 

Cuu Srsrt•s 

Figure 4-2 shows the wizard bitmap that displays on windows during installation. 

Figure 4-2 Wizard bitrnap during installation. 

'Welcome to the lnataiiShield Wizard fOf VPN 
Client 

lhe lnstaiiShieldeWizard will instaiiVPN Clienl onyour 
computer. To continue, c~ck Next. 

Q Program menu titles and text 

78-12501-01 

After installation, the organization (company), product, and application names appear in the Cisco 
Systems V?N Client applications menu (Figure 4-3). 
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Chapter 4 Rebranding the VPN Client software 

Figure 4-3 Applications menu 

Company name 

~,..,,,.., ____,j~-;~~~~;=, 
1
...,.11--__ Applications 

Figure 4-4 shows a dialer icon, window title, and dialer logo bitmap that the oem. ini file replaces in the 
VPN dialer software . 

Figure 4-4 Three types oF branding changes 

Dialer icon -----~~!!~~~ 
Window title 

Dialer logo 
bitmap 

J:IO#I """"'or-IP addrMS ollfJI'IlOte mver. 

When you click the icon in the title line and select About Cisco Systems VPN Client, you see information 
about the copyright and version number of the VPN Client. The oem. ini file replaces the window title 
and the icon . Also the window displays (OEMl when you are using the OEM version ofthe client software 
(Figure 4-5) . 
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Ch;~pter 4 Rebranding lhe VPN Client software 

Figure 4-5 About VPN C/ient 

oem.ini replaces----Z-:1., ... ~c--~- Aboul C1sco Systems VPN Chenl EJ 

·:.: .. _.:·iq_W 

Window titles and text 

Bitmaps 

lcons 

78-12501-01 

Figure 4-6 is typical of dialog boxes showing status messages throughout. You can replace "Cisco 
Systems" with your organization's name and "VPN Client" with a different name for the client 
application. 

Figure 4-6 Window titles in a dialog box 

Product name in 
dialog box 

The VPN Dialer application displays the wizard bitmap on windows while connecting to a VPN device. 
Figure 4-7 shows the wizard bitmap as used in the connection wizard. 

Figure 4-7 Connection wizard logo 

New Connechon [nlty W'1zéud E:J 

Wizard ---wrn~ 
bitmap bitmap 

'' ·~ / . . . ' : . 
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The next set of figures show the icons used in the VPN Dialer applicatior.C."Y<W can OO~<l@S . · ni file 
to replace ali icons with icons you design for your organization . The intrrface u~{)e9e6 t ico (.i co) 
files. The basic size is 32x32 pixels , such as the User Authentication win ·o~ l(s:; i g;fre 4-~). The o erating 
sys tem automatically condenses the 32x32 icon to fit the !6xl6 size dis laye o~ir\J titles an c:J.the 
system tray (Figure 4-4 and F igure 4-9). V -- • 
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Figure 4-8 Dialer icon on User Authentication window 
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Dia ler ma in icon _--- -

Chapter 4 Rebranding the VPN Client software 

The smaller icon on the system tray appears at the bottom right section of your screen . 
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Ch;opter 4 Rebranding the VPN Client software 

Log Viewer 

78-12501 -01 

Figure 4-9 lcon on system tray 

~ 
Mam icon 

Four icons display while the VPN Dia ler is connecting to the Concentrator (Figure 4-1 O, Figure 4-11, 
Figure 4-12, and Figure 4- 13). 

Figure 4-10 Start or negotiation 

lctloatslart 
ohegotiatilo 

lcon ~t s_tart of ~ 11"., 11 

negohat1on -------­
(trame O) 

Figure 4-11 First change 

ictlo at oextslaqe 
lcon at next stage oi oegotiatioo 

f · · on - -------""""., 11 
o negot1at1~ 
(frame 1) 

Figure 4-12 Second change 

lctlocuoges m 
sllow oegotiatioo 

lcon changes to ------JIM!...,,;.,;"l 
show negotiation is u .... 1l 

continuing 

(frame 2) 

Figure 4-13 Third change 

lccn oeareld o o I I 

lcon near end of oe1JOiiatioo " ------j...,..,.,, .. ..,J! - ·. ~~_...,,, 
of negotiation 

(trame 3) 
,,;;(,.,,~,R ' ' '!'' '~~ - ~. J.~A :~:·~L'H,R: .. .;, •• ,, .:H. :(_.,h< •.. ~ 

The Log Viewer section of the oem.ini fi le replaces the icon used in the Log Vie,w,.e~u.~ation 
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Figure 4-14 Log Viewer icon 
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Chapter 4 Rebranding the VPN Client software 

Certificate Manager 

o 

The Certificate Manager section of the oem.ini file replaces the icon used in the Certificate Manager 
application (Figure 4-15). You can also replace the name of the application. 

Figure 4-15 Certifica te Manager icon 

~ertificate Manage~ 
ICOn ~ --

Ceniticate llaoager 
EitiaJI 

. <; . , ti · 'X 

,, • v ~:otn)JJ ' ' 

J ~~l ~o1~11i)1 CiicfSJSterii!:ll!l .. '} ~-~"~ --~-~-" -- ~- - -- ~ , .. 

Dealing with incompatible GINAs 

o 
Cisco's Graphical Identification and Authentication (GINA) program (DLL) is incompatible with some 
third party GINAs, such as PAL Gina. When an incompatibility exists, the Cisco GINA does not instai!. 
The VPN Dialer starts to come up, checks to see i f the GINA is compatible, and i f not comes up without 
the presence of a GINA. If your si te is using its own ora third party GINA, you can specify the name of 
the GINA in the oem. ini file so that the installation program can identify it when it checks for 
incompatible GINAs. To do this , include the IncompatibleGinas parameter in the oem. i ni file (see 
oem.ini file keywords and values). 

Creating the oem.ini file 

Your di stribution CD must contain the oem. ini file to execute the branding changes. The oem . ini file 
contains the locations and names of bitmaps, icons, window titles , and scr_e~ text needed for OEM 
branding, a li of which need to be in the same directory. When you ins 
software checks to see i f there is an o em. in i file. If so, the software se tex t. 
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Ch~pter 4 Rebranding lhe VPN Client software 

Sample oem.ini file 

78-12501-01 

~~-f' J' 
I f the o em. in i file lacks an element (for example, text for the product name ), then the software uses 
whatever you have specified in the default section of the file. If no oem. i ni file exists, the software 
defaults to Cisco Systems bitmaps, icons, and text. 

Use Notepad or another ASCII text editor to create the oem. ini file and enter brand text and the names 
of your bitmap and icon file s. See Table 4-1. 

The forma! of the oem. in i file is the same as a standard Windows ini file: 

Use a semicolon (:)to begin a comment. 

Sct values by entering keyword=value . 

I f you don't specify a va lue for a keyword, the application uses the default. 

Kcywords are not case-sensitive, but using upper- and lowercase makes them more readable . 

This is a sample oem.ini file that you can us e to overwrite Cisco Systems 
brand name on windows,bitmaps , and i cons wi th your o rgani zation 's brand 
name . 

Thi s file has six sections: [Main], [Brand ], [Default] , [Dialer], 
]Log viewer ], and [Configuration Manager]. Each section has keywords 
designa ting parts of the interface that the file replaces. 

The [Main] section specifies incompatible GINAs. 

]Main ] 
IncompatibleGinas=PALGina.dll 

The [Brand ] section controls window titles during i nstallation a nd in the 
destination folder for the product and applications. 

[Brand i 

CompanyText Wonderland University 

ProductText Wonder l a nd Clien t 

The default section establishes the default bitmap and icon to u se if 
ass ignments are le ft b l ank. WizardBitMap appears in instal lation and 
connection wizards . This section also sets up silent instal lation. 
Silent mode installation proceeds without user in tervention. 

[Default] 
WizardBitMap = wuwiz .bmp 
Mainicon = wudial. i co 
SilentMod<> = 1 

Insta llPath = C : \Program Files\Wonderland University\Wonderland Client 
DefGroup Wonderland Clie nt 
Reboot = 1 

The [Dialer ] section controls t he text and icons for the dialer software. 
AppNameText appears on the application selection menu. DialerBitMap 
appears on connection windows. 

[Dia ler] 

AppNameText = Wonderland Dialer 

DialerBitMap = wudial . bmp 

t·1a i n icon = wudial . ico 

FrameOicon = wudial . ico 

-:.------_ 
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Chapter 4 Rebranding the VPN Client software 

Framelicon wudiall .ico 

Frarne2Icon wudial2.ico 

Frame3Icon wudia l 3 . i co 

The [Log viewer) sec tion controls the text and icons for the Log Viewer 
application. AppNameText appears on the application selection menu and 
the title screen . Mainicon appears on the window title bar and About 
dialog. 

[Log viewer) 
AppNameText = Wonderland LogViewer 
Mainicon = log.ico 

The [Certificate Manager) section controls the text and icon for the 
Certificate Manager application. AppNarneText appears on the application 
selection menu and the title screen. Mainicon appears on the window title 
bar. 

[Certificate Manager) 
AppNameText = Wonderland Certificate Manager 
Mainicon = cm.ico 

oem.ini file keywords and values 

Keyword 

[Ma in) 

IncompatibleGinas= 

CompanyText= 

ProductText= 

[Defaul t) 

Table 4-1 describes each part o f the o em. in i file. 

lâble 4-1 oern.ini file pararneters 

Description Value 

Optional field to identify a section of the Keep exactly as shown. 
OEM.ini file to address special circumstances 

Lists Graphical ldentification and 
Authentication dynamic link libraries 
(GINA.DLLs) that are incompatible with 
Cisco's GINA. 

Required field to identify the branding text 
that appears on window titles and descriptions 
throughout the client application. 

Keyword that identifies the name of your 
organization. lf not present, the default is 
"Cisco Systems." 

Keyword that identifies the name of the 
application. lf not present, the default is 
"VPN Client." 

Required field to identify the section that 
contains names of default bitmap and icon to 
use if values are blank. 

After the keyword and equal sign, enter 
the name(s) of the GINAs, separated by 
commas. Enclose each GINA within 
quotes. For example: 

IncompatibleGinas= "PALGina.dll", 
"Ourgina.dll" 

Keep exactly as shown, as the first 
branding section of the file. 

After the keyword and equal sign , enter 
the organization's name. The name can 
contain spaces and is not case sensitive. 

After the keyword and equal sign, enter 
the product name. The name can contain 

spacesandisno~~~~e~fiTVe~-
. · r- (,{\)_ n 0312005 _ CN · 

Enter exactly as lkfJt\1, as t~R~~S 
section of the fi] . 
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Chilpler 4 Rebranding lhe VPN Client software 

Keyword 

Wi zar dB itMap= 

Mainlc on= 

Silen t Mode = 

I ns ta llPath= 

De fGroup = 

Rebo ot= 

[Di a l er] 

AppNameTe x t = 

78-12501-01 

láble 4-1 oem.ini file parameters (continued) 

Description 

Keyword that identifies the vertical graphic 
that appears on the side of some VPN Client 
windows, such as the Setup Installation 
windows and the Connection window 
(Figure 4-7) . The Cisco Systems vertical 
graphic is I 04x249 pixels; 256 colors. 

Keyword that identifies the main icon to use 
as a default. There are two sizes used: 
dimensions are 32x32 and I6x 16 pixels; 256 
colors. 

Keyword that identifies whether or not to 
activate silent installation . 

Keyword that identifies the directory into 
which to install the client software. 

Keyword that identifies the name o f the foi der 
to contain the client software . 

Keyword that identifies whether or not to 
restart the system after the silent installation. 
If SilentMode is on (1) and Reboot is I , the 
system automatically reboots after 
installation finishes. 

Required field to identify the section that 
contains the name of the Dialer application, 
the bitmap to use on the connections window, 
and the connecti on icons. 

Keyword that identifies the na me of the di aler 
application. 

V alue 

After the keyword and equal sign, enter 
the name of the wizard bitmap file . 

After the keyword and equal sign, enter 
the name of the default icon file. You 
need to create only the 32x32 size. 

After the keyword and equal sign, enter 
either O or I. I activates silent 
installation: 

O = prompt the user during installation . 

I= do not prompt the user during 
installation . 

After the keyword and equal sign, enter 
the name of the directory in the 
suggested format : 

root:\programs\company\produc 
t 

After the keyword and equal sign, enter 
the name of the destination folder in the 
suggested format : 

foldername 

After the keyword and equal sign, enter 
O, I, or 2: 

O = display the reboot dialog. 

I (and SilentMode = I) = automatically 
reboot the system when installation 
finishes. 

2 (and SilentMode = I) = do not reboot 
after installati on fini shes. 

Enter exactly as shown, as the third 
section of the file. 

-· --·- · - ·- f-Ra~,· -~·:· es12oo~~~ eN-i --· 
After the keyf(i!>!?<M~nd e~~~~ · ter 
the name of e dialer application. he oamo cao crffi~! ;, not m 
sen s1t1ve . 
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Keyword 

Di aler Bi t Map= 

Ma ini c on= 

FrameOicon= 

o 
Framelicon= 

Frame2 Icon= 

Fr ame 3Icon= 

o 
[Log viewer ] 

Ap pNameText= 

Mainicon= 

lãble 4- 1 oem.ini file parameters (continued) 

Description 

Keyword that identifies the dialer bitmap 
(shown in Figure 4-4 ). The dimensions o f this 
bitmap are 298x 116 pixels; 256 colors. 

Keyword that identifies the primary icon file 
for the connection and authorization 
windows. This icon appears in the User 
Authentication window and the system tray, 
for example (Figure 4-8 and Figure 4-9). You 
can rotate or flip the lock image to fit with the 
brand graphic . There are two sizes used: 
dimensions are 32x32 and 16x 16 pixels; 256 
colors. 

Keyword that identifies the Frame O icon file, 
which is based on the main icon 
(Figure 4-1 0). This icon shows at the start o f 
the connection negotiation . The dimensions 
are 32x32 pixels; 256 colors . 

Keyword that identifies the Frame 1 icon file, 
which is based on the main icon 
(Figure 4-11 ). This icon shows further 
progress of the connection . The dimensions 
are 32x32 pixels; 256 colors. 

Keyword that identifies the Frame 2 icon file, 
which is based on the maio icon 
(Figure 4-12). This icon shows further 
progress of connection establishment. The 
dimensions are 32x32 pixels ; 256 colors. 

Keyword that identifies the Frame 3 icon file, 
which is based on the main icon 
(Figure 4-13 ). This icon shows the end o f 
connection establishment. The dimensions are 
32x32 pixels; 256 colors. 

Required field to identify the application 
name and icon for the Log Viewer application . 

Keyword that identifies the name of the Log 
Viewer application . 

Keyword that identifies the icon for the Log 
Viewer title bar, About window and 
applications menu . There are two sizes used: 
dimen sions are 32x32 and 16x l6 pi xels ; 256 
colors. 

VPN Client Administrator Guide 

Chapter 4 Rebranding the VPN Client software 

V alue 

After the keyword and equal sign, enter 
the name of the dialer bitmap file . 

After the keyword and equal sign, enter 
the name of the primary icon file . The 
User Authentication window uses the 
32x32 size and the system tray uses the 
16x16 size. You need to create only the 
32x32 size. 

After the keyword and equal sigo, enter 
the name of the FrameO icon file. 

After the keyword and equal sign, enter 
the name of the Frame I icon file. 

After the keyword and equal sigo, enter 
the name of the Frame2 icon file. 

After the keyword and equal sign, enter 
the name of the Frame3 icon file. 

Keep exactly as shown , as the fourth 
section of the file . 

After the keyword and equal sign , enter 
the name you want to give to the Log 
Viewer application. The name can 
contain spaces and is not case sensitive. 

After the keyw rd-and-eqti'frl-s i-g-n~gnter 

the name o f th ruas 4"Jfc6J/ti00$or ©ti l 

icon. You nee tloRM!ate ofi:G fUil:EIOS 2 
size. 

Fls. NoÍ Ü 3 3 
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ChiJpler 4 Rebranding lhe VPN Client software 

lãble 4-1 oem.ini file parameters (continued) 

Keyword Description 

[Certificate Manager] Required field to identify the application 
name and icon for the Certificate Manager 
application . 

AppNameText= 

Mainicon= 

Keyword that identifies the name of the 
Certificate Manager application . 

Keyword that identifies the icon for the 
Configuration Manager title bar and the 
applications menu. The dimensions are 16x 16 
pixels; 256 colors. 

Value 

Keep exactly as shown , as the sixth 
section of the file. 

After the keyword and equal sign, enter 
the name you want to give to the 
Certificate Manager application. The 
name can contain spaces and is not case 
sensitive. 

After the keyword and equal sign, enter 
the name of the icon (.ico) file for this 
icon. 

C, lnstalling the VPN Client without user intervention (silent mode) 

o 

78-12501-01 

To install the VPN Client software without user intervention, you can use a feature called silent mode. 
To irriplement silent mode with or without rebranding, you can create an oem. ini file containing only the 
part that configures silent mode. In this file, you turn SilentMode on, identify the pathname and folder 
to contain the VPN Client software, and reboot the system, ali without user interaction. 

Here is a sample oem. ini file for implementing silent mode: 

[De fault] 
SilentMode = 1 
I nstallPath = C: \ Program Files \ Engineering \ IPSec Connections 
De fGroup IPSec remote users 
Reboot = 1 

.ini parameter 
(keyword) 

Si len t Mode= 

Ins t allPath= 

lãble 4-2 oem.ini file silent mode parameters 

Parameter Description 

Keyword that identifies 
whether or not to activate 
non interactive installation. 

Keyword that identifies the 
directory into which to 
instai! the client software . 

Values 

After the keyword and equal sign, enter either O or 
I. 1 activates silent installation: 

O = prompt the user during installation . 

1= do not prompt the user during installation. 

After the keyword and equal sign, enter the name 
of the directory in the sugges ted format: 

root:\programs\organization\product 

: i{QS n° 03/2005 - CN 
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.ini parameter 
(keyword) 

DefGroup= 

Reboot= 

Chapter 4 Rebranding the VPN Client software 

lãble 4-2 oern.ini file silent rnode pararneters (continued) 

Parameter Description 

Keyword that identifies the 
name o f the folder to 
contain the client software. 

Keyword that identifies 
whether or not to restart the 
system after the silent 
installation. If SilentMode 
is on (1) and Reboot is 1, the 
system automatically 
reboots after installation 
finishes. 

Values 

After the keyword and equal sign, enter the name 
of the destination folder in the suggested format: 

foldername 

After the keyword and equal sign, enter O, 1, or 2: 

O= display the reboot dialog. 

1 (and SilentMode = 1) = automatically reboot the 
system when installation finishes . 

2 (and SilentMode = 1) =do not reboot after 
installation finishes. 

0 dditional Bitmap- setup.bmp 

esc• 

The oem version of VPN Client includes a bitmap on the distribution CD that is not in the oern. ini file: 
setup.brnp. You can substitute your own image for this .bmp file, as longas you keep the current filename 
(setup. brnp) and make sure that the file is in the same directory and folder as the oern. in i file . 

setup. brnp displays a logo on the window when you start the installation program. The size o f the Cisco 
Systems setup bitmap is 330x330 pixels and it uses 256 colors. 

• VPN Client Administrator Guide 
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7028-6C4 IBM eServer pSeries 630 Model 6C4 

• Height: 172.8 mm (06.8 in) 

• Weight: 

o 32.0 kg (70.4 lb) - Minimum Configuration 
o 47.3 kg (104 lb)- Maximum Configuration with rails 

Operatjng Env jronment 

• Temperature: 5 to 35 degrees C (41 to 95 F) 

• Relative humidity: 8% to 80% 

• Maximum wet bulb: 27 degrees C (80 F) 

• Operating voltage: (auto-ranging) 100 to 127 or 200 to 240 V ac 

• Operating frequency: 50/60 Hz 

• Power requirements: 

o 2-way (typical configuration): 330 watts 
o 2-way (maximum configuration) : 500 watts 
o 4-way (typical configuration): 500 watts 
o 4-way (maximum configuration) : 750 watts 

• Thermal output: 

o 2-way (typical configuration): 1129 BTU/hour 
o 2-way (maximum configuration): 1693 BTU/hour 
o 4-way (typical configuration): 1693 BTU/hour 
o 4-way (maximum configuration) : 2540 BTU/hour 

• Power source loading: 

o 2-way (typical configuration): 0.348 kVA 
o 2-way (maximum configuration) : 0.522 kVA 
o 4-way (typical configuration) : 0.522 kVA 
o 4-way (maximum configuration) : 0.783 kVA 
o Maximum altitude: 2,135 m (7 ,000 ft) 

Noise Levei and Sound Power 

• Sound Power: Model 6C4 6.0 Bels ldle/6.0 Bels Operating 

EMC Conformance Classification 

Page 26 of 129 
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• This equipment is subject to FCC rules and it shall comply with the appropriate FCC rules before final delivery to the 
buyer or centers of distribution. 

o U.S.A. : FCC Class A for Rack Mount 
o Europe: CISPR 22 Class A for Rack Mount 
o Japan: VCCI -A for Rack Mount 
o Korea: Korean Requirement Class A for Rack Mount 
o China: People's Republic of China commodity inspection law 

Homologation - Telecom Environmental Testing (Safety and EMC) 

• Homologation approval for specific countries has been initiated with the IBM Homologation and Type Approval 
(HT&A) organization in LaGaude. These IBM pSeries models and applicable features meet the environmental testing 
requirements of the country TELE COM and have been designed and tested in compliance with the Fui I Quality 
Assurance Approval (FQAA) processas delivered by the British Approval Board for Telecom (BABT), the U.K. 
Telecom Regulatory authority. 

Product Safety/Country Test ing/Certification 

• UL 1950 Underwriters Laboratory, Safety lnformation 

http://www2.ibmlink.ibm.com/cgi -bin/master?request=salesmanual&parms=SMS&xh=N... 17/07/2003 
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CISCO SVSTEMS 

o 

Cisco VPN Client 

Supports Easy VPN Remote 

lntroduction 

The Cisco® VPN Client is software that enables customers to establish secure, end-to-end 

encrypted tunnels to any Cisco Easy VPN server. This thin design, IP Security (IPsec) 

compliant implementation is available from Cisco.com for customers with SMARTnet® 

support. and is included free o f charge with the Cisco VPN 3000 Concentrator. The client 

can be preconfigured for mass deployments and initiallogins require very little user 

intervention. VPN access policies and configurations are downloaded from the central 

gateway and pushed to the client when a connection is established, allowing simple 

deployment and management. 

The Cisco VPN Client provides support for Windows 98, ME. NT 4.0 , 2000, XP, Linux 

(Intel), Solaris (UltraSparc 32 and 64-bit) and Mac OS X 10.2 Qaguar). 

The Cisco VPN Client is compatible with the following Cisco products (Cisco Easy VPN 

servers): 

• Cisco VPN 3000 Series Concentrator Software Version 3.0 and !ater 

• Cisco lOS® Software Release 12.2(8)T and !ater 

• Cisco PIX® Firewall Software Version 6.0 and !ater 

Features and Benefits 

• Support for Windows 98, ME. NT 4.0, 2000, XP. Linux (Intel). Solaris (UltraSparc 32 

and 64-bit) and Mac OS X 10.2 Oaguar). 

• VPN Virtual Interface Adapter present on Windows 2000 and XP 

• System coexistence with Microsoft L2TP/IPsec client 

• MSI (Windows Installer) package available for NT, 2000, and XP 

• Intelligent peer availability detection (DPD) 

• Simple Certificate Enrollment Protocol (SCEP) 

• Data compression (LZS) 

• Command-line options for connecting, disconnecting. and connection status 

• Configuration file with option locking 

• Support for Microsoft network login (ali platforms) 

• Domain Name System (DNS) including DDNS/DH~~OJJ.tj).Y.ler name p~pulation, Split 

DNS. RQS no 03/2005 _ CN l 
• Windows Internet Name Service (WINS) . and IP a ~feM1asSig rGfi1rrtREIOS 
• Load balancing and backup server support 

Ci sco Systems. Inc. 
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• Centrally controlled policies (including backup server list) 

• Integrated personal firewall (stateful firewall): Zone Labs technology- Windows only 

• Personal firewall enforcement: Cisco Security Agent, Blacklce, Sygate, Zone Alarm-Windows only 

• Integration with the iPass remate access client software, including: one-click (single sign-on). VPN 

auto-teardown, and Windows pre-login support-Windows only. 

• Client connection auto initiation for wireless LAN environments 

Cisco Easy VPN 

Cisco Easy VPN, a software enhancement for existing Cisco routers and security appliances, greatly simplifies VPN 

deployment for remate offices and teleworkers. Based on the Cisco Unified Client Framework, Cisco Easy VPN 

centralizes VPN management across ali Cisco VPN devices thus reducing the complexity ofVPN deployments. Cisco 

Easy VPN enables an integration o f VPN remates-Cisco routers, PIX firewalls, Cisco VPN concentrators or 

software clients-within a single deployment with a consistent policy and key management method thus simplifying 

remate side administration. 

Table 1 Product Specifications 

Description 

Operating Systems 

Tunneling Protocols 

Encryption/ Authentication 

Key Management 

Data Compression 

Digital Certificates 

Specification 

Windows 98, ME, NT 4.0, 2000, XP. Linux (Intel), Solaris (UitraSparc 32 & 
64-bit) and Mac OS X 10.2 (Jaguar). 

IPSec Encapsulating Security Payload (ESP), PPTP. L2TP. L2TP/IPSec, Network 
Address Translation (NAT) Transparent IPsec, Ratified IPsec/UDP (with 
autodetection and fragmentation avoidance), IPsec/TCP 

IPsec (ESP) using Data Encryption Standard (DES)/Triple DES (3DES) (56/ 
168-bit) or AES (128/256-bit) with MOS or SHA 

Internet Key Exchange (IKE) -Aggressive and Main Mode (Digital certificates) 
Diffie-Hellman (OH) Groups 1, 2, and 5 Perfect Forward Secrecy (PFS) 
Rekeying 

Lempei-Ziv standard (LZS) compression 

The supported enrollment mechanisms are Simple Certificate Enrollment 
Protocol (SCEP) and Certificates enrolled with Microsoft Internet Explorer. 

Supported certificate authorities (CAs) include: Entrust, Netscape, Baltimore, 
RSA Keon, Verisign, and Microsoft. 

Entrust ESP and Entelligence Client support. 

Smartcards: Supported via MS CAPI (CRYPT _NOHASHOID) inc lude: Activcard 
(Schlumberger cards), Aladdin, Gemplus and Datakey. 

I - -- - · ~.-x !~'"',.'l[~~::-.r.~~~ 
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Ali 

Table 1 Product Specifications 

Description Specification 

Authentication 

· Profile Management 

Policy Management 

Extended Authentication (XAUTH) 

Remote Authentication Dial-ln User Service (RADIUS) with support for 

- State/Reply-Message attributes (token cards), 

- Kerberos/Active Directory authentication-new in 4.0 

- Security Dynamics (RSA SecuriD Ready) 

- Microsoft NT Domain authentication 

- MSCHAPv2 - NT Password Expiration 

- X.509v3 digital certificates 

Externai user authorization information may be obtained via LDAP or 
RADIUS-new in 4.0 

Client can be easily distributed with preconfigured Profile Configuration Files 
(PCFs) 

ISAKMP Configuration Method (Mode-Config) centrally controlled policies 
including DNS/Split DNS, WINS, IP Address, and Default Domain Name. 
Ability to save connection password, split tunneling/local LAN access control/ 
networks, remote access load balancing, Centralized Protection Policy 
(firewall), personal firewall requirement (Are Vou There?), software update 
notification 

Table 2 Remote Access Feature Comparison Chart 

Cisco VPN 3000 Cisco PIX Firewall Cisco lOS 

Version used for Feature Chart 4.0 6 .3 12.2(13)T 

Ali Cisco Easy VPN Client OS Support v v v 

Certicom/Netlock Compatibility Tested v N N 

Basic Client Functionality 

DES/3DES, MD5/SHA v v v 

AES (128, 256 bit) v v v 

PreShared Secret (Group) Y -lnt & Ext Y -lnt & Ext Y -lnt 

DNS, WINS, Default Domain, IP v v v 

Split DNS Support y N N 

Dynamic DNS/DHCP (Computer name y N N 
population) 

Connection auto-initiation y y v 

Authentication 
-~ r 

---.-.__.,_. .. ~...__,_~ 

RADIUS v v ' \-.iú 11 VJ~UU:J - CN 
.l CPMI - :'nR RI=In~ 

RADIUS with State+ Reply Tokens y v l v 
-- r 
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Table 2 Remote Access Feature Comparison Chart 

Cisco VPN 3000 Cisco PIX Firewall Cisco lOS 

RADIUS with NT Password Expire y N y 

Native RSA SecuriD (SDI) y N N 

Kerbcros/Active Directory y N N 

Natlve NT Domain y N N 

Ccrtificate/Entelligence/Smartcard y y y 

Peer Detection (DPD) y y y 

Backup Server List (Ciient) y y y 

o Backup Server List (Central Control) y N N 

Rekeying y y y 

ldle Timeout Support y y N 

Max Connection Limit y y N 

User IP Filters y N Y through ACLs 

RADIUS Group Lock y N N 

Address Assignment 

Internai Address Pool y y y 

DHCP y N N 

RADIUS y N N 

Advanced Functionality 

Data Compression y N y 

Concentrator Banner Message y N N 

Software Update Notification y N N 

Saved Password Contrai y N N 

Tunnel Default Gateway y N N 

Clustering I Load Balancing y N N 

Tunneling Methods 

Ali Tunneling I Split Tunnel ing y y y 

Local LAN Access Permission y N N 

Rat ified IPSec/UDP NAT Transparency y y y 

(including auto-detection and fragmentation 
-~.............::~---- ........ ... _ 

avo i dance ! ROS n° 03/2005 - CN 
NAT/PAT Transparency (UDP) y N CPMI - OORREIOS 

Extranet IPsec (TCP) y N 
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Table 2 Rema te Access Feature Com parison Chart 

Cisco VPN 3000 

Client Personal Firewall Support 

User Controlled (A iways On) y 

Cisco Security Agent/Biacklce/Sygate/Zone y 

Alarm Enforcement (AYT) 

Central ized Protection Policy (CPP) y 

Zone Labs lntegrity y 

Ordering lnformation 

Where to Buy Cisco Products 

Visit http://www.cisco.com/public/ordering_info.shtml 

Product and Part Numbers 

Available for customers with SMARTnetTM support at 

http:/ /www.cisco .com/kobayashi/sw-center/vpn/client. 

Part Numbers for the Cisco VPN Client 

Documentation 

For part numbers for product specific documentation, visit: 

http://www.cisco.com/univercd/cc/td/doc/pcat/swdo_d l.htm 

Cisco Systems. Inc. 

Cisco PIX Firewall Cisco lOS 

y 

N 

N 

N 

y 

N 

N 

N 
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CISCO SVS TEMS 

o 

o 

Cisco VPN Client 

Supports Easy VPN Remote 

lntroduction 

The Cisco® VPN Client is software that enables customers to establish secure , end-to-end 

encrypted tunnels to any Cisco Easy VPN server. This thin design , IP Security (IPsec) 

compliant implementation is available from Cisco.com for customers with SMARTnet® 

support, and is included free of charge with the Cisco VPN 3000 Concentrator. The client 

can be preconfigured for mass deployments and initiallogins require very little user 

intervention. VPN access policies and configurations are downloaded from the central 

gateway and pushed to the client when a connection is established, allowing simple 

deployment and management. 

The Cisco VPN Client provides support for Windows 98, ME, NT 4.0, 2000, XP, Linux 

(Intel), Solaris (UltraSparc 32 and 64-bit) and Mac OS X 10.2 (Jaguar). 

The Cisco VPN Client is compatible with the following Cisco products (Cisco Easy VPN 

servers): 

• Cisco VPN 3000 Series Concentrator Software Version 3.0 and !ater 

• Cisco IOS® Software Release 12.2(8)T and !ater 

• Cisco PIX® Firewall Software Version 6.0 and !ater 

Features and Benefits 

• Support for Windows 98, ME, NT 4.0, 2000, XP, Linux (Intel) . Solaris (UitraSparc 32 

and 64-bit) and Mac OS X 10.2 (Jaguar) . 

• VPN Virtual Interface Adapter present on Windows 2000 and XP 

• System coexistence with Microsoft L2TP!IPsec client 

• MSI (Windows Installer) package available for NT. 2000, and XP 

• lntelligent peer availability detection (DPD) 

• Simple Certificate Enrollment Protocol (SCEP) 

• Data compression (LZS) 

• Command-line options for connecting, disconnecting, and connection status 

• Configurat ion fil e with option locking 

• Support for Microsoft network login (ali platforms) 

• Domain Name System (DNS) including DDNS/DHCP computer name population, Spli t 

DNS , 

• Windows Internet Na me Service (WINS). and IP address fi ~~~8n1;~3120Ô~-~C0 
Loacl balancing anel backup se rver support CPM_I _ _ - CORREIOS 
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• Centrally controlled policies (including backup server list) 

• Integrated personal firewall (stateful firewall): Zone Labs technology-Windows only 

• Personal firewall enforcement: Cisco Security Agent, Blacklce, Sygate, Zone Alarm-Windows only 

• Integration with the iPass remate access client software, including: one-click (single sign-on), VPN 

auto-teardown, and Windows pre-login support-Windows only. 

• Client connection auto initiation for wireless LAN environments 

Cisco Easy VPN 

Cisco Easy VPN, a software enhancement for existing Cisco routers and security appliances, greatly simplifies VPN 

deployment for remate offices and teleworkers . Based on the Cisco Unified Client Framework, Cisco Easy VPN 

centralizes VPN management across ali Cisco VPN devices thus reducing the complexity ofVPN deployments. Cisco 

Easy VPN enables an integration o f VPN remates-Cisco routers, PIX firewalls, Cisco VPN concentrators o r 

software clients-within a single deployment with a consistent policy and key management method thus simplifying 

remate side administration. 

Table 1 Product Specifications 

Description Specification 

Operating Systems Windows 98, ME, NT 4.0, 2000, XP. Linux (Intel), Solaris (UitraSparc 32 & 
64-bit) and Mac OS X 10.2 (Jaguar). 

Tunneling Protocols IPSec Encapsulating Security Payload (ESP), PPTP. L2TP. L2TP/IPSec, Network 
Address Translation (NAT) Transparent IPsec, Ratified IPsec/UDP (with 
autodetection and fragmentation avoidance), IPsec/TCP 

Encryption/ Authentication IPsec (ESP) using Data Encryption Standard (DES)/Triple DES (3DES) (56/ 
168-bit) or AES (128/256-bit) with MOS or SHA 

Key Management Internet Key Exchange (IKE) - Aggressive and Main Mode (Digital certificates) 
Diffie-Hellman (OH) Groups 1, 2, and 5 Perfect Forward Secrecy (PFS) 
Rekeying 

Data Compression Lempei-Ziv standard (LZS) compression 

Digital Certificates The supported enrollment mechanisms are Simple Certificate Enrollment 
Protocol (SCEP) and Certificates enrolled with Microsoft Internet Explorer. 

Supported certificate authorities (CAs) include: Entrust, Netscape, Baltimore, 
RSA Keon, Verisign, and Microsoft. 

Entrust ESP and Entelligence Client support. 

Smartcards: Supported via MS CAPI (CRYPT_NOHASHOID) include: Activcard 
(Schlumberger cards), Aladdin, Gemplus and Datakey. 

·---~-.~~----~--
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Table 1 Product Specifications 

Description Specification 

Authentication 

Profile Management 

Policy Management 

Extended Authentication (XAUTH) 

Remote Authentication Dial-ln User Service (RADIUS) with support for 

- State/Reply-Message attributes (token cards), 

- Kerberos/Active Directory authentication-new in 4.0 

- Security Dynamics (RSA SecuriD Ready) 

- Microsoft NT Domain authentication 

- MSCHAPv2 - NT Password Expiration 

- X.509v3 digital certificates 

Externai user authorization information may be obtained via LDAP or 
RADIUS-new in 4.0 

Client can be easily distributed with preconfigured Profile Configuration Files 
(PCFs) 

ISAKMP Configuration Method (Mode-Config) centrally controlled policies 
including DNS/Split DNS, WINS, IP Address, and Default Domain Name. 
Ability to save connection password , split tunneling/ local LAN access control/ 
networks, remote access load balancing, Centralized Protection Policy 
(firewall), personal firewall requirement (Are You There?). software update 
notification 

Table 2 Remote Access Feature Comparison Chart 

Cisco VPN 3000 Cisco PIX Firewall Cisco lOS 

Version used for Feature Chart 4.0 6.3 12.2(13)T 

Ali Cisco Easy VPN Client OS Support y y y 

Certicom/Netlock Compatibility Tested y N N 

Basic Client Functionality 

DES/3DES, MDS/SHA y y y 

AE S (128, 256 bit) y y y 

PreShared Secret (Group) Y- lnt & Ext Y- lnt & Ext Y -lnt 

DNS, WINS, Default Domain, IP y y y 

Split DN S Support y N N 

Dynamic DNS/DHCP (Computer nam e y N N 

population) 

Connection auto-initi at ion y y 
. __.____,4 

y 
i -
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Table 2 Remote Access Feature Comparison Chart 

Cisco VPN 3000 Cisco PIX Fírewall Cisco lOS 

RADIUS with NT Password Expire y N y 

Native RSA SecuriD (SDI) y N N 

KerberosiActive Directory y N N 

Native NT Domain y N N 

CertificateiEntelligenceiSmartcard y y y 

Peer Detection (DPD) y y y 

Backup Server Li st (Ciient) y y y 

Backup Server List (Central Contrai) y N N 

Rekeying y y y 

ldle Timeout Support y y N 

Max Connection Limit y y N 

User IP Filters y N Y through ACLs 

RADIUS Group Lock y N N 

Address Assignment 

Internai Address Pool y y y 

DHCP y N N 

RADIUS y N N 

Advanced Functionality 

Data Compression y N y 

Concentrator Banner M essage y N N 

Software Update Notification y N N 

Saved Password Control y N N 

Tunne l Default Gateway y N N 

Cluster ing I Load Balancing y N N 

Tunneling Methods 

Ali Tunneling I Sp li t Tunneling y y y 

Local LAN Access Permi ssion y N N 

Ratified IPSeci UDP NAT Transparency y y y 

(including auto-detection and fragmentation 
avoidance 

NATIPAT Transparency (UDP) y N , r~~~ ·-~·:~ 'l. l~nn~; -;::, 
Extranet IPsec (TCP) y N j CPMI - C~RREIOS 
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Table 2 Remate A ccess Feature Comparison Ch art 

Cisco VPN 3000 

Client Personal Firewall Support 

User Controlled (A iw ays On) v 

Cisco Security Agent/Biacklce/Sygate/Zone v 
Alarm Enforcement (AVT) 

Centra lized Protection Po licy (CPP) v 

Zone Labs lntegrity v 

Ordering lnformation 

Where to Buy Cisco Products 

Visit http://www.cisco.com/public/ordering_info.shtml 

Product and Part Numbers 

Available for customers with SMARTnet""' support at 

http://www.cisco.com/kobayashi/sw-center/vpn/client. 

Part Numbers for the Cisco VPN Client 

Documentation 

For part numbers for product specific documentation. visit: 

http: / /www.cisco.com/univercd/cc/td/doc/pcat/swdo_d l.htm 

Ctsco Systems. Inc. 

Cisco PIX Firewall Cisco lOS 

v 

N 

N 

N 
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N 

N 
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Cisco Virtual Private Networks 
Extending the Classic WAN 
April 1 O, 2000 

Q. What is the purpose o f this announcement? 

Q&A 

\L\-~\\ ~-

A. The purpose o f this announcement is to communicate Cisco Systems Virtual Priva te Networking (VPN) solutions and strategy 

to analysts, media, customers, and channel partners. The key messages Cisco wishes to communicate include: 

• Cisco is the market leader and the company to .beat in the VPN market 

• With the acquisition of Altiga networks, Cisco provides the most complete enterprise VPN solution in the industry 

• Cisco is the best vendar partner to help you build an intelligent, self-defending VPN 

Q. What are VPNs? 

A. A VPN is secure network connectivity deployed on a shared infrastructure with similar policies and performance as a private 

network. To ensure privacy and network compatibility, VPNs transmit information through an encrypted tunnel. VPNs are an 

alternative Wide Area Network (WAN) infrastructure, which replaces or augments existing private networks. 

Q. Why is Cisco uniquely positioned for leadership in the VPN market? 

A. Cisco has the most robust VPN solution set for customers. Cisco is the market Ieader in site-to-site VPNs, with more than $100 

million in VPN-based revenues in 1999. Cisco is currently the No. 1 market leader in global firewall sales, and has more 

VPN-enabled routers installed than any other vendar. 

Cisco has now augmented its existing site-to-site VPN portfolio with market leading remote-access VPN solutions from Altiga 

Networks. Cisco now has the industry's only truly scalable, end-to-end VPN solution, and this solution is secure, cost effective and 

easy to manage. 

Q. What differentiates Cisco within the site-to-site VPN market? 

A. Cisco is the market leader beca use o f the following: 

• Device Integration for a Comprehensive VPN Solution-Cisco site-to-site VPN solutions integrate ali features required for secure, 

scalable, and reliable VPN deployments in a single device. Many competitive solutions require multiple devices to provide a 

comprehensive site-to-site VPN solution. which increases deployment complexity. Cisco integrated, single-device, site-to-site VPN 

solutions simplify network architectures and lower the total cost o f ownership o f the VPN solution. Key features provided by 

Cisco VPN solutions for site-to-site VPN deployment include: 

- Tunneling and encryption support using industry-standard protocols such as Internet Protocol Security (IPsec) 

- Strong perimeter security for the VPN, including stateful firewall and intrusion detection provided by Cisco IQS® firewall 
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- Application-aware quality o f service (QoS) and bandwidth management for VPN transport reliability \ \.,\- · .h • 
- Full Layer 3 routing. including exterior routing protocols such as Border Gateway Protocol (BGP) for InternetNPN access J" 
- Diverse WAN and local area network (LAN) interfaces for InternetNPN access and LAN network connectivity 

• Scalable Performancl'-The Cisco range o f VPN-optimized routers scale to meet any site-specific VPN deployment requirements 

from Integrated Services Digital Network (ISDN) to DS3 speeds. 

• Feature Interoperabiliry-By delivering a comprehensive site-to-site VPN solution in a single device, Cisco VPN-optimized routers 

ensure greater interoprrabil ity ofVPN features sue h as firewall, QoS, and tunneling/encryption than multi-device solutions offered 

by competitors. 

• Self-Healing VPN-Cisro VPN-optimized routers utilize the wealth of network resiliency features resident in Cisco lOS 

software-such as tunnel keep-alives. tunnel endpoint discovery (TED), and dynamic route discovery via generic routing 

encapsulation (GRE) tunnels-to provide unsurpassed VPN redundancy and dynamic recovery. 

• Investment Protection-Cisco site-to-site VPN solutions offer LAN/WAN interface and hardware acceleration modularity, as well 

as a wealth of input/output (1/0) options. This modularity provides investment protection by enabling users to adapt Cisco 

VPN-optimized so lutions for evolving network and scalability requirements. 

Q. What is the current portfolio o f Cisco site-to-site VPN products? 

A. The Cisco site-to-site VPN router portfolio delivers solutions for small office/home office (SOHO) access through central site 

VPN aggregation, including platforms for fast-emerging cable and digital subscriber line (DSL) access technologies. The table below 

outlines the Cisco VPN-optimized router portfolio by deployment segment. 

Segment VPN Access Speed/Method Product 

Small oflice/Home office (SOHO) Up to 128 Kbps ISDN Cisco 800 Series 

Broadband SOHO Up to T1 cable or DSL Cisco UBr900 Series; Cisco 1400 Series 

Small Ollice Up to Tl/E1 Cisco 1 700 Series 

Branch Ollice Up to dual Tl/E1 Cisco 2600 Series 

Large Branch Office nxT1/E1 Cisco 3600 Series; Cisco 7120 

Central Site Up to DS3 Cisco 71 oo Series; Cisco 7200 Series 

Q. Why does the acquisition of Altiga Networks enable Cisco to provide the most comprehensive enterprise VPN solution? 

A. The acquisition of Altiga Networks uniquely positions Cisco to provide the most comprehensive VPN solution in the 

industry because: 

• Enterprise customers can now turn to one strategic vendor for a complete VPN offering, including site-to-site and remate access 

VPN solutions. The Cisco networking prowess and renowned customer support provide the confidence that customers require 

when implementing a mission-critical VPN. 

• Cisco now provides VPN solutions for every price, performance, functionality, and scalability range required by an enterprise. 

Cisco recognizes that different customers have different requirements-so Cisco provides a broad range o f VPN concentrators, 

router-based solutions, and firewall-based solutions to meet customer needs. 

• Cisco provides both narrowband and broadband solutions for Internet, extranet, and remate access VPNs. This flexibility is 

criticai for enterprises with rapidly growing telecommuter and remate workers. 

• Cisco enterprise VPN solutions are complemented by an equally strong lineup o f service provider VPN offerings. 
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Q. Why is Cisco the best vendar partner to provide an intelligent, self-defending VPN? \ 1L • 
A. Because VPNs are an extension ofthe classic WAN-and Cisco is the WAN market Ieader-Cisco has the most expertise to help \.T" 
an enterprise build an "intelligent, self-defending" VPN. The criticai components o f this solution indu de the following: 

• Scalable platforms, including robust VPN concentrators and Cisco lOS routers 

• Robust security and appliances. including legacy authentication. digital certificate. firewall. encryption, vulnerability scanning, 

and intrusion-detection solutions 

• Management tools that enable administrators to analyze and manage the VPN as part o f the overall network 

• Criticai QoS instrumentation and service monitoring capabilities that enable customers to: 

- Take advantage of content-aware VPNs 

- Monitor network performance relative to VPN service-Ievel agreements (SLAs) 

To complement these core solutions. Cisco also delivers industry-leading customer support and leverages relationships with 

world-class implementation and service-provider partners. 

VPN Applications and Architectures 

Q. What are the major VPN solutions that customers deploy? 

o 
1. 

2. 

VPNs are segmented into two categories: 

Remate access VPNs for telecommuters and mobile user applications. 

Site-to-site VPNs for fixed/branch and home office applications. 

Q. What are the major VPN architectures that support these solutions? 

A. VPNs can be created and deployed by the enterprise or they can be outsourced by an enterprise to a network service provider. 

In both cases, a set oftechnologies is deployed to ensure confidentiality ofinformation as it traverses the public Internet ora service 

provider's trusted IP network. 

Q. What are the different components of a VPN? 

A. VPNs can be built in a number of different ways with a number of different technologies. The following major components, 

however, are typically implemented in a VPN solution: 

• A tunnel termination gateway: This is the platform that terminates the encrypted tunnels. Important characteristics are the number 

o f tunnels that can be terminated, the bandwidth that can flow through the box, and the number o f different protocols and 

interfaces that are supported . 

• Client software (for remate access VPNs): This is the application that resides on the remate terminal (for example the PC of a 

telecommuter) that initiates and maintains the tunnels that allow access to the enterprise network. 

O dvanced VPN Services (for site-to-site VPNs): Services such as QoS, integrated firewall, and service-Ievel validation provide a 

comprehensive, integrated site-to-site VPN solution. 

• Management infrastructure: These are the tools that allow the service provider or enterprise operator /administrator to deploy. 

manage and monitor the gateways and clients. 

Q. What is IPsec? What IPsec support exists in Cisco products? 

A. IPsec is an industry-wide standard for assuring the privacy. integrity, and authenticity o f information crossing public Internet 

Protocol (IP) networks. IPsec is becoming widely adopted as a means of implementing VPNs. Cisco fully supports the entire set o f 

Request for Comments (RFCs) describing IPsec and related protocols. including: 

• IPsec (RFC 2401-10) 

• IPsec Encapsulating Security Payload (ESP) using DES/3DES (RFC 2406) 

• IPsec Authentication Header (AH) using MD5 or SHA (RFC 2403-4) 

• Internet Key Exchange (IKE) (RFC 2407-9) 
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Support for IPsec exists in a wide range of Cisco products, including Cisco lOS routers, Cisco Secure PIX'"' firewalls, Cisb VP~· 

3000 Concentrators, Cisco cable modems, and Cisco DSL solutions. J · 
Q. What is the difference between enterprise edge VPNs and service-provider network VPNs? 

A. Enterprise edge VPNs are VPNs in which the hardware and software for implementing and managing the VPN reside mainly 

within the premises and networks ofthe enterprise. The service provider may perform the actual management ofthe VPN, but the 

hardware and software reside on the enterprise site . 

Service provider network-based VPNs are VPNs in which the hardware and software for implementing and managing the VPN 

reside in the service provider's network. Typically, the VPN hardware would be shared (in a secure fashion, of course) between 

multi pie customers o f the service provider. In addition to network-based IPsec VPNs, Multiprotocol Label Switching (MPLS) 

technology is emerging as an alternative VPN model for service providers. Cisco expects that, over time, MPLS-based VPNs 

will make up a significant portion o f the service-provider VPN business. Network-based VPNs built on MPLS, however, are not 

appropriate for enterprise VPN deployments. 

lhe Cisco Acquisition of Altiga Networks and Compatible Systems 

Q. Why did Cisco acquire Altiga Networks? 

A. On March 29, 2000, Cisco completed the acquisition of Altiga Networks to provide its customers with a market-leading, 

best-of-breed remate access VPN solution, including client, remate access concentrator and management products. Altiga's robust 

VPN solution includes a standards-based, easy-to-use VPN client, scalable VPN tunnel termination devices (also known as "VPN 

concentrators"), anda concentrator and client management system that enables customers to easily install, configure and manage 

their remote-access VPN. 

Altiga's best-of-breed solutions have been recognized and validated by industry experts, as evidenced by many recently announced 

awards. These accolades include placement in ComputerWorld magazine's top 10 'emerging companies 2000' network and 

communications management category, a Network Computing Editor's Choice Award, a Mier Communications "NetWORKS As 

Advertised" award with recommendation as a 'good marketplace buy' and the "UUNet Tested" seal ofcompatibility for ali Altiga 

VPN concentrators. 

The acquisition of Altiga Networks supports the continuing enterprise VPN product strategy ofCisco and enhances its existing 

portfolio o f VPN solutions, which includes Cisco integrated and optimized VPN routers, VPN appliances and VPN-ready cable 

modems and DSL solutions. 

Existing Cisco VPN products include: 

• The Cisco 7100 and 1700 integrated VPN routers and the Cisco 7500, 7200, 3600, 2600 and 800 Series VPN-optimized routers 

• VPN appliances, including the Cisco Secure PIX firewall series, and other Cisco security appliances, such as the Cisco Secure 

Intrusion-Detection System and the Cisco Secure Scanner 

• VPN-ready cable and DSL solutions including the Cisco 1400 DSL router and the Cisco uBR cable access router series 

Q. What VPN products does Altiga Networks bring to Cisco? 

A. Altiga's award-winning, best-of-breed product suíte provides an integrated VPN solution for bandwidth-intensive, broadband , 

remote-access applications. The product suíte consists of: 

• VPN tunnel termination gateways (Cisco VPN 3005, 3015 , 3030, 3060 Concentrators) 

• VPN client (Cisco VPN Client 3000 Edition) 

• VPN management and monitoring tools (Cisco VPN 3000 Monitor) 

The Altiga concentrators also support Windows VPN Dial-up Networking Point-to-Point Tunneling Prot~~~g;~-:r~~!o/i.n~s 
2000 (Layer 2 Tunneling Protocol [L2TP] over IPsec) . The Altiga products can also be used for site-to-sh€WM~Ns .- b~@RHI!q@$eti 
primarily at remate access VPNs. I 

1
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Q. Didn't Cisco also acquire Compatible Systems? How do Altiga and Compatible VPN solutions compare? 

A. Cisco also acquired Compatible Systems to support service provider-based VPN solutions. 

While Altiga and Compatible both provide VPN products, their technologies and solutions address different applications. Altiga 

provides an integrated, scalable VPN solution for remate access, including client, remate access concentrator and management. 

Altiga's solutions are appropriate for both enterprise-managed remate access VPNs and service provider "Managed Customer 

Provided Equipment (CPE)" VPN services. 

Compatible, on the other hand , provides a highly scalable IPsec tunnel engine as required by our service-provider customers 

for network-based IPsec architectures. 

Q. Does Compatible provide any VPN products for the Enterprise? When would these solutions be considered for enterprise 

deployment? 

A. The Compatible Intraport Carrier 2 and Carrier 8 VPN appliances are focused primarily on providing Iarge-scale IPsec tunnel 

termination in the Internet Service Provider (ISP) environment. Some enterprises may, however, wish to deploy them within their networks. 

The Compatible VPN client currently has support for Mac and UNIX desktop environments. The existing Cisco Secure VPN client 

and the Altiga client (to be renamed the Cisco VPN 3000 client) do not have support for Mac or UNIX environments. An enterprise 

customer that requires support for Mac or UNIX may consider the Compatible Intraport Carrier 2 or Carrier 8 solution for deployment. 

C: Do these acquisitions have products that will replace some Cisco products? 

A. No. The Altiga VPN access concentrators fill in a specialized gap for a dedicated VPN remote-access appliance. Altiga products 

will complement and be used together with Cisco lOS routers and Cisco Secure PIX firewalls in remate access applications. The 

Altiga VPN client shares common technology with the Cisco Secure VPN client. and will serve as the basis for future VPN client 

releases (client road map discussed in next section.) 

The Compatible Intraport Carrier 2 and Carrier 8 VPN appliances provi de highly scalable IPsec tunnel termination for service-provider 

network VPN architectures. The Compatible products will be used together with Cisco IOS-based universal access concentrators and 

routers to enable VPN services to be deployed at the edge o f the service-provider network regardless o f access media . 

Q. Both Altiga and Compatible address the VPN market. Will there be any overlap between these two companies' product !ines 

and/or those of Cisco? 

A. The product overlap is minimal and any rationalization shall evolve gradually during the integration process. 

In addition to supporting service provider network VPNs. Compatible products have been used for enterprise applications. Over 

time, Cisco VPN architectures deployed at the enterprise premises for remate access or for site-to-site VPNs will be based on Altiga 

solutions and Cisco lOS VPN routers. 

Q 
Cisco strategy for supporting network-based VPN solutions will be based on solutions from Compatible Solutions. 

Will Cisco continue development o f the Cisco IOS-based VPN routers and universal access concentrators, as well as the Cisco 

Secure PIX firewalls for VPN applications? 

A. Yes. With integrated routing, QoS, service-level validation and security features , Cisco VPN routers are the Ieading and preferred 

platforms for site-to-site VPN applications. Further, Cisco IOS-based universal access concentrators with high-performance IPsec 

capabilities enable service providers to deploy VPN services at the edge o f their network regardless of access media . 

The market-Ieading Cisco Secure PIX firewall offers complementary security functions for most VPN applications. providing an 

excell ent platform for customers requiring advanced firewall capabilities. 

Q. Why are these two acquisitions good for Cisco customers? 

A. The acquisitions of Altiga and Compatible provide Cisco customers with: . ----~~·---~...., 

I RQS n° 03/2005 - CN I 
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• Highly sca lable. IPsec tunnel capability in a standalone appliance. In most environments , this applianc will .b.e dep loyed in 

I 
Fls. N° 1 o 5 7 

Doç. 3 6 9 Q· 

service-provider networks with a Cisco lOS router or universal access concentrator. 

Public 
Copyright © 2000 Cisco Systems, Inc. Ali Rights Reserved. 

Page 5 of 18 



Altiga Product Specifics and lntegration Plan 

Q. How will Cisco leverage Altiga's solutions to support remate access VPNs? 

A. The Cisco remote-access VPN solution, called the Cisco VPN 3000 Concentrator Series, is a best-of-breed, remote-access VPN 

product for enterprise-class deployment. This solution is based on the Altiga Networks product set. 

The solution includes a standards-based, easy-to-use VPN client, scalable VPN tunnel termination devices, anda gateway and client 

management system that enables customers to easily install, configure, and manage their remote-access VPNs. 

Incorporating the most-advanced, high-availability capabilities with a unique, purpose-built, remote-access architecture, the 

Cisco VPN 3000 Concentrator Series allows customers to build high-performance. scalable, and robust VPN infrastructures to 

support their mission-critical remote-access applications. Unique to the industry, it is the only scalable platform to offer 

field-swappable and customer-upgradable components. 

Q. Why would Cisco customers implement the Cisco VPN 3000 solution for a remote-access VPN? 

A. Deploying a Cisco VPN 3000 solution for remote-access VPN enables corporations to reduce communications expenses and 

to leverage the existing dialup infrastructures of ISPs. At the same time, VPNs allow mobile workers and telecommuters to take 

advantage o f broadband connectivity or local numbers to access their ISPs instead o f costly long-distance or 800 numbers. As a 

.. result, corporations increase productivity and reduce expenses. To take full advantage o f the unprecedented cost savings, flexibility, r"· performance, and reliability o f remote-access VPN connections, it is important to deploy a purpose-built VPN concentrator 

,__ platform such as the Cisco VPN 3000 solution. 

Q. What product models are included in the Cisco VPN 3000 Concentrator Series? 

A. The members ofthe Cisco VPN 3000 Concentrator Series include the 3005, 3015, 3030 and 3060 products. This extended 

family o f remote-access VPN concentrators supports every levei o f enterprise deployment, from the small branch office through the 

enterprise central site. Also included is the Cisco VPN 3000 client, which allows remate users to establish secure tunnels through the 

Internet to the Cisco VPN 3000 Concentrators. The capabilities and differences among the units are outlined in the following chart: 

Cisco 3005 

Simultaneous Users 100 

Encryption Throughpul 4 Mbps 

Encryplion Melhod Software 

Avai lable Expansion Slols o 

Encryption (SEP) Module o 

Redundanl SEP N/ A 

Syslem Memory 32 MB (fixed) 

T1 WAN Module Fixed option 

Hardware Configuralion lU. fixed 

Dual Power Supply Single 

Clienl License Unlimited 

Cisco3015 Cisco 3030 

100 1500 

4 Mbps 50 Mbps 

Software Hardware 

4 3 

o 1 

N/ A Option 

64MB 128MB 

Option Option 

2U. sca lable 2U. sca lable 

Option Option 

Unlimited Unlimited 
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Cisco 3060 

5000 

100 Mbps 

Hardware 

2 

2 

Option 

256MB 

Option 

2U. sca lable 

Option 

Unlimited 
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Q. What are the major advantages o f the Cisco VPN 3000 Concentrator Series products? · 

A. Some o f the major advantages o f the Cisco VPN 3000 Concentrator Series include: 

• Ease of Deployment and Use-The Cisco VPN 3000 Concentrator is designed to fit in to the customer's network infrastructure 

without requiring changes to the existing network. The Cisco VPN 3000 Concentrator will work directly with existing Remate 

Access Dial-In User Service (RADIUS), NT Domain or Security Dynamics (ACE) servers. This authentication versatility provides 

the administrator the ability to choose among the same authentication options that are available with direct dialup solutions, 

eliminating the need to create a second authentication data base. In the absence o f an existing authentication server, the Cisco VPN 

3000 Concentrator has an internai authentication server that can be used for testing configurations, and can also be used to 

authenticate up to 100 users. The Cisco VPN 3000 Concentrator is compatible with the Cisco VPN 3000 Client, the Microsoft 

Windows 2000 L2TP/1Psec Client or PPTP. providing the administrator with a high degree of flexibility. 

• Performance and Scalability-The Cisco VPN 3000 Concentra to r is designed to provide the highest leveis o f performance in the 

industry. The platform supports up to 100 Mbps of sustained 3DES encrypted throughput for up to 5000 simultaneous users. 

Hardware-based Scalable Encryption Processors (SEPs) exist in the Cisco VPN 3030 and 3060 Concentrators to provide increased 

leveis o f encrypted throughput and numbers o f simultaneous users. 

• Security-The Cisco VPN 3000 Concentrators fully support a wide range o f authentication systems, including digital certificates 

and tokens. In addition, the Cisco VPN 3000 Concentrators can be securely managed using HTTPS (Secure Sockets Layer [SSL]) 

Q or Secure Telnet (SSL Telnet) , o r through an encrypted tunnel. 

• High Availability-The Cisco VPN 3000 Concentrator is a robust platform with a meantime between failure (MTBF) of more 

than 200,000 hours. Concentrators can be equipped with redundant subsystems (fans, power supplies, SEP modules) and 

multi-chassis fail-over (virtual router redundancy protocol [VRRP]) capabilities for maximum system uptime. The Cisco VPN 

3000 Concentrator's extensive instrumentation and monitoring capabilities provide network managers with real-time system 

status and early warning alerts. 

• Robust Management-The Cisco VPN 3000 Concentrators can be managed using any standard Web browser (HTTP or HTTPS), 

as well as by Telnet, Secure Telnet, and via a console port. A consistent user interface is provided for ali o f these views to ease 

administrative training and operations requirements. Access leveis are configurable by user and groups. allowing easy configuration 

and maintenance o f security policies. In addition, the Cisco VPN 3000 Monitor provides an enterprise-wide view o f the 3000 series 

displaying a summary o f device status and vital operating statistics. 

• Ease of Upgrades-The Cisco VPN 3000 Concentrator Series is designed to allow easy upgrades of code and hardware. This 

makes deployment and support faster and easier for customers. Units can be easily upgraded in the field and software can be 

downloaded real-time from a Web browser, from a remo te location, and at a time o f the administrator's choosing. This unique 

and flexible design can. for example, enable a Cisco customer to implement a 3015 chassis and upgrade it to the equivalent of a 

3030 or 3060 as requirements increase. 

~ What VPN Protocols and routing options are supported by the Cisco VPN 3000 Concentrator Series? 

"--... ' The Cisco VPN 3000 Concentrator Series supports the following VPN protocols: IPsec, PPTP, L2TP, L2TP/IPsec, Network 

Address Translation (NAT) Transparent IPsec Tunneling Protocol. In addition, the following routing options are available: RIP, 

RIP2 , OSPF, Static, Auto Endpoint Discovery. and NAT. 

Q. What are the performance leveis o f the Cisco VPN 3000 Concentrator Series o f products? 

A. The performance leveis o f each member o f the Cisco VPN 3000 Concentrator Series are included in the chart on the previous 

page. 

Note: The Cisco VPN 3005 is a fixed-configuration, entry-level unit similar in capabilities to the 3015. However, the Cisco VPN 

3015 is a scalable platform that can be upgraded to deliver performance equivalent to a 3030 or 3060. 
--- -----·----~·----~-
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A. Ali Cisco VPN 3000 Concentrators currently ship with Release 2.2. The following is a listo f the new features provideJ in V. 
Release 2.1 and 2.2. 

• Digital Certificates-Support for major digital certificate vendors, such as Baltimore, Entrust, Microsoft, and VeriSign 

• Split Tunneling-AIIows client users to access other Internet sites while securely tunneled to the Cisco VPN 3000 Concentrator 

• SEP Fail-over-Improves redundancy by allowing a SEP to take over the operation and users supported by a failed SEP 

• Auto Endpoint Discovery-Vastly eases VPN configuration by automatically discovering tunnel endpoints thus eliminating the 

need for manual tunnel configuration 

• SSL (HTTPS) Suppon-Provides the ability to perform encrypted management to the Concentrator 

• Windows 2000 Compatibility-Allows the Cisco VPN 3000 Concentrator to establish tunnels with clients using the integrated 

Windows 2000 L2TPIIPsec client 

• IPsec/UDP support for Extranet Remote-Access VPN-Allows IPsec (Encapsulating Security Payload [ESP)) to transparently 

operate through a device performing NAT (pon translation) 

Q. What authentication mechanisms/systems does the Cisco VPN 3000 Concentrator Series support? 

A. The Cisco VPN 3000 Concentrator currently supports the following authentication mechanisms/systems: 

• RADIUS or RADIUS proxy 

• NT Domain 

• RSA Security SecuriD 

• X.509 Digital Certificares 

Q. What are the high-availability features o f the Cisco VPN 3000 Concentrator Series? 

A. One ofthe major features o f the Cisco VPN 3000 Concentrator Series is its high- availability capabilities. The concentrators are 

built to provide a 200.000 hour MTBF, but they also have a host of advanced capabilities to protect against failure within units as 

well as among units. 

The Cisco VPN 3000 Concentrator Series ali support redundancy options, including dual-redundant and hot- swappable power 

supplies. Power supply statistics are kept in the unit and are available through various management methods such as HTML and 

provide temperature. fan speed and status information. Change in status causes alarms, which in turn allow operators to swap power 

supplies without affecting customer operation. 

The Cisco VPN 3000 Concentrators support optional redundant SEPs. In the event of a single SEP failure, a backup SEP will 

take o ver the existing sessions with no effect on the active users. Users remain unaware o f the change. In the unlikely event that the 

backup SEP then fails or that no backup SEP exists, the unit reverts to software encryption. Throughput would be limited to the 

maximum available in software (4 Mbps), but sessions would remain intact. 

In addition, the Concentrators themselves are equipped with a fail-over mechanism using the VRRP that allows for a backup 

hot-standby unit to be available in case of system maintenance or failure. Each is designated as the slave to the other and should a 

unit fail completely. the other unit will recognize the failure and take over the operation ofthe sessions. These features are designed 

to ensure that the Cisco VPN 3000 Concentrator is never unreachable. 

Q. Where would you deploy the Cisco VPN 3000 Concentrator in the network? 

A. The Cisco VPN 3000 Concentrators can be deployed in multiple locations within a customer network. Typically, a Cisco VPN 

3000 Concentrator will be implemented to support remote-access VPNs. In this application, the Cisco VPN 3000 Concentrator will 

be deployed behind a customer 's Internet router and either in parallel to or behind a customer's firewall (depending upon business 

requirements and security policy). 

Q. Does the Cisco VPN 3000 Concentrator Series have an integrated firewall? If so, what features are supported? 
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A. Yes, the Cisco VPN 3000 Concentrator has an integrated firewall. This firewall provides stateless packet filtering and NAT. 

(Note: The integrated firewalling capability within the Cisco VPN Concentrator 3000 series is not intended to replace a fully 

featured firewall, such as the Cisco Secure PIX Firewall.) 

Q. To what countries can Cisco export the Cisco VPN 3000 Concentrator Series? 

A. Cisco can export the Cisco VPN 3000 Concentrator Series to ali countries except those in the "T7" countries, including Cuba, 

Iran, Iraq, Libya, North Korea, Sudan, and Syria. The T7 countries have been identified by the U.S. government for involvement in 

terrorist activities, and the export of encryption products to these countries is prohibited. 

Other countries may also have restrictions on importing encryption products. Each country operates differently and its government 

should be consulted prior to import o f the Cisco VPN 3000 Concentrator solution. 

The official Cisco export policy can be found at http://www.cisco.com/ww 1/export/crypto/tool. 

Q. What encryption algorithms are supported in the Cisco VPN 3000 Concentrator Series? 

A. The Cisco VPN 3000 Concentrator Series supports DES, 3DES, and RC4 encryption standards. DES and 3DES are typically 

used with the IPsec protocol suíte, and RC4 is used with the PPTP protocol. 

Q. Can the Cisco VPN 3000 Concentrator Series terminate tunnels initiated from Windows clients? o Yes. the Cisco VPN 3000 Concentrator Series can terminate PPTP tunnels initiated from Windows 95/98/NT/2000 clients. 

For Windows 2000 support, the Cisco VPN 3000 Concentrator Series also supports the native L2TP/1Psec client that ships with 

Windows 2000. (Note: To use the Windows 2000 native L2TP over IPsec client, digital certificates must be used for the IKE-phase 

I authentication. Windows 2000 Advanced Server ships with a native Certificate Authority (CA), and either the Microsoft native CA 

or those from third-party vendors may be used . User-based (phase 11) authentication can still take place in the usual manner using 

NT or RADIUS authentication.) 

Q. What WAN support is available in the Cisco VPN 3000 Concentrator Series? 

A. Initially, the Cisco VPN 3000 Concentrator Series provides Tl support. El support is planned for a future release. 

Q. What is the new Cisco VPN 3005 Concentrator model? 

A. The Cisco VPN 3005 is a fixed-configuration. lower-priced VPN Concentrator model for customers who do not anticipate the 

need· to upgrade for greater performance. It is ideal for small offices requiring a smaller number o f remote-access sessions and for 

service providers that wish to offer customer provided equipment (CPE)-based managed services. 

Q. How does the VPN 3005 Concentrator compare to the VPN 3015 Concentrator? 

A. The Cisco VPN 3005 generates the same performance and supports the same number ofusers as the 3015. Also, as in the 3015, 

,-13005 includes unlimited client licenses at no extra cost. 

~ere are, however, a number of differences between the two models. Notably, the list price of the Cisco VPN 3005 is 40 percent 

less than that ofthe 3015. Both models are rack mountable, but the 3005 chassis is halfthe size (lU) ofthe 3015 chassis (2U). 

Unlike the 3015 , the power supply in the 3005 is not field-replaceable and the 3005 cannot be upgraded to hardware encryption. 

Q. Is the new Cisco VPN 3005 Concentrator upgradable? 

A. No. the Cisco VPN 3000 Concentrator is offered in a fixed configuration only. The 3005 platform is designed to provide robust 

remote-access VPN capabilities ata lower cost and serve the needs o f the smaiVremote office and CPE-based managed services markets. 

Q. What is the difference in WAN support between the VPN 3005 Concentrator and the other VPN Concentrator models? 

A. If customers require WAN support with the 3005, they must arder the unit with a WAN module installed. Ali other models in 

the Cisco VPN 3000 Concentrator Series are field-upgradable. enabling customers to add a WAN module at any time. 

Q. Is redundancy available in the VPN 3005 Concentrator? I ·---~-· · ·-1 
A. VRRP and redundant fans are included to provide high availability. However. there are no other red ~uliií~,\it .~])Q}.tmil1 fu~ 005. 
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Q. Can the Cisco VPN 3000 Client V2.2 be installed via floppy disks? 

A. Yes. Administrators can create a Cisco VPN 3000 Client V2.2 installation floppy disk set for deployment to their desktops. 

Q. What are the parameters that need to be configured in the Cisco VPN 3000 Client V2.2 itself (as opposed to those configured 

in the Concentrators)? 

A. The only parameters that need to be configured within the Cisco VPN 3000 C!ient V2.2 are the destination concentrator's IP 

address or DNS name and either 1) the VPN user group and password or 2) the digital certificate authority to be used. The remote 

user will always be prompted for a username and password for network access authentication. 

Q. Can the Cisco VPN 3000 Client V2.2 be deployed with ali parameters pre-configured? 

A. Yes. Administrators can create a Cisco VPN 3000 Client V2.2 installation that includes ali client-configuration parameters 

preset so that the installation is completely hands-free for end users. Information regarding creation of a predefined configuration 

is noted in the documentation. 

Q. Which operating systems does the Cisco VPN 3000 Client V2.2 support? 

A. The Cisco VPN 3000 Client V2.2 will run on Win9X and WinNT. The Cisco VPN 3000 Client V2.2 does not currently run on 

Windows 2000. Support for Windows 2000 will be available in a future release. 

Q. Does ali remote access VPN traffic have to go through an encrypted tunnel to the concentrator at the enterprise or service 

provider? (for example, can plain Web access to other sites go in the open, directly out through the ISP's Internet connection?) 

A. Yes. This concept is known as "split tunneling." Split tunneling allows for secure access to corporate resources via an encrypted 

tunnel while allowing Internet access directly through the ISP's resources (eliminating the corporate network from the path for Web 

access) . Cisco VPN 3000 Concentrator series and the Cisco VPN 3000 Client V2 .2 can support split tunneling. For additional 

security, this feature is controllable by the administrator o f the concentrator and riot the user. 

Q. Can the Cisco VPN 3000 Client V2 .2 support extranet remote-access VPN deployments? In other words, does the Cisco VPN 

3000 Client V2.2 work behind devices performing Network Address Translation? 

A. In general, IPsec (ESP) can work behind devices performing NAT. However, most devices that do NAT (port address translation), 

do not yet understand ESP (only transmission contrai protocol [TCP). user diagram protocol [UDP]. Internet contrai message 

protocol [ICMPJ) . For this reason, the Cisco VPN 3000 Client V2.2 pravides a NAT-transparent IPsec (ESP) option, which is 

configurable per user group in the Cisco VPN 3000 Concentrator. This option enables Cisco customers to support extranet 

remote-access VPNs. 

Q. Does the Cisco VPN 3000 client support data compression? 

A. At this time, the Cisco VPN 3000 client does not support compression. However, support for data compression is planned in a 

future release. 

f!';. Q. Does the Cisco VPN 3000 client have any firewall options or functionality? 

,_ · A. At the present time, the Cisco VPN 3000 client has no integrated firewall functionality. Note, however, while an IPsec tunnel is 

up and running, no packets other than those from the secure corporate network will be allowed to enter the client machine unless 

"split tunneling" is being used as described previously. 

Q. Does the Cisco VPN 3000 client offer "failover" features? 

A. Yes, the Cisco VPN 3000 client provides a "failover" feature for multi pie Concentrator destinations . 

Q. What are the advantages o f using the Cisco VPN 3000 Client V2.2 over an operating system-native VPN client such as those 

offered by Microsoft? 

--··--- ...... ~·f 
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A. The Cisco VPN 3000 Client offers a tight integration between concentrator and client and allows for centralized policy ~ntrol 
as well as a richer feature set (such as split tunneling and IPsec/UDP) . With a Cisco VPN 3000 solution, an administrator can easily 

define client policies, which are stored on a Cisco VPN 3000 Concentrator. When a remate user running a Cisco VPN 3000 Client 

attempts to connect to a Cisco VPN 3000 Concentrator, the Concentrator provisions the defined policy to the client. This design 

provides a tightly integrated, easily managed solution and enables rapid deployment o f remote-access VPNs. 

The native VPN client in Windows 2000 requires digital certificates for the first phase of authentication and does not provide the 

additional value-added features o f the Cisco VPN 3000 client described above. However, for some customers, the ability to have 

an integrated client may be more important. The Cisco VPN 3000 Concentrator is one ofthe only VPN solutions in the market that 

provides a choice for remate client software. 

Q. What is the per-user license cost o f the Cisco VPN 3000 client V2.2? 

A. The Cisco VPN 3000 client V2.2 is included at no cost with ali Cisco VPN 3000 Concentrators models and includes Jicensing 

for an unlimited number of clients for use with the purchased VPN 3000 Concentrator. 

Q. Will the Cisco VPN 3000 client interoperate with Cisco lOS routers and Cisco Secure PIX firewalls? 

A. lnitially, the Cisco VPN 3000 client will not interoperate with Cisco lOS routers or Cisco PIX firewalls. In a future release, the 

Cisco VPN 3000 client will interoperate with both Cisco lOS routers and Cisco Secure PIX firewalls. 

0. Will Cisco continue to ship the Cisco Secure VPN client? If so. why? 

A. Yes, Cisco will continue to ship the Cisco Secure.VPN client until the Cisco 3000 VPN client is interoperable with Cisco lOS 

routers and Cisco Secure PIX firewalls. The Cisco Secure VPN client currently interoperates only with the Cisco lOS routers and 

Cisco Secure PIX firewalls . 

Q. Will Cisco also ship the client provided with the Compatible Systems-based VPN solution? 

A. Yes, Cisco will also ship the client provided with the Compatible-Systems-based VPN solution. This particular client interoperates 

with only the Compatible Systems-based devices. It does not interoperate with Cisco lOS routers, Cisco Secure PIX firewalls. or Cisco 

VPN 3000 Concentrators. 

Q. lf a customer absolutely requires VPN client support on Mac o r UNIX platforms, which Cisco solution should the customer use? 

A. lf a customer requires Mac/UNIX-based platform support, the customer should implement the Compatible Systems-based 

VPN solution. 

Q. What is the Cisco client strategy? 

A. As described above, Cisco intends to continue to ship multiple clients in the near future. The Cisco VPN 3000 client will be 

modified in a future release to interoperate with Cisco lOS routers and Cisco Secure PIX firewalls. Ultimately, Cisco pians to migrate 

~a unified client that integrates with Cisco VPN 3000 Concentrators. Cisco lOS routers, Cisco Secure PIX firewalls, and compatible 

\._ .~tems-based devices. By implementing this strategy, Cisco will be able to provide a single user interface and feature set across the 

entire spectrum of enterprise and service provider customers. 

Cisco also plans to continue working with the major operating systems vendors, such as Microsoft, as they continue to incorporate 

and enhance the IPsec client support in their products. 

Q. How does an administrator manage the Cisco VPN 3000 Concentrator Series? 

A. The Cisco VPN 3000 Concentrator Series employs multiple methods of management including Console (ASCII terminal) for 

local connections, Telnet and Secure Telnet, and HTTP browser access. The management channel can be secured to protect 

management data from being visible by a packet sniffer. Customers can access any unit via the embedded Web manager and view 

status or change configuration. There is a high degree o f fl exibility in how operators can be secured as well by allowing scalable 

supervisor privileges. This technique makes the Cisco VPN 3000 Concentrator among the easiest to manag.fwTiil e wovTcln1_g3".~ . 
n -<OS n° 03/200tf · CN 
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A. Yes, the Cisco VPN 3000 solution provides a high-level IPsec MIB and L2TP/PPTP MIEs. In addition, the 3000 Co~centraM; 
support MIB2 and an enterprise MIB providing vital device statistics. 

Q. Does the Cisco VPN 3000 solution provide MIBs? 

A. Yes, the Cisco VPN 3000 solution provides a high-level IPsec MIB as well as MIB2, and L2TP/PPP MIEs. 

Q. What event information is supported in the Cisco VPN 3000 solution? 

A. The Cisco VPN 3000 solution provides simple network management protocol (SNMP) traps, syslog, and e-mail notifications. 

Q. What is the Cisco VPN 3000 Monitor application? 

A. The Cisco VPN 3000 Monitor application is an enterprise-wide monitoring application that allows IT personnel the ability to 

monitor the status and health of the Cisco VPN 3000 Concentrators. It provides easy-to-view status information such as devke 

availability, active sessions, throughput, and central processing unit (CPU) utilization on multiple colocated VPN 3000 

Concentrators. The Cisco VPN 3000 Monitor application is easy to navigate and operates on Windows 95, 98, NT and 2000. 

Q. What VPN platforms does the Cisco VPN 3000 Monitor application support? 

A. The Cisco VPN Monitor application will only support the Cisco VPN 3000 Concentrator series and Cisco VPN 3000 client. 

Currently, the Cisco VPN 3000 Monitor is compatible with the 3015, 3030, and 3060 models o f the Cisco VPN 3000 

- Concentrator Series. 

· Q. How will Cisco manage IPsec VPNs on Cisco lOS routers and Cisco Secure PIX firewalls (in other words, how will Cisco support 

site-to-site and firewall-based VPN environments?) 

A. Cisco will manage the IPsec VPN configurations between Cisco lOS routers and Cisco Secure PIX firewalls with the Cisco Secure 

Policy Manager V2.0. CSPM can enable an administrator to define, distribute, and enforce security and VPN policy in a site-to-site 

environment. 

Site-to-site VPNs are an extension o f the classic WAN. In this regard, additional VPN management issues should be considered in 

a site-to-site VPN, including quality o f service and service-level management. These functions are addressed within the CiscoWorks 

2000 suite o f management solutions. 

Q. How does Cisco plan to integrate the management of Cisco VPN clients and gateways? 

A. Cisco will migrate the VPN management solutions into a unified management environment by: 

1. Providing an embedded, Web-based management solution for ali Cisco VPN platforms, including Cisco VPN 3000 Concentrators, 

Cisco lOS routers, and Cisco Secure PIX firewalls . Each o f these devices will utilize an intuitive management interface with a 

common look and feel to ensure ease o f use and reduced learning/training time. 

Delivering a comprehensive multi-device, network-wide VPN management system for remote-access, site-to-site, and 

firewall-based VPNs. This system will be based in the CiscoWorks 2000 framework and will provide network-wide 

configuration and monitoring of Cisco VPN 3000 Concentrators, Cisco lOS routers , and Cisco Secure PIX firewalls . 
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Additional New Product lnformation 

Cisco Secure PIX Firewall 506 

Q. What type o f firewall is the Cisco Secure PIX firewall 506? How is the PIX 506 different from other firewall products on 

the market? 

A. The PIX firewall 506 is parto f the Cisco Secure PIX Firewall Series o f standalone, special-purpose firewalls that detiver stateful 

security and extremely fast performance. PIX firewalls thoroughly conceal an internai network from the outside world-providing 

full firewall security protection. Unlike typical CPU-intensive proxy servers running on general-purpose operating systems that 

perform extensive processing on each data packet, PIX firewalls use stateful analysis technology implemented in a secure, real-time, 

embedded operating system. This approach enables The Cisco Secure PIX firewall series to detiver outstanding performance, 

dramatically surpassing the performance of general-purpose, operating system-based firewalls. 

Q. What is the difference between the new Cisco Secure PIX firewall 506 and the other Cisco Secure PIX firewall platforms? 

A. The Cisco Secure PIX Firewall 506 delivers enterprise-class security, performance and VPN capabilities in a very small chassis at very 

Jow cost. The PIX 506 is designed for small businesses and small branch offices. The PIX 515 is a slim-line, Ethernet -only PIX hardware 

platform designed for small-to-medium locations, including enterprise branch/regional offices. The PIX 520 is an enterprise-class chassis 

with greater processar power, a larger number ofinterface options, and support for higher volumes oftraffic than any firewall device in 

{')e world. Ali Cisco Secure PIX firewall platforms provide industry-leading performance, security, and reliability. 

Q. What are the specifications for the Cisco Secure PIX firewall 506? 

A. The Cisco Secure PIX firewall 506 has 32 MB RAM, 8 MB Flash, 200 MHz Pentium III processar, and two integrated lOBaseT 

Ethernet interfaces 

Q. What type o f performance can I expect with the PIX 506? 

A. The PIX 506 efficiently handles throughput o f 1 O Mbps and 3DES encryption at 4 Mbps. 

Q. Does the Cisco Secure PIX firewall 506 support fail-over? 

A. The PIX 506 does not support fail-over mode. Most Cisco Secure PIX firewall520 and 515 models can be run in fail-over mode 

with a second PIX firewall. 

Q. What is the primary Cisco Secure PIX firewall application? 

A. The PIX 506 specifically targets the small-business and small-branch office markets. 

Q. How secure is the Cisco Secure PIX firewall 506? 

A. The Cisco Secure PIX firewall506 is built from the same operating system and technology found in the PIX 520, which the U.S. 

National Security Agency-sponsored Trusted Technology Assessment Program (TTAP) recently awarded its highest security rating 

Oany commercial firewall product (http://www.cisco.com/warp/customer/779/gov/federalffTAP/). 

Q. Do you need additional hardware platforms to run the Cisco Secure PIX firewall 506? 

A. No. The Cisco Secure PIX firewall itself is a turnkey hardware solution-a network appliance with embedded software, so no 

additional platforms are required. 

Q. Are there any special environmental considerations for Cisco Secure PIX firewall 506 deployment? 

A. No. The Cisco Secure PIX firewall operates in environments where 110-240 VAC is available. and supports a frequency o f 50-60 Hz. 

Q. Can I rack-mount the Cisco Secure PIX firewall 506? 

A. No . The PIX firewall 506 was designed to be a freestanding unit. 

Q. Can I add network interfaces to the Cisco Secure PIX firewall 506? 

A. No. The PIX firewall 506 only supports the two integrated I OBaseT Ethernet interfaces. 

Public 
Copyright © 2000 Cisco Systems, Inc. Ali Rights Reserved. 

Page 13 of 18 



Q. Does the Cisco Secure PIX Firewall support !Psec VPN tunnels? 

A. Yes. The PIX Firewall 506 supports IPsec-based VPNs. The PlX firewall implementation ofiPsec is based on the Cisco lOS IPsec 

implementation and provides seamless functionality with those IPsec-compliant products that already work with Cisco lOS IPsec, 

such as the Cisco Secure VPN client. 

Q. How would a Cisco Secure PIX firewall 506 be deployed in a VPN environment? 

A. The PIX firewall 506 would be deployed primarily in a site-to-site topology, where the PIX firewall 506 in a remate location 

would securely connect and transmit information to a central site VPN device, such as a Cisco lOS router or PIX 520 or 515 firewall. 

Q. When will the Cisco Secure PIX firewall 506 be available? 

A. Cisco expects to begin shipping the Cisco Secure PIX Firewall 506 in the second quarter of 2000. 

Cisco Secure Policy Manager V2.0 

Q. What is Cisco Secure Policy Manager? 

A. Cisco Secure Policy Manager (CSPM) . form erly known as Cisco Security Manager, is a policy-based security management 

system for Cisco firewalls and IPsec VPN gateways. Cisco Secure Policy Manager enables an administrator to define, enforce and 

audit security policies for distributed Cisco Secure PIX firewalls and VPN gateways as well as Cisco routers running the Cisco Secure 

integrated software and Cisco Secure integrated VPN software feature sets. 

CSPM provides a scalable. comprehensive security management system for Cisco security devices. The product's intelligent, 

policy-based management approach enables an administrator to define intuitive, business-Ievel directives to contrai access to 

network resources. CSPM translates these policies into the required configuration commands, distributes them to the appropriate 

network devices, and enforces security policy as required . The product also provides administrators with basic auditing and 

reporting mechanisms for event and log analysis. 

Q. What are the key features and benefits of Cisco Secure Policy Manager 2.0? 

A. The main features of CSPM 2.0 and benefits are as follows: 

• Cisco Firewall Management-Easily defines perimeter security policies for Cisco Secure PIX Firewalls and Cisco routers running 

the Cisco Secure integrated software feature set 

• Cisco VPN Gateway Management-Easily configures intranet/extranet IPsec VPNs based on Cisco Secure PIX firewalls and Cisco 

routers running the Cisco Secure integrated VPN software feature set 

• Security Policy Management-Uses network-wide policies to manage up to severa! hundred Cisco security devices without 

requiring extensive device knowledge and dependency on the command-line interface (CLI) 

• Intelligent Network Management-Translates defined policies in to the appropriate device commands and then securely distributes 

these configurations throughout the network to reduce the requirement for device-by-device management 

. • Notification and Reporting System-Provides basic auditing tools to monitor, alert , and report Cisco security devi c e and policy 

·~ }' activity, to keep the network administrator readily informed of network-wide events 

• Windows NT-based System-Provided in an easy-to-use Windows-based user interface 

Q. What devices can Cisco Secure Policy Manager 2.0 administer within a network? 

A. Cisco Secure Policy Manager V2 .0 provides policy-based administration of Cisco Secure PlX firewalls as well as Cisco routers 

and VPN gateways running the Cisco Secure integrated software and Cisco Secure integrated VPN software features. More 

specifically, CSPM V2.0 supports the following devices and software versions: . .. ..... -... - ··- ·1 

. 0~ 03/2.005 · CN \ 
• Cisco Secure PIX firewa lls: 5 15 and 520 models running PIX OS 4.2.4, 4.2. 5, 4.4 .x and 5.1.x. _, ,-Mi . CORREIOS 

Note: PIX OS 5.0.x is not supported in CSPM . f~ h í'lo ~ 

'5 e, 9 O· 
f_10 C ___ __ 
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• Cisco routers: 1720, 2600, 3620, 3640, 7100 and 7200 running Cisco lOS software Versions 12.0(5)T. 12.0(7}T, 12.0(5)XE5 

Q. Who should use Cisco Secure Policy Manager 2.0? 

A. Cisco Secure Policy Manager 2.0 is an appropriate management solution for any enterprise-class or small-business network 

environment containing Cisco firewalls and/or Cisco VPN gateways. 

Q. How many devices can Cisco Secure Policy Manager administer? 

A. Cisco Secure Policy Manager 2.0 can effectively manage severa! hundred Cisco firewalls and VPN gateways. While the product 

has been tested with up to 500 devices, the exact number of supported devices depends on the following points: 

• The number o f managed devices 

• The number o f interfaces per device 

• The complexity of network topology (for example. meshed vs. hub-and-spoke) 

• The size and complexity of network policies and configurations 

• The power o f the host system running the CSPM application. 

Q. What future enhancements are planned for Cisco Secure Policy Manager? 

A. Future versions ofCSPM will provide enhancements to support additional Cisco security technologies such as intrusion-detection 

n rvices and user-based security policies. Additionally. integration with CiscoWorks2000 is planned for !ater in CY2000. 

Q. Can I use Cisco Secure Policy Manager to configure my existing Cisco lOS routers and Cisco Secure PIX firewalls in my 

network? 

A. Yes, CSPM enables a network administrator to manage existing Cisco security devices throughout the network. The existing 

Cisco devices within the network must be manually added to the CSPM system prior to defining and distributing policies to them. 

Using CSPM's built-in "wizards" simplifies and expedites this process. 

Q. Can Cisco Secure Policy Manager configure new Cisco firewalls and Cisco lOS routers within my network? 

A. Yes, CSPM enables a network administrator to configure newly installed Cisco firewalls- including Cisco Secure PIX firewalls 

and Cisco lOS firewalls-and VPN support in both Cisco Secure PIX firewalls and Cisco lOS routers throughout the network. The 

product is most appropriate in environments where new Cisco security devices are being deployed. 

Q. E>oes Cisco Secure Policy Manager offer any reporting capabilities on the security status o f my network? 

A. Yes, CSPM provides Web-based reports in graph and text format on the status ofsecurity policies and events within the network. 

These reports are quite basic and are based upon filtered syslog messages received from the managed devices. 

Q. Does Cisco Secure Policy Manager provide any alarms or alerts for abnormal security events within my network? 

A. Yes, CSPM provides an event-notification system for monitoring and logging Cisco firewall and VPN gateway events originating 

Q m within the managed network. This event- notification system is based on tracking and filtering syslog messages. The network 

administrator can define specific event filters and thresholds as well as the action that must be taken as a result o f the event (for 

example. logging, e-mail alert, audible alert. and executing a script}. 

Q. Does Cisco Secure Policy Manager provide any alarms or alerts for abnormal security events within my network? 

A. Yes. CSPM provides an event notification system for monitoring and logging Cisco firewall and VPN gateway events originating 

from within the managed network. This event-notification system is based on tracking and filtering syslog messages. The network 

administrator can define specific event filters and thresholds as well as the action that must be taken as a result o f the event (for 

example, logging, e-mail alert, audible alert, and executing a script). _ .............. ,~ 
~ ROS n° 03/2005 - CN 

Q. On what operating systems does Cisco Secure Policy Manager run? . CPMI _ CORREIOS 
A. CSPM 2.0 runs on Windows-based systems. The product can be installed in severa) modes. which will ct Jctate whic1oU~? 
systems are supported. \ Fls. N° _ _ _ _ _ 

Q. Does Cisco Secure Policy Manager offer any Web browser-based applications? 3 6 9 O 
A. Yes, CSPM provides Web-browser-based reports that are accessible from authorized clients running thes . lr.JOOJ.et browsers: 
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• Microsoft Internet Explorer 5.0 

• Netscape Navigator 4.x 

Q. Does Cisco Secure Policy Manager use a Web server for its Web-based reports? If so, which one? 

A. Yes, CSPM uses a Web server to provide its Web-based reports on security policy and status. The Web server that is embedded 

in the policy server is from Apache and does not require a separate installation process. 

Q. Can I use my existing Microsoft or Netscape Web server to run the reports within Cisco Secure Policy Manager? 

A. No, the Web-based reports within Cisco Secure Policy Manager are currently only supported by the Web server embedded within 

the policy management system. 

Q. Does Cisco Secure Policy Manager use a database? 

A. Yes, CSPM uses a proprietary object-oriented database that has been optimized and secured for use in the policy-based 

management system. The object schema employed within this database is consistent with the work being done within the Directory 

Enabled Networks (DEN) initiative. 

Q. Does Cisco Secure Policy Manager integrate with any directory services? 

A. No, Cisco Secure Policy Manager does not currently integrate with any network directories. However, future product releases 

will support network directories to provide enhanced policy management. · 

Q. Does Cisco Secure Policy Manager integrate with CiscoSecure access control servers? 

A. No, Cisco Secure Policy Manager 2.0 does not integrate with CiscoSecure access contrai server (ACS). However, Security 

Manager does allow a network security administrator to configure managed Cisco devices to interoperate with CiscoSecure ACS. 

Through simple command line-based configurations, CSPM can configure selected.Cisco routers and firewalls to access CiscoSecure 

servers for the appropriate authentication, authorization, and accounting (AAA) services. 

Q. Does Cisco Secure Policy Manager integrate with any certificate authority servers? 

A. Yes, Cisco Secure Policy Manager 2.0 provides very basic support for CA servers within a VPN network. CA servers can be 

added to the network topology so Cisco devices can identify and communicate with them to acquire a certificate for authentication 

purposes. Certificate information such as owner, signing authority, serial number, and supported time frame can be discovered for 

each supported device. CSPM provides support for CA servers by Entrust and VeriSign. 

Cisco 1700 Router VPN Module 

Q. What is the Cisco 1700 series? 

A. The Cisco 1700 series, which includes the Cisco 1720 and 1750 models, is a New World service, modular-access router for 

small- and medium-sized businesses and small branch offices. It delivers a rich, integrated package of routing, firewall, and VPN 

,. functions fo r Internet data and voice applications. The Cisco 1700 series, together with the VPN module and Cisco Secure 

V integrated software (formerly the Cisco lOS Firewall Feature Set), is the perfect IPsec-VPN solution for connecting small offices to 

other remate offices, mobile users, central-office intranets, or partner extranets. 

Q. What is the new 1700 VPN module and what does it do? 

A. The VPN module for Cisco 1700 series routers optimizes the platform for !Psec VPNs. The module not only accelerates the 

3DES and DES encryption algorithms used in IPsec, but also handles a variety o f other IPsec-related tasks-hashing, key exchange, 

and storage o f security associations. By doing so, the module frees the Cisco 1700 main processar and memory to perform other 

router, voice. and firewall functions. 

Q. What is the performance o f the 1700 VPN module? 

A. The VPN module accelerates IPsec (3DES) at speeds suitable up to a full-duplex Tl/E1 (4 Mbps for 1514-byte packets) . The module, 

together with the platform, supports as many as 100 encrypted tunnels for concurrent sessions with mobile us~R?JlWlr~~}~bÔ~· ·:·-CN 

Q. What are the key features of the 1700 VPN module? CPML · CORREIOS 

Fls. No l Ü 6 8 A. The key features o f the 1700 VPN module include the ability to: 

3 ô 9 O:· Public 
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• Accelerate IPsec at speeds suitable up to a full-duplex Tl/E1 (3DES, 4 Mbps, 1514-byte packets) 

• Deliver up to 100 concurrent sessions (IPsec tunnels) 

• Implement 3DES or DES for data protection 

• Support RSA Signatures and Diffie Hellman for authentication 

• Use SHA-1 or MD5 hashing algorithms for data integrity 

a. How does the Cisco 1700 with VPN module compare to Cisco 1700 with IPsec software alone? How about the Cisco 1600 and 

Cisco 800? 

A. The Cisco 1700 with IPsec software and no VPN module can achieve 300 Kbps with 256-byte packets (3DES). With the VPN 

module, the Cisco 1700 can deliver 3400 Kbps with the same packet sizes. The Cisco 1600 and Cisco 800 support DES encryption 

only (not 3DES) and reach speeds suitable for ISDN connections (128 Kbps). 

a. How does the Cisco 1700 with the VPN module fit within the product line of Altiga? 

A. The Cisco 1700 Series with the VPN module is a world-class router that delivers world-class WAN connectivity, voice, firewall 

protection, and IPsec tunnel serving. The Cisco 1700 Series may be deployed for VPNs for both site-to-site and limited 

remote-access (such as for connecting mobile users and telecommuters) applications. The Altiga solution provides a state-of-the-art 

VPN concentrator, VPN client and management system designed specifically for remate access, but it has limited routing, firewall, 

f - ' 'ld WAN capabilities. The Altiga solution is particularly suited for adding remote-access VPNs to legacy networks. The Cisco 1700 

~ries is best for the small-office environment, where integration is valued over a multiple box solution. 

a. Does the Cisco 1700 with VPN module interoperate with IPsec VPN solutions from other vendors? 

A. Though vendors are converging on the IPsec standard as well as standards for Public Key Infrastructure and digital certificates, 

many have implementations that contain proprietary features. As a consequence, interoperability may be limited. However, Cisco 

was instrumental in the development of IPsec, and continues to work with other industry participants to evolve the standard and 

improve vendar interoperability. 

a. What management tools are available that support configuration and monitoring o f the Cisco 1700 Series with VPN module? 

A. For management o f firewall and VPN features on the Cisco 1700 Series routers, Cisco ConfigMaker provides an easy-to-use 

graphical user interface (GUI) suitable for basic configuration and monitoring. Cisco Secure Policy Manager is a comprehensive 

management tool for large-scale deployments. The Cisco 1700 Series routers with VPN module are also supported in 

Cisco Works2000 Cisco View. 

a. Is the VPN module supported on ali Cisco 1700 models? 

A. Yes. The VPN moduleis supported on the Cisco 1720 and Cisco 1750, Cisco 1750-2V, and Cisco 1750-4V. 

,...-.a. How is the VPN module installed? 

~ j The VPN module fits in the expansion slot inside the chassis. Although the module itself can be used in any Cisco 1700 model, 

~e Cisco 1720 requires a different retention clip than the Cisco 1750 does. (See "Installing the Cisco 1700 Series Encryption 

Module.") 

a. Does the VPN module support IP compression? 

A. When the VPN module is enabled, IP compression is disabled on the Cisco 1700 Series. IP compression is touted by some 

vendors, but the benefits are typically negligible for the small-branch office environment. 

IPsec adds 42 bytes to the length o f any IP packet. This addition results in fragmentation for packets originally near the maximum 

(1514 bytes) . The module for the Cisco 1700 Series encrypts large packets so quickly, the process time o f a large packet and fragment 

is negligibly longer than the process time of one compressed large packet. In other words, for the Cisco 1700 routers themselves, 

compression is not expected to provide great benefits. Customers have the option of eliminating fragmentation by reducing the 

maximum packet size to about 14 72 bytes. 
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When the VPN moduleis disabled, IP compression and IPsec operations may be performed using the IPsec softwar~nd mainj 

processar, but overall performance will degrade (300 Kbps with 256-byte packets). 

Q. Does the Cisco 1750 with VPN module support both lPsec and Voice over IP? 

A. The Cisco 1750 with VPN module can support data traffic over an lPsec tunnel and simultaneously convey voice traffic using 

standard IP. Voice traffic over an lPsec tunnel on the Cisco 1750 is not supported on initial release-Cisco lOS 12.1 (1)XX-but is 

planned for a future release. 

Q. Does the VPN module support process switching, fast switching, and Cisco express forwarding (CEF)? 

A. The VPN module does support process switching and fast switching, but it does not currently support CEF. 

Q. What software options are available for the VPN module? 

A. The VPN moduleis supported on releases 12.1 (1)XX, 12.1 (2)T and !ater o f the Cisco 1700 Series lOS software. IPsec 3DES 

software contains ali the lPsec features of Cisco 1700 Series lOS software and supports both 3DES and DES (56-bit). IPsec 56 

software includes the same set o f IPsec features, but only supports DES (56-bit). For example, Cisco 1700 Series lOS IP Firewall 

Plus lPsec 3DES software for 12.1 (2)T includes the full IPsec package, 3DES and DES, firewall, and plus features . 

A Cisco 1700 Series router with a VPN module installed will run with any feature set for the Cisco 1700 Series lOS software 

a\ -- H(l)XL. 12.1(2)T and !ater) , but the module is .only used with IPsec feature sets. For example, Cisco 1700 Series lOS IP only 

'-•'-Jltware for 12.1 (2)T will run on a Cisco 1700 Series router with the VPN module installed, but it will not be enabled for lPsec 

and will not exploit the features o f the VPN module. 

Additional New Product lnformation 

Q. Where can I find additional information on the Cisco VPN strategy and products? 

A. For more information, review the Cisco VPN Web site at http://www.cisco.com/go/evpnl. 
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CISCO SVSTEMS 

Cisco IDS 4200 Series Sensors 

Cisco integrated network security solutions enable organizations to protect 

productivity gains and reduce operating costs. 

The Cisco IDS 4200 Series sensors are used 

in the Cisco Intrusion Protection System. 

These intrusion detection system sensors 

work in concert with the other components 

to efficiently protect your data and 

information infrastructure. With the 

increased complexity o f security threats, 

achieving efficient network intrusion 

security solutions is criticai to maintaining a 

high levei o f protection. Vigilant protection 

ensures business continuity and minimizes 

the effect o f costly intrusions. 

Additionally, Cisco's flexible deployment 

options allow businesses to minimize the 

total cost o f ownership o f their IDS 

deployments by delivering: 

o unprecedented price/performance ratios 

o the ability to simultaneously protect 

multiple network subnets through the 

support for multiple sniffing interfaces, 

thereby delivering up to five sensors 

in one 

o a wide array o f performance options 

o investment protection by delivering 

modular, upgradable components 

o support for multi-VLAN traffic 

o embedded web-based management 

solutions packaged with the IDS sensors 

Please refer to Table 1 for information on 

the characteristics o f the Cisco IDS 4200 

Series Sensors. 

Cisco Systems. Inc. 

For details on the complete Cisco 

Intrusion Protection System, go to 

http://www.cisco.com/go/ids. 

Deploying the Cisco. IDS 4200 

Series Sensors 

The Cisco IDS 4200 Series includes four 

products: the Cisco IDS 4215 , IDS 4235, 

IDS 4250 and IDS 4250-XL sensors. The 

Cisco IDS product line delivers a broad 

range o f solutions that allow easy 

integration into many different 

environments, including enterprlse and 

service provider environments. Each senso r 

addresses the bandwidth requirementS at' 

one o f severa! speeds, from 80. Mbps to ' 

gigabits per second. 

The Cisco IDS 4215 can monitor up to 

80 Mbps oftraffic and is s'uitabléfór Tl/El 

and T3 environments. Additionlllly, 

multiple sniffing interfaces are süpported 

on the IDS-4215 which allow the ability 

to simultaneously protect multiple subnets, 

thereby delivering five sensors in a 

single unit. 

At 250 Mbps, the Cisco IDS 4235 can be 

deployed to provide protection in switched 

environments, on muiÜple T3 subnets, a nd 

with the support of 10/100/1000 interfaces 

it can also be deployed on partially utilized 

gigabit links., - •• ..,..""'.,_,, 
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The Cisco IDS 4250 supports a 500 Mbps speed and can be used to protect gigabit subnets and traffic traversing 

switches that are being used to aggregate traffic from numerous subnets. In addition, the Cisco IDS 4250 provides 

the tlexibility to accommodate a simple hardware upgrade to scale to fullline-rate gigabit performance. 

At 1 Gbps, the Cisco IDS 4250-XL provides unprecedented performance by providing customized hardware 

acceleration to protect fully-saturated gigabit links as well as multiple partially-utilized gigabit subnets. 

As shown in Figure 1, sensors can be placed on almost any network segment o f the enterprise-wide network where 

security visibility is required. 

Please refer to Table 2 for ordering information for the Cisco IDS 4200 Series Sensors. 

Figure 1 

Deployment Scenarios for the 4200 Series Appliance Sensors 

Corporate 
Remate User 

Service Provider. Partners. 
Vendors ar Remate Office 

Public Internai 

Internai Services 

Cisco Systems. Inc. 3 6 9 Q· 
Ali con tenls are Copyrighl © 1992- 2003 Cisco Systems. Inc. Ali righls reserved. Importam Nolices and Pri vl yQ.QÇro""e'""ni'-----­

Page 2 of 11 

• ,, .. .... 



c 

Product Specifications 

Table 1 Characteristics of Cisco lOS 4215, 4235, 4250, and 4250-XL Sensors 

Performance 80 Mbps 

Standard monitoring 10/100BASE-T x 
interface 

Standard command 10/100BASE-Tx 
and control interface 

Optional interface 

Performance 
upgradable 

Form factor 

Four 10/100BaseTx 
(4FE) sniffing 
interfaces (allowing 
a total of 5 sniffing 
interfaces). 

No 

One rack unit 

Advanced protection algorithms 

Stateful pattern 
recognition 

Protocol parsing 

Heuristic detection 

Anomaly detection 

Attack protection 

Sweeps or floods 

Denial-of-service 
(DoS) mitigation 

Worms or viruses 

Common gateway 
interface (CGI) or 
WWW attacks 

Buffer overflow 
protection 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

250 Mbps 500 Mbps 1000 Mbps 

10/100/1000BASE-TX 10/100/1000BASE-TX Dual 1000BASE-SX 
interface with MTRJ 

10/100/1000BASE-TX 10/100/1000BASE-TX 10/100/lOOOBASE-TX 

Four 10/100BaseTx 
(4FE) sniffing 
interfaces (allowing 
a total of 5 sniffing 
interfaces). 

No 

One rack unit 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

-1000BASE-SX 
(fiber) 

-Four 10/100Base T x 
(4FE) sniffing 
interfaces (allowing 
a total of 5 sniffing 
interfaces). 

Yes 

One rack unit 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

lOOOBASE-SX (fiber) 

No 

One rack unit 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

1!1) 7 5 
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Table 1 Characteristics of Cisco IDS 4215, 4235, 4250, and 4250-XL Sensors 

Remote-procedure 
call (RPC) attack 
detection 

IP fragmentation 
attacks 

Internet Contrai 
Message Protocol 
(ICMP) attacks 

Simple Message 
Transfer Protocol 
(SMTP), Sendmail, 
Internet Message 
Access Protocol 
(IMAP), or Post 
Office Protocol (POP) 
attacks 

File Transfer 
Protocol (FTP), 
Secure Shell 
Protocol (SSH). 
Telnet, and rlogin 
attacks 

Domain Name 
System (DNS) 
attacks 

TCP h~acks 

Windows or NetBios 
attacks 

TCP application 
protection 

BackOrifice attacks 

Network Timing 
Protocol (NTP) 
attacks 

Customizab le 
signatures using 
Signature 
Micro-Engine 
technology 

Automated 
signature updates 

Cisco lOS 4215 Cisco lOS 4235 

Yes Yes 

Yes Yes 

Yes Yes 

Yes Yes 

Yes Yes 

Yes Yes 

Yes Yes 

Yes Yes 

Yes Yes 

Yes Yes 

Yes Yes 

Yes Yes 

Yes Yes 

Cisco Systems. Inc. 

Cisco lOS 4250 Cisco lOS 4250·XL 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 
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Table 1 Characteristics of Cisco lOS 4215, 4235, 4250, and 4250-XL Sensors 

Cisco IDS 4215 Cisco IDS 4235 Cisco IDS 4250 Cisco IDS 4250-XL 

Alarm Yes Yes Yes Yes 
summarizat ion 

Support for 802.1 q Yes Yes Yes Yes 
traffic 

P2P I file sharing Yes Yes Yes Yes 
detection techniques 

Secure communication 

IP Security (IPSec) or Yes Yes Yes Yes 
Secure Sockets 

c Layer (SSL) between 
•. 

sensor and 
management 
console 

Encrypted signature Yes Yes Yes Yes 
packages 

SSH for remate Yes Yes Yes Yes 
administration 

Serial Contrai Yes Yes Yes Yes 
Protocol (SCP) 
support for secure 
file transfer 

IDS evasion protection 

IP fragmentation Yes Yes Yes Yes 
re-assembly 

TCP stream Yes Yes Yes Yes 
re-assembly 

Unicode Yes Yes Yes Yes 

c deobfuscation 

Active response actions 

Router Yes Yes Yes Yes 
access-control-list 
(ACL) modifications 

Firewall policy Yes Yes Yes Yes 
modifications 

Switch ACL Yes Yes Yes Yes 
modifications 

Session termination Yes Yes Yes Yes 

via TCP resets 

IP session logg ing or Yes Yes Yes ·-~ e ~,pon~J<';l~ ... ;;..:.·;; -~ 
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V I-l - vv "''-' '-' '-' 

Cisco Systems, Inc. Fls. J077 
Ali contents are Copyright © 1992- 2003 Cisco Systems, Inc. Ali ri ghts reserved. lmportant Notices and Privacy c atement. 

Page 5 of 11 3 6 9 o ..•. -· 
Doc. 

?. 



Table 1 Characteristics of Cisco lOS 4215, 4235, 4250, and 4250-XL Sensors 

Cisco IDS 4215 Cisco IDS 4235 Cisco IDS 4250 Cisco IDS 4250-XL 

Active notification actions 

Alarm d isplay Yes Ves Ves Yes 

E-mail alerts Yes Yes Yes Yes 

E-page alerts Yes Yes Yes Yes 

Customizable script Ves Ves Yes Yes 
execution 

Multi pie alarm Yes Yes Yes Yes 
destinations 

Third-party tool Ves Ves Yes Yes 
integration 

lOS active update Ves Yes Ves Yes 
bulletins 

Administration 

Web user interface Yes Ves Yes Yes 
(Secure Hypertext 
Transfer Protocol 
[HTTPS]) 

Command-line Yes Yes Yes Yes 
interface (CU) 
(console) 

CU (Telnet or SSH) Yes Yes Ves Yes 

CiscoWorks VPN Ves Yes Ves Yes 
Security 
Management 
Solution (VMS) 
support 

c High availability 

Redundam power No Yes Yes Yes 
supply 

Failure detection 

Monitoring link Yes Ves Yes Ves 
failure detection 

Communications Yes Yes Ves Yes 
fai lure detection 

Services failure Ves Ves Yes Yes 

detection 

Device failure Yes Yes Yes Ves 

detection 
_,-r.z:or,.........., ';:1 i r-) r'· ·'< ,, o rl'l /'11"ln l! ... w -• ,.~w v 
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Table 1 Characteristics of Cisco lOS 4215, 4235, 4250, and 4250-XL Sensors 

Cisco IDS 4215 Cisco IDS 4235 Cisco IDS 4250 

Height 1,7 in , (4.37 em) 1.67 in. (4.24 em) 1.67 in. (4.24 em) 

Width 16.8 in. (42.72 em) 17.6 in. (44.70 em) 17.6 in . (44.70 em) 

Depth 11.8 in. (29.97 em) 27.0 in. (68.58 em) 27.0 in. (68.58 em) 

Weight 11.5 lb (4 .11 kg) 35 lb (15.88 kg) 35 lb (15.88 kg) 

Rack-mountable Yes Yes Yes 

Power 

Autoswitching 100V to 240V AC 110-220 VAC 110-220 VAC 

Frequency 50 to 60Hz 50-60Hz 50-60Hz 

Operating current 1.5A 2.7A at 115V 2.7A at 115V 

1.3A at 220V 1.3A at 220V 

Operating environment 

Operating +5°C to +40°C 10 to 35°C (50 to 10 to 35°C (50 to 
temperature (+4 1°F to + 104°F) 95°F) 95°F) 

Nonoperating -zsoc to +701/4°C -40 to 65°C (-40 to -40 to 65°C (-40 to 
temperature (-1 3F to + 1 581WF) 149°F) 149°F) 

Operating relative 5 to 95% 8 to 80% 8 to 80% 
humidity (noncondensing) (noncondensing) (noncondensing) 

Nonoperating 5 to 95% 5 to 95% 5 to 95% 
relative humidity (noncondensing) (noncondensing) (noncondensing) 

Heat dissipation 410 Btu/hr 983 Btu/hr 983 Btu/hr 
(most severe case (full power usage (maximum) (maximum) 
with full power (65W)) 
usage) 

Note: 

• This 80-Mbps performance for the Cisco IDS 4215 is based on the following conditions: 

- 800 new TCP connections per second 

- 800 HTTP transactions per second 

- Average packet size of 445 bytes, 

- Running Cisco IDS 4.0 Sensor Software 

• This 250-Mbps performance for the Cisco IDS 4235 is based on the following conditions: 

- 3000 new TCP connections per second 

- 3000 HTTP transactions per second 

Cisco IDS 4250-XL 

1.67 in. (4.24 em) 

17.6 in . (44.70 em) 

27.0 in . (68.58 em) 

35 lb (15.88 kg) 

Yes 

110-220 VAC 

50-60Hz 

2.7A at 115V 

1.3A at 220V 

10 to 35°C (50 to 
95°F) 

-40 to 65°C (-40 to 
149°F) 

8 to 80% 
(noncondensing) 

5 to 95% 
(noncondensing) 

983 Btu/hr 
(maximum) 

- Average packet size of 445 bytes 

I ~'~os ·,,o o3t20os - cN 
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- Running Cisco IDS 4.0 Sensor Software 

• This 500-Mbps performance for the Cisco IDS 4250 is based on the following conditions: 

- 5000 new TCP connections per second 

- 5000 HTTP transactions per second 

- Average packet size of 445 bytes 

- Running Cisco IDS 4.1 Sensor Software 

• This 1000-Mbps performance for the Cisco IDS 4250-XL is based on the following conditions: 

- 5000 new TCP connections per second 

- 5000 HTTP transactions per second 

- Average packet size of 595 bytes 

- Running Cisco IDS 4.0 Sensor Software 

Regulatory Compliance 

• EMC-FCC (CFR 47 Part 15) Class A, CISPR 22 Class A, EN 55022 Class A, EN 55024, EN61000-3-2, 

EN61000-3-3, VCCI Class A, AS/NZS 3548 Class A, CE marking 

• Safety UL 60950, CSA 22.2 No.60950, IEC 60950, EN 60950, AS/NZS 3260, CE marking. 

Table 2 Ordering lnformation for the Cisco lOS 4200 Series Sensor 

Product number Product description 

IDS-4215-K9 Cisco IDS 4215 Sensor (chassis, software, SSH, 2 onboard 10/100BASE-Tx interfaces 
with RJ-45 connector), 80-Mbps 

IOS-4215-4FE·K9 Cisco lOS 4215 Sensor (chassis, software, SSH, 2 onboard 10/100BASE-Tx interfaces 
with RJ-45 connector plus 4FE interface card), 80-Mbps 

IOS-4235-K9 Cisco lOS 4235 Sensor (chassis, software, SSH, 10/100/1000BASE-T with RJ-45 
connector) 

IOS-4250-TX-K9 Cisco lOS 4250 Sensor (chassis, software, SSH, 10/100/1000BASE-T with RJ-45 
connector) 

IOS-4250-SX-K9 Cisco lOS 4250 Sensor (chassis, software, SSH, 1000BASE-SX with SC connector) 

IOS-4250-XL-K9 Cisco lOS 4250-XL Sensor (chassis, software, SSH, hardware accelerator, with dual 
1000BASE-SX and MTRJ connectors) 

IOS-X L-INT = Cisco lOS Accelerator Card with dual 1000BASE-SX interfaces and MTRJ connectors 

IOS-4250-SX-INT = 1000BASE-SX monitoring interface with SC connector 

IOS-4FE-INT = Spare 4FE (10/100 BaseTx) sniffing interfaces for 4215, 4235, & 4250 

IOS-PWR= Spare power supp ly for the Cisco lOS 4235 and 4250 sensors 

lOS-SCSI= Spare Small Computer Systems Interface (SCSI) hard disk drive for Cisco lOS 4250 
Senso r 

~.:.. ... ~~-· :;;.;".~;·, 

IDS-RAIL-2= Two post rail k its for the Cisco IDS 4235 and 4250 sensor pl ~fft(G~~n 03/2005 • CN 
- . ~ -. -

IDS-RAIIA= Four post rail kits for the Cisco IDS 4235 and 4250 sensor p ;ah6~rns • \.JUt'\Kl:::IU::; 
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Table 2 Ordering lnformation for the Cisco lOS 4200 Series Sensor 

Product number Product description 

CON-SNT-IDS4215XK Cisco SMARTnet support 8 x 5 x NBD (Cisco IDS 4215-K9) 

CON-SNTE-IOS4215XK Cisco SMARTnet support 8 x 5 x 4 {Cisco lOS 4215-K9) 

CON-SNTP-IOS4215XK Cisco SMARTnet support 24 x 7 x 4 {Cisco lOS 4215-K9) 

CON-OS-IOS4215XK Cisco SMARTnet Onsite support 8 x 5 x NBO (Cisco lOS 4215-K9) 

CON-OSE-IOS4215XK Cisco SMARTnet Onsite support 8 x 5 x 4 (Cisco IDS 4215-K9) 

CON-OSP-IOS4215XK Cisco SMARTnet Onsite support 24 x 7 x 4 (Cisco lOS 4215-K9) 

CON-SNT-IOS4215-4FEXK Cisco SMARTnet support 8 x 5 x NBO (Cisco lOS 4215-4FE-K9) 

CON-SNTE -IOS4215-4FEXK Cisco SMARTnet support 8 x 5 x 4 (Cisco lOS 4215-4FE-K9) 

CON-SNTP-IOS4215-4FEXK Cisco SMARTnet support 24 x 7 x 4 (Cisco lOS 4215-4FE-K9) 

CON-OS-IOS4215-4FEXK Cisco SMARTnet Onsite support 8 x 5 x NBO (Cisco lOS 4215-4FE-K9) 

CON-OSE-IOS4215-4FEXK Cisco SMARTnet Onsite support 8 x 5 x 4 (Cisco lOS 42·15-4FE•K9) 

CON-OSP-IOS4215-4FEXK Cisco SMARTnet Onsite support 24 x 7 x 4 (Cisco lOS 4215-4FE-K9) 

CON-SNT-IOS4235K9 Cisco SMARTnet support 8 x 5 x NBO (Cisco IDS 4235) 

CON-SNTE-IOS4235K9 Cisco SMARTnet support 8 x 5 x 4 (Cisco lOS 4235) 

CON-SNTP-IOS4235K9 Cisco SMARTnet support 24 x 7 x 4 (Cisco lOS 4235) 

CON-OS-IOS4235K9 Cisco SMARTnet onsite support 8 x 5 x NBO (Cisco lOS 4235) 

CON-OSE-IOS4235K9 Cisco SMARTnet onsite support 8 x 5 x 4 (Cisco lOS 4235) 

CON-OSP-IOS4235K9 Cisco SMARTnet onsite support 24 x 7 x 4 (Cisco IDS 4235) 

CON-SNT-IOS4250TK Cisco SMARTnet support 8 x 5 x NBO (Cisco lOS 4250-TX) 

CON-SNTE-IOS4250TK Cisco SMARTnet support 8 x 5 x 4 (Cisco lOS 4250-TX) 

CON-SNTP-IOS4250T Cisco SMARTnet support 24 x 7 x 4 (Cisco lOS 4250-TX) 

CON-OS-IDS4250TK Cisco SMARTnet onsite support 8 x 5 x NBO (Cisco lOS 4250-TX) 

CON-OSE -I OS4250TK Cisco SMARTnet onsite support 8 x 5 x 4 Cisco (lOS 4250-TX) 

CON-OSP-IOS4250TK Cisco SMARTnet onsite support 24 x 7 x 4 (Cisco lOS 4250-TX) 

CON-SNT-IOS4250SK Cisco SMARTnet support 8 x 5 x NBO Cisco (lOS 4250-SX) 

CON-SNTE-IDS4250SK Cisco SMARTnet support 8 x 5 x 4 (Cisco lOS 4250-SX) 

CON-SNTP-IOS4250SK Cisco SMARTnet support 24 x 7 x 4 (Cisco lOS 4250-SX) 

CON-OS-IOS4250SK Cisco SMARTnet onsite support 8 x 5 x NBO (Cisco lOS 4250-SX) 

CON-OSE-IOS4250SK Cisco SMARTnet onsite support 8 x 5 x 4 (Cisco lOS 4250-SX) 

CON-OSP-IOS4250SK Cisco SMARTnet onsite support 24 x 7 x 4 (Cisco IDS 4250-SX) 

CON-SNT-IOS4250XK Cisco SMARTnet support 8 x 5 x NBO Cisco (lOS 4250-XL) 

CON-SNTE-IOS4250XK Cisco SMARTnet support 8 x 5 x 4 (Cisco lOS 4250-XL) 

CON-SNTP-IOS4250XK Cisco SMARTnet support 24 x 7 x 4 (Cisco lOS 4250-XL) 

CON-OS-IOS4250XK Cisco SMARTnet onsite support 8 x 5 x NBO (Cisco lOS 4250-XL) 

CON-OSE-IOS4250XK Cisco SMARTnet onsite support 8 x 5 x 4 (Cisco lOS 4250-XL) 

CON-OSP-IDS4250XK Cisco SMARTnet onsite support 24 x 7 x 4 (Cisco lOS 4250-XL) 

Cisco Systems. Inc. FI . i\JO 
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Table 2 Ordering lnformation for the Cisco IDS 4200 Series Sensor 

Product number Product description 

CON-SNT-IDS4FE 

CON-SNTE-IDS4FE 

CON-SNTP-IDS4FE 

CON-OS-IDS4FE 

CON-OSE-IDS4FE 

CON-OSP-IDS4FE 

CON-SNT-IDSXL 

CON-SNTE-IDSXL 

CON-SNTP-IDSXL 

CON-OS-IDSXL 

· CON-OSE-IDSXL 

CON-OSP-IDSXL 

Export Considerations 

Cisco SMARTnet support 8 x 5 x NBD {IDS-4FE-INT =) 

Cisco SMARTnet support 8 x 5 x 4 (IDS-4FE-INT =) 

Cisco SMARTnet support 24 x 7 x 4 (IDS-4FE-INT =) 

Cisco SMARTnet onsite support 8 x 5 x NBD (IDS-4FE-INT =) 

SMARTnet onsite support 8 x 5 x 4 (IDS-4FE-INT =) 

SMARTnet onsite support 24 x 7 x 4 {IDS-4FE-INT =) 

Cisco SMARTnet support 8 x 5 x NBD {IDS-XL-INT =) 

Cisco SMARTnet support 8 x 5 x 4 {IDS-XI.:-INT =) 

Cisco SMARTnet support 24 x 7 x 4 {IDS-Xl:INT=) 

Cisco SMARTnet onsite support 8 x 5 x NBD (IDS-XI.:-INT =) 

SMARTnet onsite support 8 x 5 x 4 (IDS-XL-INT =) 

SMARTnet onsite support 24 x 7 x 4 {IDS-XI.:-INT =) 

The Cisco IDS 4200 Series sensors are subject to export contrais. Refer to the export compliance Web site for 

guidance at: http://www.cisco.com/wwl/export/crypto/. 

For specific export questions, contact export@cisco.com. 

Additional lnformation 

For more information about the Cisco Intrusion Protection System, go to: http://www.cisco.com/go/ids 

For more information about the CiscoWorks VMS Solutions (IDS management), go to: http://www.cisco.com/go/vms 
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Q&A 

General Concepts 

Q. What is the Cisco Secure Intrusion Detection System, formerly known as NetRanger™ ? 

A. Network intrusion detection is a process that identifies and responds to misuse or policy violations on a network. By placing Sensor .. 
devices at determined points on the network, network traffic is monitored and compared against pattems or "signatures" that represent 

suspicious activity, misuse, or actual attacks. The Sensor can send alerts to the Director, a security management system, and, under appropriate 

circumstances, send commands directly to network equipment such as routers and firewalls, reconfiguring them to deny access to the attacker. 

The system automatically and quickJy responds in a user-defined manner to send an alert or take immediate action. 

Q. What is the difference between network-based and host-based intrusion detection? 

A. Host-based intrusion detection monitors activity on a single system while network-based intrusion detection monitors ali activity over a 

given network connection or segment. Host-based intrusion detection systems are used to protect criticai network servers or other individuai 

systems containing sensitive information. The implementation of these systems is in the form of small clients or appiications. Host-based 

systems require the use o f a host server's system resources-disk space, RAM, and CPU time, and it impacts system performance. lntrusions 

are detected by analyzing operating system audit trails, application audit trails, and other system activity. Host-based intrusion detection 

systems are ideal i f a limited number o f criticai servers must be protected, but they do not scale well i f enterprise-wide solutions are needed. 

Network-based intrusion detection systems are used to monitor activity on a specific network segment. Whereas a host-based intrusion 

detection system resides on a workstation and shares CPU with other user applications, a network-based solution is a dedicated platform. 

Network-based intrusion detection systems perform a rule-based or expert system analysis of traffic using parameters set up by the security 

manager, and the signatures, which flag suspicious or attack activity. The systems analyze network packet headers to make security decisions 

based on source, destination, and packet type. They also analyze packet data to make decisions based on the actual data being transmitted. 

These systems scale well for network protection because the number of actual workstations, servers or user systems on the network is not 

critical-the amount o f traffic is what matters. In addition, sensors placed around the globe can be configured to report back to a central si te, 

enabling a small team o f security experts to support a large enterprise. The Cisco Secure lntrusion Detection System, a network-based 

intrusion detection system provides network admini strators with enhanced security technology and capabilities to secure their networks. 

Q. How does the Cisco Secure Intrusion Detection System (IDS) fit into the Cisco end-to-end security strategy? 
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Copyright © 1998 C isco Systems, Inc. Ali Rig hts Reserved . 

Page I o f 7 

Cuco SYSTEMS 

® 

0~-----·::J 

ROS n° 03/2005 - CN 
CF:Ml CORREIOS 

-Fls. NÍ O 8 5 
369G 

Doc. ____ _ 



/ 

\~~~{\ 
A. As the dynamic security component o f the Cisco end-to-end security product line-which includes fir~ . ption, authentication, 

and active audit-intrusion detection enables customers to monitor users in nearly ali network traffic or activity. At the sign of suspicious 

activity, the Cisco Secure IDS responds in real time according to the designated security policy. When used in conjunction with firewalls, 

encryption, authentication, and aclive audit, the system allows customers to build and operate secure electronic business environments. 

Q. How does the Cisco Secure IDS differ from firewalls? 

A. The Cisco Secure IDS complements firewalls and other security devices. The firewall's function is access control, integrity, and enforcing 

security policy. If someone attempts a violation, the Cisco Secure IDS dynamically responds to the security policy violations and eliminares 

unauthorized activity in real time. The active audit capabilities o f the Cisco Secure IDS provi de an excellent complement to firewalls, much 

like burglar alarms and motion detectors complement physical access controls such as door locks and window bars. 

Misuse is often perpetuated by a company's own employees or hackers masquerading as trusted users. The Cisco Secure IDS provides the 

ability to monitor network-related traffic from these trusted users to preveni network breaches from inside as well as outside the company. 

Q. How does the Cisco Secure IDS work with firewalls, and where are Sensors typically located relative to a firewall? 

A. The Cisco Secure IDS works with firewalls, but currently does not directly communicate with them. Sensors can be placed "behind" a 

firewall (such as between the protected network and the firewall), or "in front" of a firewall (such as between the firewall and the perimeter 

router). In ali implementations, the Sensor is monitoring via a promiscuous tap on the tine and DOES NOT constitute a point o f failure i f the C device stops operating. 

The most common location for the Sensor is in front of the firewall. In this position the Sensor can monitor not only outbound traffic, but 

activity that would be blocked by the firewall. Seeing ali the activity targeting the protected network provides information for security 

operators to adjust policies and security products to best protect the network. 

Sensors are usually only placed behind a firewall to ensure trusted user traffic coming through the firewall complies with security policy and 

to verify the firewall is properly blocking inbound traffic. While the Sensor can see ali packets ftowing out o f the local network, it can only 

see inbound packets allowed by the firewall policy. 

Q. Where, besides Jocations that already contain firewalls, would I place a Sensor? 

A. There are two generally accepted locations for an intrusion detection sensor-the network perimeter and the internai network. The perimeter 

includes ali Internet access points, where a firewall is traditionally situated. However, intrusion detection may be justas important to your security 

policy in other access points, such as the network side o f a modem pool o r at business- partner network connections, where firewall 

implementations are less common. Sensors may be installed on any network segment that is criticai to your enterprise operation. For example, a 

link between engineering and finance departments can be monitored to ensure that your corporate security policy is enforced and that criticai 

resources, such as sensitive data storage or Web service are protected. The Cisco Secure IDS can scale to meet your needs so that as the network 

grows, additional sensors can be installed to provide a secure solution. c; Q. How does the Cisco Secure IDS operate in a switched environment? 

A. In its current appliance form, the Cisco Secure IDS Sensor can be placed on the switch SPAN port to monitor network traffic. Implemented 

in this way, the Sensor can monitor any virtual LAN segment that has been configured in the switch to be copied to the SPAN port. 

Q. Does the Cisco Secure IDS still work i f the network traffic is encrypted (for example, IPSec, and SSL)? 

A. The Cisco Secure JDS Sensor analyzes both packet header information and packet data information to determine i f suspicious activity is 

occurring. Encryption algorithms encrypt the data portion of the packet for confidentiality. Since it can only process what it can "see," the 

Senso r can not detect attacks that require inspection o f the payload o r data fields within a packet. It will , however, still alarm and respond to 

attacks , which are detected from the unencrypted packet header information. Ali network-based intrusion detection systems suffer this 
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problem. Therefore, in networks carrying encrypted traffic, Sensor placement is critica!. To use their full in sio~e&cti~ pability, the 

Cisco Secure IDS Sensor~ should be installed where the traffic has already been decrypted. Otherwise, th Senso: ~~ace on an 

encrypted segment and wiii detect ali but the packet data or payload-based attacks. \~\ ~ J' \ 
. í\ 

Architecture 
1
• . • ' 

' '~ . 
Q. What is the Cisco Secure IDS architecture? 

A. The Cisco Secure IDS comprises o f at least one Director and one or more Sensors. Cisco Secure IDS Sensors in distinct network locations 

protect enterprise-wide TCP!IP networks by detecting, responding to, and reporting unauthorized activity. Directors collect incoming Sensor 

data, translate it, and present it to security personnel in an intuitive, map-oriented graphical user interface. Directors also allow security 

personnel to manage configurations of remo te Sensors. Directors can also manage Sensor data by exporting it to third-party relational 

databases. The Sensors in the base package can perform TCP resets on sessions exhibiting suspicious activity. Cisco offers an optional 

software package for each Sensor, called device management, which can dynamically change access controllists (ACLs) on Cisco routers to 

block suspicious activity. 

Q. What is the rationale behind this architecture? 

A. The response times o f an intrusion detection system can vary considerably depending on many factors. Since the Cisco Secure IDS uses 

~nd communications to the Director, it is subject to normal network lag. Therefore, Cisco's philosophy has been to place the "intelligence" 

~__;esponse (the Cisco Secure IDS Sensors) in locations where it can respond most effectively. By placing a Sensor physically dose to the 

routers it is communicating with, and in front o f the network it is protecting, the Sensor can quickly perform resets and shuns to protect its 

network. Alarm transmissions to the Director and operator, while still important, are a secondary consideration. The Sensor typically responds 

in fractions o f a second, while an operator can take minutes leaving a window for the attacker to cause problems. 

Q. What types of suspicious activities does the Cisco Secure IDS detect? 

A. The Cisco Secure Intrusion Detection System engine uses a signature recognition methodology, which can be context and content 

oriented. Context-oriented attack signatures consisto f known network service vulnerabilities that can be detected by inspecting packet 

headers. These include SATAN, TCP Hijacking, and IP spoofing attack pro files. Content-oriented signatures require the inspection of the 

payload or data fields within a packet to determine i f an attack or policy violation has occurred at the application levei. 

These include e-mail and Web attack profiles for example. 

Cisco Secure IDS signatures can be grouped into three categories: 

• Name Attacks-those with specific names such as Smurf and PHF. 

• General Category Attacks-attacks with many variations, but based on the same basic exploit, such as out-of-band data (Teardrop) or IP 

fragmented packets. This simplifies signature management and provides perpetuai protection against new attack variations, which would 

otherwise go undetected. 

Q rraordinary Attacks-extremely complex signatures such as Simplex-Mode TCP hijacking, Loki, or e-mail Spam. 

The Cisco Secure IDS also enables customers to create customized character string matching signatures to meet specific operational or 

business requirements. For example, XYZ Corporation could easily configure the Cisco Secure IDS to send an alarm on and eliminate any 

connection that transmits the phrase "XYZ Confidential" in e-mail or FTP. 

Q. Will the Cisco Secure IDS detect attacks i f the hacker uses signatures not in the signature database? 

A. It depends upon the type o f attack, but in most cases they will be detected. Hackers can rarely, i f ever, break in to systems and use signatures 

that will not be recognized by the Cisco Secure lOS. The Cisco Secure lOS is optimized to detect the reconnaissance and probing efforts of 

hackers, typically precursors to an actual attack. Mosto f the General Category signatures are developed for just this purpose-to detect 

common variations on a system exploit. 

Q. Can ' t the user customize the product and add their own signatures as well? 
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A. Customers can define custam string-match signatures. Cisco Secure IDS users can easily develop custo ~tri~-b .· res for 

immediate defense from certain attacks. This same capability can be used to search for data unique to the custam~·- . t. For example, 

XYZ Corporation could easily configure the Cisco Secure IDS to alarm on and eliminate any connection that transmits the phrase "XYZ 

Confidential" in e-mail or FTP. 

Q. How secure is the system itself from attack? 

A. The Cisco Secure IDS Sensor is built to protect it itself from attack. To start, only services required by the Sensor are enabled. Second, 

TCP wrappers ensure that communication is allowed only with the Director. Third, the Sensor detects attacks across the monitored segment 

including any that may be directed at it. And, finally, the Sensor can be "invisible" to the network when its monitoring interface is in 

promiscuous mode, and its command and contrai interface is assigned to a dedicated router interface or connected in to the protected network 

behind a firewall. The Director was designed to be placed on a trusted network and therefore only uses standard operating system and 

application-level security. The Director could be configured with third party products to use certificates for authentication during console log 

on. lt should be placed on a network segment that is either directly or indirectly monitored by a Sensor for optimum protection. 

Q. ls the information passed between the Sensor and Director encrypted and authenticated? 

A. The Cisco Secure IDS does not currently support Senso r to Director encryption, but relies on router-to-router IPSec encryption to protect 

security information as it crosses the WAN. Ali communication between the Sensor and Director is natively authenticated to ensure o communications have not been spoofed or hijacked. 

Q. What types of networks can be connected to the monitoring and control interfaces on the Sensor? 

A. Each Sensor comes with two interfaces--one used for monitoring the desired network segment for suspicious activity and one used for 

control from the Director. The contrai interface is I 0/1 OObase T Ethemet. The monitoring interface options include Ethemet, Token Ring, Fast 

Ethemet, Single Attached FDDI, and Dual Attached FDDI, andare used to determine the appropriate model when ordering. 

Operations 

Q. Where within the system are the various operational functions performed? 

A. The Sensor is a rules-based system, it monitors network activity and takes action in real time depending on its configuration parameters. 

It is a dedicated "black box" appliance on the network and monitors and analyzes the raw network data. It can send an alarm, log an event to 

disk, issue a TCP reset command to reset a session, and issue a command to change an ACL on a Cisco router-blocking or shunning the 

suspicious activity. Ali these options are configurable to meet the operations staff needs. Ali Sensor management is conducted from a Director 

workstation. These workstations can be set up in a redundant or hierarchical fashion to ensure they meet operational needs. Generally, a second 

workstation is set up with the Director to provide database storage of alarm information and to be used as an analysis workstation for trend 

and historical information that requires database-intensive queries. 

Q. How will a network operator know when an attack occurs? O A. The Cisco Secure IDS Director console displays color-coded icons for each Cisco Secure IDS Sensor that it manages. The Sensor 

immediately transmits alarm information o ver a reliable, communications pro toco! when it detects an attack. In tum, the colo r o f the Sensor 

representative icon on the Director consJie changes (typically from green to yellow to red) depending on the severity o f the attack. Users can 

specify the leveis of alarms based on their business operations. By drilling down on the respective icon, users can investigate detail s of the 

attack, including the attack type, its electronic point o f origin, the attack's destinalion address and port, and, in many cases, the 256 keystroke 

characters that preceded the attack. 
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In addition to the Sensor sending alanns sent from the intrusion detection algorithms o f the Sensor, the Senso r c~ s.end ~\J:s ! do ACL 

\ ' . 
violations on Cisco routers. The Sensor and the router can be configured such that when an ACL on a router gene?ates A sysl . , the 

,, ... · ~ '1. 

information is also forwarded to a Sensor-which in tum passes it as an alann to the Director. This provides the networilh-~l'ií 

visibility into activity that is occurring on the network. 

Q. Besides the Cisco Secure IDS Director interface, how can an operator be notified of security events? 

A. The Cisco Secure IDS supports paging and e-mail notification in addition to the visual icon changes. Because the Director is closely 

integrated into Hewlett Packard Open Yiew, it can be used to generate Simple Network Management Protocol (SNMP) traps for any event sent 

in from a Sensor. These SNMP traps, in tum, can be used to start cus tom applications or activate scripts, generate an entry in a trouble ticket 

system, or activate any number of user defined activities. 

Q. What are the default values assigned to signatures in the system and what is the process used to research an event? 

A. The Cisco Secure IDS assigns default values of I to 5 on ali signatures/event information that it detects and logs. Users can define up to 

255 different alarm leveis. Typically, Levei I events are logged at the Sensor only. Levei 2 events and above are more likely to have security 

relevance andare transferred to the Director for operator consideration. Levei 2 or 3 alarms are displayed with a yellow icon on the Director 

while more severe Levei 4 or 5 alarms are red. I f the operator determines an event is suspicious, he can pull the Levei 1 log from the Sensor 

for additional detail. At this point, the operator may access ali available system data and can query the database for specific information. The 

Co Secure IDS includes Oracle database templates and severa! SQL-based queries to provide a user a "quick start" with the analysis. Most 

omers have other tools that work with Oracle, which they have tailored for the research and reporting they desire. The operator may also 

consult with the HTML-based Network Security Database (NSDB) which gives additional information on security events and their 

ramifications. 

Q. How are the signatures maintained and updated? 

A. Cisco will place signature updates on Cisco Connection Online (CCO) every other month (additional releases may be required in 

extraordinary situations). Customers with maintenance agreements can access to these signatures and download them to the Director. From 

the Director, the operator can "push" the new signatures out to the Sensors. This push will only update the Sensor with the new signatures and 

will not overwrite any changes the operator may have made in customizing the configuration. 

Q. How does the system respond in the event of a power outage or network connectivity problem? 

A. Cisc.? Secure IDS Sensors automatically reboot and attempt to establish communications with the Director after a power outage. The 

Director will display an alarm when Sensor connectivity is lost. The Sensors can be configured to switch to secondary and tertiary network 

paths back to their Directors, ora Sensor can be configured to establish connectivity with an altemate Director. I f this is still not possible, a 

Sensor will queue and store the event information until the link is reestablished. The Sensor will continue to operate effectively even i f the 

Director link is lost; for example it will perform TCP resets, ACL changes, paging, and so forth. Once connectivity is reestablished, the queued 

information will be forwarded and displayed on the Director. 

c~hat happens i f a Sensor fails? 

A. The Director monitors the health of a Sensor via a continuous heartbeat. Ifthe Sensor can not communicate for more than one minute, an 

alarm is created by the Director indicating a communications problem with the Sensor. !f it is determined that a Sensor has failed , it can be 

replaced by another Sensor appliance and the configuration, stored in the Director's Configuration Library, can be quickly downloaded. 

Q. How is the system fine-tuned to reduce false positive signatures? 
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A. Each Sensor database signature is tested extensively to ensure that when network activity o f a given type oc skhe.sigl!lit e will "fire" 

and send an alarm. False positives occur when a legitimate system activity sets off an alarm; for example a network management system may 

send out a series o f pings to determine i f other systems are active on the network. The Cisco Secure IDS can reduce false positives by 

deselecting specific signatures from specific addresses. For the network management system in the example using a discovery feature that 

includes regular ping sweeps, the user can deselect ping sweeps from that address in the Cisco Secure IDS configuration. However, any other 

attacks that originate from that device will be discovered. This provides a fine levei of granularity in fine-tuning the system for optimum 

security operations. 

Service and Support 

Q. How is the Cisco Secure IDS intrusion detection system packaged? 

A. The Sensors are packaged as network "appliances," which come with ali necessary software preloaded. Installation is accomplished at the 

technician levei, provided network information for the device is available on si te or in advance, such as IP address, network mask, host name, 

and so forth. The Director is packaged as a software module and requires HP Open View Network Node Manager. The Director software also 

provides the tools to load the Cisco Secure IDS information in to an Oracle relational database, where it can be retrieved for reporting or 

analyzed for historical and trend activity. The database should be installed on a separate machine for performance and operational reasons. 

Q. What type of Cisco service and support is provided for the Cisco Secure IDS? 

c.~ A. The Cisco Secure IDS Sensor is covered by ali six leveis o f SMARTnet™ maintenance. This includes hardware support as well as Sensor 

software upgrades and access to the latest signatures posted on CCO. The Director software is covered by Software Application Support (SAS) 

and Software Application Support Plus Upgrades (SAU). 

Q. How are the Sensors and Director software installed? 

A. The Sensors were designed for technician-level installation, requiring the appliance to be simply plugged in to the network, tumed on, and 

configurec! with severa! simple parameters. These parameters include standard network items such as IP address, host name, network masks, 

Director IP address, and so forth. Once completed, the Sensor begins protecting the network with a default intrusion detection policy. The 

Director software is loaded on the workstation with the help o f an installation wizard. Once operational, the Director will prompt the operator 

to begin establishing communications with the Sensors. As each Senso ris contacted, the default configuration parameters are pulled back to 

the Director and the operator will be prompted to customize the security policy for that Senso r. Once the operator is finished setting up the 

new policy parameters, they are stored on the Director and pushed back out to the Sensor, where they are immediately enforced. 

Q. How is field support provided for the Sensors? 

A. Replacement o f the Sensors is performed via complete unit replacement. The technician will install a new Sensor and the current policy 

from the Director will be pushed out to the new Sensor. Software upgrades and signature updates will be pushed out to the Sensors in the same 

way. Software upgrades will be available on CCO for ali customers who purchase system maintenance. 
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Cisco IDS 3.0 Sensor Soft 
for Cisco 4200 Series Appliances 

The industry•leading Cisco IDS lntrusion Detection System solution provides customers 

with unmatched intrusion protection technology through the Cisco Active Defense 

System. The integrated hardware and software solution delivers best·of·breed 
;;_! 

protection for both perimeter and internai resources. 

Version 3.0 is the latest release of the Cisco IDS application software for the Cisco 4200 

Series appliances. lt delivers the latest in innovative IDS features, including Active 

Update signature distribution mechanisms, customizable signature language, 

extensions to the Active Response capabilities, and secure administration. 

Key Features and Benefits 

Signature Definition and Distribution 

Enhancements 

Active Update Mechanism 

Cisco IDS now provides a facility to automatically 

distribute new signature files and application 

upgrades to sensors without operator 

involvement. Utilizing a secure staging technique, 

new signature files are placed on a central server 

and passed to the sensor at scheduled intervals. 

After verifying the integrity o f the package, the 

sensor automatically installs the update. This new 

capability significantly streamlines the process of 

regularly updating remote sensors, thereby 

lowering the recurring operational costs 

associated with this task. Additionally, users can 

subscribe to Cisco Active Update notification 

services to stay informed about breaking 

vulnerability news and posted countermeasures. 

Signature lnstruction Language for Verifying 
Exploits and Reconnaissance (SILVER) 

Cisco IDS continues to innovate with the release 

of the Cisco SILVER signature language. Users 

can now develop custam signatures spanning 

Layer 2 through Layer 7 attributes. Developed by 

the Cisco Countermeasures Research Team, 

SILVER is the mechanism that this team uses to 

develop ali new signatures for the IDS product. 

Now Cisco is exposing this capability to its 

customers, providing them unparalleled flexibility 

to develop new signatures. 

This new language also decreases the time 

between signature releases because the signatures 

can be released as update files rather than 

compiled in the core sensor binary. Similar to 

antivirus products , the signature engines and the 

data files can be re~~ase~-~~~ _ 
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Tunable Signatures 

One of the challenges of event monitoring for IDS is to 

reduce the occurrence o f false positives, thereby allowing 

the user to focus only on alarms that are deemed security 

relevant. However, because the security objectives for 

each IDS deployment are unique, Cisco IDS 3.0 adds 

granularity to the way in which sensors may be tuned to 

specifically suit the environment in which they are 

deployed. Users may now tune signature threshold 

parameters to meet their unique security objectives. For 

example, for the ping sweep signature, the user can now 

define the number of hosts pinged before the signature 
tires. 

Alarm Summarization 

C
\ Attackers may use tools such as Stick to cause sensors to 

send numerous alarms to management consoles as a way 

o f flooding the management console. The Alarm Thrattle 

feature in Cisco IDS 3.0 allows users to consolidate 

alarms to a single event, thereby preventing the 

management console from being overwhelmed with 

numerous events. For example, i f the rate o f alarms being 
sent by the sensor exceeds a certain threshold value, the 

signature may be set to automatically thrattle to a 

summarization mode to produce a single alarm that 

comprises numerous alarm firings. A time interval may 

also be specified that determines the rate at which 

subsequent consolidated alarms are sent to the 

management console. 

Detection of Network DoS Attacks 

Cisco IDS 3.0 adds functionality to detect network 

denial-of-service (DoS) attacks that are targeted at c· consuming network resources. An inspector monitors the 
data capture by maintaining a counter that tracks the 

number o f packets being captured rer second. I f the rate 

o f packets being captured exceeds a specified rate and 

such peaks occur at a certain frequency, an alarm is 

generated to alert the user o f a possible DoS attempt. 

Aclive Response Extensions 

Shunning with the Cisco PIX Firewall and Cisco 
Catalyst Switches 

Cisco IDS incorporates proactive response functionality 

into the sensor appliances by allowing users to configure 

the IDS to dynamically respond to an attacking host by 

preventing new connections and disallowing packets from 

Response capability beyond Cisco rauters into a wide 

range of Cisco's high-performance networking devices, 

including the Cisco PIX® Firewall (running PIX 6.0+). 

Cisco Catalyst® 6000 Switch, and Cisco Catalyst 5000 

Switch. This shunning gives security operators 

unparalleled contrai to reach acrass the network to 

quickly stop misuse and end intruders' access to the 

network. 

lnteroperability with Existing ACLs 

Shunning is accomplished by the dynamic modification o f 

access contrallists (ACLs) on managed devices. Cisco IDS 

3.0 allows the user to configure the sensor to shun while 

maintaining any user-defined access contrai entries on the 

specified interface and direction. 

Secure Administration 

In addition to existing functionality thatprovides secure 

communications between the senso r and the management 
console using IP Security (IPSec), Cisco IDS 3.0 also 
supports the Secure Shell Pratocol (SSH) to allow users to 

remotely access sensors over a secure connection. 

IP Session Replay 

IP session logging provides extensive logging that is 

important for system troubleshooting as well as for 
reconstructing system events before and after attacks. 

Cisco IDS 3.0 augments this existing capability by 

converting these logs to a standard TCP dump format that 

allows them to be viewed and replayed using public 

domain utilities, such as Ethereal and TCPReplay. 

Enhanced Filtering 

Users have the ability to specify which source or 

destination IP addresses that specified signatures must 

alarm on. Because certain signatures may be classified as 

security relevant for certain source or destination IP 

addresses and yet do not need to be analyzed for other IP 

addresses, this levei of enhanced filtering minimizes the 

occurrence o f false positives. 

Alarm Generation When Sniffing Interface is 
Disconnected 

Sensors are equipped with a monitoring interface for data 

packet capture anda command and coutr.Bl-inrerface ,for 

transmitting alarms to the man~g,$1eYit001>~9fe -a~ \ 
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management console. With Cisco IDS 3.0, when the 

sniffing interface is disconnected, an alarm is triggered. 

This setup provides the user with an alert mechanism 

when the interface is tampered with and hence assures 

persistent operation. 

Technical Specifications 

Ordering lnformation 

SMARTnetTM customers may download Cisco IDS 3.0 

from Software Center on CCO at http://www.cisco.com 

Part number for IDS Software Upgrade for Non-Support 

Customers: IDS-SW-U 

Export Con siderations 

IDS sensors are subject to export contrais. Please refer to C'-, the export compliance Web si te at 

http://www.cisco.com/wwl/export/crypto/ for guidance. 

For specific export questions, please contact 
export@cisco.com. 

Additional lnformation 

Cisco Secure Intrusion Detection System: 

http://www.cisco.com/go/ids/ 
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Cisco lntrusion Detection System 

Q. What is a "network-based" IDS? 

A. Two basic types ofiDSs are on the market today: host-based and network-based systems. 

The fundamental difference between them is the source o f the activity that they monitor and 

analyze to detect intrusions. Host-based IDSs monitor activity on a host or end system, while 

network-based IDSs monitor network traffic. Host-based IDSs are used to protect criticai 

network servers or other individual systems containing sensitive information. 

Network-based IDSs are used to monitor activity on a specific network segment. Whereas a 

host-based lOS resides on a workstation and shares CPU with other user applications, a 

network-based solution is a dedicated platform. Network-based IDSs perform a rule-based 

or expert system analysis o f traffic using parameters set up by the security manager, and the 

signatures, which flag suspicious or attack activity. The systems analyze network packet 

headers to make security decisions based on source, destination, and packet type. They also 

analyze packet data to make decisions based on the actual data being transmitted. These 

systems scale well for network protection because the number of actual workstations, 

servers, o r user systems on the network is not criticai. the amount of traffic is what matters. 

In addition, sensors placed around the globe can be configured to report back to a central 

site, enabling a small team of security experts to support a large enterprise. The Cisco® 

network-based Intrusion Detection System provides network administrators with enhanced 

security technology and capabilities to secure their networks. 

Q. If I already have a firewall, do I really need an IDS? 

A. Absolutely. Although an IDS will not replace your firewalls or other security devices for 

that matter, it serves a very complementary role and addresses certain risks that firewalls 

cannot. The primary function o f the firewall is to control access to services and hosts based 

on your si te security policy. I f a ser vice o r connection to a specific host is permitted . firewalls 

typically permit ali such traffic, and they do not inspect the content o f the permitted traffic. 

An example is permitting public access to a Web server on a DMZ. Ali connection requests 

to the Hypertext Transfer Protocol (HTTP) port on that Web server will be permitted by the 

firewall, including malicious traffic directed at the HTTP server to exploit a buffer overflow 

vulnerability. Although most firewalls will not protect against data/content-driven attacks 

(for example, buffer overflow) , IDSs will. Furthermore, firewalls typically will not protect 

you against attacks originating from inside your network o r entering your environment from 

other ingress points not protected by firewalls (for example, remote access servers) . IDSs can 

be strategically deployed to monitor activity from internai ~'<w5~·R 5lí§'J2obge_t'c;õr ingress 

points without impacting your network. Deploying an ID ~fTI P..I~ltl'fWJ~ wall(s) 
will significantly enhance your security posture. 1-U' tJLáv 
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Q. Is there a mechanism by which users may contact the IDS Product Team at Cisco? 

A. Yes. Users may pose questions, requests, and comments to the following e-mail address: 

ids-news@cisco.com 

In addition, users have the ability to share experiences with other users and also pose questions to the Cisco IDS 

Engineering & Product Marketing teams at the IDS Networking Professionals Forum at: 

http://forums.cisco.com/eforum/servlet/ 

NetProf?page=netprof&CommCmd=MB%3FcmdDdisplay_messages26mode3Dnew261ocation%3D.ee6elfc 

Q. Does anyone offer a managed IDS service using the Cisco IDS? 

A. Yes, numerous managed service providers offer a managed IDS service using the Cisco IDS. These managed 

service providers include AT & T, Counterpane, IBM Emergency Response Services, NetSolve, Riptech, RedSiren, 

and Ubizen. 

Sensors 

Q. What are the new features o f the Cisco IDS 4.0 Sensor software? 

A. The Cisco IDS 4.0 Sensor software delivers a number of new features and enhancements to the network-based 

IDS portfolio. These features include: 

• Re-architecture of communications protocol to enhance the efficiency o f message transactions 

• Common code base to allow feature parity between the appliance sensor and the switch sensor 

• Delivery o f a Layer 2 signature engine to mitiga te issues such as man in the middle attacks and ARP spoofing in 

switched environments 

• Introduction o f an SMB engine to efficiently address attacks related to SMB 

• Ability to capture the trigger packet that caused an alarm 

• Enhanced shunning capabilities to allow shunning by port address 

• Major enhancements to our existing protocol anomaly techniques 

• Provision of Analysis Statistics Engine to deliver information of metrics such as bad checksums, bytes processed , 

data rates Mbps, TCP nades per sec, and other analysis metrics 

• Introduction of a full featured Cisco IOS-like CLI (command-line interface) for unprecedented sensor 

management over a secure SSH connection 

• Capability of capture and display of the VLAN ID of the malicious traffic that was detected 

• Enhancements to IP Fragmentation Reassembly 

• Higher leveis of granularity for the alarm information that is transmitted to the management console 

• Support for ntp 

• NAT support 

• Logical signature groupings to allow global changes across the groupings 

• Ability to implement exceptions to filter events to be displayed 

• Tunability o f IP session logging parameters 

Cisco Systems, Inc. 
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Q. What performance numbers (Mbps) are supported by the Cisco IDS Sensors? 

A. The Cisco IDS 4215 supports 80 Mbps of performance and can be used to protect T1/E1ff3 environments. 

At 250 Mbps, the Cisco IDS 4235 can be deployed to provide protection in switched environments, on multiple T3 

subnets, and with the support of 10/100/1000 interfaces, it can also be deployed on partially utilized gigabit links. 

The Cisco IDS 4250 supports superior performance at 500 Mbps and can be used to protect gigabit subnets and 

traffic traversing switches that are being used to aggregate traffic from numerous subnets. 

Intrusion protection for fully saturated gigabit links is delivered by the Cisco IDS 4250-XL. Using customized 

hardware acceleration, the IDS-4250-XL can be used to protect gigabit subnets and multiple partially utilized 

gigabit links. 

The Cisco Catalyst® 6500 Series Intrusion Detection System (IDSM-2) Services Module supports 600 Mbps. This 

module operates within the Catalyst 6500 Series and provides protection for traffic traversing the switch, which 

could be traffic from a single subnet or from numerous subnets that are being aggregated through the switch. 

The Cisco IDS Network Module provides full-featured Intrusion Protection that is integrated into the Cisco 2600, 

3600, and 3700 series routers. Each sensor addresses the bandwidth requirements o f different routers up to 10 Mbps 

in the Cisco 2600XM, and up to 45 Mbps in the Cisco 3700 Series. By integrating IDS and branch office routing, 

Cisco reduces the complexity of securing WAN links and at the same time reduces operational costs. Additionally, 

by delivering full-featured intrusion protection to remote offices and branch offices, network administrators can now 

mitigate threats at these remate locations and effectively isolate them from the corporate network. The Network 

Module has the capability of inspecting GRE/IPsec encrypted packets that are traversing the router into which it 

integrates. 

Q. How does the IDS sensor work? 

A. Sensors monitor the network traffic by directly "tapping" the line (for example, via a shared-media hub) or 

by receiving copies o f the traffic (for example, Switched Port Analyzer [SPAN) port on a switch) using a passive, 

promiscuous interface (the "monitoring interface") . The sensor analyzes the captured packets and compares 

them against a rule set oftypical intrusion activity (that is, "signatures"). Ifthe captured packets match a defined 

intrusion pattern in the rule set, the sensor sends an alarm to the management console and automatically responds 

(if configured to doso) . The alarms are sent out a separa te management interface so as not to impede continuai 

packet capture by the monitoring interface. 

Q. What kind o f a performance impact does the sensor impose on the monitored network? 

A. None. Sensors opera te by "tapping" the network (for example, via a shared-media hub) o r off copies o f the 

packets (for example, via a switch SPAN port) . The monitoring interfaces on the sensors are passive and do not 

source packets onto the network (the one exception is TCP reset packets for automatic response). 

Q. How do you deploy sensors in a switched environment? 

A. With most IDS products on the market today, sensors must be placed on the switch SPAN port to monitor 

network traffic. Although the SPAN port can provide access to network traffic. it does have certain limitations (for 

example, limited number of SPAN sessions) . The Catalyst 6000 IDS Module was desi?n~.Q.~_:o,.;~~r-~ss 

switched environments by integrating the IDS functionality directly into the switch a q~)$ f}gJ t~~~ó!f~t ei\f he 

switch backplane . C~Ivtl -- f5~~S 
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Q. What is the Cisco IDS Network Module for the Cisco 2600, 3600, and 3700 series routers? 

A. The Cisco IDS Network Moduleis a network module that is installed in a Cisco 2600, 3600, or 3700 series 

chassis to provide full-featured intrusion protection services within the router. The Cisco 2600, 3600, and 3700 Series 

IDS Network Module provides the ability to inspect ali traffic traversing the router, to identifY unauthorized or 

malicious activity such as hacker attacks, worms, or denial-of-service attacks, and to termina te this traffic to suppress 

or contain threats. 

Q. How does the Cisco IDS Network Module work? 

A. The Cisco 2600, 3600, and 3700 Series IDS Network Module receives copies ofpackets directly from the router's 

backplane in a passive or promiscuous mode. The packets are passed through the internai monitoring interface for 

classification and processing. The Cisco 2600, 3600, and 3700 Series IDS Network Module analyzes the captured 

packets and compares them against a rui e set o f typical intrusion activity. If the captured packets match a defined 

intrusion pattern in the rui e set, the IDS Network Module can take one o f two actions. It can send a command to 

the router to either shut down the interface or it can send a TCP reset packet to the sender to stop the TCP session 

causing the attack. 

Q. What is the rated performance of the Cisco 2600, 3600, and 3700 Series IDS Network Module? 

A. The Cisco 2600, 3600, and 3700 Series IDS Network Module provides up to 10 Mbps for the 2600XM Series 

and up to 45 Mbps for the 3700 Series, depending on the platform in which the network moduleis inserted. 

Q. Can the Cisco Network IDS Sensors monitor trunked traffic? 

A. Both IDSM and the appliance sensors can monitior 802.1q traffic and, hence, are VLAN aware. 

Q. What type o f interfaces are supported on the appliance sensors? 

A. Copper interfaces are supported on the IDS 4215 and IDS 4235. Both Copper and Fiber interfaces are supported 

on the IDS 4250 Sensor. The 4250-XL supports dual fiber interfaces with MTRJ connectors. 

Q. Does Cisco IDS provide multi-interface support? 

A. Yes. Dual sniffing interfaces are supported on the IDS 4250-XL. Up to 5 interfaces are supported on the IDS 4215, 

4235, and 4250 Sensor appliances. 

A configurable four Fast Ethernet interface card is provided for other models of the Cisco 4200 Series sensors to 

deliver a total of tive sniffing interfaces for each sensor-one onboard sniffing interface plus four Fast Ethernet 

configurable interfaces. 

The Cisco IDSM-2 can be used to monitor traffic from multiple interfaces. The network module for the Cisco access 

routers can monitor traffic from any o f the router interfaces. 

Q. Is the user notified when the sniffing interface of a sensor is disconnected? 

A. Sensors are equipped with a monitoring interface for data packet capture and a command and contrai interface 

for transmitting alarms to the management console and receiving configuration information from the management 

console. When the sniffing interface is disconnected, an alarm is triggered. This setup provides the user with an alert 

mechanism when the interface is tampered with and, hence, assures persistent operation. 
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Q. Does the Cisco IDS Senso r provi de an indication of when it is oversubscribed? 

A. Yes. The sensor, IDSM, and network module issue an alarm when their respective performance ratings are 

exceeded. 

Q. Where can I find more details on the IDS signature algorithms? 

A. For more information on the signature algorithms, please refer to a white paper that may be downloaded at: 

http://www.cisco.com/warp/public/cc/pd/sqsw/sqidsz/prodlit/idssa_wp.htm 

Q. Does Cisco IDS protect against common IDS evasion techniques? 

A. Cisco IDS also includes protection from a number of advanced, anti-IDS evasion techniques including: 

• IP fragmentation reassembly 

• TCP streams reassembly 

• Unicode Web deobfuscation 

Q. Can the sensor itself be attacked and compromised? 

A. A properly configured and installed sensor cannot be compromised. The monitoring interface (connected to 

the production network) cannot be detected, and packets cannot be directed at it. The interface is in promiscuous 

mode, and has neither a protocol stack no r an IP address bound to it. It is not susceptible to "antisniff" detection 

techniques. The separate management interface does have an IP address, but Cisco recommends that a separate, 

isolated management subnet be used to provide connectivity from the management interface on the sensor to the 

IDS management console. In addition, only a very limited number o f services are available from the management 

interface, and access contrais can be configured to allow only designated management systems to connect to the 

senso r. 

Q. What is Cisco Countermeasures Research Team (C-CRT)? 

A. The core o f the Cisco IDS solution-the advanced protection capabilities-is developed and maintained by 

C-CRT. This team of elite security professionals is dedicated to: 

• Advancing countermeasures research 

• ldentifying and responding to new threats 

• Distributing proactive signature files and signature micro-engines 

• Maintaining our network security database (NSDB) 

• Contributing research to the Cisco Security Encyclopedia (CSEC) 

• Improving the state o f threat mitigation science 

Ci sco System s. Inc. 
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The C-CRT is comprised ofelite "white hat" personnel. C-CRT's esteemed credentials include: 

• Heritage and tenure--mostjoined Cisco through the Whee!Group acquisition. 

• Government dearance--greater than 65 percent have held Secret and Top Secret Department o f Defense security 

clearances. 

• Military backgrounds-experience Iogged from USAF Information Warfare Center, Department o f Defense 

(DOD), Department of Energy (DOE), National Security Agency (NSA), Central Intelligence Agency (CIA). or 

other notable government organizations. 

• Security experience--average member ofthe C-CRT has o ver six years o f compu ter security experience, allowing 

Cisco to deliver the most mature, accurate, and industry-proven intrusion protection solutions. 

Q. Can I create my own signatures? 

A. Because the security objectives for each IDS deployment are unique. Cisco IDS adds granularity to the way in 

which sensors may be tuned to specifically suit the environment in which they are deployed. Using our innovative 

TAME (Threat Analysis Micro Engine) policy language, users can create new policies or modify existing policies to 

meet their unique security objectives. Since the TAME policies are decoupled from the sensing application, changes 

can be made without affecting sensor performance or reliability. 

Q. Is it possible to record and replay the IP session o f the source IP address that triggered an IDS alarm? 

A. IP session logging provides extensive logging that is important for system troubleshooting as well as for 

reconstructing system events before and after attacks. Cisco IDS augments this capability by converting these logs to 

a standard TCP dump format that allows them to be viewed and replayed using public domain utilities, such as 

Ethereal and TCPReplay. 

Q. Can the sensor detect attacks if the traffic is encrypted, for example IPsecurity (IPsec) or Secure Sockets 

Layer (SSL)? 

A. The Cisco IDS Sensor analyzes both packet header information (context data) and packet data information 

(content data) to determine i f suspicious activity is occurring. Encryption algorithms encrypt the data portion o f 

the packet for confidentiality. Beca use it can process only what it can "see," the Senso r cannot detect attacks that 

require inspection o f the payload or data fields within a packet. It will, however, still alarm and respond to attacks, 

which are detected from the unencrypted packet header information. Ali network-based IDSs suffer this problem. 

Therefore, in networks carrying encrypted traffic. Sensor placement is criticai. To take advantage o f their full 

intrusion-detection capability, the Cisco IDS Sensors should be installed where the traffic has already been decrypted. 

Otherwise, the Senso r can be placed on an encrypted segment and will detect ali but the packet data o r payload-based 

attacks. 

Q. What techniques does Cisco use for mitigating threats? 

A. Severa! techniques provide comprehensive protection against the latest cyber threats, including simple pattern 

matching, stateful pattern matching, protocol anomaly detection, heuristic-based detection , and anomaly detection. 

Q. Does Cisco IDS deliver Peer to Peer signatures? 

A_ Yes. Cisco IDS delivers protection against file-sharing threats with support for aQvanced P.2P attack f!ll.tigation 
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Q. How are the Cisco IDS signatures updated? 

A. Cisco posts signature updates on Cisco Connection Online (CCO) approximately every 14 days. Cisco IDS 

provides a facility to automaticaliy distribute new signature files and application upgrades to sensors without 

operator involvement. Utilizing a secure staging technique, new signature files are placed on a central server and 

passed to the sensor at scheduled intervals. After verifying the integrity o f the package, the sensor automaticaliy 

instalis the update. This new capability significantly streamlines the process of regularly updating remate sen~ors , 

thereby lowering the recurring operational costs associated with this task. Additionaliy, users can subscribe to 

Cisco Active Update notification services to stay informed about breaking vulnerability news and posted 

countermeasures at: 

http://www.cisco.com/warp/public/779/largeent/issues/security/idsnws/archive.html 

Users may refer to the foliowing site for a chronologicallisting ofthe Cisco IDS Active Update Notification Bulletins: 

http://www.cisco.com/warp/public/779/largeent/issues/security/idsnws/archive.html 

Q. How do the Cisco IDS Sensors and management consoles communicate with each other? 

A. Communication between the Cisco IDS 4.0 Sensors and management consoles is provided by a secure (SSL) XML 

based messaging format. Ali alarm transmissions from the sensor to the management console are acknowledged. 

If connectivity from the sensor to the management console is disrupted, the sensor will continue to monitor the 

network, and will queue alarms and retransmit until successful. 

Q. How much additional network traffic does the Cisco IDS generate? 

A. Because each alarm and acknowledgment is contained in a single UDP packet, there is negligible impact on 

network traffic. 

Q . Is there a site that lists ali the supported Cisco IDS signatures? 

A . Yes. Users may access the latest Cisco IDS signatures at the Cisco Secure Encyclopedia site at: 

http://www.cisco.com/pcgi-bin/front.x/csec/idsHome.pl 

Q. Does Cisco support a centralized site that contains a compiled listing o f the latest vulnerabilities? 

A. Yes. Cisco 's Security Encyclopedia is a one-of-a-kind clearinghouse of security and vulnerability information. 

Unlike other security databases that simply consolidate vulnerability information published on a number of 

public-source Web sites, the CSEC contains statistics on the vulnerabilities by industry or by sector. These statistics 

are compiled from over 400 actual Security Posture Assessments (SPA) performed by the Cisco Security Consulting 

team. CSEC is developed and maintained by the elite C-CRT. You may visit the CSEC site at: 

http ://www.cisco.com/go/csec 

Q. Where can I download the latest IDS software? 

A. Both current and archived IDS Sensor software can be downloaded at the Software Center on CCO (CCO login 

required) : 

http://www.cisco.com/public/sw-center/ciscosecure/ids/crypto/ 

Q_ Where can I access documentation on the Cisco IDS Sensor Software? 

A. Documentation for sensor software updates are available at: 

http://www.cisco.com/univercd/cc/td/doc/product/iaabu/csids/index.htm 
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Threat Response Technology 

Q. Is Threat Response an event correlator? 
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A. Threat Response is not an event correlato r. Event correlation involves analyzing data from NIDS sensor, firewalls, 

routers, and other sources. Instead o f correlating this type o f data, Threat Response investigates the actual target o f 

an attack. This is the same process an expert network security specialist would use, and is the best way to determine 

if a system has been compromised. 

Q. Does Threat Response conduct network vulnerability scans? 

A. No, Threat Response does not conduct enterprise wide scans of your environment, nor does Threat Response 

inventory your network. The designers o f Threat Response have been network administrators for Jarge 

mission-critical enterprises such as the U .S. Pentagon and know that downtime is unacceptable. Beca use of this, 

Threat Response conducts a low-impact investigation of targeted systems only when needed. Threat Response is able 

to work in dynamic network environments (including DHCP and wireless) without the need to run regular 

vulnerability scans that can disrupt your enterprise. 

Q. Does Threat Response require deployment o f software across the enterprise? 

A. No, Threat Response does not require the deployment o f software across the enterprise. Threat Response accesses 

these systems in the same way a security network administrator would-with read access privileges. 

Q. How does Threat Response stay up to date with the Jatest attacks? 

A. Cisco releases updates to keep the Threat Response IDS signature database up to date with the IDS vendors, as 

well as corresponding forensic signature updates to investigate IDS events. When an update is available, the 

administrator will be notified via the Threat Response GUI and can use the integrated auto-update feature to keep 

the product current. 

Q. What does Threat Response do once real attacks are identified? 

A. Threat Response will provide the user with detailed information on how the event was investigated, as well as 

any forensic data gathered showing details on the actual attack. This information can then be used by an 

administrator to quickly remediate an intrusion. 

Q. What type of systems can Threat Response investigate? 

A. Threat Response can conduct a full active investigation of systems running Windows-based operating systems. 

For systems running Linux, Sola ris, and other forms o f UNIX, Threat Response will perform passive checks as a first 

line o f investigation. Based on this initial analysis, Threat Response can elimina te many alarms that are not targeted 

to those specific platform types . 

Q. How do I get Threat Response technology? 

A. Threat Response technology is currently available as a full featured, 90-day free trial software solution. The trial 

version ships with every Cisco IDS sensor. Once the trial has expired, customers have the choice of: 

• switching to a reduced capabilities free version (only conducts basic levei investigation of the targeted system) 

• purchasing the full featured version, which will be offered as part of a VMS bundle_. - ----~-----·~·-·! 

1 t~ OS n° 03/2005 - CN l 

I 
CPMI _ - CORREIOS 

Fls. N° 11 o 4 
Cisco Systems. Inc. ~ 

Al i contents are Copyr ight © 1992- 2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacr:· Statem'5t 6 9 O· 
Page s of 10 Doc. _____ _ 



c 

c 

Management 

Q. What management console options are available for the Cisco IDS? 

A. See Table 1 and Table 2. 

Table 1 Event Management 

IEV with CTR VMS SecMon with 
IEV Technology VMS SecMon CTR Technology 

Deployment Dedicated system Dedicated system Dedicated system Dedicated system 
method required required required required 

GUI type Java desktop Browser-based GUI Browser-based GUI Browser-based GUI 
application 

# sensors 5 5 Unlimited Unlimited 

Eventtypes IDS IDS IDS, Firewall, Router IDS, Firewall, Router 

Table 2 Device Management 

IDM CLI 

Deployment method lntegrated on sensor lntegrated on sensor 

GUI type Browser-based GUI Browser-based GUI 

# sensors Unlimited, by sensor Unlimited, by sensor 

Event types lOS lOS 

IEV =Cisco lOS Event Viewer. included free of charge with lOS sensor 
VMS SecMon = CiscoWorks Monitoring Center for lOS. part of the CiscoWorks VMS bundle 
IDM = lOS Oevice Manager, included free of charge with the lOS sensor 
CU = Command-line interface, included free of charge with the lOS sensor 
VMS Mgmt Center = CiscoWorks Management Center for lOS, part of the CiscoWorks VMS bundle 

For More lnformation 

More information on Cisco's VMS solutions can be found at: 

http ://www.cisco.com/go/vms 

VMS Management Center 

Dedicated system required 

Browser-based GUI 

Unlimited, by sensor groups 

IDS, Firewall, Router 

In addition , augmentation to the alarm viewing. analysis, and reporting capabilities o f the Cisco IDS Management 

solution are provided through third-party applications that are available from Cisco Security Associates partners. 

For more details see: 

http: //www.cisco.com/warp/public/778/security/sap/management .html 

Q. Are Cisco IDS communications encrypted? 

A. IPsec functionality is included on the appliance Sensors to allow customers to encrypt traffic to management 

consoles with IPsec capabilities. 
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Q. If I Jose connectivity to a remo te senso r, can I tell from the 

management console? 

A . The Cisco IDS management consoles monitor the health o f a 

Senso r via a continuous heartbeat. If communications with the 

Sensor are lost for more than one minute (by default), a visual 

indicator is displayed on the management console, indicating a 

communications failure with the Senso r. I f it is determined that a 

sensor has failed, it can be quickly replaced with another sensor and 

the configuration, stored on the management console, and can be 

quickly pushed to the new sensor. 

Q. How many sensors can one Cisco IDS Management console 

manage? 

A . Although the technicallimit is very large (greater than 1 000) , 

Cisco typically recommends a ratio o f 20 to 25 sensors per 

management console for practical reasons. With ratios greater than 

this, operators can be easily overwhelmed with the volume of 

information that they may be required to analyz .. . by 

diminishing the overall effectiveness o f the S. ~ ~~ents 
larger than 25 sensors, multiple manage er)f ~nsqlçs~dt~. be1 

! rt ;_;'-f ' • 
installed to scale the number o f sensors. \. ; \\J \ J J , 

Q. Can I have multiple Cisco IDS managf\nelitim~:~e~. / 

A. The Cisco IDS architecture supports the ~ultiple 
management platforms. Sensors can send alarms to multiple 

management consoles simultaneously, and management consoles 

can forward alarms to other management consoles, allowing 

customers to build large, hierarchical management infrastructures. 
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Cisco lntrusion Detection System 
Management Solutions 

lntroduction 

The Cisco Intrusion Detection System (IDS) is 

designed to address the increased requirements for 

intrusion protection for networks. 

Cisco Network IDS solutions have two components: 

the Cisco IDS Sensor and the Cisco IDS Management 

Console. Cisco IDS provides the user with unparalleled 

flexibility by delivering the industry's broadest breadth 

o f management solutions to remotely monitor, 

configure, and manage Cisco IDS sensors. The 

three-tiered Cisco IDS management solutions include: 

• Highly scalable Cisco VPN and Security 

Management solutions (VMS) 

• Integrated Web user interface: IDS Device 

Manager 

• Command-line interface (CU) 

Each solution delivers ease o f use, scalability, 

performance, and reliability required for enterprise 

and service provider networks. 

CiscoWorks VMS 

CiscoWorks VMS is a software-based enterprise 

management solution suíte that provides a 

comprehensive solution for VPN and security 

management. Cisco VMS is used for configuring, 

monitoring. and troubleshooting enterprise virtual 

private networks (VPNs), firewalls, and network- and 

host-based intrusion detection systems. This scalable 

solution addresses the needs o f small- and large-scale 

VPN and security deployments. 

Cisco Secure Policy Manager, a component of 

CiscoWorks VMS, is a scalable, powerful, policy-based 

security management system for Cisco PIX® Firewalls, 

IP Security (IPSec) VPN routers, and Cisco IDS sensors. 

Cisco Secure Policy Manager can centrally configure 

and monitor the activity o f multi pie Cisco IDS sensors 

located on local or remate network segments. 

Cisco Secure Policy Manager allows network and 

security technicians to quickly pinpoint the location 

and type. of an attack, qualify its severity, and instantly 

respond. Cisco Secure Policy Manager Event Viewer 

provides the user with unmatched ability to filter 

through Iarge volumes o f alarms in real time. The 

attributes used to define the way in which alarms are 

viewed on the event viewer may also be used to define 

a variety of HTML-based reports. For smaller 

operations that will not employ 24 x 7 operations, 

Cisco Secure Policy Manager can be easily instructed to 

forward alarms to a paging system and e-mail to help 

track events to resolution. Cisco Secure Policy Manager 

can also configure the Cisco IDS Sensor to perform 

response actions upon the firing o f an alarm. These 

response actions include shunning on routers, firewalls, 

and switches; TCP resets; and, IP session logging. 

CSPM Event Viewer: 
Ability to easily manage lOS alarms in real time utilizing an 
intuitive and highly scalable tabular format 
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Fea tures and Benefits 

• Multidevice management and monitoring-Cisco IDS offers 

management support for Cisco IDS sensors, Cisco PIX firewalls, 

and Cisco VPN. 

• Centralized configuration management-Cisco Secure Policy 

Manager can manage sensor configuration. Cisco Secure Policy 

Manager allows the user to easily and remotely fine-tune a 

variety of configuration parameters. In addition, a variety of 

proactive response actions may be configured on the Cisco 

Secure Policy Manager console on a per-signature basis; these 

actions enable the user to terminate sessions upon signature 

triggering. Such response actions include TCP resests, shunning 

(or blocking), and IP session logging. 

• Highly scalable event víewer-The Cisco IDS Event Viewer 

(IEV) provides unparalleled scalability by enabling the user to 

view and easily perform complex data mining for large volumes 

o f alarms, thereby keeping network administrators readily 

informed o f network-wide events. Filtering o f events may be 

C
,easily accomplished on a wide range of attributes. Multi pie 

;nstances on the event viewer allow the user to concurrently view 

the data in numerous different perspectives. 

• E-mail notíficatíon and script executíon-Cisco Secure Policy 

Manager sends e-mail notifications to a pager or a user account 

when alarms are received. In addition to the use of example 

scripts provided by Cisco IDS sensors, custam scripts can be 

easily created for notification purposes. 

• Secure communícatíon-IPSec can be configured to provide 

secure encrypted communication between the Cisco Secure 

Policy Manager and the Cisco IDS Sensor. 

• Reporting-Reporting allows the creation and viewing of 

reports about network activities monitored by sensors on your 

network. The reports include summary reports based on alarms, 

sources, destinations, or a specific sensor on your network. 

Because these reports are HTML based, they can be sent via 

~-mail to key administration personnel. 

'-.__/Vetwork security data base-The system network security 

data base (NSDB) provides a technician instant access to specific 

information about the attacks, hotlinks, potential 

countermeasures, and related vulnerabilities . Because the NSDB 

is an HTML database, it can be personalized for each user to 

include operation-specific information such as response and 

escalation procedures for specific attacks. 

• Windows NT-based system-The system provides an 

easy-to-use, Windows-based user interface. 

0, ~· ~ 1 ~-c tn·~.-_ l \\' ' Sy,.em Requ;<ements J 1 (c"-' Q J 

Recommended Platfocm . -"' l '* ') 
Microsoft Windows NT Server 4.0 with Ser · ~ PácW 

• Microsoft Internet Explorer 5.5 or above 

• Intel-based Pentium II processar, 400 MHz or better 

• 128MB RAM 

• 4 GB of free hard drive space available 

• One or more properly configured network adapters ·Vídeo 

display-1 024 x 768, with 64K colo r support 

• CD-ROM and 3.5-in. diskette drive 

* If installed in a distributed mo de, the Cisco Secure Policy 

Manager graphical user interface (GUI) can also run on Microsoft 

Windows 95, 98, 2000, and NT 4.0. Demo mode is also 

supported on Windows 2000 in Cisco Secure Policy Manager 2.3. 

Ordering lnformation 

Table 1 gives ordering information for components ofthe Cisco IDS 

management system. 

Table 1: Ordering lnformation for Cisco 1 DS Components 

Part Number Description 

CWVMS-2.0-WINR-K9 Cisco VMS bundle (includes Cisco 
Secure Policy Manager [ten devices] 
and host console) 

CWVMS-2.0UR-K9 Cisco VMS bundle (includes Cisco 
Secure Policy Manager [unrestricted] 
and host console) 

CON-SAS-CWVMS-R2 Software Application Services for VMS 
2.0 (restricted) 

CON-SAS-CWVMS-UR2 Software Application Services for VMS 
2.0 (unrestricted) 
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Cisco lOS Oevice Manager and lOS Event Viewer 

Cisco IDS 3.1 Sensor Software delivers Web-based embedded device 

management with the Cisco IDS Device Manager (IDM) and Cisco 

IDS alarm monitoring capabilities with the Cisco IEV. Cisco IDS 3.1 

ships with the Cisco IDS Appliance Sensor, and provides powerful 

and easy-to-use management capabilities using a cost-effective 

approach. 

Through the use o f sim pie, intuitive, Web-based graphics, Cisco 

IDM enables the easy configuration o f a Cisco IDS Sensor without 

requiring CLI knowledge. The Cisco IDM user interface supports 

wizard-based IDS command sets and a point-and-click design that 

allows unprecedented ease o f configuration in just a few steps, 

resulting in reduced deployment time. The result is cost savings 

through significant reductions in management time and maximum 

efficiency in Cisco IDS Sensor management. 

Cisco IDM provides secure communications by utilizing the Secure 

Sockets Layer (SSL) protocol to provide high-grade encryption for 

configuration o f the Cisco IDS Sensor. The embedded design o f 

CP IDM also enables m~n~gement f~om practically any desktop 
g a Web browser, prov1dmg operatwnal convenience to ali 

deployment environments. 

IDS Device Manager (lOM): 
Enterprise-class, web-based management, providing wizards·based 
configuration for ease of use, including instruction panels to guide the user 
through every step of the configuration. 
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Cisco IEV is the component of Cisco IDS 3.1 Sensor software that 

delivers powerful centralized event monitoring functionality for 

Cisco IDS sensors. The Cisco IEV is a Java-based application that 

enables users to view and manage alarms from up to three sensors. 

Features and Benefits 

from practically any desktop, no matter which operating system 

is being used on the desktop. Authorized administrators can 

securely point their Web browser at the Cisco IDS Sensor for 

deploying configurations. Cisco IDM provides support for the 

most popular browsers in the market today, including Microsoft 

Internet Explorer and Netscape Navigator. 

• Wizard-based configuration management-The feature provides 

wizards to guide the user through the configuration process, 

allowing sensors to be configured quickly and easily. 

• Graphical User Interface (GUI)-The interface delivers a 

tabular layout with one-click access to common tasks, enabling 

even the novice user to easily configure sensors using its 

point-and-click design. Furthermore, instruction panels describe 

the individual GUI screens in detail. After the initial 

configuration is complete using default configuration 

parameters. intuitive pull-down menus and dialog boxes are 

provided for users who wish to tune their sensors at a granular 

levei to customize the configuration to address specific threats 

that are applicable to their environment. 

• Granular levei of signature configuration-Cisco IDM allows 

the assignment of severity leveis, disabling and enabling o f 

signatures, and the configuration of response actions, such as 

shunning, TCP resets, and IP session logging, at a per-signature 

levei. 

• Signature grou~Cisco IDM groups signatures into logical 

categories based on the type o f attack to which they pertain. This 

enables users to specify configurations globally to ali signatures 

contained in the particular signature group. 

• Signature customization--Cisco IDM is fully compatible with 

the Cisco Signature Micro-Engine (SME). which enables the user 

to easily create custam signatures and tune existing signatures. 

The result is sensors that are fine-tuned to specifically address the 

security environment in which they are deployed, thereby 

minimizing the occurrence o f "false positives." 

• Highly scalable event viewer-Cisco IEV provides flexibility in 

event viewing by allowing the user to toggle between an 

innovative graphical representation o f the alarms and a highly 

scalable and intuitive tabular format. A combination o f these 

techniques allows users to drill down-and"VteW"e'Ve'r1r--'j 

information ata granular levei ~f@~sB0sQ~ª!á~fi~ 'f 
attributes with which to fi !ter a ~ aÇg~ 1!:!_eD.ce1>9Jt~~Á!h~ 
unprecedented approach to ala 1=!r~ny~mi'_t1n!_ ~ta 
mining. 
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Cisco IDS Event Viewer (IEV): 
Delivers innovative graphical display of IDS alarms 
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• Secure communication-Secure Socket Layer (SSL) encryption 

secures the communication between the Cisco IDS Sensor and 

C the browser. 

~calable event storage database-Cisco IEV delivers a robust, 

high-performance data base that ensures high data insertion rates 

to deliver persistence, and provides ample data storage capacity 

for scalability. 

• Network Security Database (NSDB)-The NSDB is an HTML 

database that provides detailed descriptions of attacks and 

recommendations for countermeasures. 

Network Security Database (NSDB): 
Online reference tool that provides detailed description about attackes, potential 
countermeasures, and links to available patches. 
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System Requirements for Cisco IDM and Cisco IEV 

Recommended Web Browser (Cisco IDM) 

• Netscap·e (Version 4.5 or higher) ,/{-~~ 

Internet Explorer (Version 5.01 Service Pack 1fir hi~_..,,.?- \ 
. I í. ;~,\'/ 

Recommended Platform (Cisco IEV) ~· I \)J \ f \ 
Intel-based Pentium III, 600 Mhz o r greater. c> 1:> . / ·.>r'{, , 
128 MB RAM , L .... Jt.. \;..) ·' 

. I r/ 

• 500 MB o f free hard drive space available --:..-/ 

• Video display-1024 x 768, with 64K calor support 

• CD-ROM drive 

• Windows 2000 Professional and Server 

Ordering lnformation for Cisco IDM and Cisco IEV 

Cisco SMARTnet® customers may download Cisco IDS 3.1 from 

the Software Center on Cisco.com at http://www.cisco.com. 

The part number for Cisco IDS Software Upgrade for customers 

who do not have Cisco SMARTnet support is IDS-SW-U. 

Additional lnformation 

For more information about Cisco IDS, go to: 

http://www.cisco.com/go/ids. 

For more information on Cisco VMS Solutions go to: 

http://www.cisco.com/go/vms 
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Monitoring Center for Security, Version 1.2 

lntroduction 

The Monitoring Center for Security is a toa! 

to capture, store, view, correlate and report 

on events from: 

• Cisco Network IDS 

• Cisco Switch IDS 

• Cisco IDS Network Module for routers 

• Management Center for Cisco Security 

Agents 

• Cisco PIX Firewalls 

• Cisco Firewall Services Modules 

• Cisco lOS Routers 

The Monitoring Center for Security will 

increase the accuracy o f threat detection 

and lower the operational costs for event 

monitoring, and will increase your 

administrator's productivity. The software 

delivers event correlation to identify attacks 

that are not easily recognizable from a 

single event, a flexible notification scheme 

and automated responses to criticai events. 

By taking advantage of user-defined event 

correlation rules, the operator can: 

• Monitor attacks against specific, 

high visibility hosts (for example , a 

web server). 

• . Monitor the traffic for patterns of 

attacks 

• Correlate IDS information from 

multi pie security devices (e.g. , firewalls, 

network IDS, host IDS) 

• Receive early notification o f emerging 

threats 

• Trigger an automated response, as a 

corrective action against an attack 

• Reduce the number of false positives 

The Monitoring Center for Security is a 

component of the CiscoWorks VPN/ 

Security Management Solution (VMS). 

VMS is an integral part o f the SAFE 

blueprint and combines web-based 

tools for configuring, monitoring and 

troubleshooting: · 

• Virtual Private Networks (VPN) 

• Firewalls 

• Network Intrusion Detection 

Systems (IDS) 

• Host-based IDS 

CiscoWorks VMS addresses the needs 

o f both small- and large-scale VPN and 

security deployments by protecting 

productivity gains and reducing operating 

costs fororganizations. 

lntended Use 

The Monitoring Center for Security will 

benefit those organizations experiencing 

information overload, resulting from: 

• Too many security consoles 

• Too many security events to monitor 

• Difficulty in viewing the big security 

picture 
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New Features 

The Monitoring Center for Security includes support for additional event types. The operator can now monitor 

events from the Management Center for Cisco Security Agents, version 4.0 and also monitor events from the Cisco 

Intrusion Detection System (IDS) software version 4.1. The Management Center for Cisco Security Agents 4.0 will 

receive events from agents and then forward these events to the Monitoring Center for Security version 1.2. As a 

result, the Monitoring Center for Security provides a broad, unified view of security messages. 

Support for IDS 4.1 allows the operator to monitor network IDS sensors that communicate using the Remate Data 

Exchange Protocol (RDEP) . With the RDEP protocol the operator can subscribe to specific IDS event types and better 

contrai which events are received. 

Enhancements in the event viewer include performance improvements for event deletions and an addition of a new 

interface graphing capability. The user can also preserve their preferred column ordering in the event viewer. 

Enhancements for reporting indu de the ability to save generated reports to the data base and to a file for more flexible 

storage options. Furthermore, new summary information has been added to reports to help with analysis. Cisco has 

added more reports for firewalls and Cisco Security Agents. 

Enhancements in the notification system include an increase in the number o f active events rules from 5 to 1 O. Event 

rules help identify criticai events and automate a response so that the operator does not need to monitor a screen 

over long periods. The operator can also import Cisco IDS Sensor configurations from a remate Management Center 

for IDS Sensors server to save time. 

The Monitoring Center for Security, version 1.1 is now supported on Solaris 8. This software does not have some of 

the features that are available in the Monitoring Center for Security version 1.2, which is available only on Windows 

2000 currently. Examples o f features not supported on the Solaris platform include: 

• No support for events from the Management Center for Cisco Security Agents, version 4.0 

• No support for events from the Cisco IDS Network Module for routers 

• No support for events form IDS version 4.1 (however, IDS 4.0 is supported) 

• No additional reports for firewall and Cisco Security Agents 

• No support for saving the preferences of column ordering in the event viewer 

Features and Benefits 

Comprehensive reporting options for finding information 

• Web-based wizard for creating flexible security reports 

• On-demand and scheduled reports 

• Reports by top incidents, by IP address , by time. by signature, by event, etc. 

• Send notifications o f reports by ema i! 

Web-based event viewer with features to easily locate attacks 

• Easily "slice and dice" data by moving event field columns and sifting through thousands o f events in seconds. 

The Event Viewer can read both real -time and historical events from the database. 
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Figure 1 

Design based on award winning event viewer. 
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Perform event correlation to detect an emerging threat 

• C reate user-defined rules for establishing relationships between events (correlate by type of event, by time, across 

sensors, across source addresses, etc .). This helps to identify attacks, which may not be apparent from a single 

event. 

• The user can define thresholds and time periods when a rule should be triggered 

• I f a rui e is triggered, the user can be notified via email and fine-tune what information from the suspicious packet 

is forwarded with the email. Alternatively, the user can automatically execute a script as a corrective response. 

Database Management 

• The Monitoring Center for Security provides a relational data base that is used for storage o f event data. Various 

database management functions such as archiving and purging can easily be performed without database 

administration skills within the Monitoring Center for Security using the web interface. 

I 
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·oevices Supported for Monitoring 

Cisco Network IDS sensors 

Cisco Switch IDS (IDSM) sensors 

Cisco IDS Network Module for Cisco Routers 

Cisco PIX Firewall 

Cisco Firewall Services Modules 

Cisco lOS Router for IDS messages (with lOS Firewall toolkit) 

Cisco Security Agents (forwarded by Management Center for 
Cisco Security Agents, version 4.0) 

Cisco IDS Host Console (forwarded by the Cisco IDS Host 
Console, version 2.5) 

System Requirements 

For comprehensive hardware and operating requirements see the 

VMS Overview. 

Ü://www.cisco.com/go/vms 

Ordering lnformation 

The Monitoring Center for Security is a featured component of 

CiscoWorks VMS. For ordering details click on the VMS Product 

Bulletin found at: 

IDS 3.0, 3.1, 4.0 and 4.1 

IDSM 3.0(5), 4.0 and 4.1 

IDS 4.1 

Cisco PIX Firewall OS 6.0(x), 6.1(x), 6.2(x), 6.3 .1 

1.1 

12.2x mainline and later 

4.0 

2.5 

http://www.cisco.com/go/vms 

For More lnformation 

Please reference http://www.cisco.com/go/vms or email 

ciscoworks@cisco. com 
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.- Cuco SYSTEMS DATA SHEET 

Cisco IDS 3.0 Sensor Softwar 
for Cisco 4200 Series Applianc· 

The industry-leading Cisco IDS lntrusion Detection System solution provides customers 

with unmatched intrusion protection technology through the Cisco Active Defense 

System. The integrated hardware and software solution delivers best-of-breed 

protection for both perimeter and internai resources. 

Version 3.0 is the latest release of the Cisco IDS application software for the Cisco 4200 

Series appliances. lt delivers the latest in innovative IDS features, including Active 

Update signature distribution mechanisms, customizable signature language, 

extensions to the Active Response capabilities, and secure administration. 

Key Features and Benefits 

Signature Definition and Distribution 

Enhancements 

Active Update Mechanism 

Cisco IDS now provides a facility to automatically 

distribute new signature files and application 

upgrades to sensors without operator 

involvement. Utilizing a secure staging technique, 

new signature files are placed on a central server 

and passed to the sensor at scheduled intervals. 

After verifying the integrity of the package, the 

sensor automatically installs the update. This new 

capability significantly streamlines the process of 

regularly updating remate sensors , thereby 

lowering the recurring operational costs 

associated with this task. Additionally, users can 

subscribe to Cisco Active Update notification 

services to stay informed about breaking 

vulnerability news and posted countermeasures. 

Signature lnstruction Language for Verifying 
Exploits and Reconnaissance (SILVER) 

Cisco IDS continues to innovate with the release 

of the Cisco SILVER signature language. Users 

can now develop custam signatures spanning 

Layer 2 through Layer 7 attributes. Developed by 

the Cisco Countermeasures Research Team, 

SILVER is the mechanism that this team uses to 

develop ali new signatures for the IDS product. 

Now Cisco is exposing this capability to its 

customers, providing them unparalleled flexibility 

to develop new signatures. 

This new language also decreases the time 

between signature releases because the signatures 

can be released as update files rather than 

compiled in the core sensor binary. Similar to 

antivirus products, the signature engines and the 

data files can be released separately. 
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Tunable Signatures 

One o f the challenges o f event monitoring for IDS is to 

reduce the occurrence of false positives, thereby allowing 

the user to focus only on alarms that are deemed security 

relevant. However, because the security objectives for 

each IDS deployment are unique, Cisco IDS 3.0 adds 

granularity to the way in which sensors may be tuned to 

specifically suit the enviranment in which they are 

deployed. Users may now tune signature threshold 

parameters to meet their unique security objectives. For 

example, for the ping sweep signature, the user can now 

define the number of hosts pinged before the signature 

tires. 

Alarm Summarization 

Attackers may use tools such as Stick to cause sensors to C 1send numerous alarms to management consoles as a way 

o f flooding the management console. The Alarm Throttle 

feature in Cisco IDS 3.0 allows users to consolidate 
alarms to a single event, thereby preventing the 

management console from being overwhelmed with 

numeraus events. For example, i f the rate of alarms being 

sent by the sensor exceeds a certain threshold value, the 

signature may be set to automatically throttle to a 

summarization mode to praduce a single alarm that 

comprises numeraus alarm firings. A time interval may 

also be specified that determines the rate at which 

subsequent consolidated alarms are sent to the 

management console. 

Detection of Network DoS Attacks 

Cisco IDS 3.0 adds functionality to detect network 

denial-of-service (DoS) attacks that are targeted at C consuming network resources. An inspector monitors the 
data capture by maintaining a counter that tracks the 

number o f packets being captured per second. I f the rate 

of packets being captured exceeds a specified rate and 

such peaks occur at a certain frequency. an alarm is 
generated to alert the user o f a possible DoS attempt. 

Active Response Extensions 

Shunning with the Cisco PIX Firewall and Cisco 
Catalyst Switches 

Cisco IDS incorporares praactive response functionality 

into the sensor appliances by allowing users to configure 

the IDS to dynamically respond to an attacking host by 

preventing new connections and disallowing packets from 

range of Cisco's high-performance networking devices, 

including the Cisco PIX® Firewall (running PIX 6.0+), 

Cisco Catalyst® 6000 Switch. and Cisco Catalyst 5000 

Switch. This shunning gives security operators 

unparalleled contrai to reach across the network to 

quickly stop misuse and end intruders' access to the 

network. 

lnteroperability with Existing ACLs 

Shunning is accomplished by the dynamic modification o f 

access controllists (ACLs) on managed devices. Cisco IDS 

3.0 allows the user to configure the sensor to shun while 

maintaining any user-defined access contrai entries on the 

specified interface and direction. 

Secure Administration 

In addition to existing functionality that provides secure 

communications between the senso r and the management 
console using IP Security (IPSec), Cisco IDS 3.0 also 

supports the Secure Shell Pro toco! (SSH) to allow users to 

remotely access sensors over a secure connection. 

IP Session Replay 

IP session logging provides extensive logging that is 

important for system troubleshooting as well as for 

reconstructing system events before and after attacks. 

Cisco IDS 3.0 augments this existing capability by 

converting these logs to a standard TCP dump format that 

allows them to be viewed and replayed using public 

domain utilities, such as Ethereal and TCPReplay. 

Enhanced Filtering 

Users have the ability to specify which source or 

destination IP addresses that specified signatures must 

alarm on. Because certain signatures may be classified as 

security relevant for certain source or destination IP 

addresses and yet do not need to be analyzed for other IP 

addresses, this levei of enhanced filtering minimizes the 

occurrence of false positives. 

Alarm Generation When Sniffing Interface is 
Disconnected 

Sensors are equipped with a monitoring interface for data 

packet capture and a command and contrai interface for 

transmitting alarms to the managef}~~CCõ~sol-e-mtEI-----~ 
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management console. With Cisco IDS 3.0, when the 

sniffing interface is disconnected, an alarm is triggered. 

This setup provides the user with an alert mechanism 

when the interface is tampered with and hence assures 

persistent operation. 

Technical Specifications 

Ordering lnformation 

SMARTnef™ customers may download Cisco lOS 3.0 

from Software Center on CCO at http://www.cisco.com 

Part number for IDS Software Upgrade for Non-Support 
Customers: IDS-SW-U 

Export Considerations 

IDS sensors are subject to export contrais. Please refer to 

c \the export compliance Web site at 

http://www.cisco.com/wwllexport/crypto/ for guidance. 

For specific export questions, please contact 
export@cisco.com. 

C' 

Additional lnformation 

Cisco Secure Intrusion Detection System: 

http:/ /www. cisco. cornlgo/ids/ 

Corporate Headquarters 
Cisco Systems. Inc. 
170 West Tasman Drive 
San Jose. CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4100 

European Headquarters 
Cisco Systems Europe 
I I . Rue Camille Desmoulins 
92782 Issy-les-Moulineaux 
Cedex 9 
F rance 
www-europe.cisco.com 
Tel: 33 I 58 04 60 00 
Fax: 33 I 58 04 61 00 

CISCO SYSTEIII 

Americas Headquarters 
Cisco Systems. Inc. 
170 West Tasman Drive 
San Jose, CA 95134-1 706 
USA 
www.cisco.com 
Te!: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems Australia. Pty. , Ltd 
Levei 9, 80 Pacific Highway 
P.O. Box 469 
North Sydney 
NSW 2060 Australia 
www.cisco.com 
Tel: +61 2 8448 7100 
Fax: +61 2 9957 4350 
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Tuning Sensor Configurations 

After configuring your sensors, you need to tune them to achieve optimal 
performance on your network, particularly to minimize false positives and false 
negatives. 

Note Tuning sensor configurations should not be confused with tuning signature 
parameters. 

Some Jegitimate network activity, such as vírus scanning, can appear to be an 
attack on your network. When Jegitimate network activity is reported as an attack, 
that report is called afalse positive. More generally, a false positive can be defined 
as the interpretation of an instance of legitimate and expected network activity as 
an attack because that activity meets criteria that were specified to identify an 
attack prior to the occurrence of the attack. You can decrease the number of false 
positives by tuning your sensor configurations. 

Tuning your sensor configurations can also help you solve another problem. You 
can decrease the number of false negatives by tuning your sensor configurations. 
A false negative can be defined as an attack that was not detected. 

You can tune sensor configurations by using four general methods : 

Specifying reassembly settings for IP fragments and TCP sessions. 

Port mapping (that is, identifying additional ports). 

Identifying hosts and networks that should be exempt from blocking. 

Filtering alarms in accordance with their severity and their source. 
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Chapter 7 T uning Sensor Configurations 

Reassembly Options, Port Mapping, Never Block Addresses, and Filtering are in 
the TOC that appears when you select Configure > Settings in IDS MC. 
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You can tune sensor configurations by specifying reassembly options for IP 
fragments and TCP sessions. Specifying reassembly options prevents false 
negatives that are caused because the sensor cannot reconstruct the datagram or 
session. 

When using IDSM devices supported by IDS MC, you can identify additional 
ports that should be considered by a sensor signature. This process is known as 
port mapping. Examples of these additional ports are those used by custom TCP 
services and those used by well-known services that you have reassigned to 
another port. Identifying additional ports is important because some sensor 
signatures are based on specific port numbers. 

You can tune sensor configurations by identifying hosts and networks that should 
be exempt from blocking. 

For example, your sensor configuration may include instructions to block sources 
of a particular attack whenever that attack is detected; you may ais o have a trusted 
network device whose normal, expected behavior appears to be that attack. (Thi s 
situation results in a fal se positive.) In this situation , you can tune your sensor 
configuration to ignore that particular perceived attack when its source is your 
trusted network device. In that way, you avoid false positives: You avoid the 
generation of al arms from your trusted network device, and your trusted network 

Center for lOS Sensors 1.2 
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Chapter 7 Tuning Sensor Configurations 
Task list for Tuning Sensor Configurations 

device is not blocked. You still receive alarms if that particular attack is detected 
in traffic from other sources. Also, you can still block other, untrusted devices if 
your sensor detects that particular attack in traffic from those other, untrusted 
devices. 

You can tune sensor configurations by filtering audit events. Tuning a sensor by 
filtering audit events reduces the number of false positives. You can set the 
minimum levei of events that will be reported to you. Also, you can enable and 
disable alarms from specific hosts and networks. 

When using IDSM devices supported by IDS MC, you can define rules that 
prevent the sensor from generating alarms and audit event records for suspicious 
behavior based on traffic originating from or destined to specific networks and 
hosts. You can use the Filters page to define these rules. 

Task List for Tuning Sensor Configurations 

78-15664-01 

After configuring your sensors, you need to tune them. You can tune sensor 
configurations by using four general methods: 

• Specifying reassembly options for IP fragments and TCP sessions. 

• Port mapping (that is, by identifying additional ports). 

• ldentifying hosts arid networks that should be exempt from blocking. 

• Filtering alarms in accordance with their severity and their source. 

You can tune sensor configurations by performing one of the following tasks . For 
step-by-step procedures on performing a specific task, refer to the corresponding 
section. 

• Specifying IP Fragment and TCP Session Reassembly Settings for a Sensor, 
page 7-4 

• ldentifying Additional Ports Used by Specific Signatures Applied to a Sensor, 
page 7-5 

• Defining Filters for a Sensor, page 7-7 

• Specifying Networks and Hosts that Should Never Be Blocked, page 7-13 

Using Management Center for IDS Sensors 1.2 
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T ask List for T uning Senso r Configurations 

Specifying IP Fragment and TCP Session Reassembly Settings for 
a Sensor 

Step 1 

Step 2 

Step 3 

Step4 

Step 5 

Step 6 

Step 7 

The goal of defining these reassembly settings isto ensure that the sensor does not 
allocate ali of its resources to datagrams that cannot be completely reconstructed, 
either because the sensor missed some frame transmissions or because an attack 
is generating random fragmented datagrams. 

These settings ensure that valuable system resources are not reserved for sessions 
that are no longer active. These settings apply to sensors globally, not to 
individual settings such as signatures. 

To specify IP fragment reassembly options and TCP session reassembly options, 
follow these steps: 

Select Configuration > Settings. 

In the TOC, click the Object Selector handle. 

In the Object Selector, select the sensor for which you want to specify reassembly 
options. 

The Object Selector closes. 

In the TOC, select Reassembly Options. 

The Reassembly Options page appears. 

When configuring an IDSM ora 4.x sensor appliance, you h ave the option of TCP 
strict reassembly. The 3.x sensor appliance does not have that option. 

When configuring a sensor appliance (3.x or 4.x), you have the option of 
specifying Maximum Total Fragments. The IDS module does not have that option . 

When configuring a 4.x sensor appliance, specify the operating system in the IP 
Reassemble Mode list box . 

To specify that you want the sensor to reassemble IP datagrams, select the 
Reassemble Fragments check box under IP Fragment Reassembly. 
Reassembling fragments is done by default by ali sensors, both appliances and 
modules. 

To specify the maximum number of partia! datagrams that the sensor can attempt 
to reconstruct at one time, enter that value in the Maximum Partia! Datagrams 
field. Maximum Partia! Datagrams is not available for 4 .x sensor appliances. 

78-15664-01 
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Chapter 7 T uning Sensor Configurations 

Step 8 

Step 9 

Task list for Tuning Sensor Configurations 

To specify the maximum number of fragments that can be accepted in to a single 
datagram, enter that value in the Maximum Fragments Per Datagram field. 
Maximum Fragments Per Datagram is not available for 4.x sensors. 

To specify the maximum total fragments, enter that value in the Maximum Total 
Fragments field . Maximum Total Fragments is available for sensor appliances but 
not for IDS modules. 

Step 10 To specify the maximum number of seconds that can elapse before the sensor 
stops keeping track of a particular exchange for which it is trying to reassemble a 
datagram, enter that value in the Fragmented Datagram Timeout field. 

Step 11 To specify that the sensor track only sessions for which the three-way handshake 
is completed, select the TCP Three Way Handshake check box . 

Step 12 To specify how strict the reassembly requirements for this sensor should be when 
it attempts to reassemble the entire TCP session, select that type from the TCP 
Strict Reassembly list box. TCP Strict Reassembly is available for IDS modules 
but not for sensor appliances. 

Step 13 To specify the number of seconds that can elapse before the sensor frees the 
resources allocated to a fully established TCP session, enter that value in the TCP 
Open Establish Timeout field. 

Step 14 To specify the number of seconds that can elapse before the sensor frees the 
resources allocated for an initiated, but not fully established, TCP session, enter 
that value in the TCP Embryonic Timeout field. 

Step 15 To accept your changes and close the Reassembly Options page, click Apply. 

ldentifying Additional Ports Used by Specific Signatures Applied 
to a Sensor 

78-15664-01 

When using IDSM devices supported by IDS MC, you can specify additional 
ports that should be considered by signatures that study specific network services 
(identified by the TCP port used by that network service). These port settings 
enable you to identify any well-known network service ports that you have 
reassigned on your internai network. These port settings also enable you to 
identify any custom TCP-based services, running across your internai networks, 
that you want the sensor to study for specialized attacks that target these network 
services. 

Using Management Center for IDS Sensors 1.2 
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Tuning Sensor Configurations 

T ask List for T uning Senso r Configurations 

Step 1 

Step 2 

Step 3 

Step4 

Step 5 

Step 6 

Step 7 

Port mapping applies only to 3.x IDS modules, 4.x sensor appliances, and 
IDS MC groups. It does not apply to 3.x sensor appliances. 

To identify additional or remapped ports for more extensive evaluation by specific 
signatures, follow these steps: 

Select Configuration > Settings. 

Click the Object Selector handle. 

In the Object Selector, select the device or group for which you want to identify 
additional or remapped ports. 

The Object Selector closes. 

In the TOC, select Port Mapping. 

The Port Mapping page appears. 

: r 'Mendelory 

To specify additional ports that should be considered by the signature that studies 
for hijacked ports on a TCP-based service, enter each port number in the TCP 
HIJACK Ports field, separating entries with a comma. 

To specify additional ports that should be considered by the signature that studies 
for TCP-based flood attacks , enter each port number in the TCP SYNFLOOD 
Ports field , separating entries with a comma. 

To spec ify additi onal ports that should be considered by the attack signature that 
studies for Telnet-based attacks , enter each port number in the TCP TELNET 
Ports field , separating entries with a comma. 

ment Center for IDS Sensors 1.2 
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Task List for T uning Sensor Configurations 

Step 8 To specify additional ports that should be considered by the attack signature that 
studies for HTTP-based attacks, enter each port number in the TCP HTTP Ports 
field, separating entries with a comma. 

Step 9 To accept your changes and close the Port Mapping page, click Apply. 

Defining Filters for a Sensor 

78-15664-01 

Filters can be used to reduce the number of false positives reported by your 
sensors, so they are considered a method of tuning your sensors. 

Filtering an alarm means that the sensor will analyze the data stream but will not 
generate an alarm. Filtering ali alarms from a particular signature is not the same 
thing as disabling that signature, which results in no analysis of the data stream 
for that signature. 

Note Filters for a sensor in IDS MC should not be confused with event filters that are 
part of an event rule in Security Monitor. 

A filter is defined by specifying the signature, the source address, and the 
destination address and whether it is an inclusive or exclusive filter. You cannot 
define any particular part of the filter (such as the source address) as inclusive or 
exclusive; you have to define the entire fi !ter as inclusive or exclusive. Also, i f you 
define more than one filter, IDS MC will apply them in the order in which you 
defined them. 

An example of how filters work can be helpful in seeing how to define them. In 
this example, you want to exclude ali alarms that originate from Network 
10.10.10.0/24 beca use that network is using some applications that generate large 
numbers of false positives . However, there are two signatures that are important 
to you, so you don ' t want them to be excluded: They are 994 (Traffic Flow 
Started) and 995 (Traffic Flow Stopped). 

Usi Center for lOS Sensors 1.2 
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Step 1 

Step 2 

Step 3 

Step 4 

1. Begin by defining an exclusive filter. Specify the source address as 
10.10.1 0.0, which is the network that is generating large numbers of false 
positives . Specify ali signatures so that no alarms are sent to 
Security Monitor. 

2. Next, define an inclusive filter. Specify the same source address, which is 
Network 10.10.1 0.0. But specify Signatures 994 and 995, which are the ones 
that you want to include because they are important to you. 

By using these two filters, and in this order, you can filter out a large number of 
alarms that would be false positives. But you can selectively let some of them 
(Signatures 994 and 995) pass through. This is possible because you defined the 
exclusive filter first and the inclusive fi) ter next. Note that if you had defined the 
inclusive filter first, then the exclusive fi) ter would have filtered out ali the alarms 
from Network 10.10.1 0.0 . This is beca use filters are evaluated in order. 

This procedure defines filters for a sensor as described in this example. The 
example assumes that you have added Device11 in GroupW to your network. 
Device 11 is a 4.x appliance sensor in this example. 

To define a filter for a sensor as described in the example, follow these steps: 

Select Configuration > Settings. 

In the TOC, click the Object Selector handle. 

In the Object Selector, select Device11 , the sensor for which you want to define a 
filter in this example. Device11 is a 4 .x sensor. 

The Object Selector closes. 

In the TOC, select Filters. 

The Filters page appears. This page shows that no filters have been defined for 
Device 11, the sensor that you selected. 

78-15664-01 

RQS no 0312005 -CN -
CPMI- u ·· CORREIOS 

1130 
Fls. N° - · - -=---..::--

3 6 9 o 
Doe: ------



o 

Chapter 7 T uning Senso r Configurations 

78-15664-01 

Step 5 

Step 6 

Step 7 

Step 8 

Task List for T uning Sensor Configurations 

Filters 

Gt-oup:W Sensor: DeY!ce11 , 
~ .._,,.,. , ~:~,.- ,/ - ;<~ •• ;ú:<~""'-· '-""" · '-'·~---"""-'""'"'""'~ -"--- · ----'-·-..,._.~'>'~~~'·YX<.< ... -·~•"'"*'M~~-...,_.,;:,.._. .... ___ .-'M-·--,..~-·'- · 

To begin detining the exclusive tilter in this example, click Add. 

The Enter Filter page appears. 

Enter a name for the filter: Use "First Filter--Exclusive" 

Select the action o f Exclude. 

The Enter Filter page now appears as shown here. 

Filler Name:~ IFirst Filt~.r:::-~;.:~1~; ~':~ __ '" ' ~ 
Adion: .. , Exclude i2J . 

Signatures: .. Sigoa,ures 

Source Adcfresses: ~ Source Addresses 

Deslination Adclresses: .. Destination Addresses, 

Note: " - Required Field 

Click the Signatures link. 

The Enter Signatures page appears . 

Usi Center for IDS Sensors 1.2 
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Step9 On the Enter Signatures page, add Ali Signatures from the Available Signatures 
field to the Selected Signatures field. 

Step 10 

The Enter Signatures page now appears as shown here. 

Ali Signe.tures 
993 Missed Pe.cket Count 
994 Tre.ffic Flow Ste.rted 
995 Tre.ffic Flow Stopped 
1 000 BAD IP OPTION 
1 001 Record Pe.cket Rte 
1 002 Timeste.mp 
1003 Provi de s,c,h,tcc 
1 004 Loose Src Rte 
1 005 SATNET ID 

Click OK. 

The Enter Filter page appears again. 

Step 11 Click the Source Addresses link. 

The Filter Source Addresses page appears. 

Step 12 Click Add. 

The Enter Filter Address page appears. 

Step 13 Select the radio button corresponding to Network and enter 10.10.1 0.0, the 
network address being used in this example, along with its network mask of 
255 .255.255.0. The Enter Filter Address page now appears as shown here. 

Using Management Center for IDS Sensors 1.2 
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Step 14 

Step 15 

Step 16 

Step 17 

Step 18 

Step 19 

Step 20 

Step 21 

78-15664-01 

Task List for Tuning Sensor Configurations 

' C Ar1Y 

r. Internai 

~· .Network 

Click OK. 

The Filter Source Addresses page appears, showing the addition of Network 
10.10.10.0 with a subnet mask of 255 .25.255 .0. 

Click OK. 

The Enter Filter page appears again. 

Click the Destination Addresses link. 

The Filter Destination Addresses page appears . 

Click Add. 

The Enter Filter Address page appears . 

Select the radio button corresponding to an address of Any and click OK. 

The Filter Destination Addresses page appears, showing the addition of Any. 

Click OK. 

The Enter Filter page appears again . 

Click OK. 

The Filters page now appears as shown here. You have just finished defining the 
first filter in this example. 

Usi 

----
3 6 9 o 

Doe: ----



c 

Chapter 7 T uning Senso r Configurations 
T ask list for T uning Sensor Configurations 

:Filters 

''(fNZ'"'&';-, ""(fAA_.,._,~~'I<';"·ID":\"' ~~~J1'~~-·w • ··~ 

!~~~-~~.rt· .. ~~J~:~!1,~~~~--~•><•~~~-·=lM~~~.;c_*~~-- - *'· =-··· ~-'•·'-~ 

: 1 . (õ First FiHer --Exclusive Exclude Ali Signatures Ali Subsignatures 1 O .1 O .1 O .01255.255 .255 .O Any 

Step 22 To begin defining the inclusive til ter in this example, click Add. 

Step 23 Add a filter with the name "Second Filter--Inclusive" with an action of Include. 

Step 24 Continue with this example by adding Signature 994 and Signature 995. 

Step 25 Add the same source address and destination address that were used for the first 
filter, and then display the Filters page again . It should now appear as shown here . 

Using Management Center for IDS Sensors 1.2 
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T ask List for T uning Senso r Configurations 

'Filters 

.1 . ~ Fi r si Fitter --Exclusive Exclude Ali Signatures Ali Subsignatures 1 O .1 O .1 O .0/255.255 .255 .O Any 

'2. 

The filter named First Filter--Exclusive will be applied first. It will exclude 
ali alarms from Network 10.10.1 0.0. The filter named Second 

Filter--Inclusive will be applied next. lt will allow alarms from Network 
1 0.10.10.0 i f they result from Signatures 994 or 995. Signatures 994 and 995 will 
not be disabled. 

Specifying Networks and Hosts that Should Never Be Blocked 

78-15664-01 

You can configure a sensor to block an attack by generating ACL rules for 
publication to an Cisco lOS router. However, it is important to tune your sensor 
signatures to identify hosts and networks that should never be blocked . For 
example, you may have a trusted network device whose normal, expected 
behavior appears to be an attack. But such a device should never be blocked. Also, 
trusted , internai networks should never be blocked. Proper tuning reduces the 
number of false positives and helps ensure proper network operation. 

Using Management Center for IDS Sensors 1.2 
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Task List for Tuning Sensor Configurations 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

To specify the networks or hosts that should never be blocked when an attack is 
detected, follow these steps : 

Select Configuration > Settings. 

Click the Object Selector handle. 

In the Object Selector, select the sensor for which you want to identify hosts and 
networks that should be exempt from blocking. 

In the TOC, select Blocking > Never Block Addresses. 

The IP Addresses page appears. This page shows the list of devices and networks 
that are capable of being blocked by configuring the sensor that you selected . On 
this page, you can add, edit, and delete hosts and networks. ... _ 

1. r . 10.UB 

2. r: ~ 'ÚJ.1 0.1.1 

3. r 171.44.5.1 

255 255.255 .O 

255255.255.0 

255.255.255.240 

Engineering 

Sales 

~ 1-~ of 3 recorda. --Device41 

Device41 

(]) 
CD 
CD .... 
CD 

To add a host or network to the list of those that should never be blocked by the 
sensor that you selected, click Add. 

The Enter Network page appears. 

Enter the following information in the Enter Network page: 

IP address 

Network mask 

Comment 

To edit information associated with a host or network on the list of those that 
should never be blocked by the sensor that you selected, select the check box 
adjacent to the address of that host or network, and click Edit. 

The Enter Network page appears. 

Using Management Center for lOS Sensors 1.2 
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Step 7 

Step 8 

Step9 

Task List for Tuning Sensor Configurations 

Enter the following information on the Enter Network page: 

• IP address 

• Network mask 

• Comment 

To dele te a host or network from the list of those that should never be blocked by 
the senso r that you selected, select the check box corresponding to the address of 
that host or network, and click Delete. 

The host or network that you selected is deleted. 

To add, edit, or delete additional hosts or networks, repeat Step 2 through Step 7. 

To continue configuring sensors, select Configuration > Settings. 

Using Management Center for IDS Sensors 1.2 
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Monitoring Center for Security 1.2 

Q. What is The Monitoring Center for 

Security? 

A. It is the next generation event 

monitoring software from Cisco. The 

Monitoring Center for Security can view 

events from: 

• Cisco Network IDS 

• Cisco Switch IDS 

• Cisco IDS Network Module for Routers 

• Cisco Security Agents 

• Cisco IDS Host Sensors 

• Cisco PIX Firewalls 

• Cisco lOS Routers 

The Monitoring Center for Security will 

capture, store and provide viewing for these 

events. Reporting templates are also 

supplied . 

The Management Center for Security is 

available within the CiscoWorks VPN/ 

Security Management Solution (VMS) . It is 

not sold separately. 

Q. What is additionally required to receive 

Cisco Security Agent, version 4.0 events? 

A. The Management Center for Cisco 

Security Agents, version 4.0 needs to be 

installed . This software will forward the 

events to the Monitoring Center for 

Security. 

Q. Who should buy VMS? 

A. 

• For larger deployments in enterprises. 

VMS . which includes the Monitoring 

Center for Security, wo uld be 

Cisco Systems, Inc. 
Ali contents are Copyright © 1992-2002 Cisco Systems, In c. Ali rights reserved. 
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appropriate. The Monitoring Center for 

Security also monitors other devices in 

the Cisco SAFE blueprint, unlike IDS 

Event Viewer (IEV) 

• For monitoring of 1-3 IDS sensors, 

customers should consider IEV. This is 

suitable for smaller implementations or 

trials. 

• For those needing high-end scalability 

and multivendor device support. the 

CiscoWorks Security Information 

Management Solution, based on the 

netForensics version 3.1 technology, 

would be most appropriate. 

Q. How many authorization roles are 

supported? 

A. The software will have five 

authorization roles. Integration with Cisco 

Access Control Server (ACS) is also 

supported for additional user roles. 

Q. Does the software require HP 

OpenView as a prerequisite? 

A. The software does not require HP 

OpenView. 

Q. What operating systems are supported? 

A. The Monitoring Center for Security, 

version 1.2 is available for Windows 2000 

only. For those requiring Solaris support , 

the Monitoring Center for Security, version 

1.1 is now supported on Solaris 8. 

ported 
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No support for events from the Management Center for Cisco Security Agents, version~~~9· 
• No support for events from the Cisco IDS Network Module for routers 

• No support for events form IDS version 4.1 (however, IDS 4.0 is supported) 

• No additional reports for firewall and Cisco Security Agents 

Refer to the Cisco web site for availability of the Monitoring Center for Security, version 1.2, with Solaris support. 

Note: these components are not available on Windows NT ar HP Unix. 

Q. For customers with Cisco Secure Policy Manager (CSPM) or IDS Director, what are the advantages to upgrading 

to the next generation software? 

A. Cisco has historically sold two Network IDS management products: 

• CSPM for IDS (NT) 

• IDS Director (HP Unix and Solaris) 

To deal with the increasing adoption of IDS, Cisco developed the Management Center for IDS Sensors and the 

Monitoring Center for Security. This is an evolution from CSPM and IDS Director. 

The aim ofthe new software isto reduce the effort required for IDS sensor administration. The primary cost for IDS 

over a three-year period, is not in the hardware or software, it's in the administrative costs. This is where the new 

features will make the biggest impact. The new software delivers enhancements in severa! areas to provide Iower cost 

of ownership for IDS management and security monitoring. 

1. Higher scalability, supporting deployments to hundreds of sensors 

2. Support for higher event volumes 

3. Use of group profiles to configure multi pie sensors concurrently 

4. Event correlation to identify attacks mounted across sensors, across time, and from different addresses 

5. Flexible notification scheme to fine-tune what information is sent with each notification and automated responses 

to criticai events. 

6. Richer reporting and support for multiple event types 

7. More powerful signature tuning to reduce false positives and increase the accuracy o f detection 

8. Easier web based interface 

Existing users will have the option to migrate to the new software through discounted upgrade part numbers. Read 

the VMS product bulletin for part numbers. Furthermore those customers that have purchased VMS 2.x anda SAS 

service contract will receive the new software at no additional cost. 

Q. Will the software support SNMP alarms? 

A. SNMP alarms are currently not supported however this is planned for a future release. The user may consider 

the use of unsupported freeware tools that generate SNMP traps (e.g. TrapGen). The Monitoring Center allows 

automated scripts to be executed when a specific threshold is exceeded or event type is received. Using the script, the 

freeware tools can be Iaunched to generate a SNMP alarm. This SNMP alarm can then be forwarded to a third party 

management console. 

Q. Where can I find further information? 

A. Refer to the Cisco web site for the Iatest product and ordering informati!'.ln ... .Att;~L.w,; ' · co.com/ o/vms 
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Defining and Viewing Reports 

You can access the reporting features that are available in Monitoring Center for 
Security (Security Monitor) from the Reports tab. You can generate and view 
reports about network activities monitored by sensors on your network. The 
reports include summary reports about alarms, sources, destinations, ora specific 
sensor on your network. By default, ali events monitored by a sensor are retained 
by Security Monitor. Therefore, unless you delete events from the database, you 
can generate reports based on ali recorded activities. 

If the desired event is not being generated, verify that the sensor signature setting 
that corresponds to the event is enabled. Sensors generate events for only those 
signatures that are enabled. These events are then received by the 
Security Monitor server. 

You can also generate the following report types: 

• Audit Reports-Provide information about system events. 

Firewall Reports-Provide information about Firewall events. 

CSA Reports-Provide information about events generated by Management 
Center for Cisco Security Agents (Security Agent MC) . 

Refer to the following topics for more information about defining and viewing 
reports: 

Understanding the Types of Reports, page 6-2 

Scheduling and Generating Reports, page 6-7 

Viewing Reports, page 6-8 

Saving a Generated Report as an HTML File, page 6-9 

Deleting Generated Reports, page 6-1 O 

u 
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Chapter 6 Defining and Viewing Reports 
Understanding the T ypes of Reports 

• Editing Report Parameters, page 6-11 

• Deleting Scheduled Report Templates, page 6-12 

Understanding the T ypes of Reports 
You can view four categories of reports in Security Monitor: alarm reports, audit 
reports, CSA reports, and Firewall reports. Alarm reports provide information 
about the events being collected by Security Monitor. Audit reports provide 
information about Security Monitor system events. CSA reports provide 
information about Security Agent MC events. Firewall reports provide 
information about Firewall events. 

Reports can be generated on-demand or scheduled for a !ater date and time. You 
can configure scheduled reports to repeat at regular intervals. 

• About Alarm Reports, page 6-2 

• About Audit Reports, page 6-4 

• About CSA Reports, page 6-5 

• About Firewall Reports, page 6-5 

• About Scheduled Reports, page 6-7 

About Alarm Reports 

You can generate the following alarm reports in Security Monitor: 

• IDS Top Sources Report-Reports the specified number of source IP 
addresses that have generated the most events during a specified time period. 
Filterable by Date/Time, Top n, where n is the number of sources, Destination 
Direction, Destination IP Address, Signature or Signature Category, Sensor, 
and Event Levei. 

• IDS Top Source/Destination Pairs Report-Reports the specified number 
of source/destination pairs (that is , connections or sessions) that have 
generated the most alarms during a specified time period. Filterable by 
Date/Time, Top n, where n is the number of source/destination pairs, 
Signature or Signature Category, Sensor, Event Levei, Source Direction, 
Destination Direction, Source Address, and Destination Address. 

1.2 
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Understanding the Types o 

IDS Top Destinations Report-Reports the specified number of destination 
IP addresses that have been targeted for attack during a specified time period. 
Filterabie by Date/Time, Top n, where n is the number of destinations, Source 
Direction, Source Address, Signature or Signature Category, Sensor, and 
Event Levei. 

• IDS Top Aiarms Report-Reports the specified number of top aiarms, by 
signature name, that have been generated during a specified time period. 
Filterable by Date/Time, Top n, where n is the number of aiarms, Source 
Direction, Destination Direction, Source Address, Destination Address, 
Signature or Signature Category, Sensor, Event Levei, and Signature or 
Signature Category. 

IDS Summary Report-Provides a summary of event information for an 
organization during a specified time period. Fiiterabie by Date/Time, 
Organization, Source Direction, Destination Direction, Signature or 
Signature Category, and Event Levei. 

• IDS Aiarms by Sensor Report-Reports iogged aiarms based on the sensor 
(Host ID) that detected the event. Fiiterabie by Date/Time, Source Direction, 
Destination Direction, Source Address, Destination Address, Signature or 
Signature Category, Sensor, Event Levei, and Event Count. 

• IDS Alarms by Hour Report-Reports aiarms in one-hour intervais over the 
time specified by the user. Filterabie by Date/Time, Source Direction, 
Destination Direction, Source Address, Destination Address, Signature or 
Signature Category, Sensor, Event Levei, and Event Count. 

• IDS Alarms by Day Report-Reports aiarms in one-day intervais over the 
time specified by the user. Fiiterabie by Date/Time, Source Direction, 
Destination Direction, Source Address, Destination Address, Signature or 
Signature Category, Sensor, Event Levei, and Event Count. 

IDS Alarm Source/Destination Pair Report-Reports iogged aiarms based 
on source/destination IP address pairs (that is, connections or sessions). 
Fiiterabie by Date/Time, Signature or Signature Category, Sensor, Event 
Levei, Aiarm Count, Source Direction, Destination Direction, Source 
Address, and Destination Address. 

IDS Alarm Source Report-Reports aiarms based on the source IP address 
that generated the alarm. Fiiterabie by Date/Time, Destination Direction , 
Destination Address, Signature or Signature Category, Sensor, Event Levei, 
Alarm Count, Source Direction, and Source Address. 
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Understanding the T ypes of Reports 

IDS Alarm Report-Reports logged alarms based on signature names. 
Filterable by Date/Time, Source Direction, Destination Direction, Source 
Address, Destination Address, Sensor, Event Levei, Event Count, and 
Signature or Signature Category. 

IDS Alarm Destination Report-Reports alarms based on the destination IP 
address that generated the alarm. Filterable by Date/Time, Source Direction, 
Source Address, Signature or Signature Category, Sensor, Event Levei, Event 
Count, Destination Direction, and Destination Address. 

Daily Metrics Report-Reports event traffic totais, by day, from the selected 
date until the current date. Reporting occurs in 24-hour intervals, starting at 
midnight. The report shows events by platform (PIX, lOS, Sensor, RDEP) 
and event type (IDS or Security). 

• 24 Hour Metrics Report-Reports ali alarm traffic from the most recent 24 
hours in 15 minute intervals. There are no filters for this report. 

About Audit Reports 

Audit reports provide information about management server events . lf IDS MC 
and Security Monitor are installed on the same server, the generated audit reports 
and scheduled audit report templates are shared between the applications. 

The following audit reports are available: 

Subsystem Report-Reports audit records ordered by the IDS subsystem, 
which includes systems from IDS MC and Security Monitor and systems 
common to each. Filterable by Event Severity, Date/Time, and Subsystem. 

Sensor Version lmport Report-Reports the audit records that are 
generated when the version identifier of IDS sensor devices is imported into 
IDS MC. These records indicate success or failure of the import operation. 
Filterable by Device, Event Severity, and Date/Time. 

Sensor Configuration lmport Report-Reports the audit records that are 
generated when you import IDS Sensor configurations into IDS MC. The 
resulting records can be used to determine success or failure in device 
configuration import tasks. Filterable by Device, Event Severity, and 
Date/Time. 

1.2 
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Understanding the Types of Reports 

• Senso r Configuration Deployment Report-Reports records related to IDS 
sensor configurations deployed to devices using IDS MC. These records 
indicate successful deployment or provide error messages where appropriate 
for deployment operations. Filterable by Device, Event Severity, and 
Dateffime. 

Console Notification Report-Reports the console notification records 
generated by the notification subsystem. Filterable by Event Severity and 
Dateffime. 

• Audit Log Report-Reports audit records by the server and application. 
Unlike the other report templates, this report template provides a broad, 
non-task-specific view of audit records in the database. Filterable by Task 
Type, Event Severity, Date/Time, Subsystem, and Applications. 

About CSA Reports 

You can generate the foliowing reports for Security Agent MC events in 
Security Monitor: 

• CSA Summary Report-Filterable by Alert Levei and Time/Date. 

CSA Alerts By Severity-Filterable by Alert Levei and Time/Date. 

CSA Alerts By Group-Filterable by Alert Levei, Time/Date and Rule. 

• CSA Administration Event Summary-Filterable by Alert Levei and 
Time/Date. 

About Firewall Reports 

78-15663-01 

You can generate the following Firewali reports in Security Monitor: 

• User Activity Summary-Summarizes the activities of ali users who have 
made service requests through the selected Firewali within the specified time 
period. Filterable by Time/Date and Firewall Address. 

• Network Traffic Summary-Summarizes ali activities based on the service 
requests made through the selected Firewali within the specified time period. 
Filterable by Time/Date and Firewali Address. 

u 
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• Understanding the Types of Reports 

• Most Active Users-Lists the users who have made the most service requests 
through the seiected Firewall within the specified time period. This report 
provides statistics for up to N (defauits to 20) users. Filterabie by Time/Date, 
Firewall Address, and Top N. 

• Most Accessed Web Sites-Lists the HTTP sites that users who request 
services through the selected Firewall have accessed the most within the 
specified time period. This report provides statistics for up to N (defaults to 
20) sites. Fiiterabie by Time/Date, Firewall Address, and Top N. 

• Event Summary Report-Summarizes the security, warning, and 
informationai events that the seiected Firewall has experienced within the 
specified time period. Fiiterable by Time/Date and Firewall Address. 

• Detailed User Activity-Describes the full activities of ali network session 
transactions that a specific user has conducted through the selected Firewall 
within the specified time period. It presents the fulllist of network sessions 
that have occurred within the time period. Filterabie by Time/Date and 
Firewall Address. 

• Detailed Network Traffic-Provides transaction information about a 
network service's sessions that transpire during a given time interval. For 
exampie, you can generate reports about HTTP on port 80, SSL on port 443, 
or DNS on port 53. To generate a detaiied service report, you must configure 
the Firewall to enabie iogging of statistical events for the network service. 
Fiiterabie by Time/bate, Firewall Address, and Service. 

• Denied Message Activity-Lists ali syslog messages for denied connections 
sent out by the Firewall within the specified time period. You can filter which 
types of deny messages appear in the report such as VPN, Attack, and AAA 
and ACL. Fiiterabie by Time/Date, Firewall Address, and Denied Events. 

• Denied Connection Activity-Lists ali TCP, UDP, and ICMP messages for 
denied connections sent out by the Firewall for the specified time period. 
Fiiterable by Time/Date and Firewall Address. 

• Security Alarm Source Report-S.ummarizes alarms received on the syslog 
port by the source of the events. For exampie, if Security Monitor receives 
aiarms from a PIX Firewall, use this report to view the alarm information . 
Filterabie by Event Levei , Source IP Address, and Time/Date . 

• Security Alarm Detailed Report-Provides detaiied information for each 
security aiarm received. Filterable by Event Levei , Source IP Address, and 
Time/Date. 
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Chapter 6 Defining and Viewing Reports 

Scheduling and Generating Reports 

About Scheduled Reports 

For each report type that you choose to generate, you can enter a report title, 
schedule, and notification options. Enter this information in the Schedule Report 
page when you select Reports > Generate. You can run the report immediately, 
or you can schedule the report to run at a !ater time, at regular intervals, or both. 

If you choose to run the report ata !ater time, you must specify the date and time 
that you want the report to run. Additionally, you can schedule the report to run 
at regular intervals, such as hourly, daily, or weekly. You can edit the report 
parameters of a scheduled report on the Edit Scheduled Reports page, which you 
access by selecting Reports > Scheduled. You can also delete scheduled report 
templates from this page. 

Each time a scheduled report is run, it is added to the Completed Report page. 

Scheduling and Generating Reports 

Step 1 

p 
Tip 

Step 2 

Step 3 

Step 4 

78-15663-01 

On the Select Report page, you can select the type o f report to generate and define 
the parameters for the selected report. Based on the scheduling parameters you 
select, the report runs immediately, at a !ater time, or at regular intervals. 

To generate a report, follow these steps: 

Select Reports > Generate. 

The Select Report page appears. 

In Security Monitor, you can filter which reports appear on the page. From the 
Report Group list, select Ali to show both alarm and audit reports, Alarms to 
show only alarm reports, or Audit to show only audit reports. 

Select the report type that you want to generate, and then click Select. 

The Report Filtering page appears. 

Enter the report parameters for the report type you selected. Then, click Next. 

The Schedule Report page appears. 

Enter a name for the report in the Report Title field. 

Using Monitoring Center for 
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• Viewing Reports 

Step 5 

Step 6 

Step 7 

Chapter 6 Defining and Viewing Reports 

To export the generated report to an HTML file, select the Export to check box. 
Then, specify the exact path to the file that is to contain the generated report. The 
path should include the filename and the desired extension; for example, 
l<dir>[l<dir>/[ ••. ]]/<filename>[.<ext>]. No extension is appended to the 
filename if you do not specify an extension. 

Click the Ruo Now or Schedule for Later radio button under Schedule Options. 
If you select Run Now, skip to Step 7. If you select Schedule for La ter, specify the 
following options: 

a. Specify the date and time that you want the report to run in the Start Time list 
boxes. The date is specified by month, day, and year. The time is specified in 
hours and minutes. The time zone used to determine the time is to the right 
of the Start Time list boxes. 

b. To run the report at regular intervals, select an option in the Repeat every list 
box. You can schedule the report to run every day, week, weekday, weekend 
day, hour, or minute. 

To send an e-mail notification to someone when the report runs, select the Email 
report to check box and enter an e-mail address in the adjacent field. Use commas 
to separate multiple addresses. Then, click Finish. 

If you select Run Now, the report runs and you can view the generated report by 
selecting Reports > View. If you select Schedule for Later, you can view the 
scheduled report template by selecting Reports > Scheduled. 

Viewing Reports 
After you generate a report, you can view it. 

p 
Tip To understand how data is sorted in a report, refer to the numbers that appear in 

the column headings of the generated report. These numbers represent the sort 
keys. For example, data is sorted first based on the data in the column with a (1) 
in it, followed by the data in the column with a (2) in it, and so on. 

1.2 

78-15663-01 

~~---------------RQS no 0312005 - CN _ 
CPMI ~ CORREfJOf 

11~ -L 
Fls. N° 

Doe: 3 6 g O 



Chapter 6 Defining and Viewing Reports 

Saving a Generated Report as an HTML File 

To view a report, follow these steps: 

Step 1 Select Reports > View. 

The Choose Completed Report page appears. 

p 
Tip In Security Monitor, you can filter which reports appear on the page. From the 

Report Group list, select Ali to show both alarm and audit reports, Alarms to 
show only alarm reports, or Audit to show only audit reports . 

Step 2 

Step 3 

Step 4 

Select the check box corresponding to the title of the report you want to view. 

To view the selected report, click View. 

The report appears in the Report page. 

To view the report in a new browser window, click Open in Window .••. 

The report appears in a new browser window. 

Saving a Generated Reportas an HTML File 

Step 1 

p 
Tip 

Step 2 

78-15663-01 

After you generate a report, you can save the report as an HTML file. 

To save a generated reportas an HTML file , follow these steps: 

Select Reports > View. 

The Choose Completed Report page appears . 

In Security Monitor, you can fi! ter which reports appear on the page. From the 
Report Group list, select Ali to show both alarm and audit reports, Alarms to 
show only alarm reports, or Audit to show only audit reports. 

To select the report that you want to export, select the check box corresponding 
to the report title. 

Usi Monitoring Center for Security 1.2 
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Defining and Viewmg Reports 

Deleting Generated Reports 

Step 3 

Step 4 

Step5 

Click Open in Window. 

If you are using Internet Explorer, the report appears in a new browser window; 
proceed to Step 4 . If you are using Netscape Navigator, the Unknown File Type 
dialog box appears; skip to Step 5. 

To save the report, select File > Save As from the Internet Explorer menu bar. 
Browse to the location where you want to save the file and enter a filename. Then, 
click Save. 

The report is saved using the filename and location you specified. 

Skip Step 5. 

To save the report, click Save File. Browse to.the location where you want to save 
the file and enter a filename. Then, click Save. 

The report is saved using the filename and location you specified. 

Deleting Generated Reports 

Step 1 

p 
Tip 

You can delete generated reports. If the report was generated from a scheduled 
report template, deleting the report does not dele te the associated scheduled report 
template. 

To delete a report, follow these steps: 

Select Reports > View. 

The Choose Completed Report page appears. 

In Security Monitor, you can filter which reports appear on the page. From the 
Report Group list, select Ali to show both alarm and audit reports, Alarms to 
show only alarm reports, or Audit to show only audit reports. 

Using Monitoring Center for Security 1.2 
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Chapter 6 Defining and Viewing Reports 
Editing Report Parameters 

Step 2 Select the check box next to the title of the report you want to delete. 

p 
Tip You can delete more than one report at a time. To delete more than one report, 

select the check boxes next to ali reports that you want to delete . 

Step 3 

A check mark appears next to each report you selected. 

To delete the selected report, click Delete. 

The report is deleted. The report name is removed from the list of available 
reports. 

Editing Report Parameters 

Step 1 

p 
Tip 

Step 2 

Step 3 

78-15663-01 

You can edit the report parameters or the schedule for a scheduled report template. 

To edit the report parameters, follow these steps: 

Select Reports > Scheduled. 

The Edit Scheduled Reports page appears . 

In Security Monitor, you can filter which reports appear on the page. From the 
Report Group list, select Ali to show both alarm and audit reports, Alarms to 
show only alarm reports, or Audit to show only audit reports. 

Select the check box corresponding to the title of the report template that you want 
to edit. 

A check mark appears next to the report you selected. 

To 'Jpen the selected report template, click Edit. 

A new page displ ays the report parameters. Depending on the type of report, the 
parameters are different. 

Using Monitoring Center for Security 1.2 
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Chapter 6 Defining and Viewing Reports 
Deleting Scheduled Report Templates 

Step 4 Change any report parameters that you want to . To save your changes, click 
Finish. 

The changes you made are saved to the report template. 

Deleting Scheduled Report Templates 

Step 1 

p 
Tip 

Step 2 

You can delete unwanted scheduled report templates . Deleting a scheduled report 
template also deletes all associated reports that have already been generated. 

To delete a scheduled report template, follow these steps : 

Select Reports > Scheduled. 

The Edit Scheduled Reports page appears. 

In Security Monitor, you can filter which reports appear on the page. From the 
Report Group list, select Ali to show both alarm and audit reports, Alarms to 
show only alarm reports, or Audit to show only audit reports . 

Select the check box corresponding to the title of the report you want to delete. 

Tip You can delete more than one report template ata time. To doso, select the check 
boxes corresponding to ali the report templates that you want to delete. 

Step 3 

A check mark appears next to each report you selected. 

To delete the report template, click Detete. 

The selected report template and ali associated end reports are deleted. 

Using Monitoring Center for Security 1.2 
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CISCO SYSTEMS 

CiscoWorks VPN/Security Management 
Solution (VMS) 2.1 Deployment Guide 

lntroduction 

The Challenge 

One o f the challenges o f network 

management is the ability to have a solution 

that is flexible and can adapt to the 

changing needs of a network. While it 

makes sense to have applications that 

provi de .basic network management 

functionality regardless o f function, the 

network environment must also be 

considered. In this case, it makes more sense 

to have a focused set o f tools for 

management. For example, a toa! that 

focuses on managing Quality o f Service 

(QoS) leveis is not necessarily (and most 

likely not) going to be very good at 

managing a server farm topology. 

Growth and Enhancements 

in Network Security 

Ifwe look at the network as a strategic asset 

to the enterprise, network management 

clearly becomes an important factor in the 

success o f the company. When we consider 

the evolution o f business applications 

running across the traditional data network 

including e-commerce, business-to-business 

transactions, voice o ver IP (VoiP), the need 

to provide secure network connections 

grows. As a result , we have witnessed a 

proliferation in virtual private networks 

(VPNs) and an enhanced awareness of 

network security, setting the stage for 

reliable security management. 

Paper Objective 

The purpose o f this paper is to provide 

guidance on how to effectively deploy 

CiscoWorks VPN/Security Management 

Solution (VMS). Covered topics include: 

server, installation, and operating system 

requirements; reference topology; metrics 

to monitor; and device configuration 

considerations. This is intended to 

supplement the CiscoWorks VMS Quick 

Start Guide and User Manual. We address 

such questions as: Which products are 

included and what are they used for? How 

many servers will be needed? What devices 

can be managed with this application? By 

answering these questions, we can provide 

some basic best practices for managing 

specific Cisco security technology. 

What lt Does Not Do 

This paper does not replace User Cuides 

(and other product documentation). It 

does not go into comprehensive detail 

about the various features or capabilities 

o f the products. 

lntended Audience 

This paper is intended for audiences who 

are already familiar with network security, 

VPNs. firewalls, and intrusion detection. 

The audience should already have a basic 

understanding o f these concepts and tools; 

our goal is to show how best to deploy 

CiscoWorks VMS in a production 

environ'~-·------... 
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High·level Overview of CiscoWorks VMS 2.1 

What Does lt Do? 

The CiscoWorks VMS solution is a set of integrated tools that provide a comprehensive solution for VPN and 

security management. CiscoWorks VMS features are positioned for configuring, monitoring, and troubleshooting 

enterprise VPNs, firewalls , and network- and host-based intrusion detection systems (IDS) . VMS provides key 

features to assist customers in the deployment, monitoring, and management o f their security-specific hardware. It 

also provides the operational management support, software distribution, configuration archive, change-audit, and 

syslog management for different elements of a Cisco security infrastructure. VMS provides a scalable solution that 

addresses the needs o f small- and large-scale VPN and security deployments. 

CiscoWorks VMS 2.1 Components 

The CiscoWorks VPN/Security Management Solution (CiscoWorks VMS) consists of installable software 

components for tlexible deployment options. Table 1 lists the different CiscoWorks VMS modules and their basic 

usages. 

Table 1 CiscoWorks VMS 2.1 Modules 

VMS Module Usage 

Auto Update Server Permits configurations to be pulled from update server 

CD-One/CiscoView Provides graphical device management 

Cisco lOS Host Sensor and Console Configures host-based lOS to protect criticai servers 

Cisco Secure Policy Manager Configures Cisco PIX Firewall, Cisco lOS Software firewall, and VPN 

Common services Provides a set of common software and services for the Management 
Centers 

Management Center for lOS Sensor Configures network-based lOS 

Management Center for PIX Firewalls Configures PIX Firewalls 

Management Center for VPN routers Configured VPN routers 

Monitoring Center for Security Monitors network and host-based lOS events, lOS and PIX syslog 

Resource Manager essentials Provides operational management, such as software distribution, change 
audit, syslog analysis 

VPN Monitor Monitors IPSec-based site-to-site and remate access VPN 

These components can be classified into three distinct categories: Core asset management applications, monitoring 

applications, and security configuration applications. This section details some o f the basic features associated with 

each product. 
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c. 

Core Asset Management Applications 

CD-One (CiscoView) 

CD-One software provides the Common Management Foundation (CMF) for CiscoWorks. This includes basic 

components on the management server such as the web server, common database, polling engine, and so forth. In 

many deployments, this is the first CD to be installed from CiscoWorks VMS since it is the prerequisite for other 

applications. In addition to the CMF, CD-One provides the web-based CiscoView application. CiscoView provides 

graphical browser-based access to real-time devices status and simple network management protocol (SNMP) 

configuration capabilities. 

CiscoWorks Resource Manager Essentials 

CiscoWorks Resource Manager Essentials (RME) provides the basic network management tools for day-to-day 

network management, including inventory, configuration, change audit, and syslog. RME also provides additional 

VPN management capabilities. Network administrators can now produce device configuration, software image, and 

syslog reports specific for VPN environments. 

Security Monitoring Applications 

CiscoWorks VPN Monitor 

CiscoWorks VPN Monitor allows users to monitor the status oftheir VPN devices and tunnels. This application 

collects, stores, and reports statistics for VPN-capable devices, including Cisco VPN routers, and the Cisco VPN 

3000 Series Concentrator. The VPN Monitor supports the two major classes ofVPNs (site-to-site and remate access) 

as well as multiple tunneling protocols, including Layer 2 Tunneling Protocol, Point-to-Point Tunneling Protocol 

(PPTP), and IP security (IPsec). 

CiscoWorks Monitoring Center for Security 

The CiscoWorks Monitoring Center for Security, or Security Monitor, monitors IDS events from various Cisco 

devices. These include network IDS sensor appliances, Cisco Catalyst® 6000 IDS modules, Cisco lOS® Software IDS 

syslog messages, Cisco PIX® Firewall syslog messages, and Cisco host IDS events. 

Security Configuration Applications 

CiscoWorks Common Services Software 

CiscoWorks Common Services Software includes basic components ofthe management server such as the Web server, 

common database, polling engine, and so for th. In many deployments. this is the first CD to be installed because it 

is the prerequisite for the Management Center tools in the CiscoWorks VMS bundle. 

CiscoWorks Management Center for VPN Routers 

CiscoWorks Management Center for VPN Routers (Router MC) is a VPN configuration and deployment tool for 

Cisco VPN routers with Cisco lOS Software. Router MC is a Web-based application installed on top of 

Common Services. 

['"""''------· j f~QS no 03/2005 - CN _ 
, CPMJ. -· CORREIOS 

Cisco Systems. Inc. 11· ~ () 
Ali contents are Copyri ght © 1992- 2002 Cisco Systems, Inc. Ali ri ghts reserved lmportant Noti ces and Pri a fyl~a t~~nt. u tl 

Page 3 o f 34 ------

3 6 9 r. 
Doe: 



CiscoWorks Management Center for PIX Firewalls 

Management Center for PIX Firewalls (PIX MC) is a complete firewall and access rule policy configuration tool for 

Cisco PIX Firewalls. You can configure new Firewalls and import configurations from existing firewalls . PIX MC 

also provides a powerful tool for controlling changes made to your network, showing configuration and status 

changes. PIX MC is a Web-based application installed on top of CiscoWorks Common Services. 

CiscoWorks Auto Update Server 

The CiscoWorks Auto Update Server (AUS) is used to store and upgrade device configuration files and software 

images. Cisco PIX Firewall devices periodically contact the AUS to request configuration and software updates. In 

this way, PIX Firewall devices are actively kept up to date. AUS is a Web-based application installed on top of 

CiscoWorks Common Services. 

CiscoWorks Management Center for lOS Sensors 

CiscoWorks Management Center for IDS sensors (IDS MC) is an IDS configuration and deployment tool for Cisco 

IDS sensor appliances and Cisco IDS Modules. IDS MC is a web-based application installed on top o f Common 

Services. 

Cisco lOS Host Sensor 

Working as a complementary technology to IDS MC and Security Monitor, the Cisco Host Intrusion Detection 

System (HIDS) application protects criticai servers and hosts by integrating with the operating system. By 

intercepting system calls to the kernel, Cisco HIDS software can protect the users' hosts by identifying attacks and 

preventing access to resources and unauthorized transactions. 

Cisco Secure Policy Manager 

Cisco Secure Policy Manager (CSPM) is a policy-based application that allows network and security administrators 

to define and deploy perimeter security policies on mixed Cisco PIX Firewalls and Cisco lOS routers with the firewall 

feature set. CSPM also facilitates the deployment of site-to-site, mixed-environment VPN topologies. 

Reference Topology 

In arder to describe how best to deploy the CiscoWorks VMS, we will use a reference network topology that shows 

the different aspects o f VPN and network security (Figure 1) . While obviously not identical to most customer 

environments, it cloes serve to provide a holistic view of a secure network. The intent is that by providing this 

reference, readers will be able to select the different components that best represent their topology and hence, 

understand how best to deploy CiscoWorks VMS in their environment. 
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Figure 1 

Reference Security Topology 
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a. Enterprise Gateway: This is a Cisco lOS router with the firewall feature set. The main purpose ofthis device isto 

perform the gateway routing and the basic frontline firewall functionality. 

b. Cisco PIX Firewall: The Cisco PIX Firewall provides the comprehensive firewall functionality for this enterprise 

network. By strategically placing these devices at network access points, the corporate network resources are 

protected as a result o f this firewall . 

c. Cisco 800, 1700, 2600, 3600, 7100 or 7200 Series routers: Cisco routers act as site-to-site VPN termination points. 

In a hub-and-spoke VPN topology, the high-end VPN routers act as hubs. and the small- to medium-sized routers 

act as spokes. 

d. Cisco VPN 3000 Series Concentrator: The VPN 3000 Series Concentrator is designed to provide scalable remate 

access VPN termination. In this topology the concentrator terminates VPN connections with a variety o f remote 

access environments, VPN client software, and tunneling protocols (IPSec , LZTP, PPTP) , 

e, Cisco VPN remote-access client software: This software allows remote access users to connect to the corporate 

network via VPNs. 

f Cisco IDS Network Sensor: This device sits on a network segment and passively "listens" to the traffic. inspecting 

it against a database o f common attack signatures. It forwards IDS event information to the monitoring station, 

g, Cisco host-based IDS agents: Software that sits on critica] network servers that protect individual hosts from 

intrusion and attacks. Events are forwarded to a central monitoring console_ 

h. Network Management Subnet: This subnet represents a dedicated network segment for the network management 
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i. Demilitarized zone (DMZ) Servers: This subnet represents a dedicated network segment for publicly accessible 

network servers. Generally, this includes e-mail, Web, File Transfer Protocol (FTP) servers, and in our case will 

include the Auto Update Server. 

Within our reference topologies, we will be focusing on severa! pieces ofthe infrastructure that CiscoWorks VMS 

manages. That is not to say that the network management applications within VMS cannot manage other pieces 

(such as Cisco Catalyst switches), but these are the components that should be the focal point of VMS. These 

components include: 

Enterprise HQ 

This includes the network management servers, internai firewalls, VPN termination points (both hub routers and 

VPN concentrators) , and IDS sensors. Access to the DMZ portion o f the network will be controlled by internai 

firewalls and aiso have publicly accessibie servers. 

Remote Access Sites 

The remate access sites in our topoiogy contain the remate Cisco PIX Firewalls, remate lOS VPN routers, and remate 

VPN clients. These pieces o f the infrastructure are responsible for VPN termination and firewall access policy at the 

remote site. 

Software Requirements for CiscoWorks VMS 

CiscoWorks VMS is composed of a series of tools that reside on a network management server (or servers) . This 

section covers the prerequisite software needed in arder to install and run the components within VMS. Primarily, 

this refers to operating system (OS) support. For almost every application in the VMS bundle, the supported OS is 

Windows 2000 Professional or Server. This is summarized in Table 2. 

Table 2 Supported OS for CiscoWorks VMS Modules 

CiscoWorks VMS Module Windows Support Solaris Support 

CD-One X X 

Resource Manager Essentials X X 

VPN Monitor X X 

Common Services X 

Management Center for PIX Firewalls X 

Auto Update Server X 

Management Center for VPN routers X 

Management Center for lOS Sensor X 

Monitoring Center for Security X 

Cisco lOS Host Sensor and Console x, 

Cisco Secure Policy Manager X 

1 Wmdows NT 4 O Server. Enterpnse Server (SP4 orla ter) W1ndows 2000 Advanced Server 

I 
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To run the CiscoWorks VMS components on a Windows 2000 system, the following requirements must be 

considered: 

• Windows 2000 (Service Pack 2 or )ater) 

• IE 5.5 SP2 or )ater 

• ODBC Driver Manager 3.510 or later 

• NTFS File System 

• Do not install VMS on a server that is a: 

- Primary domain controller 

- Backup domain controller 

- Terminal server 

Mitigating Threats 

Now that we have the basic hardware and software requirements, we must consider how to configure the servers 

themselves to be ready for management. As a general security axiom, to secure hosts, pay careful attention to each 

ofthe components within the systems. Keep ali systems up to date with the latest patches, fixes , and so forth . In the 

particular case ofVMS, it is important to have the Iatest Windows 2000 patches and hot-fixes for security. Following 

is a detailed checklist of items to make sure the Windows 2000 server is ready to be used as a management server: 

• Install the operating system on its own partition 

• Use strong passwords 

• Avoid creating network shares 

• Disable unnecessary accounts 

• Secure the Registry 

• Apply ali hot-fixes and security patches 

• Disable unused and unneeded services (ata minimum, Windows requires the following services to run: DNS 

Client, Event Log, Plug & Play, Protected Storage, and Security Accounts Manager. Do not install IIS .) 

• Disable ali network protocols except Internet Protocol (TCPIIP) 

• Monitor the security o f your system regularly 

• Limit physical access to your server 

• Do not install remate access or administration tools on the server 

• Periodically run a virus scanning application on the server 

Hardware Considerations for CiscoWorks VMS 

Along with the software requirements, be aware o f the hardware requirements for the CiscoWorks VMS bundle. 

Then the inherent challenge is deciding how best to deploy the different applications in the solution . Since there are 

eleven installable software applications, there are numerous combinations in which to deploy them . 
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Platform and Specs 

The following server system requirements are specified in the VMS bundle documentation: 

• Pentium III 1GHz CPU 

• 1GB RAM 

• 2 GB virtual memory 

• 9 GB free hard disk space 

These are minimum requirements, and consideration should be given to the difference in recommended system 

specifications based upon different sized networks and configurations. For example, consider three different sized 

configurations: small, medium, and Iarge. The first thing to think about is scalability. In other words, how many 

devices equate to a small, medium, and large configuration? 

Scaling 

Each application within CiscoWorks VMS has a different scalability metric. Table 3 provides the theoretical 

maximum for each of the applications. 

Table 3 Theoretical Scale Limits for CiscoWorks VMS Applications 

CiscoWorks VMS Module Scalability Metric (tested up to 1) 

IDSMC 300 IDS sensors 

Security Monitor 500 events/sec2 

PIXMC 1000 PIX Firewalls 

AUS 1000 PIX Firewalls 

Router MC 1000 VPN routers 

CSPM 200 devices 

RME 5000 devices inventory, 1000 devices availability 

VPN Monitor 30 devices on dashboard (hard limit) 

Cisco IDS Host Console 300 host agents 

1. The theoretical scale limits define what the tools have been tested up to. The numbers are stated as a guideline to guarantee reasonable performance and user 
experience. Although possible. it is not recommended to exceed these metrics. 
2. I f the volume of security events exceeds 500/second for extended periods of time. it is recommended that users consider a monitoring product from a 
partner -vendo r that can handle higher event volumes. 

These are not software-imposed limits, but rather the scale limitations based on testing maximums. For example, if 

a user wants to add device number 1001 to Router MC, the software will allow it. However, from a support 

standpoint, we do not recommend doing this. 

Also note that the specifications for the minimum recommended hardware system for CiscoWorks VMS are based 

on testing and performance statistics for ONE (not ali) of the applications in the bundle. For example, if you are 

using lOS MC to manage 300 sensors (the theoretical maximum). we do NOT recommend using any other 

applications on that server. I f you plan to heavily use more than one application wH.hii'I~VMS"'iHs-.higolüy 

recommended to put them on separate servers. ~ RQS no 03/2005 - CN -
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The following tables list some of the more resource-intensive applications within the bundle, and configuration is 

broken down into small, medium, and large configuration metrics in Tables 4-6, respectively. 

Table 4 Small Configuration Metrics (reflects restricted CiscoWorks VMS license model) 

CiscoWorks VMS Module Scalability Metric (up to) 

IDSMC 20 lOS sensors 

Security Monitor 200 events/sec 

PIXMC 20 PIX Firewalls 

AUS 20 PIX Firewalls 

Router MC 20 VPN routers 

CSPM 20 devices : \ 

Table 5 Medi um Configuration Metrics (This configuration represents the majority of the CiscoWorks VMS 
customer base): 

CiscoWorks VMS Module Scalability Metric (up to) 

IDSMC 100 IDS sensors 

Security Monitor 300 events/sec 

PIXMC 100 PIX Firewalls 

AUS 100 PIX Firewalls 

Router MC 100 VPN routers 

CSPM 50 devices 

Table 6 Large Configuration (Reflects the theoretical maximum scalability metrics.) 

CiscoWorks VMS Module Scalability Metric (up to) 

IDS MC 300 IDS sensors 

Security Monitor 500 events/sec 

PI X MC 1000 PIX Firewalls 

AUS 1000 PIX Firewalls 

Router MC 1000 VPN routers 

CSPM 200 devices 
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Server Sizing 

Based on these factors, a closer examination ofthe recommended server sizing for each configuration is now possible. 

It is important to note that these specifications are minimum requirements for individual applications and are 

frequently exceeded in many deployments. The general rule o f thumb here is, i f it is necessary to choose one metric 

that will have the greatest affect on performance, then increase the amount o f RAM. It is also important to pay 

attention to the scale limits o f each application. If you are approaching some o f those theoreticallimits, it might be 

a good idea to increase the horsepower o f your VMS server(s). For example, it is not out o f the question to see a P4 

2.2GHz CPU with 4GB of RAM running VMS applications. For a general guideline, please see Table 7. 

Table 7 Server Recommendations for CiscoWorks VMS Configurations 

Configuration Small Medi um Large 

CPU PIII1GHz PIII1.4GHz P4 2.0GHz 

RAM 1GB 1.5GB 2GB 

Virtual memory 2GB 3GB 4GB 

Hard disk space 9GB 20GB 40GB 

Server Deployment Rules of Thumb 

In terms of application compatibility, there are severa! rules to follow: 

• CD-One, RME, and VPN Monitor MUST reside on the same server. 

• Router MC, IDS MC, Security Monitor, PIX MC, and AUS must be installed on top of Common Services. 

However, since more than one instance of Common Services can be installed, these can still be deployed across 

different servers. 

• CD-One MUST be installed before Common Services. 

Given these conditions, CiscoWorks VMS can have extremely flexible deployments. Ali of the components can be 

installed and run on a single server. On the other si de o f the spectrum, each o f these components can be installed on 

its own individual server. This extremeis not practical and deployment will generally depend on a number offactors, 

including the following four: 

1. Which applicé!tions do you actually need? 

Although VMS provides a rich , comprehensive management solution, it is possible (and perhaps even probable) that 

users will not need every single tool. The first question that should be asked is: Which applications do I actually need? 

Once this has been determined , users can choose to install only the modules that are needed. Figure 2 shows a table 

that provides the installation order based upon the different management options provided they are installed on a 

single server. 
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Figure 2 

CiscoWorks VMS Module lnstallation Matrix 

legend 

Manage VPN Router 

Manage PIX Firewall 

Manage I DS Sensor 

Management Options lnstallation Order 

(1} CD·One. (2) RME, (3) VPNMonitor;·{4) Commoh SetVices. (5) Routér MC 

I (1) Common .Servic,.es, (2) PIX MC,.(3) AUS 

(l) Common Sei'Vices. (2) IDS MC. (3) Securlty Monitor 

(1) CD-One. (2) RME, (3) VPN Monitor, (4) Common Services, (5) Router MC. 
(6) PIX MC, (7) AUS 

(1} CD-One, (2) RME, (3) VPN Monitor, (4) Common SetVíces, (5) Router MC. 
'(6) IDS MC. (7) Security Monitor 

(i) Common Services, (2) PIX MC, (3) AUS, (4) IDS MC, (5) Security Monitor 

(1) CD-One, (2) RME, (3) VPN Monitor, (4) Common Services, (5) Router MC. 
(6) PIX MC. (7) AUS, (8) lOS MC, (9) Security Monitor 

Note: This table provides basic guidelines. Obviously, not ali the combinations and tools within VMS are 

covered-just those with installation arder dependencies. 

• Installation Option 1: For VPN management. it is the monitoring component that is covered by CD-One, RME, 

and VPN Monitor. !f monitoring is not necessary, these modules do not need to be installed. 

• Installation Option 2: For PIX management, AUS is only necessary in order to take advantage o f the auto-update 

feature for PIX configuration and software deployment. 
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2. How many devices will each application manage? 

If one o f the applications being used is approaching its theoretical scale limits, it is a good idea to dedica te a server 

to that application. For obvious reasons of resource allocation and task distribution, it is best not to have other 

applications using valuable CPU resources when trying to manage a large number of devices. 

For example, if an instance o f PIX MC is installed that is managing 800 PIX Firewalls, and the user is also trying to 

roll out a hub and spoke VPN deployment across 600 router spokes, it is probably a good idea to break these 

applications apart onto dedicated servers. 

3. How many administrators will me using these applications? 

In some multi-administrator environments, it makes sense to explore different deployment options for VMS. Because 

there are so many applications involved, and they each have a very distinct purpose, it is possible that there will be 

different security administrators using different applications. In this case, it is probably better to split these 

applications onto dedicated servers. This way, if one application is busy with a resource-intensive task such as 

generating configuration files, the second application will not suffer any degradation in performance. 

4. What types of cost restrictions exist in terms of server procurement? 

Does the organization using CiscoWorks VMS have (ar have the ability to get) multiple servers? In some cases, there 

may only be enough budget to allocate to one server. I f this is the case, then it is always better to shoot for a high-end 

server that exceeds the minimum system requirements. This allows roam for growth, as well as improved 

performance. 

More is Better 

The bottom line is, i f at ali possible, use multiple servers and split the applications across them as they make sense. 

Generally, for better scalability, resource allocation, task distribution, and roam for growth, more is better as long 

as it doesn't become cumbersome and unmanageable. Also keep in mind that if you decide to combine multiple 

applications onto a single server, you will need to pay special attention to the hardware requirements of each 

application and adjust accordingly. 

The following figure and section breaks down some basic deployment options and provides some general guidelines 

covering most customer scenarios (Figure 3) . Note that these are simply recommendations, and do not necessarily 

indicate that CiscoWorks VMS must be deployed in this manner. 
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Figure 3 

Server Deployment Options 

Sil!flle Server 
•CD-One 
-.RME 
• VPN MonitQr . 
• Common $ervlces 
·PIXMC 
•AUS 
• VPN Router MC 
•IDSMC .. 
• .Securí1y Monitor ~, 
• fDS Host Console 
•GSPM 

Option 1: Single Server Deployment 

Server 1-(Monitoring) 

·CD-One 
•RME . 
• vpfl! Monitor. 
• Common Services 
• Secur~ Monitor . 

. '' Serier 2 (Configantion) 

• CO-tine (optional) 
• RME (bptlona~ 
. .._~ Services " .. 
·PIXMC 
• Autoi.lpdâte. 
• VRtil Rooter Me 
•IDSN1C 
• IDS Host ConsOle 
•CSPM 

Senfer 1 (Monitori"ll) 

•CD-One 
·'R~E 
• 'YPN Mohltor 
• Cdmmon serVices 
• S~!ty MonitOr 

S8m.r2 (Con.figuration) ~ 

• CO.:Qóe (optlorial) 
... RME (optlonau 
• CQmmon Servltes 
•PIXMC _ • . • i 

•,JPI:4.~er.~. ·- · .. -.·; 
· ·JOSMC , . · 
•lOS Host Coosote 
•CSPM I 

Ser!-3 (Auto Upclate) 

• Common Se'rvlces 
• Auto Update 

For small-scale security environments with a single network security administrator, a single server deployment is 

recommended. This has the benefit of being low cost to the organization and guarantees ease of administration. 

Option 2: 2 Servers: Configuration and Monitoring 

This deployment option breaks down the VMS applications across function . One server is dedicated for monitoring 

and the second server is dedicated for configuration. 

Server 1: Configuration 

This security management server is designed to combine ali ofthe CiscoWorks VMS applications that assist in 

configuration. Whether the infrastructure is VPN Router, PIX Firewall, IDS Sensor, or Host IDS Agent, this server's 

primary function will be configuration. The relevant applications are: 

• Common Services 

• PIX MC 

• AUS 1 

• VPN Router MC 

• IDS MC 

• Cisco Host IDS Console 

• Cisco Secure Policy Manager (CSPM) f RÔS. r c 0312005 - CN -
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Server 2: Monitoring 

The second server in this deployment option is dedicated for monitoring. VPN Monitor is used for IPsec MIB 

monitoring and Security Monitor is used for consolidated event viewing of Post Office IDS, Host IDS, PIX, and lOS 

Syslog messages. The applications for this server are: 

• CD-One 

• RME 

• VPN Monitor 

• Common Services 

• Security Monitor 

Option 3: 3 Servers: Security Application Function 

The third deployment option centers around splitting up the CiscoWorks VMS application according to security 

technology (or infrastructure) managed. The first server deals with VPNs, and generally this covers IOS-based VPN 

routers. The second server contains the applications used to manage the PIX Firewall. Finally, the third server is 

dedicated to the management and monitoring o f IDS-both network-based and host-based IDS. 

Server 1 : VPN 

• CD-One 

• RME 

• VPN Monitor 

• Common Services 

• VPN Router MC 

Server 2: Firewall 

• Common Services 

• PIX MC 

• AUS 

• CSPM 

Server 3: IDS 

• Common Services 

• IDS MC 

• Security Monitor 

• Cisco Host IDS Console 

Option 4: 4 Servers: Granular Management Contrai 

For greater granularity and scalability benefits, further divide the deployment. The main difference with this option 

does not have any natural integration with the other products in the bundle and i 

it is recommended to split it up and have a dedicated system for policy manage 
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Server 1: Configuration 

• Common Services 

• PIXMC 

• VPN Router MC 

• IDS MC 

• Cisco Host IDS Console 

Server 2: Monitoring 

• CD-One 

• RME 

• VPN Monitor 

• Common Services 

• Security Monitor 

Server 3: Remate Management (placed in DMZ) 

• Common Services 

• AUS 

Server 4: Policy 

• CSPM 

Again, keep in mind that these are only recommendations. There are numerous combinations and deployment 

options available and each case should be considered on an individual basis. There willlikely be many cases where 

customers don 't even want to use ali of the possible applications within VMS. 

CiscoWorks VMS Applied 

Now that we have determined how to deploy the components of CiscoWorks VMS from an installation perspective, 

we need to take a look at how these applications should be deployed from a functional standpoint. Three basic 

questions will be addressed in this section: 

1. What is the management function of each application? 

2. What devices can I manage? 

3. What types of services do I need to enable? 

The first question requires a detailed look into the capabilities of each product. This information is used to figure out 

what aspects o f security management can and should be managed by each o f the components within VMS. 

Answering the second question will clarifY confusion surrounding the variances in device support by the component 

applications. Finally, the last question looks at how each application touches the device(s) that it manages. By 

examining the communication protocols being used, we can compile a listo f requirements that ensures a successful 

deployment o f VMS. For the sake of clarity, we will examine each of the questions on a product/server basis. 

surrounding security. we will focus on five classes of objects: lOS routers , PIX Fire 

sensors. and IDS host agents. This does not imply that VMS is not ab le to manage 

are the pieces we must pay special attention to for security issues . 
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A Word About Management Subnets (Out-of-Band Management) 

In many networks, it is desirable to design a separate management subnet. This is commonly referred to as 

out-of-band management and describes a situation where the management stations reside on an isolated subnet 

separate from the network elements they are trying to manage. This is attractive to many network administrators 

due to the inherent higher levei o f security and clear functional division within their network. 

As is the case with ali network management tools, however, CiscoWorks VMS requires network access to the devices 

that it is trying to manage. So when making this decision, consider that, while it might be desirable to have a 

completely isolated management subnet, it will do no good unless there is IP connectivity to the rest ofthe network. 

This must be carefully planned out when deploying VMS in such an environment. 

CD-One (CiscoView) 

What is the management function? 

CiscoView provides graphical Web-based device management. Users ofCiscoView see a graphical representation on 

their computer screen and are able to monitor real-time device status, and in certain cases make configuration 

changes to those devices. From a CiscoWorks VMS perspective, CiscoView is positioned as a troubleshooting toa!. 

If there is a problem within the network, and that problem has been isolated to a single device o r interface, then 

CiscoView can be used to take a look at the statistics associated with that device and potential configure variable(s) 

to solve the problem. 

What devices does it manage? 

CiscoView provides support for the majority ofthe Cisco lOS routers, Cisco VPN 3000 Series Concentrators, and 

the Cisco PIX Firewall 501 and 506 Series. 

Which services do I need to enable? (Application protocol requirements) 

CiscoView relies entirely on SNMP get/set operations (UDP port 161) for its functionality. From the Cisco View server 

to the device, you need to enable SNMP traffic. Furthermore, the devices that you are managing must be configured 

to support SNMP. The Cisco lOS Software devices can support both get and set operations (for both monitoring and 

configuration), so both read and write community strings are configured separately to provide this levei of 

granularity. For the VPN 3000 Concentrators and the PIX Firewalls, only SNMP read operations are supported-so 

while you can monitor these devices. configuration using CiscoView is not possible. 

Resource Manager Essentials 

What is the management function? 

Describing the functions o f Resource Manager Essentials (RME) would take an entire paper by itself. In general (and 

from a security perspective) , this application provides basic network management operations and administration. 

Basically. this tool provides: 

• Inventory management to keep track o f the devi ces within the infrastructure 

• Configuration management to manage configuration o f the network devices 
R S n° 3/2005 - CN -
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This list confirms that RME functionality provides benefits beyond the scope o f security infrastructure management. 

For the purposes o f this discussion, focus is on the benefits it provides to our reference environment. Of special 

interest is the fact that RME can generate configuration reports, software image upgrade analysis, and syslog reports 

specific to VPN-related infrastructure and environments. 

What devices does it manage? 

RME provides support for Cisco lOS routers, VPN 3000 Concentrators, and PIX Firewalls {506. 515, 520, and 525 

Series) . For the concentrators, RME does NOT support configuration management and only provides limited 

support for software image management. For the PIX Firewalls, RME provides limited support for syslog 

management. Refer to the diagram o f our reference topology and notice this covers ali aspects o f our network with 

the exception o f the IDS sensor. For this reason, RME is frequently referred to as our "core" management 

application. 

Which services do I need to enable? (Application protocol requirements) 

RME depends on severa! protocols to manage its devices. These include SNMP, Telnet, TFTP, and Syslog, among 

others. Because the subcomponents of RME are so varied, along with the different devices, we've summarized the 

application protocol requirements for this tool in Table 8. 

Table 8 CiscoView and RME Protocol Requirements 

Application Traffic Flow Service(s) TCP/UDP Port Number 

CiscoView 

~-o 
SNMP UDP 161 

""--'--' 

lnventory Manager 

gt-~ 
SNMP UDP 161 

"----' 

Configuration Manager 

~-tíj}1 
Telnet TCP 23 

""---'-' ;; TFTP UDP69 

SNMP UDP 161 

Software lmage Manager !:D """ Telnet TCP 23 
------p~í TFTP UDP69 '----" ;:; . 

SNMP UDP 161 

Change Audit Services 

~~-.g;r 
Syslog UDP 514 

___,. ,) 

Availability Manager 

WJ-ii11 
Telnet TCP 23 

SNMP UDP 161 

I CMP N/ A 

Syslog Analyzer 

~-~ 
Syslog UDP 514 

--'J ,---
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Based on this matrix, it is necessary to make sure the devices being managed with RME are configured to provide 

the proper information. SNMP read (and write where applicable) community strings need to be configured. The 

Telnet service, along with a login password, needs to be enabled. Finally, the devices need to be configured to point 

their syslog messages at the RME server. 

Common Services 

What is the management function? 

Common Services is a server environment that provides a common set of services and management functions to a 

suíte o f client applications-the Management Centers. These services and functions include the following: 

• Data storage and management 

• A web infrastructure 

• Session management 

• User authentication/permission management 

• Common environment for multiple client applications 

Common Services must be installed on the server before any o f the MCs, Security Monitor, o r AUS can be installed. 

These applications integrate with Common Services and use the services and management functions provided by 

Common Services. 

Note: To install Common Services and CD-One on the same system, CD-One MUST be installed first! Common 

Services can be installed on top o f an existing CD-One Edition 5 installation, which allows the user to install and 

access applications such as RME and Router MC from a single server. 

What devices does it manage? 

Common Services provides the server environment, and does not directly manage any particular network devices. 

The management is typically handled by the applications that sit on top o f Common Services. 

Which services do I need to enable? (Application protocol requirements) 

Common Services is responsible for the web infrastructure o f the VMS MC applications, so in terms o f application 

protocols, it is important to maintain the connection from the Web client to the Web server. Typically this will be 

HTTP and HTTPS traffic through pre-assigned port numbers: 

• TCP 1741 

• TCP 1742 

• TCP 1751 

For a comprehensive list o f TCP and UDP port numbers used by Common Services, please consult the product 

documentation "Installing CiscoWorks Common Services on Windows 2000." 
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Management Center for VPN Routers 

What is the management function? 

Management Center for VPN Routers (Router MC) provides an easy management interface to set up and maintain 

VPN connections between multiple supported Cisco lOS Software devices in a hub-and-spoke topology. Router MC 

allows network managers to quickly and easily provision ali criticai connectivity, security, and performance 

parameters for a site-to-site, large-scale VPN. Utilizing a point-and-click web-based interface and preconfigured 

components for VPN creation, Router MC also allows the quick configuration o f smaller, simpler VPNs. In addition 

to configuring hub and spoke VPNs, Router MC also lets users replace leased tine connections with VPN 

connections, or prepare VPN configurations for routers not yet on the network 

What devices does it manage? 

Router MC is used to manage VPNs across Cisco lOS Routers. In general, the application is hardware-platform 

agnostic . lt only cares about the version of Cisco lOS Software and the supported feature set. The basic rule is that 

the routers have to support IPsec .. SSH, and named access lists. Table 9 lists the Cisco lOS Software versions that have 

been tested with Router MC. 

Table 9 Supported Cisco lOS Software Versions in Router MC 

Cisco lOS Software Platform Minimum Cisco lOS Software Version 

7100, 7200 (Hub) 12.1(9)E 

3640/60 (Hub) 12.2(2)T. 12.2(3) 

7100, 7200 (Spoke) 12.2(2)T. 12.2(3) 

2610/20/50 and 3620/40/60 12.2(2)T. 12.2(3) 

1720/50 12.2(2)T. 12.2(3) 

806 12.2(1)XE 

803 12.2(2)XH 

Which services need to be enabled? (Application protocol requirements) 

Router MC uses SSH (TCP port 22) to configure the lOS routers . The SSH session is established when devices are 

initially imported into Router MC. Then when configurations are pushed out to the devices, this session is also 

encrypted via SSH. Figure 4 shows how Router MC is applied to our reference topology. 
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Figure 4 

Router MC Applied 
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Management Center for PIX Firewalls (PIX MC) enables Cisco PIX Firewall infrastructure management by 

configuring new firewalls and importing configurations from existing firewalls. Firewall device settings, access rules, 

and translations rules can be configured, and these configuration changes can then be deployed to the firewalls on 

the network. PIX MC also provides a powerful tool for controlling changes made to the network, showing 

configuration and status changes. 

What devices does it manage? 

PIX MC is used to manage the PIX Firewall deployed throughout the network. These include ali the PIX platforms: 

501, 506E, 515E, 525 , and 535 Series. The PIX MC supports the command sets for PIX OS version 6.1. and supports 

the Auto Update and the Easy VPN command sets found in version 6.2. 

Which services must be enabled? (Application protocol requirements) 

PIX MC uses an encrypted session to manage its PIX Firewall devices. The protocol that it uses is SSL (or HTTPS) 

and the port number assigned for this connection is TCP port 443. Therefore, it is necessary to permit TCP 443 to a 

PIX Firewall (from the management interface) in arder for PIX MC to properly manage the device. Figure 5 shows 

how PIX MC is applied to our reference topology. 
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Figure 5 

PIX MC Applied 
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AUS is responsible for storing configurations and software images for PIX Firewalls. Firewalls operating in 

auto-update mode periodically contact AUS to upgrade software images, configurations, and versions of PDM, and 

to pass device information and status to AUS. Using AUS also facilitates managing devices that obtain their addresses 

through Dynamic Host Configuration Protocol (DHCP) or that sit behind Network Address Translation (NAT) 

boundaries. Typically, because ofthis management function, the AUS is deployed in a publicly accessible DMZ which 

the remate side PIX Firewalls can contact directly. 

What devices does it manage? 

PIX MC is used to manage the PIX Firewalls deployed throughout your network. These include ali the PIX platforms: 

501, 506E. 515E, 525 , and 535 Series. AUS requires that PIX Firewalls run OS version 6.2 since it requires the Auto 

Update feature. 

Which services need to be enabled? (Application protocol requirements) 

AUS talks to two different pieces in ou r topology diagram. The first piece it talks to is the PIX MC server. If these 

two applications are installed on the same system, no changes are necessary to the communication architecture. 

However, i f they are installed on different servers, the PIX MC server will push configuration files to AUS using SSL, 

making it necessary to open up TCP 443 to the AUS system. r 
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The second piece is the actual communication between the AUS and the PIX Firewall itself. In this scenario, there is 

two-way communication and both occur via SSL. Therefore, it is not only necessary to open up TCP 443 to the AUS 

from the PIX, but also vice versa . For transfer o f binary images (PIX and PDM software). this will be transferred via 

standard HTTP over TCP 1751 (this can optionally be changed to SSL). Figure 6 illustrates how AUS is applied to 

our reference topology. 

Figure 6 

AUS Applied 
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Management Center for IDS (IDS MC) manages configurations for Cisco Intrusion Detection System Sensors. Ali 

aspects o f senso r configuration can be managed through a series o f Web-based screens, including individual sensors 

ora group of sensors having a common configuration. The sensor configuration data resides in a data base. IDS MC 

can also perform signature updates by downloading the update archives from the Cisco web location and then 

distributing these .>ignature updates to the appropriate sensor groups . 

A separate but closely related product, Monitoring Center for Security (Security Monitor) , provides event collection , 

viewing, and reporting capability for network devices. This is covered in the next section. 

Cisco Systems. Inc. 

RQS n° 0"12005 - CN­
'C PMll 7 t .REIOS 

Fls N° ------

Ali contents are Copyrighl © 1992-2002 Cisco Systems. Inc. Ali rights reserved. lmportanl Notices and Privacy &tatemene-.--­
Page 22 o f 34 



~ \ 

What devices does it manage? 

IDS MC manages the Cisco IDS appliance sensors as well as the Cisco IDS Module for the Catalyst 6500. The IDS 

software required for the application depends on the platform (See Table 10). 

Table 10 Required IDS Sensor Software for IDS MC 

lOS Sensor Platform Minimum Required Software 

Cisco IDS Appliance Sensor 

Catalyst 6000 IDS Module 3.0.51 

1. IDS 4.0 software will be supported in a future release of IDS MC and Security Monitor. 

Which services need to be enabled? (Application protocol requirements) 

IDS MC uses two protocols to manage the IDS sensors: First, it uses Secure Shell (SSH) to secure remate login to the 

sensors. Second, it uses SCP to secure the transfer o f the actual sensor configuration files. Session-Control Protocol 

(SCP) uses SSH for data transfer. so TCP 22 needs to be allowed to the sensors. Figure 7 illustrates how IDS MC is 

applied to our reference topology. 

Figure 7 

lOS MC Applied 
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Security Monitor 

What is the management function? 

IDS Sensor 

5I 

Monitoring Center for Security (Security Monitor) provides a Web-based interface for event collection , viewing. and 

monitoring for the following devices: 

• Cisco Intrusion Detection System Sensor running Post Office software 

• Cisco lOS router running IDS software 

• Host IDS Sensor via the Console 
ROS n° 03.2005 - CN -
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The Security Monitor displays events on a customizable event viewer, and allows the user to write some basic event 

correlation rules to consolidate events. These rules can also be set up to kick off real time notifications. 

What devices does it manage? 

Security Monitor can receive security events from tive sources with the following software requirements: 

Table 11 Required Software for Security Monitor Oevices 

Security Event Source Minimum Software Required 

Cisco lOS Appliance Sensor 3.0.1 

Catalyst 6000 lOS Module 3.0.5 

lOS router lOS with lOS features set 

PIX Firewall Any version that supports syslog 

Host IDS Console 2.5 or later with integrator software 

Which services do I need to enable? (Application protocol requirements) 

Beca use o f the number o f data inputs, consider each o f these individually in terms o f application protocol 

requirements. For the Post Office devices (sensor appliance and IDS module), Security Monitor uses Post Office 

protocol to forward events. For the other data sources (Cisco lOS Software, PIX and Host IDS) , the events are sent 

to Security Monitor via syslog. So make sure to allow Post Office (UDP 45000) and syslog (UDP 514) to the Security 

Monitor server. Figure 8 illustrates how Security Monitor is applied to our reference topology. 

Figure 8 

Security Monitor Applied 
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VPN Monitor 

What is the management function? 

VPN Monitor provides monitoring statistics for the enterprise head-end VPN devices-this means the "hubs" o f a 

hub-and-spoke VPN topology. In our reference topology, this refers to both the Cisco 7XOO Series Router and the 

VPN 3000 Concentrator, so proper connectivity from the VPN Monitor server to those devices is necessary. This 

application provides statistical VPN information in both graphical and tabular format. It can also be used as a 
graphical notification tool when certain VPN-related thresholds (that are user configurable) are violated. With VPN 

Monitor, network administrators can get an overall view of how their VPNs are doing by looking at metrics that 

include encrypted traffic statistics, secure handshake negotiations, packet replays, and so on. 

What devices does it manage? 

VPN Monitor supports Cisco lOS VPN routers with the necessary IPSec MIB support as well as VPN 3000 

Concentrators. Currently, the application supports the Cisco1700, 2600, 3600, 7100, and 7200 Series routers. The 

software image version requirements are: 

• 1700, 2600, or 3600 lOS Router-12.2(4)T or !ater 

• 7100 or 7200 lOS Router-12.1 (5a)E or la ter 

• VPN Concentrator 3000 Series-2.5 .2f or later 

Which services do I need to enable? (Application protocol requirements) 

Much like CiscoView, VPN Monitor requires SNMP (UDP port 161) to function . The VPN Monitor server 

periodically polls the devices to retrieve the IPSec MIB information. Since this is purely a monitoring tool, it is only 

necessary to consider SNMP get operations on these two classes of devices. This corresponds to configuring the 

SNMP read community string on the network devices that need to be managed with VPN Monitor. Figure 9 

illustrates how VPN Monitor is applied to our reference topology. 

Figure 9 

VPN Monitor Applied 
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Note: Given these requirements, it IS possible to use VPN Monitor on a remate VPN device. However, this is not 

entirely practical for two reasons: First, this type o f monitoring does not scale as well. Second, in most cases it is 

sufficient to view the VPN metrics from one end o f the tunnel (and not both). 

Cisco lOS Host Sensor 

What is the management function? 

The Cisco IDS Host Sensor (Cisco HIDS) application is a product that complements the network-based IDS 

management provided in IDS MC and Security Monitor, and gives CiscoWorks VMS a truly comprehensive solution 

to manage intrusion detection. The basic premise o f Cisco HIDS is to protect individual host systems from intrusion 

detection. The software {agent) sits on the host itself and examines system calls to the OS kernel, comparing these to 

a data base o f well-known signatures. Events are reported back to a central Cisco HIDS Console system, which 

consolidates the information from the agents it is managing. If a signature match is found. Cisco HIDS will prevent 

the operation and shoot off a real-time notification. 

This protection model is provento mitigate well-known threats such as the NIMDA and Code-Red worms without 

any user configuration. This means the Cisco HIDS agent software is especially important to use on important 

network hosts, at the user's discretion. In our reference topology, the Cisco HIDS agent code is installed on all the 

network management servers that comprise the VMS solution, thus protecting the important network management 

systems. These servers report IDS events back to the HIDS Console system, which are then forwarded to Security 

Monitor, provided the integrator software is installed on the HIDS Console. Users are asked to provide the IP address 

and syslog listening port o f Security Monitor during the installation of the integra to r. 

What devices does it manage? 

The Cisco HIDS application does not directly interact with Cisco network devices. It interacts with network hosts 

with the Cisco HIDS Agent code installed. At present, the following server OS versions are protected : 

• Windows NT 4.x Server 

• Windows NT Enterprise Server {SP 3 or later) 

• Windows 2000 Server 

• Windows 2000 Advanced Server 

• Solaris 2.6, 2. 7, and 2.8 

The following Web servers are protected: 

• Windows IIS Web Server 

• Solaris Apache 

• Solaris Netscape Enterprise 

• Solaris iPlanet 

Consult product documentation to verify the current available option o f the Cisco HIDS Agent software. 

-----~-~ 
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Which services do I need to enable? (Application protocol requirements) 

For Cisco HIDS to work properly, the agents must be able to communicate with the console. This is necessary so that 

the agents can report IDS events to the console, and justas importantly, the console can pus h configuration changes 

out to the agents. This communication is accomplished through a proprietary protocol that travels on TCP port 

5000. This port number is actually a configurable option upon install, but TCP port is the default value. Figure 10 

illustrates how the Cisco HIDS application is applied to our reference topology. 

Figure 10 

Cisco HIDS Console and Agents Applied 
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Cisco Secure Policy Manager (CSPM) is an end-to-end security policy toa!. Network administrators use CSPM to 

define and deploy security policies for their networks. This can be something as simple as what hosts ar networks 

are allowed to access their network, ar it can be something much more complex involving encryption, access 

methods, and other variables. The point is that, using CSPM. network administrators can implement policy 

management across their mixed network infrastructures. 

From the perspective o f ou r reference topology, the role o f CSPM is twofold: 1. lt manages traffic encryption policy 

by handling the VPN configuration that allows the user to configure the hub and spoke VPN tunnels between the 

7XOO Series Router on the corporate network to the endpoints on the branch sites (both lOS and PIX devices) . 2. lt 

allows the user to configure security policies on the PIX Firewall(s) and also the firewall feature set on the lOS 

enterprise gateway, defining basic firewall policy distribution. 

What devices does it manage? 

As can be inferred from the previous paragraph, CSPM is able to manage the Cisco lOS routers and PIX Firewalls. 

The software image version requirements are: 

• Cisco lOS Router-12.0(5} or later with the FW-DES feature set 

• PIX Firewall-4.2.4 or !ater with the Data Encryption Standard (DES) feature set 

Other versions can be added and managed as well , using the version management utility in CSPM. 
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Which services do I need to enable? (Application protocol requirements) 

CSPM requires severa! protocols in arder to function. First, when applying a security policy across the network, 

CSPM will use Telnet (TCP port 23) to connect to the device(s) and make configuration changes. The second protocol 

is syslog (UDP port 514). The CSPM h as the ability to receive and consolida te syslog messages from the Cisco devices 

that it is managing. The application keeps an archive o f these syslog messages and can use them to generate reports 

based upon the information they provide. Based on these requirements, the devices must then be configured to 

support these services. For both Cisco lOS Software and PIX, the telnet service along with a login password must be 

enabled. These devices also need to be configured to point their syslog messages to the CSPM server. Note that those 

devices managed by both RME and CSPM will now be sending their syslog messages to two different hosts. Figure 

11 illustrates how CSPM is applied in our reference topology. 

Figure 11 
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Putting lt Ali Together 

Clearly, it is important to distinguish which components to use, determine where to deploy the various components 

o f VMS, and identify what elements o f the network infrastructure each piece manages. Table 12 summarizes the 

information presented in this section along with the associated management protocols that must be enabled in arder 

for the applications to function properly. 

Table 12 Summary of CiscoWorks VMS Components Applied 

Application Traffic Flow Service(s) TCP/UDP Port Number 

CiscoView 

w-w~ 
SNMP UDP 161 

...........- ) 

lnventory Manager 

~--.w 
SNMP UDP 161 

Configuration Manager 

~-·~~ 
Telnet TCP 23 

TFTP UDP69 

SNMP UDP 161 

Software lmage Manager ~ .-,. Telnet TCP 23 
~~Gd;J TFTP UDP69 

SNMP UDP 161 

Change Audit Services 

.~-a~ 
Syslog UDP 514 

Availability Manager 

~-~ 
Telnet TCP 23 

=--'-' 
SNMP UDP 161 

I CMP N/ A 

Syslog Analyzer 
~. .=-.r.-. 

Syslog UDP 514 
--~d..__._ .. 

Caveats 

When deploying VMS, it is important to realize the specific services required by each individual application, as 

outlined in the previous section. In certain instances. two different applications may require the same type of access 

to a particular device (for example, CiscoView and VPN Monitor both use SNMP to retrieve the management 

information). However, because some ofthe applications within VMS have a security focus, sharing access to a device 

can be a potentially contentious situation. This section discusses some ofthe things that need to be considered should 

you deviate from the deployment guidelines provided in this document. 

Considerations with Network Address Translation 

In many topologies, Network Address Translation (NAT) is used . This is an excellent feature for security and address 

space conservation, but it can create some problems with management tools. This ac.ti..QJ;J,.,JL, 'nts out some o f the 

caveats and issues that may occur if CiscoWorks VMS is deployed into a networ e/lW;rBmnW,P{jmi Nô : _ 
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NAT and AUS 

If the AUS application is used and the server is sitting behind a NAT gateway, pay special attention to the PIX 

Firewalls you are managing. Consider a remote PIX that contacts the AUS server. It will actually contact the NAT 

address (not the real address). When the AUS responds with the proper URL to download the updated configuration 

o r software image, it will use the NAT address. Conversely, if the AUS is NOT behind a NAT gateway, you could 

also configure it to provide it's real address (Figure 12). The bottom line is that you have to decide to use the NAT 

address or the real address for ALL the PIX Firewalls you are managing-NAT and non-NAT addresses cannot be 

mixed within a single installation of AUS. 

Figure 12 

NAT and AUS 
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Firewall 

When it is necessary to manage PIX Firewalls (both internai and externai) , we recommend installing two copies o f 

AUS-one for the externai firewalls that will use the NAT address and one for the internai firewalls that will use the 

real IP address. 

NAT and Router MC (Hub Side) 

When using Router MC to set up a hub-and-spoke VPN environment, be careful about the hub router VPN interface. 

Beca use of the way the product is designed, this interface cannot be behind a NAT gateway. The VPN termination 

interface must be a publicly addressable IP subnet. If it was behind a NAT gateway. then from the perspective o f the 

peer it would be necessary to assign it the NAT'd address. The Router MC application, however, only allows you to 

assign by interface and not IP address-so the peer statements will be incorrect . Refer to Figure 13 to see how the 

VPN topology must be built for compatibility with Router MC. 
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Figure 13 

NAT and Router MC 
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There is also a deployment caveat with NAT and VPN spoke devices. Router MC needs to manage the spoke devices 

(VPN peers) with their real IP address. The current version o f Router MC does not support the situation where the 

spoke is behind a NAT gateway: 

Managing a Device with CSPM and a MC 

With the number of different applications within the VMS bundle, it is possible to have some functional overlap 

between tools. For example, ifyou want to change a PIX Firewall access rule, you can use either CSPM or PIX MC. 

This section describes some caveats and issues that exist when using overlapping applications. 

CSPM and PIX MC 

The first area o f functional overlap is between CSPM and PIX MC. Both applications can be used to manage firewall 

device settings and access rules. So what happens when somebody tries to use both tools? Will this configuration even 

work? 

The short answer is that this will NOT work. What will happen is when a configuration change is made using one 

ofthe applications, it will overwrite that change with the other application. This can be avoided by doing a re-import 

o f the existing configuration before every deployment, but this is not practical. Also, you would need to make sure 

that you had an access rule set up to allow SSL traffic to the PIX. The recommendation here isto either use CSPM 

or PIX MC to manage a device, but not both. 

CSPM and Router MC 

The second area of functional overlap involves CSPM and Router MC. Both applications can be used to configure 

site-to-site VPNs on lOS VPN routers . CSPM can also be used to configure the firewall features set on those routers. 

Here, the consideration when each application would be used and how the two can work together. 

As with PIX MC, avoid managing a single router 's VPN settings with multi pie applications. Even though Router MC 

does not push out a whole configuration file to the device (it sends out individual commands) , it is possible that 

something will get overwritten in the original configuration. Looking at the reverse, it is definitely a problem i f CSPM 

tries to configure a router that has already been configured with Router MC. The device will need to be re-imported 

in to the CSPM database every time , just to make sure your configuration is current. This is also nota very practical 

solution. Either use CSPM or Router MC to manage a device , but not both . 
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When To Use What 

Based on some o f the overlap in product functionality, it can be confusing to decide which product should be used 

in what situations. CSPM is currently the only product that can help manage a mixed environment, so you need to 

use CSPM to set up a VPN tunnel between a PIX device and an lOS device. Otherwise, since they are designed for 

better scalability, it is ALWAYS recommended to use the MC applications instead, based on the network environment 

and management needs. 

Multiple Syslog Daemons 

Severa! applications within the VMS bundle can receive syslog messages from multiple sources. Now, with Cisco 

modified OS support, ali o f these applications can also be instalied on a single server. In this case. it is necessary to 

determine how to make ali o f these syslog daemons compatible. 

First. look at which applications can receive syslog messages. and from which devices (Table 13): 

Table 13 Summary of Syslog Server Applications in VMS 

CiscoWorks VMS Module Syslog Source 

RME lOS, PIX, VPN3K 

CSPM lOS, PIX 

Security Monitor lOS, PIX, Host IDS Console 

By default, ali o f these application listen on UDP port 514. This is nota problem i f these applications are split across 

different servers-simply send syslog messages to multi pie sources. However, what happens when ali o f these 

applications are installed on a single system AND the customer wants to try and take advantage of ali three syslog 

daemons? (Figure 14.) 

Figure 14 

Syslog Consolidation in VMS 

Cisco H lOS Console 

lOS Router 

PIX Firewall 

There are two ways that Security Monitor can alleviate this problem. The first isto configure what port number it 

should listen for syslog messages. By default it is UDP 514 , but it can be changed. Also , Security Monitor can be set 

up to forward the syslog messages to another port on that same system . This is important because CSPM can change 

the port numbers they listen to for syslog messages. The other important factor is that PIX Firewalls can send syslog 

messages to the same host. but diffe rent port numbers. In this situation , here is thef e lu t'Í'('JA"termaxim'i-ze"ttfe>s 
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• From lOS, send syslog to RME at UDP 514 

• From PIX, send syslog to RME at UDP 514 

• From PIX, send syslog to Security Monitor at port x 

• From Cisco HIDS Console, send syslog to Security Monitor at port x 

• From Security Monitor, forward syslog to CSPM at port y 

The only caveat here is that CSPM will not be abie to receive lOS sysiog messages. 

ldeally, at least two servers wouid be used in this scenario to take advantage o f ali three tools. The first box would 

run Security Monitor and CSPM, and the second system wouid run RME. This way, no syslog functionality within 

VMS is iost. 

Running the Cisco HIDS Software with other Applications 

A major component of the CiscoWorks VMS bundie is the ability to manage IDS on a host ievei-or rather, to 

provide intrusion protection to criticai servers. The management servers for VMS shouid definiteiy be considered 

criticai and as such, we also recommend installing the Cisco HIDS agent software on these systems. 

When installing another CiscoWorks VMS module on a server with Cisco HIDS, make sure the agent is in "Full 

Warning" mode during the install process. Running in "Full Protect" mode, it is possible that the normal operations 

o f the software may trigger a HIDS event and , as such, may actually be prevented. In this case, a false positive would 

have an adverse effect on your management system by not allowing it to perform a legitimate task. In most cases, 

you should first install the Cisco HIDS agent and run it in "Full Warning" mode. Do this for the first severa! weeks 

o f regular use to develop a baseline. This allows the user to first see events-but they will NOT be prevented. Based 

on this activity you can then identify any false positives and create appropriate exceptions. When the exceptions are 

configured, then you can change the status of your management server agents to "Full Protect" to ensure that the 

server is properly shielded. 

Even using this deployment method, note that even in "Full Protect" mode out ofthe box, the HIDS agent software 

does not prevent any normal operations by any o f the applications in the VMS bundle. 

Compatibility lssues with iDS Event Viewer 

Cisco IDS Event Viewer (IEV) is a java-based application that lets users view and manage alarms from up to three 

IDS sensors. At the time o f this writing, when IEV is installed on a PC, that PC can NOT be used as a client for the 

CiscoWorks VMS Web-based modules. While this compatibility limitation will be addressed in future releases, the 

current workarounds for this limitation are: 

• Uninstall IEV from that client system 

• Use a different PC as your client system 

This will not be an issue for most users. Those using IDS MC and Security Monitor will most likely not need IEV 

as well. 
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• Out-of-Band Management 

In many networks, it is desirable to design a separate management 

subnet. This is commonly referred to as out-of-band management 

and describes a situation where the management stations reside on 

an isolated subnet separate from the network elements they are 

trying to manage. This is attractive to many network administrators 

due to the inherent higher levei of security and clear functional 

division within their network. 

As is the case with ali network management tools. however. 

CiscoWorks VMS requires network access to the devices it is trying 

to manage. So when making this decision, consider that. while it 

might be nice to have a completely isolated management subnet, it 

will do no good unless there is IP connectivity to the rest o f the 

network. This must be carefully planned out when deploying VMS 

in such an environment. 

Conclusions 

Evolution of VPNs and Sec~r~·-, 

In the recent past. we have seefh'~~:~\Yt~-~B\need for network . 

security, specific~lly in two afe~s:{ee~i~~ft"'drk security and 

secured transactwns over pu\>hc mk~~i . T~is growth has 

ma de it necessary to evolve h o Qfi'}anag ·, _ t~~eme handles this 

environment, which has resulte · the ifit ,....óàtíction o f the 

CiscoWorks VPN/Security Management Solution (VMS). 

The CiscoWorks VMS provides customers with applications to 

assist in the management o f their security-specific hardware such as 

the Cisco VPN 3000 Concentrator series, Cisco lOS VPN routers, 

Cisco PIX Firewalls, and Cisco IDS products. VMS addresses the 

challenges ofVPN deployment, monitoring, development of 

perimeter security policies, and management o f intrusion detection. 

This paper provides some basic deployment guidelines for VMS by 

outlining the different components o f the solution, what they do, 

and how they can be configured to work together. After reading this 

document, the user should clearly understand how VMS fits into the 

network management scheme and the values it adds. 

As with any dynamic environment, the needs and technologies . 

around network security are constantly evolving. From a network 

management perspective, CiscoWorks VMS will continue to evolve 

to provide a comprehensive set o f tools to manage the unique 

aspects of this environment. 
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Release Notes for Management 
Center for Cisco Security Agents 4.0 

These release notes are for use with Management Center for Cisco Security 
Agents (CSA MC) 4.0. The following information is provided: 

• File Integrity Check Instructions, page 2 

• New Features, page 3 

• Product Documentation, page 6 

• Obtaining a License Key, page 8 

• IDS Host Sensor Incompatibility, page 8 

• System Requirements (CSA MC), page 9 

• System Requirements (Agent), page li 

• Upgrade Support, page 13 

• Duplicate Configuration Naming Convention, page 13 

• Cisco Security Agent Policies, page 13 

• CSA MC Local Agent and Policies, page 14 

• RME Gatekeeper Remo te Access Jssue, page I 5 

• Cisco VPN Client Support, page 16 

• Known Problems, page 16 
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• File lntegrity Check lnstructions 

• Obtaining Documentation, page 26 

• Obtaining Technical Assistance, page 28 

• Obtaining Additional Publications and Jnformation, page 31 

File lntegrity Check lnstructions 

ih 

For users who have a CCO account on Cisco.com, you can perform integrity 
checks on the files provided on the Startup Disk. Go to 
http ://www.cisco.com/kobayashilsw-center/cw2000/vms-planner.shtml to 
securely obtain a verify _digests.exe file. Use verify _digests.exe to check the MD5 
hashes of the files you received on your product CD. 

Caution When you download the digest file, make sure your browser has transitioned to 
https mode for a secure download. 

Step 1 After you download verify _digests.exe, run it to display the precomputed valid 
MD5 hashes for the Startup Disk files. 

Step 2 The verify_digests.exe program then prompts you for the directory of the files. 

~ .. 

Specify the Startup Disk location, press Enter and verify _digests.exe will 
validate each file . 

Note You can enter the CD drive letter and check the files on the CD itself or you can 
copy the files to your system and check them from the directory they were copied 
to . 

The following output is displayed: 

• The output displays "OK" if the hashes match and the files are valid . 

• If the hashes do not match, "Failure" is displayed . Contact Cisco if this 
occurs. 

• Ifthe digest program cannot locate a file, "File not found" is di splayed . Check 
the location of the files. 

Release Notes for ment Center for Cisco Security Agents 4.0 
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New Features 
This release contains the following new features: 

Buffer Overflow Pattern Exclusion 

Use the Wizard from the Event log message in question to exclude a particular 
pattern when you are seeing buffer overflow events you believe are harmless . 

Bulk Transfer of Hosts 

Use the Bulk Transfer feature to easily move or copy ali hosts from a group you 
select into the group you are currently viewing. This is an efficient way to move 
large numbers of hosts between groups. 

Cisco VPN Client Support 

The Cisco Security Agent is a supported configuration for the "Are You There?" 
feature o f the Cisco VPN Client Release 4.0. For configuration details, please see 
the Cisco VPN Client documentation. 

CSA Profiler lntegrated with CSA MC 

Cisco Security Agent Profiler capability is integrated and installed with CSA MC. 
Cisco Security Agent Profiler software works with CSA MC and Cisco Security 
Agent, serving as a data analysis and policy creation tool for administrators who 
are deploying policies across systems and networks. 

Configurable Downloaded Content Application Class 

78-15603-01 

CSA MC ships with a preconfigured application class called <Processes executing 
downloaded content>. This class includes any downloaded executable or any 
process that is interpreting downloaded content. If necessary, you can edit any of 
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• New Features 

these downloaded content fields and make any necessary exclusions to change the 
global definition of downloaded content. You may want to do this if you are 
experiencing false positives due to an application being seen as downloaded 
content 

Connection Rate Limiting Rule 

Use the connection rate limit rule to contrai the number of network connections 
that can be sent or received by systems within a specified time frame. This is 
useful in preventing attacks aimed at bringing down system services, for example, 
denial of service attacks (server connection rate limiting). This is also useful in 
preventing the propagation of denial of service attacks (client connection rate 
limiting). 

Data Filtering-Data Access Control Rule 

Use data access control rules on web servers to detect clients making malformed 
web server requests where such requests could crash or hang the server. A 
malformed request could also be an attempt by an outside client to retrieve 
configuration information from the web server or to run exploited code on the 
server. 

Dynamic Application tagging in Application Control Rule 

Creating dynamic application classes from the Application control rule is a bit 
different than creating them from other rule types. Because this rule has two 
application class fields, you can choose to add the current application to the 
dynamic class or choose to add the new application that is invoked by the first 
application to the dynamic class. 

4.0 
78-15603-01 
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New Features • 

Expanded Wizard Functionality 

Use the Event Management Wizard to change the action of a rule that triggered a 
specific event. Through the wizard, you can automatically generate an 
"exception" allow rule which takes the application class and resource information 
in the event and creates an allow rule to counteract the rule that caused the deny. 

MSDE Service Pack 3 Update 

The CSA MC now installs Microsoft SQL Server Desktop Engine with Service 
Pack 3. This is the latest version of MSDE. Optionally, you can install your own 
version of SQL Server 2000 with Service Pack 3. 

Network Shield System Startup Security Checks 

Through this rule, you can prevent non-essential network connections during 
system startup. This protects the system from network-based attacks at boot-time 
before the agent service has started. 

Rule Precedence Manipulation 

In addition to ordering rules within a policy by action type, CSA MC uses the 
selected logging type as a way to suborder similar rules within a policy. Logging 
automatically takes precedence over disabled logging if the action type is the 
same for multiple rules in a policy. Therefore, for rules of a given priority, for 
example, Allow, a Log rule will be evaluated before a No Log rule. 

Security Monitor Event lntegration 

78-15603-01 

Security Monitor can receive events from CSA MC. Refer to your Security 
Monitor documentation for details. 
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• Product Documentation 

VMS lntegration 

CSA MC is a component o f the Cisco Works VPN/Security Management Solution 
(VMS). You must have CiscoWorks and VMS 2.2 installed on the system on 
which you are installing CSA MC. 

Windows Kernel Protection 

Use the Kernel protection rule to detect unauthorized access to the operating 
system. In effect, this rule detects and logs drivers dynamically loading after boot 
time . Through this rule page, you can also cause the system in question to Jose 
network connectivity when unauthorized modules are detected. This essentially 
quarantines the system from the network until you investigate whether the module 
is harmful. 

Product Documentation 
~ .. 

Note We sometimes update the printed and electronic documentation after original 
publication . Therefore, you should also review the documentation on Cisco.com 
for any updates. 

Table 1 describes the product documentation that is available. 

78-15603-01 
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lãble 1 Product Oocumentation 

Document Title 

Release Notes for Management 
Center for Cisco Security Agents 
4.0 

lnstalling Management C ente r for 
Cisco Security Agents 

Using Management Center for 
Cisco Security Agents 

~ .. 

ProductDoc1~~6 11 
. / 

Available Formats 

Printed document that was included with the product. 

On Cisco.com: 

a. Log into Cisco.com. 

- Select Products & Services > Network Management 
CiscoWorks > CiscoWorks Management Center for 
Cisco Security Agents > Technical Documentation > 
Release Notes. 

PDF in the top levei directory on the product CD-ROM in the 
Documentation folder. After installation, they are also 
available in the CSAMC\doc subdirectory. 

On Cisco.com: 

a. Log into Cisco.com. 

- Select Products & Services > Network Management 
CiscoWorks > CiscoWorks Management Center for 
Cisco Security Agents > Technical Documentation > 
Installation Guides. 

PDF in the top levei directory on the product CD-ROM in the 
Documentation folder. After installation, they are also 
available in the ÇSAMC\doc subdirectory. 

On Cisco.com: 

a. Log into Cisco.com. 

- Select Products & Services > Network Management 
CiscoWorks > CiscoWorks Management Center for 
Cisco Security Agents > Technical Documentation > 
User Guides. 

Note You must use Adobe Acrobat Reader (version 4.0 or I ater) to view these PDF files . 
You can download a free Acrobat reader from www.adobe.com. 
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• Obtaining a License Key 

Obtaining a license Key 

Lt. 
Caution 

Before installing CSA MC, you should obtain a license key from Cisco. To receive 
your license key, you must use the Product Authorization Key (PAK) label affixed 
to the claim certificate for CSA MC located in the separate licensing envelope. 

CSA MC does not run on the 90-day evaluation license that other Common 
Services applications use. You must register CSA MC and provide the PAK to 
obtain a valid CSA MC license. 

To obtain a production license, register your software at one of the following web 
sites. 

If you are a registered user of Cisco.com, use this website: 

http://www.cisco.com/cgi-bin/Software/FormManager/formgenerator.pl. 

If you are not a registered user of Cisco.com, use this website: 
http://www.cisco.com/pcgi-bin/Software/FormManager/formgenerator.pl. 

After registration, the software license will be sent to the email address that you 
provided during the registration process. Retain this document with your VMS 
bundle product software records. 

lOS Host Sensor lncompatibility 
Any system on which you are installing CSA MC or the Cisco Security Agent 
must not have the Cisco IDS Host Sensor Console or the Cisco IDS Host Sensor 
installed on it. If CSA MC or the agent installer detects any Cisco IDS Host 
Sensor software on the system, the installation will abort. 

Because there may be incompatibilities between Cisco IDS Host Sensor software 
and CSA MC or agent software, you must uninstall the Cisco IDS Host Sensor 
and Cisco IDS Host Sensor Console software before installing CSA MC or agent 
software . Documentation for uninstalling Cisco IDS Host Sensor software can be 
found at the following location: 

http://www.cisco .com/univercd/cc/td/doc/productliaabu/csids/host/host25/install 
/hidsch2.htm#l 024883. 
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System Requirements (C,SA MC) • 

System Requirements (CSA MC) 

78-15603-01 

CSA MC is a component of VMS. 

For information on ali bundle features and their requirements, see 
CiscoWorks2000 VPN/Security Management Solution Quick Start Cuide. 

Table 2 shows VMS bundle server requirements for Windows 2000 systems. 

lãble 2Server Requirernents 

System Component Requirement 

Hardware . IBM PC-compatible computer 

. Color monitor with video card capable of 
16-bit 

Processar 1 GHz or faster Pentium processar 

Operating System Windows 2000 Server or Advanced Server 
(Service Pack 3) 

Note Terminal services are not supported on 
Server or Advanced Server running 
CSA MC. 

File System NTFS 

Memory 1 GB minimum memory 

Virtual Memory 2 GB virtual memory 

Hard Drive Space 9GB minimum available disk drive space 

Note The actual amount of hard drive space 
required depends upon the number of 
CiscoWorks Common Services client 
applications you are installing and the 
number of devices you are managing 
with the client applications. 
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• System Requirements (CSA MC) 

Lt 
Caution 

Additional information: 

• Pager alerts require a Hayes Compatible Modem. 

• For optimal viewing of the CSA MC user interface, you should set your 
display to a resolution of I 024 x 768 or higher. 

• On a system where CSA MC has never been installed, the CSA MC setup 
program first installs MSDE with Service Pack 3. If the CSA MC installation 
detects any other database type attached to an existing installation ofMSDE, 
the installation will abort. This database configuration is not supported. 

SQL Server Desktop Engine Installation 

As part of the installation process on a system where CSA MC has not been 
installed, the setup program first installs MSDE. When the MSDE installation 
completes, it may prompt you to reboot the system. In that case, you must reboot 
the system before restarting the CSA MC setup program. If the MSDE installation 
does not prompt you to reboot the system, you may restart the setup program 
without rebooting the system. 

If the CSA MC installation detects any other data base type attached to an existing 
installation o f MSDE, the CSA MC installation will abort. This database 
configuration is not supported by Cisco. (lnstallation process aborts if any 
databases other than those listed here are found: master, tempdb, model , msdb, 
pubs, Northwind, profiler and AnalyzerLog.) 

For installations exceeding 500 agents, we recommend that you in stall Microsoft 
SQL Server 2000 instead of installing the MSDE that is provided with the 
product. MSDE has a 2 GB limit. SQL Server 2000 must be licensed separately 
and it must be installed on the system before you begin installing CSA MC. 

We also recommend that you format the disk to which you are installing CSA MC 
as NTFS . FAT32 limits ali file sizes to 4GB. 
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System Requirements (Agent) • 

System Requirements (Agent) 

78-15603-01 

To run Cisco Security Agent on your Windows XP, Windows 2000 or Windows 
NT 4.0 servers and desktop systems, the requirements are as follows: 

lãble :JAgent Requirements {Windows) 

System Component 

Processar 

Operating Systems 

Memory 

Hard Drive Space 

Ne:work 

Release Notes for 

Requirement 

Intel Pentium 200 MHz or higher 

Note Uni-processar, dual processar, and quad 
processar systems are supported. 

• Windows XP (Professional English128 bit) 
Service Pack O or 1 

• Windows 2000 (Professional, Server or 
Advanced Server) with Service Pack O, 1, 2, 
or 3 

• Windows NT (Workstation, Server or 
Enterprise Server) with Service Pack 5 or 
I ater 

Note Citrix Metaframe and Citrix XP are 
supported. Terminal Services are 
supported on Windows XP and Windows 
2000 (Terminal Services are not 
supported on Windows NT.) 

128MB minimum-all supported Windows 
platforms 

15 MB or higher 

Note This includes program and data . 

Ethernet or Dia! up 

Note Maximum of 64 IP addresses supported 
on a system. 

Center for Cisco 
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• System Requirements (Agent) 

Note Cisco Security Agent uses approximately 20MB of memory. This applies to 
agents running on ali supported Microsoft and Unix platforms. 

To run Cisco Security Agent on your Solaris server systems, the requirements are 
as follows: 

Tãble 4Agent Requirements (UNIX) 

System Component 

Processor 

Operating Systems 

Memory 

Hard Drive Space 

Network 

Requirement 

UltraSPARC 500 MHz or higher 

Note Uniprocessor and dual processar 
systems are supported. 

Solaris 8, 64 bit 

Note If you have the mini mal Sun Solaris 8 
installation (Core group) on the system 
to which you are installing the agent, the 
Solaris machine will be missing certain 
libraries and utilities the agent requires . 
Before you install the agent, you must 
install the "SUNWlibCx" library which 
can be found on the Solaris 8 Software 
disk (1 of 2) in the /Solaris_8/Product 
directory. Install using the pkgadd -d . 
SUNWiibCx command. 

256 MB minimum 

15MB or higher 

Note This includes program and data. 

Ethernet 

Note Maximum of 64 IP addresses supported 
on a system. 

Release Notes for Management Center for Cisco Security 4.0 
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Upgrade Suppon • 

~ 
Caution On UNIX systems running Cisco Security Agents, if you add a new type of 

Ethernet interface to the system, you must reboot that system twice for the agent 
to detect it and apply rules to it accordingly. 

Upgrade Support 
Upgrading from StormWatch versions 3.0 and earlier to Cisco Security Agent 
V 4.0 is not supported. 

See lnstalling Management Center for Cisco Security Agents provided as a PDF 
file on the product CD for product upgrade and installation instructions. 

Duplicate Configuration Naming Convention 

When you upgrade CSA MC, existing configurations (for example, policies and 
groups) are preserved. Because CSA MC ships with preconfigured items, new 
items may be added to preserved ones. This occurs when the upgrade process 
checks the existing database. If a matching item is found, the new configuration 
data is not copied over the existing data; rather the existing item is left as is. 

If the upgrade process finds an item with the same name as a new one, but with 
different configuration components (for example, variables), the existing item is 
renamed by appending the version number (V3.2, for example) to the name. The 
new version is then copied into the database with no version number so that both 
items can co-exist in the database. Therefore, for any partia! configuration item 
duplications that may exist after an upgrade, the item with no version number 
appended to its name is always the most recent version . 

Cisco Security Agent Policies 

78-15603-01 

CSA MC default agent kits, groups, policies, and configuration variables provide 
a high levei of security coverage for desktops and servers. These default agent 
kits, groups; policies, and configuration variables cannot anticipate ali possible 
local security policy requirements specified by your organization's management, 
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• CSA MC Local Agent and Policies 

nor can they anticipate ali local combinations of application usage patterns. We 
recommend deploying agents using the default configurations and then 
monitoring for possible tuning to your environment. 

CSA MC Local Agent and Policies 

& 

When you install CSA MC, an agent containing the policies necessary to protect 
CSA MC and other CiscoWorks daemons and operations is automatically 
installed. The policies that are enforced by this agent protect CSA MC, other 
VMS products, and general CiscoWorks operations. 

If you are only running CSA MC and Security Monitor as part of your VMS 
bundle on the CiscoWorks system, you can secure that system with a more 
restrictive policy that is also shipped with CSA MC but not attached to the 
Cisco Works group by default. To do this, you should create a group and attach the 
following policies to that new group : "CiscoWorks Restrictive VMS Module", 
"CiscoWorks VMS Module", and the "CiscoWorks Base Security Module". Then 
make the CSA MC host a member of the new group (in addition to the default 
group to which it already belongs). This restrictive policy puts tighter restrictions 
on the system because it does not have to account for other VMS bundle products 
that might be running on the system. 

Caution If you are using the default policy to protect your VMS system (not the more 
restrictive policy described above) you should be aware of a specific vulnerability 
present in Windows 2000 SP3 that the default policy does not protect against. That 
vulnerability is described in Microsoft article Q326830. For interoperability 
reasons, it is by design that the default policy protecting the VMS system does not 
protect against this vulnerability. To protect your VMS system against a possible 
denial of service or other attack using this known vulnerability, you can either 
deploy the more restrictive VMS policy or install Microsoft hotfix Q326830. 

4.0 
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Caution 

RME Gatekeeper Remote Access lssue • 

If you are installing or uninstalling various VMS components, and you have a 
Cisco Security Agent protecting the VMS bundle, you should disable the agent 
service before you install or uninstall any other VMS component. (You do not 
have to do this when installing or uninstalling CSA MC.) To disable the agent 
service, from a command prompt type net stop "Cisco Securi ty 
Agent". (You may receive a prompt asking if you want to stop the agent service. 
You should click Yes.) To enable the service, type net start "Cisco 
Securi ty Agent". 

If you do not disable the agent service and you attempt to altera CiscoWorks 
system configuration, the agent may disallow the action or it may display multi pie 
queries to which you must respond. 

RME Gatekeeper Remote Access lssue 

78-15603-01 

Step 1 

Step 2 

Step 3 

Remote access to the CiscoWorks RME Gatekeeper daemon is not required for 
correct operation of any components in the VMS bundle. Therefore, remote client 
access to this daemon is normally disabled through a deny rule in the 
"CiscoWorks VMS module" policy. 

If other products that require the RME Gatekeeper daemon to be accessed 
remotely, such as Campus Manager or ACLM, are installed on the same system 
as the VMS bundle, the CSAMC "CiscoWorks VMS module" policy protecting 
the VMS system should be modified as follows: 

Log in to CSAMC and navigate to the "CiscoWorks VMS module" policy. The 
policy is accessible from Configuration > Policies in the menu bar. 

After you locate the policy, click the <#>rules link to access the policy rules Iist. 

Change the Allow rui e "Cisco Works RME Gatekeeper daemon, ser ver for TCP 
and UDP services" from Disabled to Enabled . (Select the check box beside the 
rule and click Enable in the footer frame of CSAMC. Remember to save your 
changes.) 
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• Cisco VPN Client Support 

Step4 

Step 5 

Generate rules. 

Optionally, force polling on the agent to download the rule change. 

Cisco VPN Client Support 
Cisco Security Agent is a supported configuration for the "Are You There?" 
feature o f the Cisco VPN Client, Release 4.0. For configuration details, please see 
Chapter 1 o f the Cisco VPN Client Administrator Cuide, in the section 
"Configuring VPN Client Firewall Policy-Windows Only." 

Known Problems 
Table 5 provides information on known issues found in this release. 

TableS Known /ssues in Cisco Security Agent 4.0 

Platform Summary 

Windows and Permitted return UDP traffic 
UNIX 

Windows XP Frozen agent flag 

Explanation 

Return traffic for permitted UDP connections will 
be permitted even when there is a deny rule 
present for UDP traffic in that direction. This is 
because return UDP traffic is associated with the 
original allowed request. 

Periodically, the agent flag may stop waving or 
may appear frozen in a tilted position until the 
next event is received. This is the result of a 
known Microsoft Windows XP issue. Refer to 
Microsoft Article Q323328. (This issue is purely 
cosmetic and the agent is continuing to function 
normally.) 
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Platform 

Windows 

Windows 

Windows 

Windows 

78-15603-01 

'lfrítJWnProblems • 

Known /ssues in Cisco Security Agent 4.0 (continued) 

Summary Explanation 

CMF Sei f Test Fails for ODBC The CMF selftest produces an error in the odbc.pl 
Versions part of the test. This occurs because the test does 

not have knowledge of the MDSE SP3 ODBC 
drivers installed by CSA MC. MSDE SP3 drivers 
are dated !ater than those expected by the CMF 
sei f test. 

ActiveX Reports and CSA MC CSA MC ActiveX report types use the CSA MC 
name resolution server system name to access the ActiveX control. 

Therefore, ActiveX reports will not work i f name 
resolution on the CSA MC server does not work. 

SYN flood protection and You should only apply SYN flood protection to 
potential firewall conflict servers that are externai to your network and not 

protected by a firewall. Firewalls generally 
provi de this protection. Additionally, i f you apply 
SYN flood protection to a system that is behind a 
firewall, some firewalls may interfere with the 
CSA SYN flood connectivity algorithm. If the 
firewall interferes with the CSA MC algorithm, 
the agent will not permit the incoming connection 
to be established. In this case, we recommend that 
you disable this rule on the agent and ensure that 
it is enabled on your firewall. 

Automatic agent software updates You should not schedule Automatic software 
for dial-up users updates for dial-up users. Because dial-up users 

have connections of varying speeds and due to 
download bandwidth needs, automatic software 
updates may fail or time out. Better to schedule 
non-automatic updates and allow dial-up users to 
download when they are either in the office or 
when they can dedicate bandwidth to the 
download . 
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• Known Problems 

lãb!e5 Known /ssues in Cisco S ecurity Agent 4.0 (continued) 

Platform Summary 

Windows Automatic Windows platform 
update triggers query ru le 

Windows Upgrading operating systems with 
agent present 

Windows Do not support HPNA home 
phoneline network adapter 

Windows Deploying file sharing rules 

Release Notes for Center for Cisco 

Explanation 

Windows XP and Windows 2000 provide a 
mechanism for automatic and user transparent 
software updates. These updates are prevented 
from installing by an agent Query User rule . The 
rule asks the user if software is being installed. 
Because the automatic update install occurs 
transparently, the user willlikely believe that they 
are not installing software and will answer No. In 
this case, the automatic update will fail. This is 
not necessarily an undesired behavior and this 
agent rule is in place for specific security reason . 

When upgrading operating systems, uninstall the 
agent first. When the new operating system is in 
place, you can install a new agent kit. When 
applying a service pack, you can disable the 
agent, apply the service pack, and enable the 
agent. 

Although Microsoft supports networking 
computers using a home phoneline network 
adapter (HPNA), we have not tested this 
configuration and therefore do not officially 
support it. 

If you are deploying rules controlling existing file 
share access, these rules will not apply until the 
machine offering the fi le share is rebooted. A file 
share, previously mapped by a user, is a persistent 
connection. The status of this access does not 
change for this persistent, pre-existing connection 
when a agent rule is applied. When the next 
reboot occurs, ali rules pertaining to the file share 
are correctly applied. 
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Known /ssues in Cisco Security Agent 4.0 (continued) 

Summary Explanation 

Connectivity issues If you encounter problems connecting to systems 
running the agent, you can put those agents into 
Test mode. Then check for connectivity again and 
refer to the Event log. (Also make sure the agents 
do not have the Cloak mode check box selected in 
the Network shield rule. It is selected in shipped 
default policies. Systems with Cloak mode 
enabled do not respond to pings.) 

Configuring Registry sets If you attempt to create your own Registry sets to 
include in a rule, you should note that the ability 
to restrict Registry access is a powerful tool. 
Criticai applications may not function as a result 
of a misconfigured Registry restriction~ 
Therefore, Registry values should be as specific 
as possible. Ali rules restricting Registry access 
should first be run in Test Mode to ensure that no 
unintended restrictions have been configured. 

Event levei log limits There are limitations on the number of events for 
each event levei that the database can contain. 
Those default limitations are located in the 
sysvars .cffile found in the CSAMC\cfg directory. 
An event is logged when these limitations are 
imminent. You are advised by CSA MC to purge 
events at that time. 

Data filter installation On Solaris platforms, in order to use Data access 
contrai rules (on Apache or IP!anet servers) you 
must install the data filter manually after you 
install Cisco Security Agent. Unlike Windows, 
the Solaris installation does not detect web server 
software and does not install the data filter with 
the agent. You must always manually install it. 
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lãble5 Known /ssues in Cisco Security Agent 4.0 (continued) 

Platform Summary Explanation 

UNIX Required platform libraries and If you have the minimal Sun Solaris 8 installation 
utilities (Core group) on the system to which you are 

installing the agent, the Solaris machine will be 
missing certain libraries and utilities the agent 
requires. Before you install the agent, you must 
install the "SUNWlibCx" library, which can be 
found on the Solaris 8 Software disk ( 1 o f 2) in the 
/Solaris_8/Product directory. Install using the 
pkgadd -d . SUNWiibCx command. If you are 
not sure whether you have the necessary libraries 
installed on your Solaris system, you can check 
the /usr/lib/sparcv9 directory for the following 
library: "libCrun.so.1 ". If it is not there, you must 
install the SUNWlibCx library before installing 
the agent. 

UNIX Network scans appear to reveal A network port scan of a UNIX system running an 
vulnerabilities agent may indicate that certain services offered by 

inetd are available on the system andare therefore 
vulnerable to various attacks. However, network 
access control rules which deny or reset the 
connection in question are applied when the 
incoming connection attempts to pass any data. 
Because the connection was technically accepted, 
the service may appear to be vulnerable to a scan, 
when, in fact, it is not: no data will pass, and the 
connection is dropped. Enabling Cloak mode in 
the Network Shield rule stops the system from 
responding to requests on ports where no service 
is listening or for ports 0-1023, where the request 
is always denied even when a service is listening. 
(Therefore, ports 0-1023 do not appear vulnerable 
with Cloak mode enabled.) 
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Known lssues in Cisco Secutity Agent 4.0 (continued) 

Summary 

Remote file sharing issue 

Script interpretation issue 

Use resolved Iinks rather than 
symbolic links 

Systems files always accessible to 
root 

Agent installation path not 
changeable 

Certain applications cannot ki 11 
the agent process 

Snooping data 

Release Notes for 

Explanation 

Remote file sharing implementations, such as 
NFS, may cache files on the client side and briefly 
operate on them without contacting the server. 
The agent correctly enforces access rules for the 
Remote Clients application class (NFS accesses) 
on the server; however, client-side operations 
might briefly appear to succeed in violation of the 
rules. Avoid such appearances by changing an 
NFS server's Remote Clients app class-related 
rules only when clients' access to remote file 
systems is minimal. 

The agent views ali scripts that use the same 
interpreter on UNIX systems as the same 
application class. For example, for Application 
control rules, a /bin/sh shell script is seen as a 
/bin/sh command. 

We recommend that you write File access control 
rules using resolved names rather than symbolic 
link names. 

Read access to /usr/lib/*, /usr/bin/* and usr/sbin/* 
is always allowed to root. Any rules you may 
write to block this access will be ignored for users 
with root access . The system requires access to 
these files to operate. 

Changing the default installation directory path 
for the UNIX agent will not work. The agent must 
always be installed in the following directory: 
/opt/CSCOcsa. 

The default policies restrict the ability to kill the 
agent process to specifically defined application 
classes. See the Management Center f or Security 
Agents User Cuide for details . 

Snoop sees ali data sent to and from the network. 
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7ãble5 Known lssues in Cisco Security Agent 4.0 (continued) 

Platform Summary 

UNIX Network rules and IPV6 addresses 

UNIX Adding a new Ethernet interface 

UNIX Default mapping for remote 
superuser 

Release Notes for Management Center for Cisco 

Explanation 

Network rules work only with IPV4 addresses . 

Note The following exception:Using @local or 
explicitly using the address range 
O- 255 .255 .255.255 will include IPV6 
addresses . 

lf you add a new type of Ethernet interface to a 
UNIX system running an agent, you must reboot 
that system twice for the agent to detect it and 
apply current policies to it. 

The default mapping for a remote superuser 
application accessing a machine via NFS is to an 
"unknown" user (and not the local superuser) . 
Although NFS shares can be configured to 
override this default setting, we strongly 
recommend that the default setting not be 
overridden. Enabling such a mapping would 
potentially permita remote application to 
impersonate the local operating system itself and 
bypass agent policies. 
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Known lssues in Cisco Security Agent 4.0 (continued) 

Summary 

Inadvertently blocking access to a 
device 

Explanation 

You can inadvertently block ali access to a device, 
such as your keyboard, with a File access control 
rule. If this occurs, to recover, fix or delete the 
rule in question and generate rules. lf the agent 
can download the new rules, your system may or 
may not recover immediately depending on how 
gracefully the service for the device failed. If 
rules were downloaded and the service is still not 
fixed, a reboot should allow the system to recover. 
If the agent cannot download the new rules, boot 
the machine into single user mode [boot -s] and 
enter system maintenance mode by typing in the 
superuser password. Then delete the current rule 
set by typing: [rm/opt/CSCOcsa/cfg/agent.rul] 
Then exit. The system will come up with the agent 
downloading the new "good" rule set that you 
have fixed . 
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Platform 

UNIX 

UNIX 

Known /ssues in Cisco Security Agent 4.0 (continued) 

Summary Explanation 

Encountering duplicate instance If you are upgrading the UNIX agent and you 
error during agent upgrade encounter the following error, "There is already 

an instance of the package and you cannot install 
due to administrator rules", you must edit the fi le 
/var/sadm/install/admin/default. Change 
"instance=unique" to "instance=overwrite" and 
proceed with the upgrade. 

Buffer overflow libraries loading To protect applications, the buffer overflow 
order may cause conflict with libraries have been built in a way which causes 
Binary Compatibility Package them to be Ioaded before other Iibraries, including 

libc. Applications which depend upon BCP 
(Binary Compatibility Package) versions of libc 
may not work. Specifically, the three SunOS 4. * 
(not Solaris) a.out executables resident in 
/usr/sbin which provide multi -byte codepage 
support for Japanese, Chinese, Chinese-Taiwan, 
and Korean are known not to function. If support 
for SunOS multi-byte codepage applications is 
required, the behavior of the buffer overflow 
libraries can be relaxed. Additional information 
regarding this issue is available from the TAC. 
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Known Problems • 

Table 6 provides information on known bugs found in this release . 

lãble6 Known Bugs in Cisco Seculity Agent 4.0 

BugiO Summary 

CSCin47432 FQDN is required to connect to 
CiscoWorks 

CSCin47547 Uninstall issue when SQL server is 
not running 

78-15603-01 

Description 

On a CiscoWorks installation, when CSA MC is 
installed, it updates the conf file to use a fully 
qualified domain name. None of the MC's, 
including CSA MC, will launch unless the fully 
qualified domain name is resolvable from the 
client and used to connect to CiscoWorks. 

CSA MC does not require a FQDNs. lt will work 
in an environment where the CSA MC hostname 
is resolvable via DNS or windows computing 
environment (WINS) . 

Note The environment must be consistently 
DNS or WINS. Mixed DNS/WINS 
environments are problematic. The reason 
FQDNs is recommended is so that agents 
can reach the CSA MC from anywhere 
(internai or externai networks) . 

During the CSA MC uninstall , a number of SQL 
server queries are performed. If the SQL server is 
not running, then these queries cause the uninstall 
to fail. 

To prevent this uninstall issue, you should not 
remove or stop the SQL server before uninstalling 
CSA MC. 
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• Obtaining Documentation 

lãble6 Known Bugs in Cisco Security Agent 4.0 (continued) 

BugiO Summary Description 

CSCin47564 Install issue when SQL server is During the CSA MC install , a number of SQL 
not running server queries are performed. If the SQL server is 

not running, then these queries cause the install to 
fail. 

To prevent this install issue, you should not stop 
the SQL server before installing CSA MC. 

CSCin45700 In certain install configurations, This occurs when the Security Monitor is 

also see the Event Viewer's session to the installed on the same server with certain other 

CSCebl8384 server times out CiscoWorks applications (for example, RME) 
that require the SSLinitializer plugin. The 
presence of the SSLinitializer plugin causes 
connections from Java applets to the server to be 
made outside of the context of the rest of the 
client's (browser's) connection space. This causes 
connection validation attempts to fail. When the 
server cannot validate the Event Viewer's 
connection, it will not proceed to allow that applet 
to update its activity flags. Thus, when the Event 
Viewer applet is open on the screen for longer 
than the timeout period (on the order of 2 hours) , 
it cannot update its session activity flags, and it 
will time out. 

Obtaining Documentation 
Cisco provides severa] ways to obtain documentation, technical assistance, and 
other technical resources. These sections explain how to obtain technical 
information from Cisco Systems. 
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Obtaining Documentation • 

You can access the most current Cisco documentation on the World Wide Web at 
this URL: 

http://www.cisco.com/univercd/horne/home.htm 

You can access the Cisco website at this URL: 

http://www.cisco.corn 

International Cisco websites can be accessed from this URL: 

http://www.cisco.com/public/countries_languages.shtml 

Documentation CD-ROM 

Cisco documentation and additionalliterature are available in a Cisco 
Docurnentation CD-ROM package, which may have shipped with your product. 
The Documentation CD-ROM is updated regularly and may be more current than 
printed documentation. The CD-ROM package is available as a single unit or 
through an annual or quarterly subscription. 

Registered Cisco.com users can order a single Documentation CD-ROM (product 
number DOC-CONDOCCD=) through the Cisco Ordering tool: 

http://www.cisco.com/en/US/partner/ordering/ordering_place_order_ordering_t 
ool_launch.htrnl 

Ali users can order monthly or quarterly subscriptions through the online 
Subscription Store: 

http://www.cisco.com/go/subscription 

Ordering Documentation 

78-15603-01 

You can find instructions for ordering docurnentation at this URL: 

http :/ /ww w.ci sco .corn/u n i vercd/cc/td/ doc/es_i n pck/pdi. htrn 
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• Obtaining Technical Assistance 

You can order Cisco documentation in these ways: 

• Registered Cisco.com users (Cisco direct customers) can order Cisco product 
documentation from the Networking Products MarketPlace: 

http://www.cisco.com/en/US/partner/ordering/index.shtml 

• Nonregistered Cisco.com users can order documentation through a local 
account representative by calling Cisco Systems Corporate Headquarters 
(California, U.S.A.) at 408 526-7208 or, elsewhere in North America, by 
calling 800 553-NETS (6387). 

Documentation Feedback -~ ' .. . . : ,..,. ; . '-; ., : . -"'; ' 

You can submit comments electronically on Cisco.com. On the Cisco 
Documentation home page, click Feedback at the top of the page. 

You can e-mail your comments to bug-doc@cisco.com. 

You can submit comments by using the response card (if present) behind the front 
cover of your document or by writing to the following address: 

Cisco Systems 
Attn: Customer Document Ordering 
170 West Tasman Drive 
San Jose, CA 95134-9883 

We appreciate your comments. 

Obtaining Technical Assistance 
Cisco provides Cisco.com, which includes the Cisco Technical Assistance Center 
(TAC) website, as a starting point for ali technical assistance. Customers and 
partners can obtain online documentation, troubleshooting tips, and sample 
configurations from the Cisco TAC website. Cisco.com registered users have 
complete access to the technical support resources on the Cisco TAC website, 
including TAC tools and utilities. 
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Obtaining Technical Assistance • 

Cisco.com offers a suíte of interactive, networked services that let you access 
Cisco information, networking solutions, services, programs, and resources at any 
time, from anywhere in the world. 

Cisco.com provides a broad range of features and services to help you with these 
tasks: 

Streamline business processes and improve productivity 

Resolve technical issues with online support 

• Download and test software packages 

Order Cisco learning materiais and merchandise 

Register for online skill assessment, training, and certification programs 

To obtain customized information and service, you can self-register on Cisco.com 
at this URL: 

http ://to oi s.ci sco.com/RPF/register/register.do 

Technical Assistance Center 

78-15603-01 

The Cisco TAC is available to ali customers who need technical assistance with a 
Cisco product, technology, or solution. Two types of support are available: the 
Cisco TAC website and the Cisco TAC Escalation Center. The type of support that 
you choose depends on the priority of the problem and the conditions stated in 
service contracts, when applicable. 

We categorize Cisco TAC inquiries according to urgency: 

• Priority levei 4 (P4)-You need information or assistance concerning Cisco 
product capabilities, product installation, or basic product configuration. 
There is little or no impact to your business operations. 

Priority levei 3 (P3)-0perational performance of the network is impaired, 
but most business operations remain functional. You and Cisco are willing to 
commit resources during normal business hours to restore service to 
satisfactory leveis . 

Release Notes for Center for Cisco 
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Cisco TAC Website 

Priority levei 2 (P2)-0peration of an existing network is severely degraded, 
or significant aspects of your business operations are negatively impacted by 
inadequate performance of Cisco products. You and Cisco will commit 
full-time resources during normal business hours to resolve the situation. 

Priority levei 1 (Pl )-An existing network is "down," or there is a criticai 
impact to your business operations. You and Cisco will commit ali necessary 
resources around the clock to resolve the situation. 

The Cisco TAC website provides online documents and tools to help troubleshoot 
and resolve technical issues with Cisco products and technologies . To access the 
Cisco TAC website, go to this URL: 

http://www.cisco .com/tac 

Ali customers, partners, and resellers who have a valid Cisco service contract 
have complete access to the technical support resources on the Cisco TAC 
website. Some services on the Cisco TAC website require a Cisco .com login ID 
and password. If you have a valid service contract but do not have a login ID or 
password, go to this URL to register: 

http :/ /tools .cisco.corn/RPF /regi ster/register.do 

If you are a Cisco.com registered user, and you cannot resolve your technical 
issues by using the Cisco TAC website, you can open a case online at this URL: 

http://www.cisco.com/tac/caseopen 

If you have Internet access, we recommend that you open P3 and P4 cases online 
so that you can fully describe the situation and attach any necessary files . 

Cisco TAC Escalation Center 

The Cisco TAC Escalation Center addresses priority levei 1 or priority levei 2 
issues . These classifications are assigned when severe network degradation 
significantly impacts business operations . When you contact the TAC Escalation 
Center with a Pl or P2 problem, a Cisco TAC engineer automatically opens a case. 

To obtain a directory of toll-free Cisco TAC telephone numbers for your country, 
go to this URL: 

http://www.cisco.com/warp/public/687/Directory/DirTAC.shtml 
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Obtaining Additional Publications and lnformation 

Before calling, please check with your network operations center to determine the 
Cisco support services to which your company is entitled: for example, 
SMARTnet, SMARTnet Onsite, or Network Supported Accounts (NSA) . When 
you call the center, please have available your service agreement number and your 
product serial number. 

Obtaining Additional Publications and lnformation 

78-15603-01 

Information about Cisco products, technologies, and network solutions is 
available from various online and printed sources. 

• The Cisco Product Catalog describes the networking products offered by 
Cisco Systems, as well as ordering and customer support services. Access the 
Cisco Product Catalog at this URL: 

http://www.cisco.com/en/US/products/products_catalog_links_launch.html 

Cisco Press publishes a wide range o f networking publications. Cisco 
suggests these titles for new and experienced users: lnternetworking Terms 
and Acronyms Dictionary, Internetworking Technology Handbook, 
lnternetworking Troubleshooting Cuide, and the lnternetworking Design 
Cuide. For current Cisco Press titles and other information, go to Cisco Press 
online at this URL: 

http://www.ciscopress.com 

• Packet magazine is the Cisco quarterly publication that provides the latest 
networking trends, technology breakthroughs, and Cisco products and 
solutions to help industry professionals get the most from their networking 
investment. lncluded are networking deployment and troubleshooting tips , 
configuration examples, customer case studies, tutoriais and training, 
certification information, and links to numerous in-depth online resources. 
You can access Packet magazine at this URL: 

http ://www.cisco.com/go/packet 
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iQ Magazine is the Cisco bimonthly publication that delivers the latest 
information about Internet business strategies for executives. You can access 
iQ Magazine at this URL: 

http :/ /www.cisco.com/go/iqmagazine 

Internet Protocol Journal is a quarterly journal published by Cisco Systems 
for engineering professionals involved in designing, developing, and 
operating public and private internets and intranets. You can access the 
Internet Protocol Journal at this URL: 

http:/ /www.cisco.com/en/US/aboutlac 123/ac 147 /about_cisco_the_internet_ 
protocoljournal.html 

Training-Cisco offers world-class networking training. Current offerings in 
network training are listed at this URL: 

http://www.cisco.com/en/US/learninglle31/learning_recommended_training 
_list.html 

This document is to be used in conjunction with the documents listed in the Product Documentation section. 

CCIP, CCSP, the Cisco Arrow logo, the Cisco Powered Network mark, Cisco Unity, Follow Me Browsing, ForrnShare, 
and StackWise are trademarks of Cisco Systems, Inc.; Changing the Way We Work, Live, Play, and Learn , and iQuick 
Study are service marks of Cisco Systems, Inc.; and Aironet, ASIST, BPX, Catalyst, CCDA, CCDP, CCIE, CCNA, 
CCNP, Cisco, the Cisco Certified Internetwork Expert logo, Cisco lOS, the Cisco lOS logo, Cisco Press, Cisco 
Systems, Cisco Systems Capital, the Cisco Systems logo, Empowering the Internet Generation, Enterprise/Solver, 
EtherChannel, EtherSwitch, Fast Step, GigaStack, Internet Quotient, lOS, IPtrV, iQ Expertise, the iQ logo, iQ Net 
Readiness Scorecard, LightStream, MGX, MICA, the Networkers logo, Networking Academy, Network Registrar, 
Packet, PIX, Post-Routing, Pre-Routing, RateMUX, Registrar, ScriptShare, SlideCast, SMARTnet, StrataView Plus, 
Stratrn , SwitchProbe. TeleRouter, The Fastest Way to Increase Your Internet Quotient, TransPath, and VCO are 
registered trademarks of Cisco Systems, Inc. andlor its affiliates in the U.S. and certain other countries. 

Ali other trademarks mentioned in this document or Web si te are the property of their respective owners. The use of the 
word partner does not imply a partnership relationship between Cisco and any other company. (0304R) 

Copyright © 2003, Cisco Systems, Inc. Ali ri ghts reserved. 
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l!JJ.-W32 Sircam Malicious Code 
31 I I : 1-W32 Sircam Malicious Code 
31 12-Lotus Domino Mail Loop DoS 
3114-FetchMail Arbitrary Code Execution 
31 15-Sendmai1 Data Header Overflow 
3 116-Netbus 
3 117-KLEZ worm 
3 1 18-rwhoisd format string 
3 I 19-WS _FTP ST A T overflow 
3 120-ANTS vírus 
312 1-Vintra Mai!Server EXPN DoS 
3122-SMTP EXPN root Recon 
3 123-NetBus Pro Traffic 
3 124-Sendmai I prescan Memory Corruption 
3 150-FTP Remate Command Execution 
3 151-FTP SYST Command Attempt 
3 152-FTP CWD - root 
3153-FTP Improper Address Spec ified 
3 154-FfP Improper Port Specified 
3 155-FTP RETR Pipe Fi lename Command Execution 
3 156-FTP STOR Pipe Fi lename Command Execution 
.\ 15 7-FTP PASV Pon Spoof 
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3158-FTP SITE EXEC Format String 
3159-FTP P ASS Suspicious Length 
3160-Cesar FTP Buffer Overflow 
3161-FTP realpath Buffer Overflow 
3 162-giFtpD LIST DoS 
3163-wu-ftpd heap corruption vulnerability 
3164- Instant Server Mini Portal Directory Traversal 
3165-FTP SITE EXEC 
3166- FTP USER Suspicious Length 
3167-Format String in FTP usemame 
3168-FTP SITE EXEC Directory Traversal 
3169-FTP SITE EXEC tar 
3170-WS_FTP SITE CPWD Buffer Overflow 
3171-Ftp Priviledged Login 
3172-Ftp Cwd Overflow 
3173-Long FTP Command 
3174-SuperStack 3 NBX FTP DOS 
3175-ProFTPD ST AT DoS 
3176-Cisco ONS FTP DoS 
3200-WWW Phf Attack 
320 I-Unix Password File Access Attempt 
3'202-WWW .url File Requested 
3203-WWW .lnk File Requested 
3204-WWW .bat File Requested 
3205-HTML File Has .url Link 
3206-HTML File Has .lnk Link 
3207-HTML File Has .bat Link 
3208-WWW campas Attack 
3209-WWW Glimpse Server Attack 
3210-WWW IIS View Source Attack 
3211-WWW IIS Hex View Source Attack 
3212-WWW NPH-TEST -CGI Attack 
3213-WWW TEST-CGI Attack 
3214-IIS DOT DOT VIEW Attack 
3215-IIS DOT DOT EXECUTE Attack 
3216-WWW Directory Traversal ../.. 
3217-WWW php View File Attack 
32 18-WWW SGI Wrap Attack 
3219-WWW PHP Buffer Overflow 
3220-IIS Long URL Crash Bug 
3221-WWW cgi-viewsource Attack 
3222-WWW PHP Log Scripts Read Attack 
3223-WWW IRIX cgi-handler Attack 
3224-HTTP WebGais 
3225-WWW websendmail File Access 
3226-WWW Webdist Bug 
3227-WWW Htmlscript Bug 
3228-WWW Performer Bug 
3229-Website Win-C-Sample Buffer Overtlow 
3230-Website Uploader 
3231-Novell convert 
3232-WWW finger attempt 
3233-WWW count-cgi Overtlow 
3250-TCP Hijack 
3251-TCP Hijacking Simplex Mode 
3300-NetBIOS OOB Data 
3303-Windows Guest Login 
3305-Windows Password File Access 
3306-Windows Regi stry Access 
3307-Windows Redbutton Attack 
330(')-Windows LSARPC Access 
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3309-Windows SRVSVC Access 
331 0-Netbios Enum Share DoS 
3311-SMB: remote SAM service access attempt 
3312-SMB .eml email file remote access 
3313-SMB suspicous password usage 
3314-Windows Locator Service Overflow 
3320-SMB: ADMIN$ hidden share access attempt 
3321-SMB: User Enumeration 
3322-SMB: Windows Share Enumeration 
3323-SMB: RFPoison Attack 
3324-SMB NIMDA infected file transfer 
3325-Samba call_trans2open Overflow 
3326-Windows Startup Folder Remote Access 
3400-S unki 11 
3401-Telnet-IFS Match 
3402-BSD Telnet Daemon Buffer Overflow 
3403-Telnet Excessive Environment Options 
3404-SysV lbinllogin Overflow 
3405- A virt Gateway proxy Buffer Overflow 
3406-Solaris TTYPROMPT lbin/login Overflow 
3450-Finger Bomb 
3451-BearShare Directory Traversal 
3452-gopherd halidate overflow 
3453-MS NetMeeting RDS DoS 
3454-Check Point Firewall Information Leak 
3455-Java Web Server Cmd Exec 
3456- Solaris in.fingerd lnformation Leak 
3457-Finger root shell 
3458-AIM game invite overflow 
3459-ValiCert forms.exe overflow 
3460-A VTronics InetServer Buffer Overflow 
3461-Finger probe 
3462-Finger Redirect 
3463-Finger root 
3464-File access in finger 
3465-Finger Activity 
3500-Rlogin -froot Attack 
3501-Rlogin Long TERM Variable 
3502-rlogin Activity 
3525-IMAP Authenticate Buffer Overflow 
3526-Imap Login Buffer Overflow 
3530-Cisco Secure ACS Oversized TACACS+ Attack 
3540-Cisco Secure ACS CSAdmin Attack 
3550-POP Buffer Overflow 
355 J -POP User Root 
3575-INN Buffer Overflow 
3576-INN Control Message Exploit 
3600-IOS Telnet Buffer Overtlow 
360 J -lOS Command History Exploit 
3602-Cisco lOS Identity 
3603-IOS Enable Bypass 
3604-Cisco Catalyst CR DoS 
3650-SSH RSAREF2 Buffer Overtlow 
365 1-SSH CRC32 Overflow 
3652-SSH Gobbles 
3700-CDE dtspcd overflow 
370 1-0racle 9iAS Web Cache Buffer Overtlow 
3702-Default sa account access 
3703-Squid FTP URL Buffer Overtlow 
3704-IIS FTP ST A T Denial o f Service 
3705-Tivoli Storage Manager Cli ent Acceptor Ove rfl ow 
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3706-MIT PGP Public Key Server Overflow 
3707-Perl fingerd Command Exec 
3708-AnalogX Proxy Socks4a DNS Overflow 
3709-AnalogX Proxy Web Proxy Overflow 
371 O-Cisco Secure ACS Directory Traversal 
3711-lnformer FW 1 auth replay DoS 
3714-0racle TNS 'Service_Name' Overflow 
3728-Long pop username 
3729-Long pop password 
3730-Trinoo (TCP) 
3731-IMail HTTP Get Buffer Overflow 
3732-MSSQL xp_cmdshell Usage 
3990-BackOrifice B02K TCP Non Stealth 
3991-BackOrifice B02K TCP Stealth I 
3992-BackOrifice B02K TCP Stealth 2 
4001-UDP Port Sweep 
4002-UDP Flood 
4003-Nmap UDP Port Sweep 
4050-UDP Bomb 
4051-Snork 
4052-Chargen DoS 
4053-Back Orifice 
4054-RIP Trace 
4055-BackOrifice B02K UDP 
4056-NTPd readvar overflow 
4058-UPnP LOCA TION Overflow 
4060-Back Orifice Ping 
4061-Chargen Echo DoS 
4100-Tftp Passwd File 
4 I O I -Cisco TFTPD Directory Traversal 
4150-Ascend Denial of Service 
4500-Cisco lOS Embedded SNMP Community Names 
4501-Cisco CVC0/4K Remote Usemame/Password retum 
4502-SNMP Password Brute Force Attempt 
4503-SNMP NT lnfo Retrieve 
4504-SNMP lOS Configuration Retrieval 
4505-SNMP V ACM MIB Access 
4506-D-Link Wireless SNMP Plain Text Password 
4507-SNMP Protocol Violation 
4508-Non SNMP Traffic 
4509-HP Openview SNMP Hidden Community Name 
451 0-Solaris SNMP Hidden Community Na me 
4511-A vaya SNMP Hidden Community Name 
4600-lOS UDP Bomb 
460 1-CheckPoint Firewal1 RDP Bypass 
460 I: 1-CheckPoint Firewall RDP Bypass 
460 I :2-CheckPoint Firewall RDP Bypass 
4ó0 I :3-CheckPoint Firewall RDP Bypass 
4603-DHCP Discover 
4604-DHCP Request 
4605-DHCP Offer 
4606-Cisco TFTP Long Fiiename Buffer Overflow 
4<í07-Deep Throat Response 
4608-Trinoo (UDP) 
4ó09-0rinoco SNMP Info Leak 
461 0-Kerberos 4 User Recon 
4611-D-Link DWL-900AP+ TFTP Config Retri eve 
4612-Cisco IP Phone TFfP Config Retrieve 
461:\-TFTP Fi lename Buffer Overflow 
46 14-DHCP request overtlow 
470 1-MS-SQL Contra i Ove rflow 
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5034-WWW IIS newdsn attack 
5035-HTTP cgi HylaFAX Faxsurvey 
5036-WWW Windows Password File Access Attempt 
5037-WWW SGI Machinelnfo Attack 
5038-WWW wwwsql file read Bug 
5039-WWW finger attempt 
5040-WWW Perl Interprete r Attack 
5041-WWW anyform attack 
5042-WWW CGI Valid Shell Access 
5043-WWW Cold Fusion Attack 
5044-WWW Webcom.se Guestbook attack 
5045-WWW xterm display attack 
5046-WWW dumpenv.pl recon 
5047-WWW Server Side Include POST attack 
5048-WWW IIS BAT EXE attack 
5049-WWW IIS showcode.asp access 
5050-WWW IIS .htr Overflow Attack 
5051-IIS Double Byte Code Page 
5052-FrontPage Extensions PWD Open Attempt 
5053-FrontPage _ vti_bin Directory List Attempt 
5054-WWWBoard Password 
5055-HTTP Basic Authentication Overflow 
5056-WWW Cisco lOS%% DoS 
5057-WWW Sambar Samples 
5058-WWW info2www Attack 
5059-WWW Ali baba Attack 
5060-WWW Excite AT-generate.cgi Access 
5061-WWW catalog_type.asp Access 
5062-WWW classifieds.cgi Attack 
5063-WWW dmblparser.exe Access 
5064-WWW imagemap.cgi Attack 
5065-WWW IRIX infosrch.cgi Attack 
5066-WWW man.sh Access 
5067-WWW plusmail Attack 
5068-WWW formmail.pl Access 
5069-WWW whois_raw.cgi Attack 
5070-WWW msadcs.dll Access 
5071-WWW msacds.dll Attack 
5072-WWW bizdb 1-search.cgi Attack 
5073-WWW EZshopper loadpage.cgi Attack 
5074-WWW EZshopper search.cgi Attack 
5075-WWW IIS Virtualized UNC Bug 
5076-WWW webplus bug 
5077-WWW Excite AT-admin.cgi Access 
5078-WWW Piranha passwd attack 
5079-WWW PCCS MySQL Admin Access 
5080-WWW IBM WebSphere Access 
5081-WWW WinNT cmd.exe Access 
5083-WWW Virtual Vision FTP Browser Access 
5084-WWW Alibaba Attack 2 
5085-WWW IIS Source Fragment Access 
5086-WWW WEBactive Logfile Access 
5087-WWW Sun Java Server Access 
5088-WWW Akopia Min iVend Access 
5089-WWW Big Brother Directory Access 
5090-WWW FrontPage h ti mage.exe Access 
509 1-WWW Cart32 Remate Admin Access 
5092-WWW CGl-World Polllt Access 
5093-WWW PHP-Nuke admin .php3 Access 
5095-WWW CGI Script Center Account Manager Attack 
5096-WWW CGI Script Center Subscribe Me Attack 
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5097-WWW FrontPage MS-DOS Device Attack 
5099-WWW GWScripts News Publisher Access 
5100-WWW CGI Center Auction Weaver File Access 
5101-WWW CGI Center Auction Weaver Attack 
5102-WWW phpPhotoAlbum explorer.php Access 
51 03-WWW SuSE Apache CGI Source Access 
5104-WWW YaBB File Access 
5 105-WWW Ranson Johnson mailto.cgi Attack 
5 I 06-WWW Ranson Johnson mailform.pl Access 
5107-WWW Mandrake Linux /perl Access 
5108-WWW Netegrity Site Minder Access 
5 I 09-WWW Sambar Beta search.dll Access 
5110-WWW SuSE Installed Packages Access 
2.lll-WWW Solaris Answerbook 2 Access 
5112-WWW Solaris Answerbook 2 Attack 
5113-WWW CommuniGate Pro Access 
5114-WWW IIS Unicode Attack 
5115-Netscape Enterprise Server with ?wp Tags 
5116-Endymion MaiiMan Remote Command Execution 
5117 -phpGroup Ware Remote Command Exec 
51 1 8-eWave ServletExec 3.0C File Upload 
5119-CGI Script Center News Update Admin Passwd Change 
5120-Netscape Server Suite Buffer Overflow 
5121-iPlanet .shtml Buffer Overflow 
5122-Nokia IP440 Denial of Service 
5123- WWW IIS Internet Printing Overflow 
5124-ITS CGI Double Decode 
5125-Per1Cal Directory Traversal 
5126-WWW IIS .ida Indexing Service Overflow 
5127-WWW viewsrc.cgi Directory Traversal 
5128-WWW nph-maillist.pl Cmd Exec 
5129-IOS HTTP Unauth Command Execution 
5130-Bugzilla globals.pl 
5131-talkback.cgi Directory Traversal 
5 I 32-VirusScan catinfo Buffer Overflow 
5133-Net.Commerce Macro Path Disclosure 
51 34-MacOS PWS DoS 
51 38-0racle Application Server Shared Library Overflow 
5140-Net.Commerce Macro Denial of Service 
5141-NCM content.pl SQL Query Vulnerability 
5142-DCShop File Disclosure 
5143-Microsoft Media Player ASX Overflow 
5146-MS-DOS Device Name DoS 
5147-Arcadia Internet Store Directory Traversal Attempt 
5148-Perception LiteServe Web Server CGI Script Source Code Disclosu 

5149-Trend Micro Interscan Viruswall Configuration Modification 
51 50-InterScan VirusWall RegGo.dll Buffer Overflow 
515 1-WebStore Admin Bypass 
5152-WebStore Command Exec 
5154-WWW uDirectory Directory Traversal 
5155-WWW SiteWare Editor Directory Traversal 
51 56-WWW Microsoft fp30reg.dll Overtlow 
5 157-Tarantell a TTA WebTop.CGI Directory Traversal Bug 
5158-iPlanet Proprietary Method Overtlow 
5159-phpMyAdmin Cmd Exec 
5 160-Apache ? indexing fil e di sclosure bug 
5160: l-Apache? indexing file di sclosure bug 
5 16 1-SquirrelMai 1 Command Exec 
5 162-Acti ve Classifiecl s Command Exec 
5 163-Mambo SiteServer Admini strati ve Password ByPass 
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5164-PHPBB Remate SQL Query Manipulation 
5165-php-nuke article.php sql query 
5166-php-nuke modules.php DoS 
5167-phpMyAdmin Cmd Exec 2 
5 168-Snapstream PVS Directory Traversal Bug 
5169-SnapStream PVS Plaintext Password Vulnerability 
5170-NULL byte in URI 
517 1-NC-Book book.cgi Cmd Exec 
5172-WinWrapper Admin Server Directory Traversal 
5 173-Directory Manager Cmd Exec 
5174-phpmyexplorer directory traversal 
5 I 75-Hassan Shopping Cart Command Exec 
5176-Exchange Address List Disciosure 
5178-MS Index Server File!Path Recon 
5179-PHP-Nuke File Upload 
5 180-sgiMerchant Directory Traversal 
5181-MacOS Apache File Disclosure 
5181: 1-MacOS Apache File Disclosure 
51 82-WebDiscount's eShop Arbitrary Command Exec 
51 83-PHP File Jnclusion Remote Exec 
51 84-Apache Authentication Module ByPass 
5188-HTTP Tunneling 
5 191-Active Per! PerliS.dll Buffer Overflow 
5194-Apache Server .ht File Access 
5 I 95-AS/400 'I' attack 
5 196-Red Hat Stronghoid Recon attack 
5197-Network Query Tooi command Exec 
5 199-W3Maii Command Exec 
5200-IIS Data Stream Source Disciosure 
520 1-PHP-Nuke Cross Si te Scripting 
5202- PHP-Nuke File Copy I Deiete 
5203- Hosting Controi1er File Access and Upioad 
5204-AspUpload Sample Scripts 
5205-Apache php.exe File Disclosure 
5206-Horde IMP Session Hijack 
5207 -Entrust GetAccess directory traversal 
5208-Network Toois shell metacharacters 
5209-Agora.cgi Cross Site Scripting 
521 0-FAQManager.cgi directory traversal 
521 1-zml.cgi File Disclosure 
5212-Bugzilla Admin Authorization Bypass 
5213-Bugzilla Command Exec 
5214-FAQManager.cgi null bytes 
52 15-lastlines.cgi cmd exec/traversal 
5216-PHP Rocket Directory Traversal 
5217-Webmin Directory Traversal 
521 8-Boozt Buffer Overflow 
521 9-Lotus Domino database DoS 
5220-CSVForm Remote Command Exec 
5221-Hosting Controller Directory Traversal 
5223-Pi3Web Buffer Overflow 
5224-Squirre!Mail SquirreiSpell Command Exec 
5227- AHG Search Engine Command Exec 
5229- DCP Portal Root Path Disclosure 
5230- Lotus Domino Authentication Bypass 
523 1- MRTG Directory Traversal 
5232-URL with XSS 
5233-PHP fileupload Buffer Overflow 
52J+-pforum sql-injecti on 
5236-Xoops sql-injecti on 
5237-HTTP CONNECT Tunncl 
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5238-EZNET Ezboard Buffer Overflow 
5239-Sambar cgitest.exe Buffer Overflow 
5240-Marcus Xenakis Shell Command Exec 
5241-Avenger System Command Exec 
5243-CS .cgi Script Cmd Exec 
5244- PhpSmsSend Command Exec 
5245- HTTP 1.1 Chunked Encoding Transfer 
5246-IIS ISAPI Filter Buffer Overflow 
5247-IIS ASP SSI Buffer Overflow 
5248-IIS HTR ISAPI Buffer Overflow 
5249-IDS Evasive Encoding 
5250-IDS Evasive Double Encoding 
5251-Allaire JRun // Directory Disclosure 
5252-Ailaire JRun Session ID Recon 
5253-Axis StorPoint CO Authentication Bypass 
5254-Sambar Server CGI Dos Batch File 
5255-Linux Directory traceroute I nslookup Command Exec 
5256-Dot Dot Slash in URI 
5257-PHPNetToolpack traceroute Command Exec 
5258-Script source disclosure with CodeBrws.asp 
5259-Snitz Forums SQL injection 
5260-Xpede sprc.asp SQL Injection 
5261-Backüffice Server Web Administration Access 
5262-Large number of Slashes URL 
5263-ecware.exe Access 
5265-RedHat cachemgr.cgi Access 
5266-iCat Carbo Server File Disclosure 
5268-Cisco Catalyst Remote Command Execution 
5269-ColdFusion CFDOCS Directory Access 
5270-EZ-Mall order.Iog File Access 
5271-search.cgi Directory Traversal 
5272-count.cgi GIF File Disclosure 
5273-Bannermatic Sensitive File Access 
5274-Netpad.cgi Directory Traversal/Cmd Exec 
5275-Phorum Remate Cmd Exec 
5276-cart.cgi Command Execution 
5276: 1-cart.cgi vars,env,db Recon 
5276:2-cart.cgi Backdoor 
5277- dfire.cgi Command Exec 
5278-VP-ASP shoptest.asp access 
5279-JJ CGi Cmd Exec 
5280-IIS idq .dll Directory Traversal 
5281-Carello add .ex e Access 
5282-IIS ExAir advsearch.asp Access 
5282: 1-IIS ExAir search.asp Access 
5282:2-IIS ExAir query.asp Access 
5283-info2www CGI Directory Traversal 
5284- IIS webhits.dll Directory Traversal 
5285-PHPEventCalendar Cmd Exec 
5286-WebScripts WebBBS Cmd Exec 
5287-SiteServer AdSamples SITE.CSC File Access 
5288-Verity search97 Directory Traversal 
5289-SQLXML ISAPI Buffer Overflow 
5290-Apache Tomcat DefaultServlet File Di sclosure 
529 1-WEB-INF Dot File Disc losure 
5292-SalesCart shop.mdb Fi le Access 
5293-robots.txt File Access 
5294-BearS hare File Disc losure 
5295-finge r CGI Recon 
5296-Netscape Server PageServices Directory Access 
5207-order_log.dat Fil e Access 
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5298-shopper.conf File Access 
5299-quikstore.cfg File Access 
5300-reg_echo.cgi Recon 
530 1-/consolehelp/ CGI File Access 
5302-/file/ WebLogic File Access 
5303-pfdispaly.cgi Command Execution 
5304-fi les.pl File Access 
5305-.bash_history File Access 
5305: 1-.sh_history File Access 
5305:2-.history File Access 
5305:3-.zhistory File Access 
5306-SoftCart storemgr.pw File Access 
5308-rpc-nlog.pl Command Execution 
5309- handler CGI Command Execution 
531 0-INDEX I directory access 
5311-8.3 file name access 
5312-*.jsp/*.jhtml Java Execution 
5313-order.log File Access 
5314- windmail.exe Command Execution 
5315-changedisplay.pl WWWthreads Privilege Elevation 
5316-BadBlue Admin Command Exec 
5317-Tivoli Endpoint Buffer Overflow 
5318-Tivoli ManagedNode Buffer Overflow 
5319-SoftCart orders Directory Access 
5320-ColdFusion administrator Directory Access 
5 32 .1-Guest Book CGI access 
5322-Long HTTP Request 
5323-Cisco Router http exec command 
5323-midicart.mdb File Access 
5324-Cisco lOS Query (?/) 
5325-Contivity cgiproc DoS 
5326-Root.exe access 
5327-Tilde in URI 
5328- Cisco IP phone DoS 
5329-Apache/mod_ssl Worm Probe 
5330-Apache/mod_ssl Worm Buffer Overflow 
5331-Image Javascript insertion 
5332-Wordtrans-web Command Exec 
5333-FUDForum File Disclosure 
5334- DB4Web File Disclosure 
5335-DB4WEB Proxy Scan 
5336- Abyss Web Server File Disclosure 
5337-Dot Dot Slash in HTTP Arguments 
5338-Front Page Admin password retrival 
5339-SunONE Directory Traversal 
5340-Killer Protection Credential File Access 
5341-HP Procurve 4000M Switch DoS 
5342-Invision Board phpinfo.php Recon 
5343-Apache Host Header Cross Site Scripting 
5344-IIS MDAC RDS Buffer Overflow 
5 345-HTTPBench Information Di se losure 
5346-BadBlue Information Disclosure 
5347-Xoops WebChat SQL Injection 
5348-Cobalt RaQ Server overflow.cgi Cmd Exec 
5349-Polycom ViewStation Admin Password 
5350-PHPnuke email attachment access 
535 1-MS IE Help Overflow 
5352-H-Sphere Webshell Buffer Overnow 
5353-H-Sphere Webshel l 'mode' URI exec 
5354-H-Sphere Webshell zipfile' URl exec 
5355-DotBr exec.php3 exec 
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5356-DotBr system.php3 exec 
5357-IMP SQL Injection 
5358-Psunami.CGI Remote Command Execution 
5359-0ffice Scan CGI Scripts Access 
5360-Frontpage htimage.exe Buffer Overflow 
5362-FrontPage dvwssr.dll Buffer Overflow 
5363-Frontpage imagemap.exe Buffer Overflow 
5364-IIS WebDA V Overflow 
5365-Long WebDA V Request 
5366-Shell Code in HTTP URL I Args 
5367-Apache CRI LF DoS 
5368-Cisco ACS Windows CSAdmin Overflow 
5369-Win32 Apache Batch File CmdExec 
5370-HTDig File Disclosure 
5371-bdir.htr Access 
5372-ASP %20 source disc1osure 
5373-IIS 5 Translate: f Source Disc1osure 
5374-IIS Executable File Command Exec 
5381-VPASP SQL injection 
6001-Normal SATAN Probe 
6002-Heavy SATAN Probe 
6050-DNS HINFO Request 
6051-DNS Zone Transfer 
6052-DNS Zone Transfer from High Port 
6053-DNS Request for Ali Records 
6054-DNS Version Request 
6055-DNS Inverse Query Buffer Overflow 
6056-DNS NXT Buffer Overflow 
6057-DNS SIG Buffer Overflow 
6058-DNS SRV DoS 
6059-DNS TSIG Overflow 
6060-DNS complain overflow 
6061-DNS infoleak 
6062-DNS authors request 
6063-DNS Incrementai zone transfer 
6064-BIND Large OPT Record DoS 
6100-RPC Port Registration 
6101-RPC Port Unregistration 
6102-RPC Dump 
6103-Proxied RPC Request 
61 04-RPC Set Spoof 
61 05-RPC Unset Spoof 
6110-RPC RSTATD Sweep 
§l__U-RPC RUSERSD Sweep 
6112-RPC NFS Sweep 
6113-RPC MOUNTD Sweep 
6114-RPC YPPASSWDD Sweep 
6115-RPC SELECTION_SVC Sweep 
6116-RPC REXD Sweep 
6117-RPC STATUS Sweep 
6118-RPC ttdb Sweep 
6150-ypserv Portmap Request 
ó 151-ypbind Portmap Request 
6152-yppasswdd Portmap Request 
615 3-ypupdated Portmap Request 
6 I 54-ypxfrd Portmap Request 
6155-mountd Portmap Request 
6175-rexd Portmap Request 
6 1 RO-rexd Attempt 
6188-statd dot dot 
(JI 8l)-statd automount attac k 
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6190-statd B uffer Overflow 
6191-RPC.tooltalk buffer overflow 
6192-RPC mountd Buffer Overflow 
6193-RPC CMSD Buffer Overflow 
6194-sadmind RPC Buffer Overflow 
6195-RPC amd Buffer Overflow 
6196-snmpXdmid Buffer Overflow 
6197-rpc yppaswdd overflow 
6198-rwalld String Format 
6199-cachefsd Overflow 
6200-Ident Buffer Overflow 
6201-Ident Newline 
621 0-LPRng format String Overflow 
6250-FfP Authorization Failure 
6251-Telnet Authorization Failure 
6252-Riogin Authorization Failure 
6253-POP3 Authorization Failure 
6255-SMB Authorization Failure 
6275-SGI fam Attempt 
6276-TooltalkDB overflow 
6277-Show Mount Recon 
6300-Loki ICMP Tunneling 
6302-General Loki ICMP Tunneling 
6350-SQL Query Abuse 
6500-RingZero Trojan 
650 J-TFN Client Request 
6502-TFN Server Reply 
6503-Stacheldraht Client Request 
6504-Stacheldraht Server Reply 
6505-Trinoo Client Request 
6506-Trinoo Server Reply 
6507-TFN2K Control Traffic 
6508-Mstream Control Traffic 
690 1-Net Flood ICMP Reply 
6902-Net Flood ICMP Request 
6903-Net Flood ICMP Any 
691 0-Net Flood UDP 
6920-Net Flood TCP 
7 I O 1-ARP Source Broadcast 
71 02-ARP Reply-to-Broadcast 
7 1 04-ARP MacAddress-Flip-Flop-Response 
7105-ARP Inbalance-of-Requests 
8000:21 O 1-FTP Retrieve Password File 
8000:2302-Telnet-/etc/shadow Mate h 
8000:2303-Telnet-+ + 
8000:51301-Rlogin-IFS Match 
8000:5 1301 -Riogin-/etc/shadow Match 
8000:51303-Riogin-+ + 
9000-Back Door Probe (TCP 12345) 
900 1-Back Door Probe (TCP 31337) 
9002-Back Door Probe (TCP 1524) 
9003-Back Door Probe (TCP 2773) 
9004-Back Door Probe (TCP 2774) 
9005-Back Door Probe (TCP 20034) 
9006-Back Door Probe (TCP 27374) 
9007-Back Door Probe (TCP 1 234) 
9008-Back Door Probe (TCP 1 999) 
9009-Back Door Probe (TCP 671 1) 
90 I 0-Bac k Door Probe (TCP 6712) 
90 11-Back Door Probe (TCP 671 3) 
90 12-Back Door Probe Cf CP 6776) RQS n~ 0312095 -CN • 
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9013-Back Door Probe (TCP 16959) 
9014-Back Door Probe (TCP 27573) 
90 15-Back Door Probe (TCP 23432) 
90 16-Back Door Probe (TCP 5400) 
90 17-Back Door Probe (TCP 5401) 
9018-Back Door Probe (TCP 2115) 
9019-Back Doar (UDP 2140) 
9020-Back Door (UDP 47262) 
9021 -Back Door (UDP 200 1) 
9022-Back Door (UDP 2002) 
9023-Back Door Probe (TCP 36794) 
9024-Back Door Probe (TCP 10168) 
9025-Back Door Probe (TCP 20168) 
9026-Back Door Probe (TCP 1092) 
9027-Back Door Probe (TCP 20 18) 
9028-Back Door Probe (TCP 2019) 
9029-Back Door Probe (TCP 2020) 
9030-Back Door Probe (TCP 2021) 
9200-Back Door Response (TCP 12345) 
9201 -Back Doar Response (TCP 31337) 
9202-Back Doar Response (TCP 1524) 
9203-Back Doar Response (TCP 2773) 
9204-Back Door Response (TCP 2774) 
9205-Back Door Response (TCP 20034) 
9206-Back Doar Response (TCP 27374) 
9207-Back Doar Response (TCP 1234) 
9208-Back Door Response (TCP 1999) 
9209-Back Door Response (TCP 6711) 
9210-Back Door Response (TCP 6712) 
9211-Back Door Response (TCP 6713) 
9212-Back Door Response (TCP 6776) 
9213-Back Door Response (TCP 16959) 
9214-Back Door Response (TCP 27573) 
9215-Back Door Response (TCP 23432) 
92 16-Back Doar Response (TCP 5400) 
9217-Back Doar Response (TCP 5401) 
921 8-Back Doar Response (TCP 2115) 
9223-Back Doar Response (TCP 36794) 
9224-Back Doar Response (TCP 10168) 
9225-Back Door Response (TCP 20168) 
9226-Back Door Response (TCP 1092) 
9227-Back Doar Response (TCP 20 18) 
9228-Back Doar Response (TCP 2019) 
9229-Back Doar Response (TCP 2020) 
9230-Back Doar Response (TCP 2021) 
10000: 1000-IP-Spooflnterface I 
I 0000: 1001-IP-Spooflnterface 2 
li 000-KaZaA v2 UDP Client Probe 
l!QQl-Gnutella Client Request 
I I 002-Gnutella Server Reply 
11 003-Qtella File Request 
11004-Bearshare file request 
I I 005-KaZaA GET Request 
li 006-Gnucleus fil e request 
I 1007-Limewire Fi le Request 
I I 008-Morpheus Fi I e Request 
11009-Phex File Request 
li O I 0-Swapper Fil e Request 

.l..lQl__!_-XoloX Fil e Request 
11 012-GTK-G nute ll a Fil e Req uest 
li O 13-Mute ll a Fi le Request RQS no 03/2005 -CN • . 
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li O 14-Hotline Client Login 
li O 15-Hotline File Transfer 
li O 16-Hotline Tracker Login 
11200-Yahoo Messenger Activity 
11201-MSN Messenger Activity 
11202-AOL I ICQ Activity 
11203- IRC Channel Join 
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I Technical Support 

r-I• Technical Supp011 

I Cisco Secure Encyclopedia 

1 jQuick Search: l 

~r-
F Advanced Search 

IDS signatures by signature ID number 

993-Missed Packet Count 
994-Traffic Flow Started 
995-Traffic Flow Stopped 
1001-IP options-Record Packet Route 
I 002-IP options-Timestamp 
1004-IP options-Loose Source Route 
1006-IP options-Strict Source Route 
1100-IP Fragment Attack 
1101-Unknown IP Protocol 
li 02-Impossible IP Packet 
1103-IP Fragments Overlap 
1104-IP Localhost Source Spoof 
1105-Broadcast Source Address 
1 I 06-Multicast lp Source Address 
1107-RFC 1918 Addresses Seen 
1108-IP Packet with Prato 11 
1200-IP Fragmentation Buffer Full 
1201-IP Fragment Overlap 
1202-IP Fragment Overrun - Datagram Too Long 
1203-IP Fragment Overwrite- Datais Overwritten 
1204-IP Fragment Missing Initial Fragment 
1205-IP Fragment Too Many Datagrams 
1206-IP Fragment Too Small 
1207-IP Fragment Too Many Frags 
1208-IP Fragment Incomplete Datagram 
1220-Jolt2 Fragment Reassembly DoS attack 
1300-TCP Segment Overwrite 
2000-ICMP Echo Reply 
2001 -ICMP Host Unreachable 
2002-ICMP Source Quench 
2003-ICMP Redirect 
2004-ICMP Echo Request 
2007-ICMP Timestamp Request 
2008-ICMP Timestamp Reply 
20 11-ICMP Address Mask Request 
2012-ICMP Address Mask Reply 
2 100-ICMP Network Sweep w/Echo 
21 O 1-ICMP N etwork S weep w /Ti mestamp 
21 02-JCMP Network Sweep w/Address Mask 
2150-Fragmented ICMP Traffic 
215 1-Large ICMP Traffic 
2152-ICMP Flood 
2153-Smurf 
2154-Ping of Death Attack 
2 155-Modem DoS 
300 1-TCP Port Sweep 

~\ . 

, 1 Search Ali Cisco.com :::J 
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Feedback J Help 

Related Tools 

T AC Case Open 

T AC Case Query 

T AC Case Update 

Dynamic Configuration 
Tool 
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3002-TCP SYN Port Sweep 
3003-TCP Frag SYN Port Sweep 
3005-TCP FIN Port Sweep 
3006-TCP Frag FIN Port Sweep 
3010-TCP High Port Sweep 
3011-TCP FIN High Port Sweep 
3012-TCP Frag F1N High Port Sweep 
3015-TCP Null Port Sweep 
3016-TCP Frag Null Port Sweep 
3020-TCP SYN FIN Port Sweep 
3021-TCP Frag SYN FIN Port Sweep 
3030-TCP SYN Host Sweep 
3031-TCP FRAG SYN Host Sweep 
3032-TCP FIN Host Sweep 
3033-TCP FRAG FIN Host Sweep 
3034-TCP NULL Host Sweep 
3035-TCP FRAG NULL Host Sweep 
3036-TCP SYN F1N Host Sweep 
3037-TCP FRAG SYN FIN Host Sweep 
3038-Fragmented NULL TCP Packet 
3039-Fragmented Orphaned FIN packet 
3040-NULL TCP Packet 
3041-SYN/FIN Packet 
3042-0rphaned Fin Packet 
3043-Fragmented SYN!FIN Packet 
3045-Queso Sweep 
3046-NMAP OS Fingerprint 
3050-Half-open SYN Attack 
3100-Smail Attack 
31 O 1-Sendmail Invalid Recipient 
3 1 02-Sendmail Invalid Sender 
3103-Sendmail Reconnaissance 
3104-Archaic Sendmail Attacks 
3105-Sendmail Decode Alias 
3106-Mail Spam 
3107-Majordomo Execute Attack 
31 08-MIME Overflow Bug 
3109-Long SMTP Command 
311 0-Suspicious Mail Attachment 
.:lill_-W32 Sircam Malicious Code 
31 11: J-W32 Sircam Malicious Code 
3112-Lotus Domino Mail Loop DoS 
3114-FetchMail Arbitrary Code Execution 
3 115-Sendmail Data Header Overflow 
3116-Netbus 
3117-KLEZ worm 
3118-rwhoisd format string 
3119-WS_FTP ST AT overflow 
3120-ANTS vírus 
3121 -Vintra MaiiServer EXPN DoS 
3 J 22-SMTP EXPN root Recon 
3123-NetBus Pro Traffic 
3 124-Sendmai I prescan Memory Corruption 
3150-FTP Remote Command Execution 
3151-FTP SYST Command Attempt 
31 52-FTP CWD -root 
3153-FTP Improper Address Specified 
3 1 54-FTP Improper Port Specified 
3 155-FTP RETR Pipe Filename Command Execution 
3 1 56-FTP STOR Pipe Filename Command Execution 
3 1 57-FTP PASY Port Spoof 
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3158-FfP SITE EXEC Format String 
3159-FfP PASS Suspicious Length 
3160-Cesar FfP Buffer Overflow 
3161-FfP realpath Buffer Overflow 
3162-g!FtpD LIST DoS 
3163-wu-ftpd heap corruption vulnerability 
3164- Instant Server Mini Portal Directory Traversal 
3 165-FfP SITE EXEC 
3166- FfP USER Suspicious Length 
3167-Format String in FfP usemame 
3168-FfP SITE EXEC Directory Traversal 
3169-FfP SITE EXEC tar 
3170-WS_FTP SITE CPWD Buffer Overflow 
3171-Ftp Priviledged Login 
3172-Ftp Cwd Overflow 
3173-Long FTP Command 
3174-SuperStack 3 NBX FfP DOS 
3175-ProFTPD STAT DoS 
3176-Cisco ONS FfP DoS 
3200-WWW Phf Attack 
320 I-Unix Password File Access Attempt 
3'202-WWW .url File Requested 
3203-WWW .lnk File Requested 
3204-WWW .bat File Requested 
3205-HTML File Has .url Link 
3206-HTML File Has .Ink Link 
3207-HTML File Has .bat Link 
3208-WWW campas Attack 
3209-WWW Glimpse Server Attack 
3210-WWW TIS View Source Attack 
3211-WWW TIS Hex View Source Attack 
3212-WWW NPH-TEST -CGI Attack 
3213-WWW TEST-CGI Attack 
3214-IIS DOT DOT VIEW Attack 
3215-IIS DOT DOT EXECUTE Attack 
3216-WWW Directory Traversal ../.. 
3217-WWW php View File Attack 
3218-WWW SGI Wrap Attack 
3219-WWW PHP Buffer Overflow 
3220-IIS Long URL Crash Bug 
3221-WWW cgi-viewsource Attack 
3222-WWW PHP Log Scripts Read Attack 
3223-WWW IRIX cgi-handler Attack 
3224-HTTP WebGais 
3225-WWW websendmail File Access 
3226-WWW Webdist Bug 
3227-WWW Htmlscript Bug 
3228-WWW Performer Bug 
3229-Website Win-C-Sample Buffer Overflow 
3230-Website Uploader 
3231-Novell convert 
3232-WWW finger attempt 
3233-WWW count-cgi Overflow 
3250-TCP Hijack 
325 1-TCP Hijacking Simplex Mode 
3300-NetBIOS OOB Data 
3303-Windows Guest Login 
3305-Windows Password File Access 
3306-Windows Registry Access 
3307-Windows Redbutton Attack 
:no ~ -Windows LSARPC Access 
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3309-Windows SRVSVC Access 
331 0-Netbios Enum Share DoS 
3311-SMB: remote SAM service access attempt 
3312-SMB .eml email file remote access 
33 13-SMB suspicous password usage 
3314-Windows Locator Service Overflow 
3320-SMB: ADMIN$ hidden share access attempt 
3321-SMB: User Enumeration 
3322-SMB: Windows Share Enumeration 
3323-SMB: RFPoison Attack 
3324-SMB NIMDA infected file transfer 
3325-Samba call_trans2open Overflow 
3326-Windows Startup Folder Remote Access 
3400-Sunkill 
3401-Telnet-IFS Match 
3402-BSD Telnet Daemon Buffer Overflow 
3403-Telnet Excessive Environment Options 
3404-SysV /bin/login Overflow 
3405- A virt Gateway proxy Buffer Overflow 
3406-Solaris TTYPROMPT /bin/login Overflow 
3450-Finger Bomb 
3451-BearShare Directory Traversal 
3452-gopherd halidate overflow 
3453-MS NetMeeting RDS DoS 
3454-Check Point Firewall Information Leak 
3455-Java Web Server Cmd Exec 
3456- Solaris in .fingerd Information Leak 
3457-Finger root shell 
3458-AIM game invite overflow 
3459-ValiCert forms .exe overflow 
3460-A VTronics InetServer Buffer Overflow 
3461 -Finger probe 
3462-Finger Redirect 
3463-Finger root 
3464-File access in finger 
3465-Finger Activity 
3500-Riogin -froot Attack 
3501-Riogin Long TERM Variable 
3502-rlogin Activity 
3525-IMAP Authenticate Buffer Overflow 
3526-Imap Login Buffer Overflow 
3530-Cisco Secure ACS Oversized T ACACS+ Attack 
3540-Cisco Secure ACS CSAdmin Attack 
3550-POP Buffer Overflow 
3551-POP User Root 
3575-INN Buffer Overflow 
3576-INN Control Message Exploit 
3600-IOS Telnet Buffer Overflow 
360 1-IOS Command History Exploit 
3602-Cisco lOS Identity 
3603-IOS Enable Bypass 
3604-Cisco Catalyst CR DoS 
3ó50-SSH RSAREF2 Buffer Overflow 
365 1-SSH CRC32 Overflow 
3652-SSH Gobbles 
3700-CDE dtspcd overflow 
370 1-0racle 9iAS Web Cache Buffer Overflow 
3702-Default sa account access 
3703-Squid FfP URL Buffer Overflow 
3704-IIS FTP STAT Denial of Service 
37m-Tivoli StOI·age Manager Client Acceptor Ove rflow 
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3706-MIT PGP Public Key Server Overflow 
3707-Perl fingerd Command Exec 
3708-AnalogX Proxy Socks4a DNS Overflow 
3709-AnalogX Proxy Web Proxy Overflow 
3710-Cisco Secure ACS Directory Traversal 
3711-lnformer FWJ auth replay DoS 
3714-0racle TNS 'Service_Name' Overflow 
3728-Long pop usemame 
3729-Long pop password 
3730-Trinoo (TCP) 
3731-IMail HTTP Get Buffer Overflow 
3732-MSSQL xp_cmdshell Usage 
3990-BackOrifice B02K TCP Non Stealth 
3991-BackOrifice B02K TCP Stealth 1 
3992-BackOrifice B02K TCP Stealth 2 
4001-UDP Port Sweep 
400:?.-UDP Flood 
4003-Nmap UDP Port Sweep 
4050-UDP Bomb 
4051-Snork 
4052-Chargen DoS 
4053-Back Orifice 
4054-RIP Trace 
4055-BackOrifice B02K UDP 
4056-NTPd readvar overflow 
4058-UPnP LOCATION Overflow 
4060-Back Orifice Ping 
406 1-Chargen Echo DoS 
41 00-Tftp Passwd File 
41 O l-Cisco TFTPD Directory Traversal 
4150-Ascend Denial of Service 
4500-Cisco lOS Embedded SNMP Community Names 
4501-Cisco CVC0/4K Remate Usemame/Password retum 
4502-SNMP Password Brute Force Attempt 
4503-SNMP NT lnfo Retrieve 
4504-SNMP lOS Configuration Retrieval 
4505-SNMP V ACM MIB Access 
4506-D-Link Wireless SNMP Plain Text Password 
4507-SNMP Protocol Violation 
4508-Non SNMP Traffic 
4509-HP Openview SNMP Hidden Community Name 
451 0-Solaris SNMP Hidden Community Name 
45 11-Avaya SNMP Hidden Community Name 
4600-IOS UDP Bomb 
460 1-CheckPoint Firewall RDP Bypass 
460 I: 1-CheckPoint Firewall RDP Bypass 
4601 :2-CheckPoint Firewall RDP Bypass 
460 I :3-CheckPoint Firewall RDP Bypass 
4603-DHCP Discover 
4604-DHCP Request 
4605-DHCP Offer 
4606-Cisco TFTP Long Filename Buffer Overflow 
4A07-Deep Throat Response 
4608-Trinoo (UDP) 
4609-0rinoco SNMP Info Leak 
461 0-Kerberos 4 User Recon 
461 1-D-Link DWL-900AP+ TFfP Config Retrieve 
46 12-Cisco IP Phone TFfP Config Retrieve 
4n 13-TFfP Fi lename Buffer Overflow 
46 14-DHCP request ove rflow 
471li-MS-SQL Contrai Overflow 
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5034-WWW IIS newdsn attack 
5035-HTTP cgi HylaFAX Faxsurvey 
5036-WWW Windows Password File Access Attempt 
5037-WWW SGI Machinelnfo Attack 
5038-WWW wwwsql file read Bug 
5039-WWW finge r attempt 
5040-WWW Per! lnterpreter Attack 
5041 -WWW anyform attack 
5042-WWW CGI Valid Shell Access 
5043-WWW Cold Fusion Attack 
5044-WWW Webcom.se Guestbook attack 
5045-WWW xterm display attack 
5046-WWW dumpenv.pl recon 
5047-WWW Server Side Include POST attack 
5048-WWW IIS BAT EXE attack 
5049-WWW IIS showcode.asp access 
5050-WWW IIS .htr Overflow Attack 
5051-IIS Double Byte Code Page 
5052-FrontPage Extensions PWD Open Attempt 
5053-FrontPage _ vti_bin Directory List Attempt 
5054-WWWBoard Password 
5055-HTTP Basic Authentication Overflow 
5056-WWW Cisco lOS %% DoS 
5057-WWW Sambar Samples 
5058-WWW info2www Attack 
5059-WWW Alibaba Attack 
5060-WWW Excite A T -generate.cgi Access 
5061-WWW catalog_type.asp Access 
5062-WWW classifieds.cgi Attack 
5063-WWW dmblparser.exe Access 
5064-WWW imagemap.cgi Attack 
5065-WWW IRIX infosrch.cgi Attack 
5066-WWW man.sh Access 
5067-WWW plusmail Attack 
5068-WWW formmail.pl Access 
5069-WWW whois_raw.cgi Attack 
5070-WWW msadcs.dll Access 
5071-WWW msacds.dll Attack 
5072-WWW bizdb 1-search.cgi Attack 
5073-WWW EZshopper Ioadpage.cgi Attack 
5074-WWW EZshopper search.cgi Attack 
5075-WWW IIS Virtualized UNC Bug 
5076-WWW webplus bug 
5077-WWW Excite AT-admin.cgi Access 
5078-WWW Piranha passwd attack 
5079-WWW PCCS MySQL Admin Access 
5080-WWW IBM WebSphere Access 
508 1-WWW WinNT cmd.exe Access 
5083-WWW Virtual Vision FTP Browser Access 
5084-WWW Ali baba Attack 2 
5085-WWW IIS Source Fragment Access 
5086-WWW WEBactive Logfile Access 
5087-WWW Sun Java Server Access 
5088-WWW Akopia MiniVend Access 
5089-WWW Big Brother Directory Access 
5090-WWW FrontPage htimage.exe Access 
5091-WWW Cart32 Remote Admin Access 
5092-WWW CGI-Worlcl Poli It Access 
5093-WWW PHP-Nuke aclmin.php3 Access 
5095-Vl WW CGI Script Center Account Manager Attack 
50'-J{l-WWW CGI Script Center Subsc ribe Me Anack 
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5097-WWW FrontPage MS-DOS Device Attack 
5099-WWW GWScripts News Publisher Access 
5100-WWW CGI Center Auction Weaver File Access 
5101-WWW CGI Center Auction Weaver Attack 
5102-WWW phpPhotoAlbum explorer.php Access 
51 03-WWW SuSE Apache CGI Source Access 
5104-WWW YaBB File Access 
5105-WWW Ranson Johnson mailto.cgi Attack 
51 06-WWW Ranson Johnson mailform.pl Access 
5107-WWW Mandrake Linux /per! Access 
5108-WWW Netegrity Site Minder Access 
5109-WWW Sambar Beta search.dll Access 
5110-WWW SuSE Installed Packages Access 
i!Jl-WWW Solaris Answerbook 2 Access 
51 12-WWW Solaris Answerbook 2 Attack 
5113-WWW CommuniGate Pro Access 
5114-WWW IIS U nicode Attack 
51 15-Netscape Enterprise Server with ?wp Tags 
5116-Endymion Mai!Man Remate Command Execution 
5117 -phpGroup Ware Remo te Command Exec 
5118-eWave ServletExec 3.0C File Upload 
5119-CGI Script Center News Update Admin Passwd Change 
5 120-Netscape Server Suíte Buffer Overtlow 
5121-iPlanet .shtml Buffer Overtlow 
5122-Nokia IP440 Denial of Service 
5123- WWW IIS Internet Printing Overtlow 
5124-IIS CGI Doub1e Decode 
5 J 25-PeriCal Directory Traversal 
5126-WWW IIS .ida Indexing Service Overtlow 
5127-WWW viewsrc.cgi Directory Traversal 
5128-WWW nph-maillist.pl Cmd Exec 
5129-IOS HTTP Unauth Command Execution 
5130-Bugzilla globals .pl 
5131 -talkback.cgi Directory Traversal 
5132-VirusScan catinfo Buffer Overtlow 
5133-Net.Commerce Macro Path Disclosure 
5134-MacOS PWS DoS 
5138-0racle Application Server Shared Library Overtlow 
5140-Net.Commerce Macro Denial of Service 
5141-NCM content.pl SQL Query Vulnerability 
5142-DCShop File Disclosure 
5143-Microsoft Media Player ASX Overtlow 
5146-MS-DOS Device Name DoS 
514 7 -Arcadia Internet Store Directory Traversa1 Attempt 
5148-Perception LiteServe Web Server CGI Script Source Code Disclosu 

5149-Trend Micro lnterscan Viruswall Configuration Modification 
5150-InterScan VirusWall RegGo.dll Buffer Overflow 
5151-WebStore Admin Bypass 
5152-WebStore Command Exec 
5154-WWW uDireCtory Directory Traversal 
5155-WWW SiteWare Editor Directory Traversal 
5 156-WWW Microsoft fp30reg.dll Overflow 
5157-Tarantella TTAWebTop.CGI Directory Traversal Bug 
5 158-iPlanet Proprietary Method Overflow 
SI 59-phpMyAdmin Cmd Exec 
5160-Apache ? indexing file di sclosure bug 
5160: l-Apache ? index ing file disclosure bug 
5161-SquirrelMail Command Exec 
5162-Acti ve Class ifi eds Command Exec 
5 163-Mambo SiteServe r Administrative Password ByPass 
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5164-PHPBB Remote SQL Query Manipulation 
5165-php-nuke article.php sql query 
5166-php-nuke modules.php DoS 
5167-phpMyAdmin Cmd Exec 2 
5168-Snapstream PVS Directory Traversal Bug 
5169-SnapStream PVS Plaintext Password Vulnerability 
5170-NULL byte in URJ 
5171-NC-Book book.cgi Cmd Exec 
5172-Win Wrapper Admin Server Directory Traversal 
5173-Directory Manager Cmd Exec 
5174-phpmyexplorer directory traversal 
5175-Hassan Shopping Cart Command Exec 
5176-Exchange Address List Disclosure 
5178-MS lndex Server File/Path Recon 
5179-PHP-Nuke File Upload 
5180-sgiMerchant Directory Traversal 
5181-MacOS Apache File Disclosure 
5181 : 1-MacOS Apache File Disclosure 
5182-WebDiscount's eShop Arbitrary Command Exec 
5183-PHP File lnclusion Remote Exec 
5184-Apache Authentication Module ByPass 
5188-HTTP Tunneling 
5191-Active Perl PerliS.dll Buffer Overflow 
5194-Apache Server .ht File Access 
5195-AS/400 '/' attack 
5196-Red Hat Strongho1d Recon attack 
5197-Network Query Tool command Exec 
5199-W3Mail Command Exec 
5200-IIS Data Stream Source Disclosure 
5201-PHP-Nuke Cross Site Scripting 
5202- PHP-Nuke File Copy I Delete 
5203- Hosting Controller File Access and Upload 
5204-AspUpload Sample Scripts 
5205-Apache php.exe File Disclosure 
5206-Horde IMP Session Hijack 
5207-Entrust GetAccess directory traversal 
5208-Network Tools sheii metacharacters 
5209-Agora.cgi Cross Site Scripting 
521 0-FAQManager.cgi directory traversal 
5211-zml.cgi File Disclosure 
5212-Bugzilla Admin Authorization Bypass 
5213-Bugzilla Command Exec 
5214-FAQManager.cgi null bytes 
5215-1astlines.cgi cmd exec/traversal 
5216-PHP Rocket Directory Traversa1 
5217-Webmin Directory Traversal 
521 8-Boozt Buffer Overflow 
521 9-Lotus Domino database DoS 
5220-CSVForm Remote Command Exec 
5221-Hosting Controller Directory Traversal 
5223-Pi3Web Buffer Overflow 
5224-SquirreiMail SquirreiSpell Command Exec 
5227- AHG Search Engine Command Exec 
5229- DCP Portal Root Path Disclosure 
5230- Lotus Domino Authenticati on Bypass 
5231- MRTG Directory Traversal 
5232-URL with XSS 
5233-PHP fil eupload Buffer Overtl ow 
5234-pforurn sql-inj ecti on 
5236-Xoops sql-inj ection 
5237-HTTP CONNECT Tunnel 
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5238-EZNET Ezboard Buffer Overflow 
5239-Sambar cgitest.exe Buffer Overflow 
5240-Marcus Xenakis Shell Command Exec 
5241-A venger System Command Exec 
5243-CS .cgi Script Cmd Exec 
5244- PhpSmsSend Command Exec 
5245- HTTP 1.1 Chunked Encoding Transfer 
5246-IIS ISAPI Fi! ter Buffer Overflow 
5247-IIS ASP SSI Buffer Overflow 
5248-IIS HTR ISAPI Buffer Overflow 
5249-IDS Evasive Encoding 
5250-IDS Evasive Double Encoding 
5251-Ailaire JRun // Directory Disclosure 
5252-Allaire JRun Session ID Recon 
5253-Axis StorPoint CD Authentication Bypass 
5254-Sambar Server CGI Dos Batch File 
5255-Linux Directory traceroute I nslookup Command Exec 
5256-Dot Dot Slash in URI 
5257-PHPNetToolpack traceroute Command Exec 
5258-Script source disclosure with CodeBrws.asp 
5259-Snitz Forums SQL injection 
5260-Xpede sprc.asp SQL Injection 
5261-Backüffice Server Web Administration Access 
5262-Large number of Slashes URL 
5263-ecware.exe Access 
5265-RedHat cachemgr.cgi Access 
5266-iCat Carbo Server File Disclosure 
5268-Cisco Catalyst Remote Command Execution 
5269-ColdFusion CFDOCS Directory Access 
5::?.70-EZ-Mall order.log File Access 
5271-search.cgi Directory Traversal 
5272-count.cgi GIF File Disclosure 
5273-Bannermatic Sensitive File Access 
5274-Netpad.cgi Directory Traversal/Cmd Exec 
5275-Phorum Remote Cmd Exec 
5276-cart.cgi Command Execution 
5276: 1-cart.cgi vars,env,db Recon 
5276:2-cart.cgi Backdoor 
5277- dfire.cgi Command Exec 
5278-VP-ASP shoptest.asp access 
5279-JJ CGi Cmd Exec 
5280-IIS idq.dll Directory Traversal 
5281-Carello add.exe Access 
5282-IIS ExAir advsearch .asp Access 
5282: 1-IIS ExAir search.asp Access 
5282:2-IIS ExAir query.asp Access 
5283-info2www CGI Directory Traversal 
5284- IIS webhits.dll Directory Traversa l 
5285-PHPEventCalendar Cmd Exec 
5286-WebScripts WebBBS Cmd Exec 
5287-SiteServer AdSamples SITE.CSC File Access 
5288-Verity search97 Directmy Traversal 
5289-SQLXML ISAPI Buffer Overflow 
5290-Apache Tomcat DefaultServlet File Disc losure 
529 1-WEB-INF Dot Fi le Disc losure 
5292-SalesCart shop.mdb Fi le Access 
5293-robots .txt Fi le Access 
5294-BearShare File Disclosure 
5295-finger CGI Recon 
5296-Netscape Server PageServices Directory Access 
5297 -order_log.dat Fi !e Access r 
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5298-shopper.conf File Access 
5299-quikstore.cfg File Access 
5300-reg_echo.cgi Recon 
5301-/consolehelp/ CGI File Access 
5302-/file/ WebLogic File Access 
5303-pfdispaly.cgi Command Execution 
5304-files.pl File Access 
5305-.bash_history File Access 
5305: 1-.sh_history File Access 
5305:2-.history File Access 
5305:3-.zhistory File Access 
5306-SoftCart storemgr.pw File Access 
5308-rpc-nlog.pl Command Execution 
5309- handler CGI Command Execution 
5310-INDEX I directory access 
5311-8.3 file name access 
5312-*.jsp/*.jhtml Java Execution 
5313-order.log File Access 
5314- windmail.exe Command Execution 
5315-changedisplay.pl WWWthreads Privilege Elevation 
5316-BadBiue Admin Command Exec 
5317-Tivoli Endpoint Buffer Overflow 
5318-Tivoli ManagedNode Buffer Overflow 
5319-SoftCart orders Directory Access 
5320-ColdFusion administrator Directory Access 
5321-Guest Book CGI access 
5322-Long HTTP Request 
5323-Cisco Router http exec command 
5323-midicart.mdb File Access 
5324-Cisco lOS Query (?f) 

5325-Contivity cgiproc DoS 
5326-Root.exe access 
5327-Tilde in URI 
5328- Cisco IP phone DoS 
5329-Apache/mod_ssl Worm Probe 
5330-Apache/mod_ssl Worm Buffer Overflow 
5331 -Image J avascript insertion 
5332-Wordtrans-web Command Exec 
5333-FUDForum File Disclosure 
5334- DB4Web File Disclosure 
5335-DB4WEB Proxy Scan 
5336- Abyss Web Server File Disclosure 
5337-Dot Dot Slash in HTTP Arguments 
5338-Front Page Admin password retrival 
5339-SunONE Directory Traversal 
5340-Killer Protection Credential File Access 
5341-HP Procurve 4000M Switch DoS 
5342-lnvision Board phpinfo.php Recon 
5343-Apache Host Header Cross Site Scripting 
5344-IIS MDAC RDS Buffer Overflow 
5345-HTTPBench lnformation Disclosure 
5346-BadBiue Information Disclosure 
5347-Xoops WebChat SQL lnjection 
5348-Cobalt RaQ Server overflow.cgi Cmd Exec 
5349-Polycom ViewStation Admin Password 
5350-PHPnuke email attachment access 
5351 -MS IE Help Overflow 
5352-H-Sphere Webshell Buffer Overflow 
5353-H-Sphere Webshell 'mode' URI exec 
5354-H-Sphere Webshell zipfile' URl exec 
5355-DotBr exec .rhp3 exec 
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5356-DotBr system.php3 exec 
5357-IMP SQL Injection 
5358-Psunami.CGI Remote Command Execution 
5359-0ffice Scan CGI Scripts Access 
5360-Frontpage htimage.exe Buffer Overflow 
5362-FrontPage dvwssr.dll Buffer Overflow 
5363-Frontpage imagemap.exe Buffer Overflow 
5364-IIS WebDAV Overflow 
5365-Long WebDAV Request 
5366-Shell Code in HTTP URL I Args 
5367-Apache CRI LF DoS 
5368-Cisco ACS Windows CSAdmin Overflow 
5369-Win32 Apache Batch File CmdExec 
5370-HTDig File Disclosure 
5371-bdir.htr Access 
5372-ASP %20 source disclosure 
5373-IIS 5 Translate: f Source Disclosure 
5374-IIS Executable File Command Exec 
5381-VPASP SQL injection 
6001-Normal SATAN Probe 
6002-Heavy SATAN Probe 
6050-DNS HINFO Request 
6051-DNS Zone Transfer 
6052-DNS Zone Transfer from High Port 
6053-DNS Request for Ali Records 
6054-DNS Version Request 
6055-DNS Inverse Query Buffer Overflow 
6056-DNS NXT Buffer Overflow 
6057-DNS SIG Buffer Overflow 
605 8-DNS SRV DoS 
6059-DNS TSIG Overflow 
6060-DNS complain overflow 
6061-DNS infoleak 
6062-DNS authors request 
6063-DNS Incrementai zone transfer 
6064-BIND Large OPT Record DoS 
61 00-RPC Port Registration 
61 O 1-RPC Port Unregistration 
6102-RPC Dump 
61 03-Proxied RPC Request 
61 04-RPC Set Spoof 
6105-RPC Unset Spoof 
6110-RPC RSTATD Sweep 
§ll.!.-RPC RUSERSD Sweep 
6112-RPC NFS Sweep 
6113-RPC MOUNTD Sweep 
6114-RPC YPPASSWDD Sweep 
61 15-RPC SELECTION_SVC Sweep 
6116-RPC REXD Sweep 
6117-RPC STATUS Sweep 
611 8-RPC ttdb Sweep 
6 150-ypserv Pmtmap Requesl 
6151-ypbind Portmap Request 
6 152-yppasswdd Portmap Requesl 
615 3-ypupdated Portmap Request 
6 154-ypxfrd Portmap Request 
6 155-mountd Portmap Request 
6 175-rexd Portmap Request 
ó 180-rexd Attempt 
6 1 88-sratu dor dot 
6 1 R9-statd automount attack 
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6190-statd Buffer Overflow 
6191-RPC.tooltalk buffer overflow 
6192-RPC mountd Buffer Overflow 
6193-RPC CMSD Buffer Overflow 
6194-sadmind RPC Buffer Overflow 
6195-RPC amd Buffer Overflow 
6196-snmpXdmid Buffer Overflow 
6197 -rpc yppaswdd overflow 
6198-rwalld String Format 
6199-cachefsd Overflow 
6200-Ident Buffer Overflow 
6201-Ident Newline 
621 0-LPRng format String Overflow 
6250-FTP Authorization Failure 
625 1-Telnet Authorization Failure 
6252-Rlogin Authorization Failure 
6253-POP3 Authorization Failure 
6255-SMB Authorization Failure 
6275-SGI fam Attempt 
6276-TooltalkDB overflow 
6277-Show Mount Recon 
6300-Loki ICMP Tunneling 
6302-General Loki ICMP Tunneling 
6350-SQL Query Abuse 
6500-RingZero Trojan 
6501-TFN Client Request 
6502-TFN Server Reply 
6503-Stacheldraht Client Request 
6504-Stacheldraht Server Reply 
6505-Trinoo Client Request 
6506-Trinoo Serve r Reply 
6507-TFN2K Control Traffic 
6508-Mstream Control Traffic 
6901-Net Flood ICMP Reply 
6902-Net Flood ICMP Request 
6903-Net Flood ICMP Any 
6910-NetFiood UDP 
6920-Net Flood TCP 
71 O 1-ARP Source Broadcast 
71 02-ARP Reply-to-Broadcast 
71 04-ARP MacAddress-Flip-Flop-Response 
7105-ARP lnbalance-of-Requests 
8000:21 O 1-FTP Retrieve Password File 
8000:2302-Telnet-/etc/shadow Match 
8000:2303-Telnet-+ + 
8000:5130 1-Rlogin-IFS Mate h 
8000:51302-Rlogin-/etc/shadow Match 
8000:51303-Rlogin-+ + 
9000-Back Door Probe (TCP 12345) 
9001-Back Door Probe (TCP 31337) 
9002-Back Door Probe (TCP 1524) 
9003-Back Door Probe (TCP 2773) 
9004-Back Door Probe (TCP 2774) 
9005-Back Door Probe (TCP 20034) 
9006-Back Door Probe (TCP 27374) 
9007-Back Door Probe (TCP 1234) 
9008-Back Doar Probe (TCP 1999) 
9009-Back Door Probe (TCP 6711 ) 
90 I 0-Bac k Do o r Probe (TCP 6 71 2) 
90 11 -Back Door Probe (TCP 671 3) 
l)() 12-Back Doar Probe (TCP 6776) 
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90 13-Back Door Probe (TCP 16959) 
9014-Back Door Probe (TCP 27573) 
9015-Back Door Probe (TCP 23432) 
90 16-Back Door Probe (TCP 5400) 
90 17-Back Door Probe (TCP 5401) 
9018-Back Door Probe (TCP 2115) 
9019-Back Door (UDP 2140) 
9020-Back Door (UDP 47262) 
9021-Back Door (UDP 2001) 
9022-Back Door (UDP 2002) 
9023-Back Door Probe (TCP 36794) 
9024-Back Door Probe (TCP 10168) 
9025-Back Door Probe (TCP 20168) 
9026-Back Door Probe (TCP 1092) 
9027-Back Door Probe (TCP 2018) 
9028-Back Door Probe (TCP 20 19) 
9029-Back Door Probe (TCP 2020) 
9030-Back Door Probe (TCP 2021) 
9200-Back Door Response (TCP 12345) 
9201-Back Door Response (TCP 31337) 
9202-Back Door Response (TCP 1524) 
9203-Back Door Response (TCP 2773) 
9204-Back Door Response (TCP 2774) 
9205-Back Door Response (TCP 20034) 
9206-Back Door Response (TCP 27374) 
9207-Back Door Response (TCP 1234) 
9208-Back Door Response (TCP 1999) 
9209-Back Door Response (TCP 6711) 
9210-Back Door Response (TCP 6712) 
9211-Back Door Response (TCP 6713) 
9212-Back Door Response (TCP 6776) 
9213-Back Door Response (TCP 16959) 
9214-Back Door Response (TCP 27573) 
921 5-Back Door Response (TCP 23432) 
9216-Back Door Response (TCP 5400) 
9217-Back Door Response (TCP 5401) 
9218-Back Door Response (TCP 2115) 
9223-Back Door Response (TCP 36794) 
9224-Back Door Response (TCP 10168) 
9225-Back Door Response (TCP 20 I 68) 
9226-Back Door Response (TCP I 092) 
9227-Back Door Response (TCP 2018) 
9228-Back Door Response (TCP 2019) 
9229-Back Door Response (TCP 2020) 
9230-Back Door Response (TCP 2021) 
I 0000: 1000-IP-Spooflnterface I 
10000:1001-IP-Spooflnterface 2 
li 000-KaZaA v2 UDP Client Probe 
llQQ.l-Gnutella Client Request 
11 002-Gnutella Server Reply 
11003-Qtella File Request 
11004-Bearshare file request 
I I 005-KaZaA GET Request 
li 006-Gnucleus file request 
11007-Limewire File Request 
li 008-Morpheus File Request 
li 009-Phex File Request 
l.!Ql_Q-Swapper File Request 
l..!Qll-XoloX File Request 
l...l..QJ1.-GTK-Gnutella Fil e Request 
I I O 13-Mutella File Request 
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11014-Hotline Client Login 
11015-Hotline File Transfer 
11016-Hotline Tracker Login 
11200-Yahoo Messenger Activity 
11201-MSN Messenger Activity 
11202-AOL I ICQ Activity 
11203- IRC Channel Join 
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Core fabric switch supports highly scalable 
fabrics for large enterprise SANs 

IBM TotaiStorage™ SAN Switch M12 

High port density packaging saves space 

Highlights 

• Designed to provi de superior 

performance with up to 2 Gbit/ 

sec throughput and lnter-Switch 

Link {ISL) Trunking with 

aggregate speed up to 8 Gbit/sec 

• Enterprise-level sca/ability and 

high availability when deployed 

with dual redundant core!edge 

fabrics capable of attaching 

thousands of devices 

• Scalable from one 32-port swtich 

to two 64-port switches 

• Broadest range of IBM open 

server and storage device 

attachment including fabric, 

public loop and private loop with 

QuickLoop enabled edge 

switches 

• Space saving Sma/1 Form-Factor 

Pluggable (SFP) transceivers with 

up to 128-ports of Fibre Channel 

connectivity in 14U enclosure 

• Advanced fabric services such 

as end-to-end performance 

monitoring 

• Multi pie SAN management options 

include IBMTotaiStorage SAN 

Switch Specialist, Fabric Manager 

V3 and open fabric interfaces for 

centralized management o f large 

core/edge fabrics 

IBM TotaiStorage Enterprise 

SAN products 
The IBMTotaiStorage enterprise 

Storage Area Network (SAN) products 

create a high-speed, interconnected 

switch fabric of centrally managed, 

multi-vendor heterogeneous servers 

and storage systems. An enterprise 

SAN built upon IBM SAN technology 

can help companies derive greater 

value from their business information 

by supporting improved IT resource 

management and information sharing 

across the enterprise. 

IBM TotaiStorage SAN Switch M12 
The IBMTotaiStorage SAN Switch M12 

(M12 Switch) provides 2 Gbit Fibre 

Channel capability and performance 

arid advanced functions to address 

demands for improved security, perfor­

mance and manageability as the SAN 

fabric grows to include thousands of 

devices. lt is based on next-generation 

switch technology that is designed 

to help full interoperable with other 

IBM TotaiStorage SAN Switches. You 

can configure scalable solutions that 

address your needs for high perfor­

mance and reliability for environments 

ranging from small workgroups to very 

large, integrated enterprise SANs. 

lndustry-standard Fibre Channel 
The M12 Switch is designed to provide 

Fibre Channel connectivity to: 

Servers: 

• IBM @server pSeries and selected 

RS/6000 servers (for the most current 

list of supported servers and storage, 

visit ibm. com/storage/FCSwitch) 

• IBM @server xSeries and selected 

,_. Netfinity servers 
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SAN Switch Specialist Switch View 

and fault tolerance required e-business 

Storage Systems applications and enterprise storage man-

agement applications-such as storage 

• IBM Enterprise Storage Serve~ consolidation, data protection, disaster 

• IBM FAStT Storage Serve~ family tolerance and data sharing. 
• IBM 3590 Tape Subsystems and 

3494 Tape Libraries IBM TotaiStorage SAN Switches 
• IBM 35B3 and 35B4 Ultrium Tape IBM S08 and S16 Switches are designed 

Libraries to supportANSI-standard Fibre Channel 

protocol at 1 Gbit/sec. The M 12 Switch is 

SAN Switches built upon a next-generation switch tech-

nology that provides link speeds of 1 and 
• IBM TotaiStorage SAN Switch F16 2 Gbit/sec. Each port supports either 

and FOB (F16 and FOB Switches) IOOMB/sec or 2ooMB/sec, full-duplex 

• IBM TotaiStorage SAN Switch S 16, data transfers. Auto-sensing ports are 

SOB (S 16 and SOB Switches) and IBM capable of automatically negotiating to 

TotaiStorage SAN Managed Hub the highest speed supported by lhe 

The M12 Switch supports the intercon­

nection of multi pie IBM SAN Switches. The 

interconnection of IBM and compatible 

(Brocade®SilkWorm®2400, 2800,3200, 

3800 and 12000) switches can support 

lhe creation of a scalable, dual redundant 

core-to-edge SAN fabrics that can 

support high performance, scalability, 

attached server, storage or switch. 

The M12 Switch is suited for disaster 

tolerance solutions sue h as remote tape 

vaulting and remate disk mirroring. M12 

Switches can provide up to twice lhe 

throughput of S16 Switches. This per­

formance capability can be used to 

either reduce lhe number of expensive 

extended distance ISL connections o r to 

improve the performance with lhe same 

number of connections. 

M12 Switches can be combined with 

F16 and F08 Switches to provide fabrics 

up to twice the performance of S16 

and S08 Switch fabrics. Customers can 

deploy M 12 Switches that are ready 

to exploit the performance potential of 

newer servers and storage devices with 

2 Gbit/sec capabilities. 

M 12 Switches can be used to expand an 

existing core-to-edge SAN fabric infra­

structure. As M 12 Switches are added 

to the core, installed F16, S 16 and 

S08 Switches can be migrated to the 

edge. This approach helps support scal­

able network growth in a modular,~ 

effective and non-disruptive mann~ 
while customers continue to derive ben­

efit from installed switches. 

Common SAN Switch functions 

and features 
IBMTotaiStorage SAN Switches include 

universal ports that can automatically 

determine the port type when con­

nected to a fabric port (F _port), fabric 

loop port (FL_port) or expansion port 

(E_port). Fabric services include auto­

matic self-discovery of new devices and 

dynamic path selection based upon 

Fabric Shortest Path First (FSPF) w~ich 

is designed to selectthe m~st effic ~ 
routing in a SAN fabnc. A m1xture of 

shortwave and longwave ports can be 

configured. The core fabric switch is 

designed to provide improved switch 

availability with hot swappable compo­

nents that can be replaced o r upgraded 

without interrupting network operations. 

Components include switch modules, 

redundant power supplies, cooling sys­

tems and processors and support for 

non-disruptive software upgrades. 



Common firmware functions 

and features 

The common IBM SAN Switch firmware 

simplifies SAN fabric expansion. 

Standards-based Management Server 

and Simple Name Server support in­

band discovery of SAN fabric changes. 

Management access of SNMP informa­

tion is provided via an externai Ethernet 

interface or in-band over a Fibre Channel 

link through a single fabric connection. 

Device-level zoning of the SAN fabric 

enables an administrator to c reate sepa­

rate segments or zones within the SAN 

fabric to separate different application 

servers and devices in heterogeneous 

SAN environments. Zones may be 

dynamically created and changed from 

any switch in the fabric. Basic security 

functions such as hardware-enforced 

zoning are standard. 

Extended Fabric Activation extends 

SAN fabrics beyond lhe Fibre Channel 

standard 10 km. This enables high per­

formance applications over extended 

distances for storage consolidation, 

data protection, disaster tolerance and 

data sharing. ISLs using extended 

longwave transceivers, Fibre Channel 

repeaters and Dense Wave Division 

Multiplexing (DWDM) devices can 

provi de Metropolitan Area Network 

(MAN) connectivity distances. Extended 

Fabrics Activation helps optimize switch 

Ouickloop enables servers with Fibre 

Channel Arbitrated Loop (FC- AL) private 

loop Host Bus Adapters (HBAs) to com­

municate with FC-AL storage devices 

through IBM SAN Switches. The M12 

Switch does not provide Quickloop 

capability. However, IBM SAN Switches 

with Ouickloop enabled may be used 

to attach private loops devices to M12 

Switches. 

M12 Switch configuration oplions 
A single switch with two 16-port switch 

blades and thirty-two universal ports, is 

scalable up to two 64-port switches, 

each with four switch blades. A mixture 

of shortwave and longwave ports can be 

configured by adding up to 128 SFP opti­

cal transceivers. 

lnter-Switch Link ( ISL) Trunking, a stan­

dard feature, enables as many as four 

Fibre Channellinks between next-gener­

ation switch technology M12, F16 and 

F08 Switches to be combined to form 

a single logicaiiSL with an aggregate 

speed o f up to 8 G biVsec. These high­

speed trunks help optimize bandwidth 

utilization and enhance availability. 

Load balancing can help balance the 

load across ali of the ISLs through trunk­

ing. This enables administrators to focus 

on overall network performance rather 

than individuallink congestion from mul­

ti pie higher performance devices sharing 

buffering to support high gateway switch a single link. Administrators need only 

ISL performance. to monitor the trunk performance ralhe r 

than specific devices being routed across 

R e mote Switch Activation extends lhe it. lncreased network reliability and perfor-

distance of SAN fabrics by enabling two mance is supported because failed links 

Fibre Channel switches to interconnect do not require rerouting of traffic. 

over an ATM Wide Are a Network (WAN). 

With this feature, one can stage and End-lo-end performance monitoring 
manage data transfers across a pai r of Next-generation switching technology 

Fibre Channel switches connected to a enables Frame Filtering, which is based 

pai r of CNT Open System Gateways. upon additional information in severa! 

fields in both lhe packet header and 

payload. Frame Filtering enables new 

intelligent fabric services such as end-

~~~~-~;1:~ysis. 
J · ' • \ 

I f ''\'~· . ' 
SOB n~ ~1?~ie~ rto~ide perfor-

man~ i.~or~~ , ~he Jvitch or port 

levei. ~,S>y~k~eJJtt .Áame Filtering 

provide de~mation at lhe trame 

levei. This information can be used to 

monitor performance end-to-end across 

the entire core-to-edge SAN fabric­

from a specific server to a specific 

storage device port. 

Performance Monitoring, a standard 

feature, provides support for Frame 

Filtering-based Performance Monitoring 

tools for enhanced end-to-end per­

formance monitoring. As core-to-edge 

SAN fabrics scale up to thousands of 

devices, ISL Trunking and Frame Filtering 

can help to simplify storage manage­

ment and reduce the overall cost of the 

storage infrastructure. 

C36 Cabinet options 
The C36 Cabine! is based upon 

a standard 19-inch rack, and offers 

36U vertical space. lt is specifically 

designed to support two M12 Switches 

with two power distribution units, 

each with three power outlets. A 

Ruggedized Rack feature provides 

enhanced rigidity and stability for 

locations with earthquake concerns. 

Open fabric management 
IBM SAN Switch management frame­

work is designed to support the widest 

range of solutions-from the very small 

workgroup SANs up to very large 

enterprise SAN fabrics with thousands 

of devices. Small SANs require rapid 

deployment and plug-and-play sim­

plicity Very large SAN fabrics require 

Gef ralizeô marTagemeRlaJ d auto-l ,(,~. n o· ?nn" ,.,.. , 
mat~o . p.dministration -'lffiM- :t\N Switch 

'-·· )til • cu '11 ElOS 
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IBM TotaiStorage SAN Switch M12 ai a glance 

Physlcal characterlstlcs M12Switch 

Height 61.24 cm/24.11 in (14U) 

Width 43.74 cm/1Z22 in 

Depth 74.20 cm/29.20 in 

Weight 113 kg/2481b 
(fully populated) 

Operating envlronment 

Temperature oo to 40 o C/32° to 104° F 

Relative humidity 20% to 85% at 40° C/104° F 

Power requirements 

Powerrange 180 to 264 VAC, 47 to 63Hz 

Product numbers 

C36Cabinet 

180.4 cm/71.0 in (36U) 

64.4 cm/25.4 in 

109.8 cm/43.3 in 

One M12 357 kg/7841b 
Two M 12s 470 kg/1032 lb 

10° to 40 o C/50° to 104° C 

8% to 80% at 40° C/104° F 

200 to 240 VAC, 50-60 Hz 

2109 M 12-IBM TotaiStorage SAN Switch M 12, a 32-port core f abri c switch with enclosur includes. (}..~-\ . 
four power supplies, three tans, two contrai processors and two 16-port, 2Gb switch bla es. '~ .'(.) , 
The base configuration includes Fabric OS Version 4.0, IBM SAN Switch Specialist, Adva ., c_ed Zon~,; . · . _ ; 
FabricWatch, ISL-Jrunki[lQ, Performance Monitoring and space for two 64-port switches .. _, ·. .. . . , . .. . · .i 
FC 2310-M 12 Shortwave SFP transceiver · \ :;::iY)' ··· 
FC 2320-M12 Long:vave SFP transceiver '',- ·: .. ,-._ n \., ' · · 
FC 3216-16 Port Sw1tch Blade -;--___ -· .. 

Fiber Optic Cables: 
FC 5301-M 12 Rber cable, LC/LC, multimode optical, 50.0u, 1 meters 
FC 5305--M 12 Fiber cable, LC/LC, multimode optical, 50.0u, 5 meters 
FC 5325--M 12 Fiber cable, LC/LC, multimode optical, 50.0u, 25 meters 
FC 5371-M12 Fiber LC/SC (male/female) coupling cable. multimode optical, 50.0u, 1 meters 
FC 5372-M12 Fiber LC!SC (male/female) coupling cable, multimode optical. 50.0u. 2 meters 

Advanced Fabric Features: 
FC 7301-Fabric ManagerV3 
FC 7602-Remote Switch Activation 
FC 7603--Extended Fabric Activation 

2109 C36-IBM TotaiStorage SAN Cabinet C36, 19-inch rack with 36U space, designed to support 
two M12 Switches with two power distribution units. each with three power outlets. 
FC 6080-Ruggedized Rack 

management options include a browser-based 

IBM TotaiStorage SAN Switch Specialist, Fabric 

ManagerV3 and open standards-based inter­

faces to enterprise SAN managers. 

IBM TotaiStorage SAN Switch Specialist is 

designed to provide a comprehensive set of 

management tools that support a Web browser 

interface for flexible, easy-to-use integration in to 

existing enterprise storage management struc­

tures. The Switch Specialist supports security 

and data integrity by limiting (zoning) host sys­

tem attachment to specific storage systems 

and devices. 

Fabric Watch is a standard function on M 12, F1 6, 

FOB (Fuii-Fabric), 816* and SOB* Switches. Fabric 

Watch threshold monitoring tracks lhe health of 

switches and SAN fabric. Fabric Watch monitors 

fabric resources, port traffic, switch envi­

ronmental values and operational values 

for GigaBit Interface Converters (GBIC) 

and optical transceivers. This information 

is accessible from lhe Switch Specialist. 

When used with M 12 Switches, the 

Specialist provides an easy-to-use inter­

face to intelligent fabric features such as 

end-to-end performance monitoring and 

ISL Trunking. 

Fabric Manager V3 provides a Java-based 

application that can simplify management 

of a complex. multiple switch fabrics. 

IBM SAN Switch Specialist and Fabric 

Manager work together on the same man­

agement serve r which can be attached 

to any switch in the core/edge fabric. lt 

may also manage up to eight separate fab-

rics. Fabric Manager requires a Windows 

NT /2000 or Sun Solaris 7 server with 

a Netscape or Internet Explore r web 

browser. 

Enterprise SAN fabric management 
Fabric Watch can send alerts to 

enterprise SAN fabric management soft­

ware from vendors such as Compute r 

Associates, Hewlett Packard, Tivoli, and 

VERITAS. Brocade Fabric Access Layer 

API server agents are available on IBM 

SAN Switches. Only a single connection 

to the fabric is required to access any 

switch o r fabric-wide resource. 

For more information 
For more information, contact your IBM 

representative o r IBM Business Par --.. 

O r visit ibm.com/storage/FCSwit2~ 

-~--------------- -.-.. ----- -- --------_ _..._. -~ 
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IBM Storage and Server lnteroperability Matrix 

Last update: Jun. 18, 03 

© Copyright lnternational Business Machines Corporation 1999, 2003. Ali rights reserved. 

The information provided in this document is provide "AS IS" without warranty of any kind, 
including any warranty of merchantability, fitness for a particular purpose, interoperability or 
compatibility. IBM's products are warranted in accordance with the agreements under which they 
are provided. 

Unless otherwise specified, the product manufacturer, supplier, or publisher of non-IBM products 
provides warranty, service, and support directly to you. IBM makes no representations ar 
warranties regarding non-IBM products. 

C: The inclusion of an IBM or non-IBM product on an interoperability list is nota guarantee that it will 
work with the designated IBM storage product. In addition, not ali software and hardware 
combinations created from compatible components will necessarily function properly together. 
The following list includes products developed ar distributed by companies other than .IBM. IBM 
does not provide service or support for the non-IBM products listed, but does not prohibit them 
from being used together with IBM's storage products. During problem debug and resolution, IBM 
may require that hardware ar software additions be removed from the IBM product to provide 
problem determination and resolution on the IBM-supplied hardware/ software. For support 
issues regarding non-IBM products, please contact the manufacturer of the product directly. IBM 
does not warrant either functionality ar problem resolution of any non-IBM products. 

c 

This information could include technical inaccuracies or typographical errors. IBM does not 
assume any liability for damages caused by such errors as this information is provided for 
convenience only; the reader should confirm any information contained herein with the associated 
vendar. 

Changes are periodically made to the content of the document. These changes will be 
incorporated in new editions of the document. IBM may make improvements and/or changes in 
the product(s) and/or the program(s) described in this document at anytime without notice. 

Any references in this information to non-IBM Web sites are provided for convenience only and 
do not in any manner serve as an endorsement of those Web sites. The materiais at those Web 
sites are not part of the materiais for this IBM product and use of those Web sites is at your own 
risk. 

lnformation concerning non-IBM products was obtained from the suppliers of those products, their 
published announcements or other publicly available sources. IBM has not tested those products 
and cannot confirm the accuracy of performance, compatibility ar any other claims related to non­
IBM products. Questions on the capabilities of non-IBM products should be addressed to the 
suppliers of those products. 

Ali statements regarding IBM's future direction or intentare subject to change or withdrawal 
without notice, and represent goals and objectives only. 

This information is for planning purposes only. The information herein is subject to change before 
the products described become available. -1~~& 

ROS n° OJ,Je~ _ GN _ 
CPMI • CORREIOS 

Doe: 
3690 



IBM TotaiStorage TM SAN Fibre Channel Switch 2109 Model M12 

The following terms are trademarks of the lnternational Business Machines Corporation in the 
United States, other countries, or both: 

AIX 
AS/400 
DYNIX 
DYNIX/ptx 
e (logo) 
Enterprise Storage Server 
ESCON 
ES/9000 
FICON 
FlashCopy 
IBM 
IBM logo 

iSeries 
Micro Channel 
Multiprise 
Netfinity 
NUMA-O 
OS/390 
OS/400 
PTX 
pSeries 
Redbooks 
RS/6000 
S/390 

S/390 Parallel Enterprise 
. . _. "' ··• · i;~"'""··~erver ,.,- . ;., . 

. / }~ p 
/ · > / .;~;:;\... taiStorage 
: . · ,-·:S.' '·. . V satile Storage Server 

. '''-'~ \ ,.w /ESA 
. \_ . ~ 

· \ '· · ·~ E/ESA 
· --; ... , • .;. eries 
''··~ \..'··· zlOS 

-~~ 

zSeries 
zlVM 

Microsoft and Windows are trademarks of Microsoft Corporation in the United States, other 
countries, or both. 

Java and ali Java-based trademarks are trademarks of ·Sun Microsysfems, 'Inc. in the United· 
States, other countries, or both. 

UNIX is a registered trademark of The Open Group in the United States and other countries. 

Other company, product, or service names may be trademarks or service marks of others. 
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IBM TotaiStorage TM SAN Fibre Channel Switch 2109 Model M12 

Table of Contents 
ESS 
FAStT 
Tape 

Notes: 
1. Firmware version 4.1.0 or !ater and Fabric Manager 4.0 are recommended. 
2. Reference lnformation. 
3. Advanced Security Feature is available with firmware version 4.1.0 or !ater. 
4. Secure Fabric OS- Field Upgrade Process. (Hints and Tips). 
5. SAN Fibre Channel Switch 2109 Model M12 Data Sheet (pdf). 
6. Both tape and disk attached to the same HBA are not recommended. 
7. We do not recommend attaching the NAS 300G to an unzoned switch configuration. 
8. Planned availability dates represent current estimates and are subject to change or 

withdrawal at any time without notice. 
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IBM TotaiStorage ™ SAN Fibre Channel Switch 2109 Model M12 

ESS Connectivity 

See IBM TotaiStorage Enterprise Storage Server lnteroperability Matrix for Licensed Internai 
Code (LIC) levei. 

IBM S . p: enes, RS/6000 d RS/6000 SP S an - ervers 

Descriptlon Operating Systems Additional lnformation 

IBM TotaiStorage Enterprise AIX Available 
Storage Servers • Version 4 
IBM 2105 Model • 4.3.3 Enterprise Storage Server 
• F10/F20 • Version 5 lntero~erability matrix 
• 800 • 5.1 

• 5.2 1 Fibre Channel Host Bus 
Adaptar firmware and driver 

HACMP 2 levei matrix. 

PSSP2 

1 Planned availability is 2003 for RS/6000-SP with AIX 5.2 . 
2 See ESS lnteroperability matrix for AIX, HACMP, PSSP, and SDD support information. 

Jun. 18, 03 lnteroperability Matrix Page 4 
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IBM TotaiStorage TM SAN Fibre Channel Switch 2109 Model M12 

IBM S . X enes, N tf "t S e muy ervers an d th I t I b o er n e- as e 

Descriptlon Operating Systems 

IBM TotaiStorage Enterprise Microsoft Windows NT 
Storage Servers • Server 4.0 
IBM 2105 Model • Server 4.0 Enterprise Edition 
• F1 O/F20 
• 800 Microsoft Windows 2000 

• Server 
• Advanced Server 
• Datacenter Server 
Novell Netware 
• 5.1 
• 6.0 

Red Hat Linux 
• 7.1 
• 7.2 
• 7.3 
Red Hat Linux Advanced 
Serve r 
• 2.1 
SuSE Linux 
• 7.2 
• 7.3 
SuSE Linux Enterprise 
Server (SLES) 
·7 
• 8 
IBM TotaiStorage Network 
Attached Storage 300G 

Jun. 18, 03 lnteroperability Matrix 

dS ervers 

Additional lnformation 

Available 

Enterprise Storage Server 
lnteroQerabilitl:: matrix 

Fibre Channel Host Bus 
Adapte r firmware and driver 
levei matrix. 
Available 

Available 

f 

Available 
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IBM TotaiStorage TM SAN Fibre Channel Switch 2109 Model M12 

SUN micros stems Servers 

Description 

IBM TotaiStorage Enterprise 
Storage Servers 
IBM 2105 Model 
• F10/F20 
• 800 

Opera ti 

Solaris 
• 2.6 
• 7 
• 8 
• 9 3 

Hewlett-Packard Servers - HP- UX 

Description Operating Systems 

IBM TotaiStorage Enterprise HP-UX 
Storage Servers • 11.0 
IBM 2105 Model • 11 i .... 

• F10/F20 
• 800 

3 Solaris 9 is not supported SDD at this time. 

Jun. 18, 03 lnteroperability Matrix 

Addltionallnformatlon 

Available 

Enterprise Storage Server 
lnteroperability matrix 

Fibre Channel Host Bus 
Adapter firmware and driver 
levei matrix. 

Additional lnformation 

Available 

Enterprise Storage Server 
lnteroperability matrix 

Fibre Channel Host Bus 
Adapte r firmware and driver 
levei matrix. 

Page 6 



IBM TotaiStorage TM SAN Fibre Channel Switch 2109 Model M12 

FAStT Connectivity 

1 We do not recommend attaching the IBM FAStT on the same Intel server as the 
TotaiStorage Enterprise Storage Server. Both devices may be attached to the same 
switch. 

2 For the most current supported HACMP, PSSP, GPFS/RVSD configurations see the config 
files posted on: 
• http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/fastt900downloads 
• http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/fastt700downloads 
• http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/fastt600downloads 
• http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/fastt500downloads 
• http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/fastt200downloads 

3 GPFS Linux supported on selected xSeries servers running RH 7.2, 7.3 or SuSE Linux 
Enterprise Server 7 or 8. Refer to the IBM Linux and eServer Cluster support pages. 
• http://ibm.com/servers/eserver/clusters 
• http://ibm.com/linux 

IBM S p; enes, RS/6000 an d RS/6000 SP S ervers 

Description Operating Systems 

IBM TotaiStorage Storage AIX 
Servers • Version 4 
• FAStT900 • 4.3.3 
• FAStT600 • Version 5 

• 5.1 
• 5.2 

HACMP, PSSP (see note #2 
page 7) 

Jun . 18, 03 lnteroperability Matrix 

Additionallnformation 

Available 

IBM TotaiStorage FAStT 
Storage lnteroQerabilit~ matrix 

IBM Server Proven 
lnteroQerabilit~ matrix 

Fibre Channel Host Bus 
Adapter firmware and driver 
levei matrix. 

r 
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IBM TotaiStorage TM SAN Fibre Channel Switch 2109 Model M12 

IBM S X enes, N tf "t S e mHy ervers an d th I t I b o e r n e- a se dS ervers 
; 

·oescription Operatlng Systems Additionallnformation 
·' 

IBM TotaiStorage Storage Microsoft Windows NT Available 
Servers • Server 4.0 
• FAStT900 • Server 4.0 Enterprise Edition IBM TotaiStorage FAStT 
• FAStTGOO Storage lntero(2erabil ity matrix 

Microsoft Windows 2000 

"f:"' • Server IBM Server Proven «... ~ r'. • Advanced Server lntero(2erabil ity matrix ' ~"~< , r . . . ··. 

','\:S~) Fibre Channel Host Bus 
Adapte r firmware and driver 
levei matrix. 

'-- .. ~ .. -{ .)-'" Novell Netware Available 
• 6.0 

IBM TotaiStorage Storage Red Hat Linux Advanced Available 
Servers Serve r ., . .. 

• FAStT900 • 2. 1 ,. 

SuSE Linux Enterprise 
Server (SLES) 
• 7 
· 8 

IBM TotaiStorage Storage Red Hat Linux Advanced Available 
Servers Serve r 
• FAStT600 • 2. 1 

SuSE Linux Enterprise 
Server (SLES) 
• 8 

Jun. 18, 03 lnteroperability Matrix Page 8 
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IBM TotaiStorage ™ SAN Fibre Channel Switch 2109 Model M12 .. _;;· ·~ 

SUN microsystems Servers 

Déscrrptión Operating Systems 

IBM TotaiStorage Storage Solaris 
Servers • 2.6 
• FAStT900 • 7 
• FAStT600 • 8 

Hewlett-Packard Servers- HP- UX 

Description Operating Systems 

IBM TotaiStorage Storage HP-UX 
Servers • 11 .0 
• FAStT900 • 11 i 
• FAStT600 

Jun. 18, 03 lnteroperability Matrix 

( ' v ~1 • 
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\C' G~c_, 
Additional 'lnfo~~ J/ ~ · 

Available 

IBM TotaiStorage FAStT 
Storage lnteroperability matrix 

IBM Server Proven 
lnteroperability matrix 

Fibre Channel Host Bus 
Adapte r firmware and driver 
levei matríx. 

; ;"••\ ·~ Additionallnforrnation·· r 

Available 

IBM TotaiStorage FAStT 
Storage lnteroperability matrix 

IBM Server Proven 
lnteroperabil ity matrix 

Fibre Channel Host Bus 
Adapte r firmware and driver 
levei matrix. 
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IBM TotaiStorage ™ SAN Fibre Channel Switch 2109 Model M12 

IBM S p: enes, RS/6000 d RS/6000 SP S an ervers 

Description Operatlng Systems Addltional lnformation 

IBM TotaiStorage Storage AIX Available 
Servers • Version 4 
• FAStT700 • 4.3.3 IBM TotaiStorage FAStT 
• FAStTSOO • Version 5 Storage lntero(2erability matrix 
• FAStT200 • 5.1 

• 5.2 IBM Server Proven 
lntero(2erability matrix 

HACMP, PSSP (see note #2 s ··-- page 7) Fibre Channel Host Bus r "' ~ ·· Adapter firmware and driver / <v., .· r\ '\' ..,, { ., r , .. \ levei matrix. 
\ J - '· ·~ t ·::..- 1 .. 

\ \ "'- · ~~ 
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IBM TotaiStorage TM SAN Fibre Channel Switch 2109 Model M12 

IBM S X enes an d N tf "t S e lnltY ervers an d th I t I b o er n e-

Oes.criptlon Operatlng Systerris 

IBM TotaiStorage Storage Microsoft Windows NT 
Servers • Server 4.0 
• FAStT700 • Server 4.0 Enterprise Edition 
• FAStTSOO 
• FAStT200 Microsoft Windows 2000 

• Server 
• Advanced Server 

Novell Netware 
• 5.1 
• 6.0 

Red Hat Linux c • 7.1 
• 7.2 
• 7.3 
Red Hat Linux Adv. Server 
• 2.1 

SuSE Linux 
•7.3 
SuSE Linux Enterprise 
Serve r 
• 7 
• 8 

Turbo Linux 
• 7.0 
IBM TotaiStorage Network 
Attached Storage 300G 

Jun. 18, 03 lnteroperability Matrix 

a se dS ervers 

Additionallnformation 

Available 

IBM TotaiStorage FAStT 
Storage I ntero12erabilit:t matrix 

IBM Server Proven 
lnteroperabilit:t matrix 

Fibre Channel Host Bus 
Adapte r firmware and driver 
levei matrix. 
Available 

Available -. ~·· -c- f~ 
.. --··/) '~ \ 

t 

( r'1 ·, /1 \ 

I •• '7 l-'- ~~ \ . . '"' , , I '\ J ' 

Available 

...... ' !f 
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IBM TotaiStorage TM SAN Fibre Channel Switch 2109 Model M12 

SUN t m1crosys ems s ervers 

Descrlption Operating Systems Addltional lnformatlon 

IBM TotaiStorage Storage Solaris Available 
Servers • 2.6 
• FAStT700 • 7 IBM TotaiStorage FAStT 
• FAStTSOO • 8 Storage lntero(2erability matrix 
• FAStT200 . •. •o. ·;:·'-c, 

\.~.. . ~r. IBM Server Proven 
~ / ·''" /\r-; i. 

~ 
lntero(2erability matrix f " \,_. 

1' ,( (~ ~- ·. Fibre Channel Host Bus · .. -- r~ Adapter firmware and driver ' :. : levei matrix . 
........ _..,.,. 

Hewlett-Packard Servers- HP- UX 

pescription Operating ,Systems Additlonallt:~formation 

IBM TotaiStorage Storage HP-UX Available ' · ·· -

Servers • 11.0 
• FAStT700 • 11 i IBM TotaiStorage FAStT 
• FAStTSOO Storage lntero(2erabil ity matrix 
• FAStT200 

IBM Server Proven 
lntero(2erability matrix 

Fibre Channel Host Bus 
Adapter firmware and driver 
levei matrix. 

Jun . 18,03 lnteroperability Matrix Page 12 



IBM TotaiStorage TM SAN Fibre Channel Switch 2109 Model M12 

TAPE Connectivity 

AVOID DYNAMIC ZONING CHANGES 
As a recommendation, we advise that one avoid making zoning changes to your fabric while a a 
is being transferred, if possible. There may be some risk in job interruption, especially with serial 
data during the Registered State Change Notifications (RSCN's) that are produced as a result of 
the zone change. Some HBA's are more prone to an interruption than others. 

IBM 2064 zSeries Servers 

Description Operating Systems 
" 

Ultrium 3584 UltraScalable IBM zSeries Servers Models 
Tape Library with Native FC z800 and z900 
Ultrium 2 drives only. 
(Feature Code 1476) SuSE Linux Enterprise 

Server 8 

FICON or FICON Express 
Channels with FCP 
enablement firmware 

Longware 
• FC 2315 
• FC 2319 

Shortware 
• FC 2318 
• FC 2320 

Jun. 18,03 lnteroperability Matrix 

Addifinnal lnformation 
Available 

zSeries Sur:;mort of Fibre 
Channel FCP Channels 
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IBM TotaiStorage TM SAN Fibre Channel Switch 2109 Model M12 

IBM S p: enes, RS/6000 d RS/6000 SP S an ervers 

Description Operating Systems Additionallnformation 

Enterprise Tape System AIX Available 
3590 E11/E1A and H11/H1A • Version 4 
with Native FC Tape Drives. • 4.3.3 Fibre Channel Host Bus 
Standalone or in a 3494 Tape • Version 5 Adaptar firmware and driver 
Library or Silo Compatible • 5.1 

/~~ 
levei matrix . 

Frame. • 5.2 !~ ·~ ,\ 
Ultrium 3584 UltraScalable ( \ :~ .. (! .," o 
Tape Library with Native FC 
Ultrium 1 and 2 drives. \~ . r . 

Ultrium 3583 Scalable Tape 

..... ,P L·- ~ ' 

Library with Native FC Ultrium 
2 drives. 

Ultrium 3583 Scalable Tape ~ · .. 
Library with lntegrated SDG 
Module. 

Ultrium 3582 Tape Library 
with Native FC Ultrium 2 
drives. 

·Jun. 18, 03 lnteroperability Matrix Page 14 
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IBM TotaiStorage ™ SAN Fibre Channel Switch 2109 Model M12 

IBM xSenes, Netfinity Servers and other lntel-based Servers 

Description 

Enterprise Tape System 
3590 E11/E1A and H11/H1A 
with Native FC Tape Drives. 
Standalone or in a 3494 Tape 
Library or Silo Compatible 
Frame 

Ultrium 3584 UltraScalable 
Tape Library with Native FC 
Ultrium 1 and 2 drives. 

Ultrium 3583 Scalable Tape 
Library with Native FC Ultrium 
2 drives. 

Ultrium 3583 Scalable Tape 
Library with lntegrated SDG 
Module 

Ultrium 3582 Tape Library 
with Native FC Ultrium 2 
drives. 

Operating Systems 

Microsoft Windows NT 4 

• Server 4.0 
• Server 4.0 Enterprise Edition 

Microsoft Windows 2000 
• Server 
• Advanced Server 
• Datacenter Server 

Microsoft Windows 2003 
Server 5 

• Standard Edition 
• Enterprise Edition 
• Datacenter Server 
• Web Edition 

Red Hat Advanced Server 
• 2.1 

SuSE Linux Enterprise 
Server (SLES) 
• 7 

Additional lnformation 

Available 

Fibre Channel Host Bus 
Adapter firmware and driver 
levei matrix. 

Available 

Please review 
RMSS Technical 
Support Site . 

4 Windows NT 4.0 planed available on June 2003 for Ultrium 3582 Tape Library and Ultrium 3583 
Scalable Tape Library with Native FC Ultrium 2. 
5 Windows 2003 supports Ultrium 3582 Tape Library and Ultrium 3583 Scalable Tape Library with 
Native FC Ultrium 2 only at this time. 
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SUN m1crosy_stems Servers 

Desçrlption 

~' Enterprise Tape System 
-~ ~'.~~·-- \ ~ E11/E1A and H11/H1A 

,; · 0--., '\\, "'ith Native FC Tape Drives. 
\ \:,. ~ (\~~~~tandalone or in a 3494 Tape 

::_.X~I;{~brary or Silo Compatible 
~y Frame 

Ultrium 3584 UltraScalable 
Tape Library with Native FC 
Ultrium 1 drives. 

Ultrium 3583 Scalable Tape 
Library with lntegrated SDG 
Module 
Ultrium 3584 UltraScalable 
Tape Library with Native FC 
Ultrium 2 drives. 

Ultrium 3583 Scalable Tape 
Library with Native FC Ultrium 
2 drives. 6 

Ultrium 3582 Tape Library 
with Native FC Ultrium 2 
drives. 7 

Operating Systems 

Solaris 
• 2.6 
•7 
• 8 
• 9 

Solaris 
• 7 
• 8 
• 9 

Additional hiformat ion 

Available 

Fibre Channel Host Bus 
Adapter firmware and driver 
levei matrix . 

Avai lable 

' j 

6 Ultrium 3583 Scalable Tape Library with Native FC Ultrium 2- support available June 2003. 
7 Ultrium 3582 Tape Library with Native FC Ultrium 2- support available June 2003. 
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'< · ~ Hewlett-Packard Servers - HP- UX t--:.v·~ (J 

Description Operating Systems Addltionallnformation 

Enterprise Tape System HP-UX Available 
3590 E11/E1A and H11/H1A • 11 .0 
with Native FC Tape Drives. • 11 i Fibre Channel Host Bus 
Standalone or in a 3494 Tape Adapte r firmware and driver 
Library or Silo Compatible levei matrix. 
Frame 

For specific details and 
Ultrium 3584 UltraScalable restrictions please see the 
Tape Library with Native FC readme file. 
Ultrium 1 and 2 drives. 

Ultrium 3583 Scalable Tape 
Library with Native FC Ultrium 
2 drives. 8 

Ultrium 3583 Scalable Tape 
Library with lntegrated SDG 
Module 

Ultrium 3582 Tape Library 
with Native FC Ultrium 2 
drives. 9 

ROS n° 03i2ll05 - C.~ -
CPMI • co I i.:IOS 

8 Ultrium 3583 Scalable Tape Library with Native FC Ultrium 2- support availab~1 ~ u~&o~ 6 
9 Ultrium 3582 Tape Library with Native FC Ultrium 2 - support available June 2U03. 
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Safety and environmental notices 

Safety notices 

This section contains information about: 

• Safety notices that are used in this document 

• Safety inspection procedures for th is product 

• Environmental guidelines for this product 

This document contains the following safety notices: 

A Danger notice indicates the presence of a hazard that has the potential of 
causing death or serious personal injury. 

A Caution notice indicates the presence of a hazard that has the potential of 
causing moderate or minar personal injury. 

An Attention notice indicates the possibility of damage to a program, device, 
system, or data. 

Safety inspection procedures 
This safety inspection procedure contains three parts: 

• lnspecting the 2109 Model C36 cabinet 

• lnspecting the 2109 Model M12 switch 

• lnspecting the bridge tool, where applicable 

This document uses the following terms: 

• Rack refers to the metal framework of this unit. 

• Cabinet refers to the rack, ali the peripherals that are attached to the rack, and 
the 2109 Model M12 switch. 

lnspecting the cabinet 
Perform a safety inspection on the cabinet when any of the following conditions 
occur: 

• The cabinet is inspected under a maintenance agreement. 

• Service is requested and service has not recently been performed. 

• An alteration-and-attachments review is performed. 

• Changes were made to the equipment that might affect the safe operation of the 
equipment. 

• Externai devices with an attached power cord are connected to the cabinet. 

Be cautious of potential safety hazards that are not covered in the safety checks. lf 
the inspection indicates an unacceptable safety condition, the condition must be 
corrected before you can service the machine. 

Note: The owner of the system is responsible for correcting any unsafe condition . 

f r~oq n~~u .>2GG5 - CN -
CFMI • CO .RE!OS 

.. .Fis N12 7 4 
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Cabinet safety label checks 
Perform the following cabinet safety label checks: 

1. Verify that the Agency Certification label shown in Figure 1 is installed on the 
2109 Model C36. 

_,___­----- ----= == === ::::.:.:::va:~ 

e Registered Trademark 
of lnternational Business 
Machines Corporation 
IBM Canada Ltd. 
Registered User 

TotaiStorage Cabinet 
TYPE: 2109 MODEL: C36 

Made 1n USA 
Marca Regtstrada 

RATING: V"\. 200-240 
A 24/cord 
H.z 50/60 
0 1 

Assembled in the US of US and non-US Components. 
This machine is manufactured from new parts or new and used parts. 

LR34074C 

o"IEC60950 ~ 
c us ~ <E iiM-018 

ME01 P/N 18P5455 
SJ000649 

Figure 1. Agency Certification label on the 2109 Model C36 

2. Verify that the power supply cord caution label shown in Figure 2 is installed on 
the 2109 Model C36. 

CAUTION: 
This unit has more than one power supply cord. To reduce the risk of 
electrical shock, disconnect ali power supply cords before servicing. 

& CAUTION 
This unit has more than one power 
supply cord. To teduce the risk oi 
electrical shock, disconnect all 
power supply cords betore servicing . 

~.llU...._,u..J&l~o.a._,Jo:W.Ii;.:. 
J.,.ó,~,,.,_,..,......,_,..... .. .,..~ 

• J.-J o.J.tJ,.I.o~_,.sJ ,.-J.:..IJ....-_,~ 

& CUIDADO 
Esta IKlldade possui mais de um cabo 
de allmentaçio. Para reduz!r o risco 
choque el6trico, de&oonec:te todo6: os 
cabos llfUIJ de lazer a rnanu1enç6o. 

&i.t.;t 
*~~~--Ui~«a~·~T~ 
~«~~~~·-~- · ~~#~~ 
~«a•· 

& OPREZ 
Ova fed :noca orne v10o od jednog katla 
za doVodslluj& Radi smanten!a r1zik.a 
od olektriEnog udara.lsk~uEo te S\0 
k.ablove za doYodstiU/0 prije 
servislranta 

&POZOR 
Jednolk.a má vfce ne1 jednu napájecf 
MUru. Aby se snf:lilo riziko úrazu 
elektricf<Ym proudem, piod opravou 
odpojte v~echny napájecr Ulúry. 

&Paspâl 
Enheden har mera end én netlec:hing. 
Undgi elaktrisk sted: 
Afmontér alie netleci'\lnger, fiiJf 
aerviceettersyn foretagel. 

& WAARSCHUWING 
Deze eenheld heeft meer da'léén 
netsnoer. 0m een elekrrtsche schok 
te vcx:nornen. dient u alie netsnoeren 
los tekoppeleovoa«:krt u servlce 
lilvoerl, 

&varoitus 
TAssl. yksikõssl on useita verkko­
johtoja. lrrola ne kaikki, ennon kuin 
aloitat huoltoloimet. Muutoin voit 
saada sãhkOlskun. 

&ATTENTION 
Cette untté pcl55éde p~Uste~.xs 

Cc:tdor"4 dOirnenlatk:ln. POu Mer 
tout r1:5Que élecmque, débralehez 
teus los cordons d'aimenta!icln ovant 
d'lnlaf\len~. 

&ACHTUNG 
Olese 8nhell ver10gt úber mehr ais eln 
N&tzkabel. Um dle Oelahr elnu elektrlsch&n 
Schlages zu vermeiden, vor der Durch­
lílhrungi/Or!Wartungsarbfliten alleNoa.­
kabol aus der Nlltzsleckdose l:iehen. 

&nPOIOXH 
H JJOV66a txa n&p&oDÓTqxl anó ÉVO 
KaÀWôta pnJJJanx;. f1a VO ~Wor:n: TOV 
KlvOovo flÀO<T~Ioc;, anOOLNlitott 
óAo. TU KaÀW6ta ~~ nptV TT'fl 
rtpa"'{l.lOTOrtotnorJ~. 

:lllTlll & 
'TJ .lllM 'nlDJTl'"}~ "Ull' ID' n ilrTl"'?ID ]Jll' 

n nM l PJU .m';lnii!Tlnnn ruJo nM n•nsm 
.nrn"'? mTm il!l'l) 111Y'J '197 ·;mamn "'?D 

&Figyelem! 
A kE.szJEk l"'b b h·IÚzati vezetEklel 
rendelkezik. Az ·r am,tE.s elkerJE.se 
E.rdekE.ben kapcsolja szEt az 
"ssz eset szervizeiE.s elin! 

& A TTENZIONE 
QJastc t.nllà ha p!U dl Ln cavo d! 
<*nentazlone. Pef rldt.lre • rlscHo d1 
JCorlche elettrlche. scollegcre 
Mtt 1 ca-l! c11 Ollmentoz:ione 
prrno dl eflenuore 10 mcn.Jtenzlcne. 

OI M li OII E ~JH 01~2J c:J~ ~ i; 
'iEõ JI21 @UO. A1~1~a AlõlõiJI 
~ 0!1 2:§ C:!~~~ :n.=• ~ 2Jõtot 
õ! JI .<. 3 ~ ~lm!!l i!iOI~AI2 . 

&ADVARSEL 
Oenne enheten har mer enn en 
nenkabel. For â unngâ â lâ elektrisk 
smt mê alie nenkablene trekkes ui 
f0r det uthues service. 

Figure 2. Power supply cord caution label on the 2109 Model C36 

& OSTRZEZENIE 
Ta jedno11tb poaiada wipj ni! jeden 
kabel zadaj~. ~ zmnlejszy6 ryzyko 
poraienia prcp,m elektrycznym, nalety 
odhtczy6 ws.zystkie przewody zasllaj~tce 
przed przys~nlem do obllugl 
serwisowej. 

&ATENÇAO! 
Esta lridllde dispOe de mais do que 

um cabo de alimentaçao. Pilra dirrinuir 
o risco de choque eléctrico. desligue 
todos os cabos de alimeruçao arles 

de proceder à reparaçao. 

& OCTOPO>KHO 
K 3TOMY 6noKy npMCOBAMHJI· 
eTCJI H8CKO.nbiCO WHYPOB nHTB· 
HMA. 80 M36eJCaHMe nopWKeHHA 
TOICOM nepeA o6c.ny)I01B8HHBM 
OTCOOAMHA~O BCe WHYJ)bl nl4T3HHf:l. 

&VYSTRAHA 
Táto jednotka mé viac nei jeden 
napájacl kábel. Aby nedo~lo k úrazu 
elektrickYm prúdom, odpojte v~etky 
napájacie kã:ble pred servisnYm 
zásahom. 

& PRECAUCIÓN 
Esto ooldod llene mós de un coble 
de ollmontoclón. Pore ovrta oi riosgo 
de descorgo elécl"llco. dosconecte 
todos estas; cOOie!i crrtes de efectuor 
Cuolquiel tePOIOCión. 

&VARNING 
Oen Mr enheten har fler An en 
nAtkabel. Genom an koppla loss 
alia na.tkablar innan du reparerar 
enheten minskar du risken fõr 
elektriska stõtar. 
PN 04 N4946 EC F735 17 

SJ000650 

3. Verify that the high leakage danger label shown in Figure 3 on page xiii is 
installed on the 2109 Model C36. 
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NEBEZPEtf 
VYSOKY UNIKAJICI PROIJD 

VAARA 
KOAKEA VUOTOVIATA 
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nepep. nQAICIIIO'o4eHMeN nMTaH~ He06xOAMMO 3a38MneHMe. 

NEBEZPECENSTVO 
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Hoj ,_,., 
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SJ000651 

Figure 3. Hígh /eakage current danger /abel on the 2109 Mode/ C36 

Externai cabinet checks 
Perform the following safety checks : 

1. lf the cabinet is bolted down, ensure that the cabinet is firmly secured to the 
floor. See Figure 20 on page 1 O. 

2. 

3. 

4. 

5. 

6_ 

7_ 

lf the cabinet is not bolted down, ensure that the stabilizers are firmly attached 
to both the bottom front and bottom rear of the rack. See Figure 19 on page 9. 

CAUTION: 
Vou must firmly attach the stabilizer to the bottom front and bottom rear 
of the cabinet to prevent the cabinet from turning over when the switches 
are pulled out of the cabinet. 

Check the covers for sharp edges and for damage or alterations that expose 
the internai parts of the cabinet. 

Check the covers for a proper fit to the cabinet. The covers should be in place 
and secure_ 

Open the rear door of the cabinet. 

CAUTION: 
This unit might have more than one power supply cord. To completely 
remove power, you must disconnect ali power supply cords. 

Perform the power-off procedure for the power distribution unit (PDU) that is 
installed in the cabinet. See "Power-off procedure" on ,page~7.Q~fer1JD _ er;:..Q 
procedures. . ROS n° 0~.'/J~ - L-. - ~ 

\.U. - (" • 105 
Check for alterations or attachments and obvious safe 'Y _a_cZ~a rds ~- R ' ~ 
broken wires, sharp edges, or broken insulation. _ J!. 4 t} 

Fls . W ___ _ 
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8. Check the internai cables for damage. 

9. Check for dirt, water, and any other contamination within the cabinet. 

1 O. Check the voltage label on the back of the system unit to ensure that it 
matches the voltage at the outlet. 

11. Check the externai power cable for damage. 

12. Perform the following grounding checks: 

a. With the externai power cord connected to the system unit, check for 0.1 
ohm or less resistance between the ground lug on the externai power cord 
plug and the rack. 

b. Using the appropriate probe, check for 0.1 ohm or less resistance between 
the rack and the grounding pin on each of the power outlets on each 
power distribution bus. 

13. Check for the following conditions for each externai device that has an 
attached power cord: 

• Damage to the power cord. 

• The correct grounded power cord. 

, 

• With the externai power cord connected to the device, check for 0.1 ohm or :. 
less resistance between the ground lug on the externai power cord plug and \ _. 
the rack of the cabinet. 

14. Close the rear door of the cabinet. 

15. Perform the power-on procedure for the PDU that is installed in the cabinet. 
See "Power-on procedure" on page 69. 

lnspecting the 2109 Model M12 
Perform the following safety checks to identify unsafe conditions. 

Removing ac power 
Perform the following steps to remove the alternating current (ac) power: 

1. Perform a controlled system shutdown. 

2. Set the power switches on the 2109 Model M12 to the off position. 

3. Disconnect the power cord from the power source. 

Externai machine checks 
Perform the following externai machine checks: 

1. Verify that ali externai covers are present and are not damaged. 

2. Ensure that ali latches and hinges are in correct operating condition . 

3. Check the power cord for damage. 

4. Check the externai signal cable for damage. 

5. Check the cover for sharp edges, damage, or alterations that expose the 
internai parts of the device. 

6. Correct any problems that you find. 

Internai machine checks 
Perform the following internai machine checks: 

1. Check for any non-IBM changes that might have been made to the machine. lf 
any are present, obtain the "Non-IBM Alteration Attachment Survey" form, 
number R009, from the IBM branch office. Complete the form and return it to 
the branch office. 

2. Check the condition of the inside of the machine for: 

• Metal or other contaminants 
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• lndications of water or other fluid 

• Fire 

• Smoke damage 

3. Check for any obvious mechanical problems, such as loose components. 

4. Check any exposed cables and connectors for wear, cracks, or pinching. 

Safety label checks 
Perform the following safety label checks: 

1. Verify that the safety label shown in Figure 4 is installed on the 2109 Model 
M12. 

Figure 4. Safety /abe/ on the 2109 Model M12 

2. 

This unit might have two linecords. To remove ali power, disconnect both 
linecords. 

~&~ ~ 
~ > 240V- ~ 

SJ000620 

Figure 5. Linecord caution /abel 
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3. Verify that the power supply cover caution label shown in Figure 6 is installed on 
the 2109 Model M12 power supply. 

CAUTION: 
Do not remove cover, do not service, no serviceable parts. 

>240 v-

SJ000323 

Figure 6. Power supply cover caution /abe/ 

4. Verify that the fusing caution label shown in Figure 7 is installed on the 2109 
Model M12 power supply. 

CAUTION: 
Double Pole/Neutral Fusing. 

F1 E=:J 
F2 E3 

[;:; 
o .... c.. 
CXl 

L ~ 

z 
N c.. 

SJ000621 

Figure 7. Fusing caution Jabel 

5. Verify that the heavy load label shown in Figure 8 is installed on the back of the 
2109 Model M12. 

>98 kg (2151b) 
PN 18P5002 

SJ000625 

Figure 8. Heavy /oad /abe/ 
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6. Verify that the SFP label shown in Figure 9 and Figure 1 O IS, i -~stalled~j'·i~, 
2109 Model M12. ' .'" '.::\\:. , . \ : 

. ' ......... . 
/', \ _.''\ . . 

Figure 9. SFP label (front view) 

Figure 10. SFP label (back view) 

'·,c :
1 

)t-.!C.J 
L. '.V~ 

SJ000317 

SJ000314 
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Checking ac grounding 

DANGER 

An electrical outlet that is not correctly wired could place a hazardous 
voltage on the metal parts of the system or the products that attach to the 
system. lt is the customer's responsibility to ensure that the outlet is 
correctly wired and grounded to prevent an electrical shock. (1) 

Check the voltage label on the bottom of the device to ensure that it matches the 
voltage at the power source. 

1. Check the voltage levei at the power source. 

2. Attention: Always use an analog meter, never a digital meter, to perform the 
ground check of the customer's outlet. A digital meter can give the wrong 
reading if ground current is present. 

Check for proper grounding. 

3. With the power cord connected to the 2109 Model M12, verify that there is 
0.1 ohm or less resistance between the ground lug on the power cord plug and \,~ 

the rack. ~ 

4. lf the 2109 Model M12 passes the ac grounding check (step 1 - step 3) , 
connect the power cord to the power source. 

lnspecting the bridge tool 

Note: The bridge tool (PN 18P5855) is only shipped with a replacement 2109 
Model M12 and is not part of the normal ship group. lnspect the bridge tool 
and ensure that the two adjustable supports are securely fastened and are 
rotated 90° from the base plate. 

Perform the following safety label checks for the bridge tool: 

1. Verify that the bridge tool alignment label shown in Figure 11 on page xix is 
installed on the load plate. 
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Állltsa szintbe a P/N 11 P4369 szâmú raklapot, 
mieJOtt a kapcsolóegységet vagy a kapc:solóegység 

szere16dobozét kivennil a szekrén~. 
vagy betennó a szekrénybe 

AL/MiAR A PLACA DE' CARREGAMENTO 
(P/N 11P4369) COM A LINHA ANTES DE 

MOVER A CHAVE OU O CHASSI DA CHAVE 
PARA DENTRO OU FORA DO GABINETE 

~lrTE Tl-folllMKA eoPTOnii (PJN 11P4369) 
ME nl fl"NoM-t rPIN t.ETAJ<HiiETE 10 SWIT~ 

'H TO rEPilfoHM TO'r' SWITDi r.EIA ITO 
EPMAP10 "H En AllO lU EPMAPIO 

ALIGNEA LA PL.AOUE DE CHARGEMENT (PIN 1 1 P4369)~ 

L:6~~E~~1~v~g~ ~Acis7s ! 
OANS L'ARMOJRE OU DE l 'EN AETIAER 

ALLINEARE LA P/ASTRA 0/ CARICO (PIN 11P4369) 

A\ ~-~r~~~~~~~s~~~~cf Jf\ 
~ DELL'/NTERRUTTOREALL'INTERNO ~ 

OALL'ES TERNO OELL'ARMADIETTO 

& :jlfffõX:l\UfõX:!!I!~A~ & ~t!Hil.~Z.iitr. in:!IHHll& 
<íllli't~ 11 P4369) .!;;~!ltX't:ff 

& 
~~~~~~ltÃ~~~-~·~-~ 

& 4..- ~"- ·> HT.lP'I~I=IfiiJT<.Rtll= . 
c- I' · :1v- ~ (P/N t1P4369) 'f 
•1=1!;t,.tt"C < t=~'' · 

& ,.ü~I1Jilllllõli~lill!~lflifJÀlllliW ' & 
I!Ut)..ll! (P/N 11 P4369) WlifH!f • 

& 
BRENG DE LAAOPLAAT (PIN 11 P4369) OP 1 LIJN 

6 MET DEZE LIJN VÓÓA VEAPL.AATSING VAN DE 
SCHAKEL.AAR CF HET SCHAKEl.AARCHASSIS 

IN OF UIT DE KAST 

& 
COLOQUE LA PLATAFORMA DE CARGA 

& (NIP 11 P4369) FRENTE A LA LiNEA ANTES DE 
EXTRAER O COLOCAR El CONMUTADOA O LA 
CAACASA DEL CQNMUTADOA EN EL AAMAAIQ 

& 
ru,YOn nu'Uo nK ,V'ry VJ' 

& (PIN 11P4369) 
1ncn :rnc lN lnDn nnn 'l!l~ ,pn O)l 

rPJnNno mnnn ,K no'J!l 

& 
LADEPLATTE (TN 11 P4369) VOA E IN· 

& ODEA AUSBAU VON SWITCH OOEA 
SWITCH-GEHAUSE IN ODER AUS SCHAANK 

MIT LINIE AUSAICHTEN 

& ALIGN LOAD PLATE (PIN 11 P4369) WITH & LINE BEFOAE MOVING SWITCH OA SWITCH 
CHASSIS IN QR QUT QF CABINET 

SJ000749 

Figure 11. Bridge toa/ alignment /abe/ 

RQS n° 03'2005 - CN -
CP 1.--· CO R lOS 
Safe and e~irpqra:ntàl 

Fls .. No_1_4_ 1_0_ 

3690 
Doe: ------

atices xix 



2. Verify that the tilt warning label shown in Figure 12 is installed on the load plate. 

< 113.4 kg (250 lb) 
PN 18P5850-C 

SJ000750 

Figure 12. Tilt warning label 

3. Verify that the genie tool and load plate label shown in Figure 13 is installed on 
the load plate. 

A\_ THIS BRIDGE SHOULD BE USED 
~ WITH GENIETOOL (P/N 09P2481) 

ANO LOAD PLATE (P/N 11 P4369) 

A\_ CE PONT DOIT ETRE UTILISE 
~ AVEC L'OUTIL GENIE (PIN 09P2481) 

ET LA PLAQUE DE CHARGEMENT 
(PIN 11 P4369) 

GENIE '~:! Ol' :n ,~):a 'CIDn'Cin~ Yl' /f\. 
M)'l'" n"~D Oll1 (P/N 09P2481~ ~ 

CP/N 11 P4369} 

A\_ JltllltªJlll!Cil7ti!!I~ (P/N 09P2481) 
~ ;JOfi.MI! (P/N 11P4369) -il!lii!.Eil 

A\ DIESE BRÜCKE MUSS MIT DEM AN- A\_ -;::_(J)-:}1) •;; ~l;t, GENIE ';1-JJ., 
~ HEBE-WERKZEUG (TN 09P2481) UNO l..:..J. (P/N 09P2481) c C- j: • :f v-l-

DER LADE-PLATTE (TN 11P4369) (P/N 11P4369) c ~~::~m L *9. 
BENUTZT WERDEN 

A\_ UTILIZZARE QUESTO PONTE 
~ INSIEME ALLO STRUMENTO GENIE 

(PIN 09P2481)E ALLA PIASTRA 
DI CARICO (P/N 11 P4369) 

A\_ AYTH H rECIIYPA nPEnEI NA 
~ XPHIIMOnOIEJTAI ME TO EPrAJ\EIO 

ANYIIIOIHI GENIE (P/N 09P2481) KAI 
THN f1AAKA CIIOPTOIHI (P/N 11P4369) 

A\_ ESTE BRIDGE DEVE SER 
~ UTILIZADO COM A FERRAMENTA 

GENIE (P/N 09P2481) E A PLACA 
0[ CARREGAMENTO (P/N 11 P4369) 

A\_ Ehhez a hídhoz a P/N 09P2481 
~ számú, Genie gyártmányú emelõt 

és a P/N11P4369 számú raklapot kell 
használnil 

P/N 18P5850-A 

A\ OI ~~:Ale J:iiLI ~ (P/N 09P2481) 
~ ~ ~~ ~CIIOI§.(P/N 11P4369)~ 

Af~õHOt g)-LIQ . 

A\ DEZE BRUG MOET WORDEN 
~ GEBRUIKT MET HET "GENIE" 

TOOL (PIN 09P2481) EN DE 
LAADPLAAT (PIN 11 P4369) 

A\ ESTE PUENTE DEBERÍA 
~ UTILIZARSE CON EL TORO 

MECÁNICO GENIE (NIP 09P2481) 
Y LA PLATAFORMA DE CARGA 
(NIP 11 P4369) 

SJ000751 

Figure 13. Genie too/ and load plate /abel 
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4. Verify that the pinch point label shown in Fig7u

1

1'4 is .in~~~ on the load plate. 

' ê;) lj\J]~.'\ 
' ~· u .. -. \ l ~ --..,, "-( ~ 

o\;-.,\ 
.<: [· h(J 

P/N 18P5850-B 

SJ000752 

Figure 14. Pinch point /abel 

Environmental notices and statements 

Laser safety 

This section describes the environmental notices and statements. 

CAUTION: 
In the United States use only GBIC units or Fibre-Optic products that 
comply with FDA radiation performance standards, 21 CFR Subchapter J. 
lnternationally use only GBIC units or Fibre-Optic products that comply 
with IEC standard 825-1. Optical products that do not comply with these 
standards may produce light that is hazardous to the eyes. :&. 

SJ000327 

This unit might contain a single-mode or a multimode transceiver Class 1 laser 
product. The transceiver complies with IEC 825-1 and FDA 21 CFR 1040.10 and 
1040.11. The transceiver must be operated under the recommended operating 
conditions. 

This equipment contains Class 1 laser products and complies with FDA radiation 
Performance Standards, 21 CFR Subchapter J and the international laser-safety 
standard IEC 825-2. 

Usage restrictions 
Terminate the optical ports of the modules with an optical connector or a dust plug. 

3690 
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CAUTION: 
A lithium battery can cause fire, explosion, or a severe burn. Do not recharge, 
disassemble, heat above 100°C (212°F), solder directly to the cell, incinerate, 
or expose cell contents to water. Keep away from children. Replace only with 
the part number specified for your system. Use of another battery might 
present a risk of fire or explosion. The battery connector is polarized; do not 
attempt to reverse the polarity. Dispose of the battery according to local 
regulations. 

Fire suppression systems 
A tire suppression system is the responsibility of the customer. The customer's own 
insurance underwriter, local fire marshal, or a local building inspector, or both, 
should be consulted in selecting a tire suppression system that provides the correct 
levei of coverage and protection. IBM designs and manufactures equipment to 
internai and externai standards that require certain environments for reliable 
operation. Because IBM does not test any equipment for compatibility with tire 
suppression systems, IBM does not make compatibility claims of any kind nor does 
IBM provide recommendations on tire suppression systems. 

See "Environmental requirements" on page 104. 

Product recycling 
This unit contains recyclable materiais. Recycle these materiais where processing 
sites are available and according to local regulations. In some areas, IBM provides 
a product take-back program that ensures proper handling of the product. Contact 
your IBM representative for more information. 

Product disposal 
This unit might contain batteries. Remove and discard these batteries, or recycle 
them, according to local regulations. 
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About this document 

This document provides installation and maintenance information for the IBM® 
TotaiStorageTM SAN Cabinet 2109 Model C36 with Model M12 switch. 

This document uses the following terms: 

• Rack refers to the metal framework of this unit. 

• Cabinet refers to the rack, ali the peripherals that are attached to the rack, and 
the 2109 Model M12 switch. 

Who should read this document 
This document is intended for the service support representative to install or repair 
the 2109 Model C36 with Model M12 switch. 

Additional information 
This section contains the following information: 

• A list of the documents in the 2109 Model C36 with Model M12 library 

• A list of the related documents 

• The available Web sites 

• lnstructions on how to get help 

• lnstructions on how to get software updates 

• lnformation about how to send your comments 

2109 Model C36 with Model M12 library 
The following documents contain information related to this product: 

• IBM TotaiStorage SAN Cabinet 2109 Model C36 with Model M12 lnstallation and 
Service Guide, GC26-7 467 (this book) 

• IBM TotaiStorage SAN Switch 2109 Model M12 User's Guide, GC26-7468 

Related documents 
You can find lnformation related to the software that supports the 2109 Model M12 
in the following documents: 

• Brocade Advanced Performance Monitoring User's Guide 

• Brocade Advanced Web Tools User's Guide 

• Brocade Advanced Zoning User's Guide 

• Brocade Oiagnostic and System Errar Message Reference 

• Brocade Oistributed Fabric User's Guide 

• Brocade Fabric Manager User's Guide 

• Brocade Fabric OS Procedures Guide 

• Brocade Fabric OS Reference 

• Brocade Fabric Watch User's Guide 

• Brocade ISL Trunking User's Guide 

• Brocade MIB Reference 

• Brocade Secure Fabric OS User's Guide 

Brocade Silkworm 12000 Core Migration User's Guide · r<:',,, 0.3/7005 - Ci' -
Ct'- .il ,:.. .CORREIOS 
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For utility progra.ms to facililate loading firmware, sa.mpla Fabric Watch '\ :..,3.::-)(' ~1 \ 
configurations, and management lnlorrnalion base (MIB) files for swltch , t. j 
management by slmple network manage.ment protocol (SNMP), see lhe .owlng · ~ 
Web site: ' ·, __ • __ __... 

www.slorage.ibm.comfobmsan/products/sanfabric.hlm 

How to send your comments 
Your feedback is importanl to halp us provida lha highest quallty oi lnformatlon. 11 
you have any com.menls abool this document, you can submlt !hem in one oi lhe 
following ways: 

• E-mail 

Submit your commen1s eleotronically to: 

slarpubs@ us.ibm.com 

Se sure to ínclude the name and order number oi lha dooument and, íl 
appllcable. lhe spacífic locatíon oi lhe text that you are commanting on, such as 
a paga number or table number. 

• Mail ar fax 

Fill out the Readers' Co.mmenls form (RCF) at lhe back of this document and 
return it by mail or fax. (1-80()..428-6209) ar glve it to an IBM representaUve. 11 lhe 
RCF has been rernoved. you can address your comments la: 

lnternatíonal Buslness Machines Corpo;ation 
RCF Processfng Department 
Dept. MBG/Bidg. 050·3 
5800 Cottle Road 
San Jose, CA 95193-0001 
U.S.A. 

r 
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Chapter 1. lntroduction -o~:~. <:>. \ i .''!j/ 
This chapter introduces the 2109 Model M12 switch (hereafter referred to' as th~J~. · 
2109 Model M12) and contains the following information: 

Overview 

• Overview of the 2109 Model M12 

• How to monitor and manage the 2109 Model M12 

The IBM factory installs the 2109 Model M12 and ships it in the 2109 Model C36 
cabinet. 

The 2109 Model M12 is a high-performance core switch for large storage area 
networks (SANs), available in 16-port increments from 32 - 128 ports. lt can operate 
as a single switch in a fabric or in a fabric that contains multiple switches. 

High-availability features of the 2109 Model M12 include: 

• Two redundant hot-swappable contrai processar (CP) cards with automatic 
failover 

• Up to eight hot-swappable 16-port cards 

• Four hot-swappable power supplies 

• Three hot-swappable blower assemblies (two are required for adequate cooling) 

• Two redundant ac inputs 

• Non-disruptive upgrades for Fabric OS v4.1 

• Worldwide name (WWN) card that is hot-swappable in Fabric OS v4.1 

The 2109 Model M12 also includes the optional Advanced Security feature , which 
enables policy-based security mechanisms integrated with certain versions of the 
Fabric OS. The optional Advanced Security feature has the following capabilities: 

• Centralized security management 

• Fabric-wide security policies to contrai access 

• Port and switch levei access contrai 

• Management access controls (Telnet, SNMP, HTTP, API) 

• Encryption of management data such as passwords 

• Strong and non-reputable authentication between switches 

The Fibre Channel ports support link speeds of 1 Gbps and 2 Gbps (inbound and 
outbound) . They also automatically negotiate to the highest common speed of ali 
the devices that are connected to the port and are: 

• Compatible with short wavelength (SWL) and long wavelength (LWL) small form 
factor pluggable (SFP) transceivers 

• Universal and self-configuring 

• Capable of individually becoming fabric loop ports (FL_ports) , fabric ports 
(F _ports) , or expansion ports (E_ports) 

For the 2109 Model M12 specifications, see Appendix A, "Product specifications", on 
page 99. .. 
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Software features 
Fabric OS version 4.1 supports the 2109 Model M12. Fabric OS includes ali the 
basic switch and fabric support software as well as optionally licensed software that 
is enabled by using license keys. Fabric OS is made up of two major software 
components: firmware that initializes and manages the switch hardware, and 
diagnostics. 

Optionally licensed and separately priced features include: 

• Extended Fabrics (Feature code 7603) 

Provides up to 100 km (62.14 mi) of switched fabric connectivity at full bandwidth 
over long distances 

• Remate Switch (Feature code 7602) 

Enables switches to interconnect over wide area network (WAN) using third-party 
gateway solutions that support Fibre Channel (FC) over Internet Protocol (IP), FC 
over asychronous transfer mode (ATM), and FC over SONET 

• Advanced Security (Feature code 7623) 

Enables policy-based security mechanisms that are integrated within Fabric OS 

Note: To activate these features , go to the following Web site: 

www.ibm.com/storage/key/ 

The following licensed software provides a graphical user interface from a 
standard workstation: 

• Fabric Manager 4.0 (Feature code 7203) 

Administers , configures, and maintains fabric switches and SANs with host-based 
software 

The following licensed products are included with the 2109 Model M12: 

• Performance Monitoring 

Comprehensive tool for monitoring the performance of network storage resources 

• ISL Trunking 

Connects up to four ISLs between two switches through an expansion port 
(E_port) to merge logically into one link 

• Fabric Watch 

Monitors mission-critical fabric parameters 

• Advanced Zoning 

Segments a fabric into virtual private SANs 

• Web Tools 

Administers , configures , and maintains fabric switches and SANs 

See the following documents for more information about Fabric Watch, Fabric 
Manager, Web Tools , Secure Fabric OS, and high availability: 

• Brocade Advanced Zoning User's Guide 

• Brocade Fabric Watch User's Guide 

• Brocade Advanced Performance Monitoring User's Guide 

• Brocade Distributed Fabrics User's Guide 

• Brocade /SL Trunking User's Guide 

• Brocade Secure Fabric OS User's Guide 

• Brocade Advanced Web Too/s User's Guide 
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Port side of chassis , ~ 
Figure 15 shows the port side of the 2109 Model M12, which provides access to the 
following components: 

• The 16-port cards, which contains 16 Fibre Channel SFP ports 

• Two CP cards, each with a modem serial port, a terminal serial port, and 
1 O Mbps o r 100 Mbps Ethernet port 

• Four power supplies that are hot-swappable and have built-in fans 

• Two ac power connectors. Each ac power connector has an on or off ac power 
switch 
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Figure 15. Port side of the 2 109 Mode/ M12 
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For information about how to opera te the components o f the 2109 Model M 12, s·ee 
Chapter 4, "Operating the 2109 Model M12", on page 27. 
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Blower assembly side of chassis 
Figure 16 shows the blower assembly side of the 2109 Model M12, which provides 
access to the following components: 
• A WWN card and bezel. The WWN card and bezel provide light-emitting diodes 

(LEDs) for monitoring the switch from the blower assembly side and store WWN 
and IP address information, switch name, and serial number. 

Three blower assemblies. Each blower assembly is individually hot-swappable. 
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Figure 16. Blower assembly side of the 2109 Mode/ M12 

Monitoring and managing the 2109 Model M12 
You can manage the 2109 Model M12 in-band by using Fibre Channel protocol or 
out-of-band by connecting to the Ethernet port. The management functions allow 
the administrator to monitor fabric topology, port status, physical status, and other 
information to aid in performance analysis and system debugging . 
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Note: The 2109 Model M12 automatically performs power-on self-test (POST) 
diagnostics each time it is turned on. Any errors are recorded ~l)~!he"~r 

log. For more information about POST, see "lnterpreting PO r" on -~~' 
) "'· . 

The 2109 Model M12 is compatible with the following managem nt/it;Jterl~: \ \ :, 
\ -...., ~. ~~~ . • Command line interface through a Telnet connection C> \ -~ -;•l 1 

• Fabric Manager . · L.. • · ., 

• Web Tools 

• SNMP applications 

• Management server 

You can manage these methods either in-band (Fibre Channel) or out-of-band 
(Ethernet) . 

For more information about these management interfaces, see the Brocade Fabric 
Manager User's Guide and the Brocade Advanced Web Tools User's Guide. 
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Chapter 2. lnstalling the 2109 Model C36 

This section contains the procedures to install a 2109 Model C36 (hereafter referred 
to as the cabinet) and prepare it for use. 

The following safety notices apply to the procedures in this chapter. Review this 
section carefully before you instai! the cabinet. 

DANGER 

An electrical outlet that is not correctly wired could place hazardous 
voltage on metal parts of the system or the devices that attach to the 
system. lt is the responsibility of the customer to ensure that the outlet is 
correctly wired and grounded to prevent an electrical shock. 

Before you install or remove signal cables, ensure that the power cables 
for the system unit and ali attached devices are unplugged. 

When you add or remove any additional devices to or from the system, 
ensure that the power cables for those devices are unplugged before you 
connect the signal cables. lf possible, disconnect ali power cables from the 
existing system before you add a device. 

Use one hand, when possible, to connect or disconnect signal cables to 
prevent a possible shock from touching two surfaces with different 
electrical potentials. 

During an electrical storm, do not connect cables for display stations, 
printers, telephones, or station protectors for communication lines. 

CAUTION: 
This product is equipped with a 3-wire power cable and grounded plug for the 
user's safety. Use this power cable in conjunction with a properly grounded 
electrical outlet to avoid electrical shock. 

CAUTION: 
This unit might have more than one power supply cord. To completely remove 
power, you must disconnect ali power supply cords. 

Step 1. Position the cabinet 

Note: IBM must instai! the IBM 2109 Model C36. 

Perform the following steps to position the cabinet: 

1. Remove ali packing and tape from the cabinet. 

2. Position the cabinet according to the customer floor plan. 

3. Lock each caster wheel by tightening the screw on the caster. See Figure 17 on 
page 8. 
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Locking Screw 

~ 

SJ000654 

Figure 17. Caster wheel 

Use the following conditions to determine the next step: 

• lf you are not attaching the cabinet to the floor, go to "Step 2. Levei the cabinet". 

• lf you are bolting the cabinet to a concrete floor, go to "Step 4. Attach the cabinet 
to a concrete floor" on page 1 O. 

• lf you are bolting the cabinet to a concrete floor beneath a raised floor, go to 
"Step 5. Attach the cabinet to a concrete floor beneath a raised floor" on page 12. 

Step 2. Levei the cabinet 
Perform the following steps to adjust the levelin!;j feet: 

1. Loosen the jam nut on each leveling foot by turning the nut counterclockwise, 
away from the bottom of the cabinet. See Figure 18 on page 9. 

2. Rotate each leveling foot downward until it contacts the surface on which the 
cabinet is placed. 

3. Adjust the leveling feet downward as needed until the cabinet is levei. When the 
cabinet is levei, tighten the jam nuts against the base by turning the nut 
clockwise , toward the bottom of the cabinet. 
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Rear of Cabinet 

JamNut ·~~ 
Leveling Screw~ · ~ 

'* 
Fmot of Cab;oet ~ 
~ SJ000655 

Figure 18. Adjusting the Jeveling feet 

Step 3. Attach the stabilizers 

CAUTION: 
You must firmly attach the stabilizers to the bottom front and bottom rear of 
the cabinet to prevent the cabinet from turning over when the switches are 
pulled out of the cabinet. 

1. Align the slots in the stabilizer with the mounting holes at the bottom front of the 
cabinet. See Figure 19. 

Allen Wrench 

Stabilizer SJ000656 

Figure 19. Stabilizers 

2. lnstall the two mounting screws. 

3. Ensure that the base of the stabilizer rests firmly on tfbe . OOf·r~·· ?e. pe (al ~en 
wrench that is supplied with the cabinet to alternatel, tí~htéh.'tl:ie Vnoünt~\\9 
screws until they are tight. C -~~- • Cj 2 § 

4. Repeat step 1 through step 3 to install the stabilizer pt the b~ttom rear o tl e 
cabinet. Fls . N _ _ __ _ 
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Perform the following steps to attach the rack-mounting plates directly to a concrete 
floor. Reter to Figure 20 while you perform the steps. 

Mounting 
Hole (4X) 

/o4-- Jam Nut (4X) 

~r--- Leveler (4X) 

Thick Washer (4X) 

Location 
Mark (Drill) 

Figure 20. Attaching the cabinet to a concrete floor 

Tapped Hole for 
Rack Mounting 

1. Ensure that the cabinet is in the correct location. 

SJ000657 

2. In this cabinet, temporarily install the bushings to help position the 
rack-mounting plates. 

3. Ensure that the bushing is in the leveling foot. Position the two rack-mounting 
plates in the approximate mounting location under the cabinet. lf necessary, 
raise the leveling feet for clearance. 

4. Place a bushing on a rack-mounting bolt. lnsert the bolt and bushing through 
the leveling foot and bushing and out the bottom bushing. 

5. lnsert the four rack-mounting bolts through the leveling feet and bushings and 
out the bottom of the cabinet. 

6. Position the rack-mounting plates under the four rack-mounting bolts. Center 
the rack-mounting bolts directly over the tapped holes. 

7. Turn the rack-mounting bolts 3 - 4 rotations into the tapped holes. 

8. Mark the floor around the edges of both rack-mounting plates. 

9. Mark the rack-mounting plate bolt-down holes that are accessible through the 
opening in the rear of the cabinet. 

1 O. Remove the rack-mounting bolts and bushings. 

11 . Remove the rack-mounting plates. 

12. Loosen the locking screws on the casters. Move the cabinet so that the 
cabinet is clear of the locator marks for the rack-mounting plates. 

13. Position the rack-mounting plates within the marked areas. 
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14. 

15. 

16. 

• o ~·· ·:~ · . - ~~~ 

Mark the floor at the center of each hole in the rack-mounting plates (f~ludin~ .0. ,_t\ 
the tapped holes). ; , '1 ) \ )" 
Remove the two rack-mounting plates from the marked locations. \ o \o~\·· 
At the marked location of the tapped rack-mounting bolt holes, drill four l,91es )/:) 
approximately 5 em (2 in.). This allows clearance for the ends of the four ~. -· - .'-· 
rack-mounting bolts. The ends of the rack-mounting bolts protrude past the 
thickness of the mounting plate. 

Note: You must use a minimum of two anchor bolts for each rack-mounting 
plate to attach it to the concrete floor. Because some of the holes in the 
rack-mounting plates might align with the concrete reinforcement rods 
that are below the surface of the concrete, some of the rack-mounting 
plate holes might not be suitable. 

17. For each rack-mounting plate, select at least two suitable holes. Select holes 
as close to the threaded holes as possible. Be sure that the holes you select 
at the rear of the cabinet are accessible. Drill the selected holes (two for each 
rack-mounting plate) . 

18. 

19. 

20. 

21. 

22. 

23. 

24. 

25. 

26. 

Position the front rack-mounting plate within the marked area. 

Using anchor bolts, attach the front rack-mounting plate to the concrete floor. 

Note: Do not use the four plastic isolator bushings. 

Position the cabinet over the front rack-mounting plate. 

Position the rear rack-mounting plate within the marked area. 

Using anchor bolts, attach the rear rack-mounting plate to the concrete floor. 

lnsert each of the rack-mounting bolts through a flat washer, a thick washer, 
and through a leveling foot. 

Align the four rack-mounting bolts with the four tapped holes in the two 
rack-mounting plates and turn the bolts 3 - 4 rotations. 

Tighten the locking screw on each caster. 

Adjust the leveling screw downward, as needed, until the cabinet is levei. See 
Figure 21 on page 12. When the cabinet is levei, tighten the jam nuts against 
the base by turning the jam nut clockwise, toward the bottom of the cabinet. 
Torque the four bolts to 54 - 67 nm (40 - 50 ft-lbs). 
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Rear of Cabinet 

JamNut •~ 
Leveling Screw~ · ~ 

~ 

F moi of Cab;oet ~ 
~ SJ000655 

Figure 21. Leveling the cabinet 

27. After you bolt down the cabinet, go to "Step 6. Attach the mounting plates" on 
page 15. 

Step 5. Attach the cabinet to a concrete floor beneath a raised floor 
Perform the following steps to attach the rack-mounting plates to the concrete floor 
beneath a raised floor. 

Reter to Figure 22 on page 13 while you perform the steps. 
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Mounting 
Hole (4X) 

- Jam Nut (4X) 

~~---- Leveler (4X) 

Washer (4X) 

Thick Washer (4X) 

Spacer (4X) 

Location 
Mark (Drill) 

Tapped Hole for 
Rack Mounting 

SJ000657 

Figure 22. Attaching the cabinet to a raised floor 

1. Ensure that the cabinet is in the correct location. 

2. In this cabinet, temporarily install the bushings to help position the 
rack-mounting plates. 

3. Ensure that the bushing is in the leveling foot. Position the two rack-mounting 
plates in the approximate mounting locations under the cabinet. lf necessary, 
raise the leveling feet for clearance. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

Place a bushing on a rack-mounting bolt. lnsert the bolt and bushing through 
the leveling foot and bushing, and out of the bottom bushing. 

lnsert the four rack-mounting bolts through the leveling feet and bushings, and 
out the bottom of the cabinet. 

Position the rack-mounting plates under the four rack-mounting bolts. Center 
the rack-mounting bolts directly over the tapped holes. 

Turn the rack-mounting bolts 3 - 4 rotations into the tapped holes. 

Mark the raised-floor panel around the edges of both rack-mounting plates. 

Mark the rack-mounting plate bolt-down holes that are accessible through the 
opening in the rear of the cabinet. 

Remove the rack-mounting bolts and bushings. 

Remove the rack-mounting plates. 

Loosen the locking screws on the casters . Move the cabinet so that it is clear 
of the locator marks for the rack-mounting plates. 

Position the rack-mounting plates within the marked areas. 

Mark the raised-floor panel at the center of each hole in the rack-mounting 
plates (including the tapped holes) . 

Remove the two rack-mounting plates from the marked locations. 

Transfer the locations of the holes from the raised-floor panel to the concrete 
floor directly beneath. Mark the holes on the concrete rflOQJ~.· r"r::. (.,, · _ 
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Note: You must use a minimum of two anchor bolts for each rack-mounting 
plate to attach it to the concrete floor. Because some of the holes in the 
rack-mounting plates might align with concrete reinforcement rods 
below the surface of the concrete, some of the rack-mounting plate 
holes might not be suitable. 

17. For each rack-mounting plate, select at least two suitable holes. Select holes 
as close to the threaded holes as possible. Be sure that the holes you select 
at the rear of the cabinet are accessible. Drill the selected holes (two for each 
rack-mounting plate) in the concrete floor. 

18. Drill pass-through holes in the raised-floor panel at the location of the four 
rack-mounting bolts. 

19. Position the front rack-mounting plate within the marked area. 

20. Using anchor bolts, attach the front rack-mounting plate to the concrete floor. 
Do not use the four plastic isolator bushings. 

21. Position the cabinet on the raised-floor panel over the front rack-mounting 
plate. 

22. Position the rear rack-mounting plate within the marked area. 

23. Using anchor bolts, attach the rear rack-mounting plate to the concrete floor. 

24. lnsert each of the rack-mounting bolts through a flat washer, a plastic isolator 
bushing, a thick washer, and through a leveling foot. 

25. Align the four rack-mounting bolts with the four tapped holes in the two 
mounting plates and turn the bolts 3 - 4 rotations. 

26. Tighten the locking screw on each caster. 

27. Adjust the leveling feet downward, as needed, until the cabinet is levei. See 
Figure 23. When the cabinet is levei, tighten the jam nuts against the base by 
turning the jam nut clockwise (toward the bottom of the cabinet). Torque the 
four bolts to 54 - 67 nm (40 - 50 ft-lbs) . 

Rear of Cabinet 

JamNut ·~~ 
Leveling Screw~ • ~ 

'* 
Fcont of Cab;net ~ 
~ SJ000655 

Figure 23. Leve!ing the cabine! 

28. lf the cabinet does not have a front door, install the top, left, and right trim 
panels . 
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Step 6. Attach the mounting plates 

Note: You attach the front and rear mounting plates through the same mounting 
holes that you use to mount the stabilizers. Therefore, you must bolt down 
the cabinet rather than use the stabilizers. lnstall the mounting plates only if 
you bolted the cabinet to the floor. 

The mounting plates are part of the Earthquake Mounting Kit, feature code 6080. 

Align the holes on the mounting plate with the holes on the front of the cabinet. Use 
the allen wrench that is supplied with the cabinet to install the mounting plate 
screws (stabilizer mounting screws). Repeat this procedure for the mounting plate 
on the rear of the cabinet. See Figure 24. 

... -········ 
__ ... ·· 

Allen 
Wrench 

Front of Cabinet 

Mounting Screw 

Mounting Plate 

SJ000658 

Figure 24. Attaching the mounting pia te 
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lf necessary, perform the following steps to attach the front doar. Refer to Figure 25 
while you perform the steps. 

~ Hinge Mounting Screws 

Hinges 

Figure 25. Attaching the front doar 

1. lnstall the hinges. 

2. lnstall the latch. 

Latch Mounting Screws 

Door Removed for Clarity 

SJ000659 

3. Align the lower hinge pin on the front doar with the hinge. Partially insert the pin 
into the hinge. 

4. Align the upper hinge pin with the hinge. Lower the doar into position. 

5. Adjust the latch so that the doar is latched securely. 

Step 8. Check the customer's ac power source 
Before you plug the power cord into the ac power source, perform the following 
checks on the customer's ac power source. 

CAUTION: 
Do not touch the receptacle or the receptacle face plate with anything other 
than your test probes before you meet the requirements in this step. 

1. Have the customer turn off the branch circuit breaker for the ac power outlet 
into which the power cord will plug. Attach a "Do Not Operate" tag (8229-0237) 
to the circuit breaker switch. 

Note: Ali measurements are made with the receptacle face plate in the normal 
installed position. 

2. Some receptacles are enclosed in metal housings. For this type of receptacle , 
perform the following steps: 
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a. Check for less than 1 volt from the receptacle case to any gr~ nded ll}~~y\ 

structure, such as a raised-floor metal structure, water pipe, uÍidin~~; .. · \ \ 
or similar structure. . /" \ ./w· \i 

b. Check for less than 1 volt from the receptacle ground pinto a~ound~~·' 
point in the building. ~..... . '""' L 

-·-··-·, 

Note: lf the receptacle case or face plate is painted, be sure that the probe 
tip penetrates the paint and makes good electrical contact with the 
metal. 

c. Check the resistance from the ground pin of the receptacle to the receptacle 
case. Check the resistance from the ground pin to the building ground. The 
readings should be less than 0.1 ohm, which indicates the presence of a 
continuous grounding conductor. 

3. lf any of the three checks that you made in step 2 on page 16 are not correct, 
ask the customer to: 

• Remove the power from the branch circuit. 

• Make the wiring corrections. 

Recheck the receptacle. 

Note: Do not_ use a digital multimeter to measure grounding resistance in the 
following steps. 

4. Check for infinite resistance between the ground pin of the receptacle and each 
of the phase pins. This check is for a wiring short to ground or a wiring reversal. 

5. Check for infinite resistance between the phase pins. This check is for a wiring 
short. 

CAUTION: 
lf the reading is other than infinity, do not proceed! Have the customer 
make the necessary wiring corrections before you continue. Do not turn 
on the branch circuit breaker until you satisfactorily complete ali the 
previous steps. 

6. Have the customer turn on the branch circuit breaker. Measure for the 
appropriate voltages between phases. lf no voltage is present on the receptacle 
case or the ground pin, the receptacle is safe to touch. 

7. With an appropriate meter, verify that the voltage at the ac outlet is correct. 

8. Verify that the grounding impedance is correct by using the ECOS 1020, 1023, 
87106, C7106, or an appropriately approved ground impedance tester. 

Step 9. Check the power distribution unit 
When the switch power cords are plugged into the power distribution unit (PDU) 
outlets , resistance should be less than 0.1 ohm between input ground and either 
switch or cabinet trames. 

See "Power distribution unit (PDU)" on page 116 for an illustration and description of 
the PDU. 

Externai ac power cords 
To avoid electrical shock, the manufacturer provides a power cord with a grounded 
attachment plug. Use only properly grounded outlets . 
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Power cords that are used in the United States and Canada are listed by 
Underwriter's Laboratories (UL) and are certified by the Canadian Standards 
Association (CSA). These power cords consist of the following parts: 

o Electrical cables, type ST 

o Attachment plugs that comply with National Electrical Manufacturers Association 
(NEMA) L6-30P 

o Appliance couplers that comply with lnternational Electrotechnical Commission 
(IEC) Standard 320, Sheets C13 and C14 

Power cords that are used in other countries or regions consist of the following 
parts: 

o Electrical cables, type HD21 or HD22 

o Attachment plugs that the appropriate testing organization for the specific 
countries or regions where they are used has approved 

o Appliance couplers that comply with lnternational Electrotechnical Commission 
(IEC) Standard 320, Sheet C13 and C14 

See "Power cords" on page 113 for information about the power cords that are 
available for the cabinet. 

Step 100 Connect switch and device cables 
The factory configures the cabinet and installs al_l of the switch cables. 

lf you need to install device cables, follow the installation instructions provided with 
the component that you are installing. 

Step 110 Power on the cabinet 
See "Power-on procedure" on page 69 for instructions on how to power on the 
cabinet. 
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You must configure the 2109 Model M12 appropriately in arder for it to operate 
correctly within the network and fabric. 

Note: The 2109 Model M12 only detects modems during power on or restart. lf you 
connect a modem to an operating switch, you must restart the 2109 Model 
M12 in arder for the switch to detect the modem. 

This chapter describes how to start and configure the 2109 Model M12 and 
includes the following information: 

• Providing initial power to the chassis 

• Configuring, connecting, and accessing the 2109 Model M12 

Providing initial power to the chassis 
Perform the following steps to provide ac power to the chassis: 

1. Connect the cabinet power distribution units (PDUs) to separate power sources 
of 200 - 240 V ac, 50 - 60 Hz. 

2. Make sure that the internai power cords are connected to the separate PDUs 
and that the other ends are connected to the 2109 Model M12 circuit breakers. 

3. Route the power cord so that it is not exposed to stress. 

4. Flip both green ac power switches to "1". The ac power switches light up green 
when switched on, and power is being supplied. 

The switch automatically performs a POST by default each time you power it on. A 
POST takes a minimum of 3 minutes. A POST is complete when light-emitting diode 
(LED) activity returns to a standard state. For information about LED light patterns, 
see "lnterpreting LED activity" on page 32. 

Attention: Do not connect the switch to the network until you configure the IP 
addresses. 

Configuring the 2109 Model M12 
The 2109 Model M12 can contain up to two logical switches, each with its own 
configuration: 

• One logical switch for any 16-port cards in slots 1 - 4 

• One logical switch for any 16-port cards in slots 7 - 1 O 

The configuration information for both logical switches is stored in the WWN card 
and in the flash memory of the CP cards. The configuration is automatically 
mirrored to the standby CP card, so that the most current configuration remains 
available even if the active CP card fails. You can back up the configuration to a 
workstation by using the configUpload command. You can download the 
configuration to the active CP card by using the configDownload command. For 
information about commands and whether you can enter them through the active or 
standby CP card , see the Brocade Fabric OS Reference. 

Note: You should routinely back up the configuration to ensure that the current 
configuration is available if needed. 

© Copyright IBM Corp. 2002, 2003 
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ltems needed 

You can modify the configuration only through a login session to the active CP card. 
The 2109 Model M12 supports up to two Telnet sessions with administrative 
privileges at the same time. 

The same administrative login account applies to both logical switches. lf the 
password is changed on switch O, it automatically changes on switch 1. 

The 2109 Model M12 configuration includes the following parameters: 

• General system parameters 

You can modified these parameters with the configure command. For more 
information, see the Brocade Fabric OS Reference. 

• WWNs for both logical switches 

You cannot modify the two WWNs. Both of them are preconfigured andare 
usually based on the chassis-serial number. 

• Domain 10 

The default domain 10 for both logical switches is 1. You can modify it by using 
the configure command. 

• One domain 10 for any of the 16-port cards in slots 1 - 4 and one for any of the 
16-port cards in slots 7 - 1 O 

You can modify domain lOs with the configure command. 

• Native IP addresses 

A native IP address, host name, subnetmask, and gateway address for both CP 
card slots. You can modify it by using the ipAddrSet command. 

• Logical IP addresses 

A logical IP address and subnetmask for both logical switches. You can modify it 
by using the ipAddrSet command. 

Note: lf you reset a logical IP address while the switch has active IP traffic, you 
can cause the IP traffic to be interrupted or stopped. IP traffic might 
include Web Tools, Fabric Watch, SNMP, and other applications. 

You will need the following items to configure and connect the 2109 Model M12: 

• A 2109 Model M12 that is powered on and that is not connected to a network or 
fabric 

• A workstation computer with a terminal emulator application, such as 
HyperTerminal 

• The serial cable that is provided with the 2109 Model M12 

• An Ethernet cable 

• SFP transceivers and cables, as required 

• Two IP addresses for the native IP addresses that are assigned to the CP slots, 
with the corresponding native host names, subnetmasks, and gateway 
addresses. The default native IP addresses and host names are as follows: 

- 10.77. 77.7 5 CP0 (the CP card in slot 5 at the time of configuration) 

- 10.77. 77 . 7 4 CP1 (the CP card in slot 6 at the time of configuration) 

• Two IP addresses for the logical IP addresses of the switch, with the 
corresponding subnetmasks. These IP addresses correspond to "switch 0", which 
contains any 16-port cards in slots 1 - 4, and "switch 1 ", which contains any 
16-port cards in slots 7 - 1 O. The default logical IP addresses are as follows: 

- 10.77.77.77 swO 
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• Two sw1tch names, 1f the default sw1tch names are not go1ng to be used. SWnch=<'J"· 

names can be up to 15 characters long. Switch names can include alphabetical, 
numerical, and underscore characters, and must begin with an alphabetical 
character. The default switch name for the logical switches is: 

- sw0 for the switch that contains the 16-port cards in slots 1 - 4 

- swl for the switch that contains the 16-port cards in slots 7 - 1 O 

Configuration procedure 

Note: The following procedure uses various Telnet commands. For information 
about these commands, see the Brocade Fabric OS Reference. 

Perform the following steps to configure the 2109 Model M12: 

1. Verify that the 2109 Model M12 is on. Verify that the POST is complete by 
verifying that ali power LEDs on the 16-port cards and CP cards display a 
steady green light. For a description of the LED patterns, see "lnterpreting LED 
activity" on page 32. 

2. Login to the CP card that is installed in slot 5 by establishing a serial 
connection to a workstation that has a terminal emulator application, such as a 
HyperTerminal in a Microsoft® Windows® 95, Windows 2000, or Windows N~ 
environment, or TERM in a UNIX® environment. 

a. Disable any serial communication programs that are running on the 
workstation , such as synchronization programs for a PDA. 

b. Remove the shipping cap from the terminal serial port on the CP card in 
slot 5 and insert the serial cable. The terminal serial port is the second 
serial port from the top of the CP card. 

c. Connect the other end of the serial cable to a serial port on the 
workstation. lf necessary, you can remove the adapter on the serial cable 
to allow for an RJ-45 serial connection. 

d. Open the terminal emulator application and configure as follows: 

• For a Windows 95, 98, 2000, or NT environment, use the configuration 
parameters shown in Table 2. 

Tab/e 2. Configuration parameters 

Para meter Value 

Bits per second 9600 

Data bits 8 

Parity None 

Stop bits 1 

Flow contrai None 

• In a UNIX environment, type the following command: 

tip /dev/ttyb -9600 

e. When the terminal emulator application stops reporting information, press 
Enter. The following login prompt displays : 

lcP Conso l e Logi n: 

f. Type the logon informatlon . 
I FI ~ No , .. ,. --
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The detault administrative logon is admi n, and the detault password is 
password. 

g. At the prompt, type 0 to log in to switch .0. 

IEnter switch number to login <O or 1>:0 

Note: At the initial login, the user is prompted to type a new admin 
password and a new user password. The same administrative 
account applies to both logical switches. lf the password is changed 
on switch O, it automatically changes on switch 1 . 

h. Change the passwords if desired. Passwords must be a total of 8 - 40 
characters long and should include a combination of numbers, uppercase, 
and lowercase letters. To skip changing the password, press CTRL+C. 

3. Type the following command to determine which CP card is active: 

haShow 

lnformation about the card displays. For example: 

switch:admin> haShow 
Local CP (Slot 5, CPO): Active 
Remate CP (Slot 6, CP1): Standby, Healthy 
HA Enabled, Heartbeat Up, HA State not in sync 

4. Configure the IP addresses for both CP cards. 

Vou can make configuration changes only through a login session with the 
active CP card. However, you can assign IP addresses to either CP card from 
a login session with the active CP card. 

a. lf the CP card in slot 5 is not the active CP card, disconnect the serial 
cable from the CP card, connect it to the CP card in slot 6, and login as 
admi n. 

b. At the prompt, type i pAddrSet 2 for the CP card in slot 5, or type 
i pAddrSet 3 for the active CP card in slot 6. 

c. Type the requested information at the prompts, as the following example 
shows. The default information for the CP card in slot 5 is shown. 

Ethernet IP Address [10.77 .77.75]: 
Ethernet Subnetmask [255.0.0.0]: 
Host Name [CPO]: 
Gateway Address [0.0.0.0]: 

The host name is the native name that is assigned to the CP card . Vou 
must use the same gateway address for both CP cards. These gateway 
addresses are referenced for the logical IP addresses. 

The native IP address of the active CP card is updated immediately. The 
native IP address of the standby CP card is updated at the next restart. 

d. Repeat step 4a - step 4c for the other CP card . 

5. Configure the two logical IP addresses. 

Note: Resetting a logical IP address while the switch has active IP traffic can 
cause the IP traffic to be interrupted or stopped. IP traffic might include 
Web Tools, Fabric Watch, SNMP, and other applications. 
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lf you change the IP address, you can cause a domain address format 
registered state change notification (RSCN) to be issued. 

a. To configure the first logical IP address, type the following commanã1:rNtle 
prompt: / .· · "'''~\J -''\\ 
i pAddrSet O // , l ~ .. ~ \ \ 

b. Type the requested information for this IP address at the ~r;~~~ \) -~ · J 
Et hernet IP Add ress [lO. 77 . 77 . 77]: '(:.· 1 

1 ~'0,/ 
Eth erne t Subnetmask [0 . 0.0.0]: '··· ... .. ,:~ 
Fi bre Channel IP Add ress [nane]: 
Fib re Chan nel Subne t Mask [nane]: 

The logical IP address is updated immediately. 

c. To configure the second logical IP address, type the following command at 
the prompt: 

ipAddrSet 1 

d. Type the requested information for this IP address at the prompts. 

e. At the prompt, type the following command to restart the CP card: 

rebaot 

Note: You can use the terminal serial port to monitor errar messages 
through a serial connection. Do not use the terminal serial port as a 
command line interface during normal operations because it only 
modifies one switch at a time (switch O by default). 

f. lf this port is not used continuously, remove the serial cable. Replace the 
shipping cap to protect the port from dust. 

6. Optional : Connect the active CP card by Ethernet cable to the local area 
network (LAN). 

a. Remove the shipping plug from the Ethernet port on the active CP card. 

b. lnsert one end of an Ethernet cable into the Ethernet port. 

c. Connect the other end to an Ethernet 10/100BASE-T LAN. 

You can now access the switch remotely by using any of the available 
management tools, such as Telnet ar Web Tools. Be sure that the switch is not 
modified from other connections during the rest of this procedure. 

7. Optional: Login to either of the logical switches by Telnet, using the 
administrative logon. The default administrative logon name is admi n, and the 
default password is pa ssword. 

You can now access the switch remotely using Telnet or Web Tools. Be sure 
that the switch is not being modified from any other connections during the 
remaining steps. The 2109 Model M12 supports up to two Telnet sessions with 
administrative privileges at the same time. You can accomplish the remaining 
steps in this procedure with either a serial connection or a Telnet session. 

8. Optional : Customize the switch names for the logical switches, if desired . lf 
possible , use the default switch names. 

Note: Changing the name of the switch causes a domain address format 

RSCN to be issued. fR . nc , '.~~~ ... _ 
a. Type sw 1 tc hName, w1th the new sw1tch name enclos~q C:Jo~ tJAer:quotatlon 

marks. In the following example, "swl O" is the ne1 ! ih nam·e~ '' '- - ~~ 
swit chName "sw l O" ~ 2 O 3 

--Fls. Ní~:....::ty:<-.=--
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b. Record the new switch name for future reference. 

c. To customize the switch name for the other logical switch, perform the 
following steps: 

1) Log out from the CP session. 

2) Connect the serial cable to the other CP card. 

3) Log in as admin. 

4) Repeat step 8a on page 23 and step 8b for the other logical switch. 

9. Optional: Modify the domain IDs, if desired. 

Type f abri cShow to see a list of the current domain lOs. 

Note: The default domain ID for both switches is 1. To preventa domain ID 
conflict, make the domain IDs unique before you connect the switches 
to the fabric. 

a. Type the following command to disable the switch: 

switchDisable 
b. Type the following command: 

configure 

c. Type y at the F abri c parameters prompt: 

F ab r i c pa r amete r s (yes, y , no , n) : [no] y 

d. Type a unique domain ID at the Doma in prompt: 

loomain: (1. . 239) [1] 3 

e. Complete the remaining prompts or press CTRL+D to accept the other 
settings and exit. 

f. Type the following command to re-enable the switch: 

switchEnable 
1 O. Optional: Specify any custom status policies. 

a. To access the status policy, type the following command at the prompt: 

switchStatusPolicySet 

b. Complete the prompts to specify the status policies. To completely 
deactivate the alarm for a particular condition, type 0 at the prompt for that 
condition. 

11 . Add SFPs and cables to the Fibre Channel ports, as required. 

Note: The ports are color-coded to indicate which ones can be used in the 
same trunking groups. Four ports that are marked with black solid ovais 
alternate with four ports that are marked with oval outlines. The ports 
and cables that are used in trunking groups must meet specific 
requirements . For a list of these requirements, see the IBM Tota/Storage 
SAN Switch 2109 Model M12 User's Guide and the Brocade ISL 
Trunking User's Guide. 

a. Position one of the SFPs so that the key is oriented correctly to the port. 
lnsert the SFP into the port until it is firmly seated. Ensure that the latching 
mechanism clicks . 

Note: SFPs are keyed so that you can only insert them with the correct 
orientation . lf an SFP does not slide in easily, ensure that it is 
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correctly oriented. For instructions that are specif~* ~~~t ) 
model, see the documentation of the SFP manufactúrer.~ -~t>~Y 

b. Position a cable so that the key (the ridge on one side of the cable 
connector) aligns with the slot in the SFP. lnsert the cable into the SFP 
until the latching mechanism clicks. 

Note: Cables are keyed so that you can only insert them with the correct 
orientation. lf a cable does not slide in easily, ensure that it is 
correctly oriented. 

c. Repeat step 11 a on page 24 and step 11 b for the remaining ports. 

d. Organize the cables as required. 

Check the 2109 Model M12 for switch and port status. Type the following 
command at the Telnet prompt: 

switchShow 

This command provides detailed information about the switch. 

Check the fabric for ISLs, switch names, or other status. Type the following 
command at the Telnet prompt: 

fabricShow 
This command provides general information about the fabric. 

14. After ali zoning configurations and other changes are complete, back up the 
configuration. Type the following command at the Telnet prompt: 

configUpload 
This command uploads the switch configuration to the server, so that it is 
available for downloading to a replacement switch if necessary. 

Note: You should routinely back up the configuration. 

RJS n° 03/::005 - c;~ -

I
. C~MI • COk lOS 

~ls~ N° 
Chapter 3. Starting and configurin~Jthe 21 oiM* 2 25 

l1 3 6 n O 
f Doe: ; 



c 

c 
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This chapter describes how to operate the 2109 Model M12 andjhcludes th?":\ \ 

following information: \! , '}.,~ \ \ ' 
• Turning on and off the 2109 Model M12 \ ~)iJc .J ' • 
• lnterpreting LED activity : (\ - ·ç, 

I nterpreting POST ' ·, .... , ,. · , , 

• Maintaining the switch · · 

Note: Throughout this chapter, the term switch refers to the 2109 Model M12. 

Turning on and off the 2109 Model M1 2 

Note: To provide power to the switch for the first time, see "Power-on procedure" 
on page 69. 

To turn on the 2109 Model M12, verify that both power cords connect to the ac 
power connectors on the front of the chassis. Flip both green ac power switches to 
"I"· The green ac power switches illuminate when they are on. 

To turn off the 2109 Model M12, fl ip both ac power switches to "0 ": To remove ali 
sources of power from the switch, disconnect both power cords from the power 
source. 

Note: Removing ali power from the switch triggers a system reset. When you 
restare the power, ali devices return to the initial state, and the switch runs a 
POST. 

Attention: After you power on the 2109 Model M12, run it for a minimum of 
1 O minutes before you power off again. 

Switch components 
The 2109 Model M12 includes the following components : 

• 16-port cards 

• CP cards 

• Power supplies 

• ac power input connection 

• ac power switches 

• Blower assemblies 

• WWN card and bezel 

• Cable mariagement tray 

© Copyright IBM Corp. 2002, 2003 
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Attention: Wear an electrostatic discharge (ESD) grounding strap when you work 
with a 16-port card to prevent damage to the electrical components. 

To ensure correct cooling of the chassis and protection from dust, install a filler 
panel in any slots that do not contain a 16-port card. 

Disassembling any part of a 16-port card voids the part warranty and regulatory 
certifications. 

CAUTION: 
No user-serviceable parts are inside the 16-port card. 

Each 16-port card provides 16 auto-sensing Fibre Channel ports that are capable of 
auto-sensing data transmission speeds of 1 Gbps and 2 Gbps. 

You can instai I 16-port cards in any combination of slots 1 - 4 (switch O) and 7 - 1 O 
(switch 1 ), with one exception. lf there are one or more 16-port cards in slots 7 - 1 O, 
there must be at least one 16-port card in slots 1 - 4. 

The ports on each of the 16-port cards are color-coded. The color code indicates 
which ports to use in the same ISL Trunking group. Four ports that are marked with 
black solid ovais alternate with four ports that are marked with oval outlines. 

Note: ISL Trunking is a Fabric OS feature. ISL Trunking enables distribution of 
traffic over the combined bandwidth of up to four ISLs between two directly 
adjacent switches, while preserving in-order delivery. For more information 
about ISL Trunking, see the Brocade /SL Trunking User's Guide. 

The 2109 Model M12 can continue to operate while you replace a 16-port card, but 
you must disconnect any devices that are connected to the 16-port card. To ensure 
correct air circulation inside the switch and protection from dust, you can order filler 
panels for any empty slots. 

Perform the following steps to determine the status of a 16-port card: 

1. Check the LEDs on the 16-port card. See Table 3 on page 33 for information 
about how to interpret the LEDs. 

2. Check the 16-port card status by using the slotShow command. For additional 
information about .this command, see the Broca de Fabric OS Reference. 

Control processor cards 

Attention: Wear an ESD grounding strap when you work with a CP card to 
prevent damage to the electrical components. 

To ensure correct cooling of the chassis and protection from dust, install a filler 
panel in any slots that do not contain a CP card. 

Disassembling any part of a CP card voids the part warranty and regulatory 
certifications . No user-serviceable parts are inside the CP card . 

High availability is provided through redundant CP cards: An active CP card and a 
standby CP card. The active CP card is the one that is actively controlling the 2109 
Model M12 . lf the active CP card failed or is uninstalled , the standby CP card 
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lnf~rmation about both CP cards, i~cluding. which card is active, is avai;~J.? by ' .~ · j .· 
us1ng the haShow command. For 1nformat1on about commands and whethér,yo~-i ... 
can enter them through the active or standby CP card , see the Brocade Fabric OS 
Reference. 

Each CP card provides the following ports: 

• Modem serial port 

The modem serial port has an RS-232 connector that is wired as a data terminal 
equipment (DTE) device. lt is designed to connect to a distributed computing 
environment (DCE) device, such as a modem. 

• Terminal serial port (also known as a console port) 

The terminal serial port has an RS-232 signal subset connector that you can use 
to connect to a PC serial port or dumb terminal. 

• Ethernet port 

The Ethernet port has an RJ-45 connector and is capable of speeds of 10 Mbps 
or 100 Mbps. 

You can connect a separate modem to each modem serial port, and then connect 
to the same or separata telephone lines for redundancy. 

Note: The 2109 Model M12 only detects modems during power on or restart. lf a 
modem is connected to an operating switch, you must restart the 21 09 
Model M12 in order to detect the modem. 

The 2109 Model M12 can continue to operate while a CP card is being replaced. To 
ensure correct air circulation inside the switch and protection from dust, you can 
order filler panels for any empty slots. 

The active CP card controls the following services: 

• System initialization 

• High availability and switch drivers 

• Name server 

• SNMP 

• Fabric OS 

• Extended Fabrics 

• Fabric Watch 

• Remote Switch 

• Web Tools 

• Zoning 

Perform the following steps to determine the status of a CP card: 

1. Check the LEDs on the CP card . See Table 4 on page 37 for information about 
how to interpret the LEDs. 

2. Check the CP card status by using the slotShow and haShow commands. 

For additional information about these commaçrds, ·s-ee he Broeaef, F.abric OS 
Reference. Q · ':., r u.J,2G_,~ « CN • 
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Power supplies 
The 2109 Model M12 uses four power supplies. A minimum of two power supplies 
is required to power a completely loaded chassis. 

The 2109 Model M12 can continue operating while a power supply is being 
replaced if at least one power supply continues operating for every four 16-port 
cards that are installed. You must have a minimum of two power supplies. 

Attention: To protect against ac failure, you must have a minimum of one power 
supply in slot 1 or slot 3 and one in slot 2 or slot 4. lf you instai! only two power 
supplies and you instai! both of them in slots that correspond to the same power 
cable, unplugging a single power cable will power down the entire chassis. 

Attention: Disassembling any part of the power supply voids the part warranty 
and regulatory certifications. 

Attention: Before you replace a power supply, determine whether adequate 
power will be available to keep the chassis operating throughout the replacement. lf 
not, shut down both switches before you continue. lf adequate power is abruptly 
lost, such as through remova! of a power supply, the entire switch is powered down. 
The power off order that is designated by the powerOfflistSet command is not 
followed. 

CAUTION: 
No user-serviceable parts are inside the power supply. 

Perform the following steps to determine the status of a power supply: 

1. Check the LEDs on the power supply. See Table 5 on page 39 for information 
about how to interpret the LEDs. 

2. Check the power supply status by using the psShow command. The power 
supply status displays OK, absent, or faulty. For additional information about the 
psShow command, see the Brocade Fabric OS Reference. 

ac power input connectors and ac power switches (circuit breaker) 
The 2109 Model M12 has two ac power input connectors, each with a green ac 
power switch (circuit breaker). The left power input connector provides power to the 
power supplies in slot 1 and slot 3. The right power input connector provides power 
to the power supplies in slot 2 and slot 4. The power input connectors and their 
associated power supplies are color-coded. 

Attention: Unplugging a single power cable can power down the entire switch , 
depending on which power supply slots contain power supplies. 

Two detachable power cords are provided with the cabinet and are customized for 
the country or region in which it is installed. 

The ac power switches light up green when they are on. 

Blower assemblies 
Three blower assemblies that are located in the back of the chassis cool the 2109 
Model M12. The air enters through the vents in the blower assembly side of the 
chassis. The air exits from the top vent on the port side of the chassis. Each switch 
requires a minimum airflow of 350 cubic feet per minute. 
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The blower assemblies are hot-swappablê if two blower assemblies remay(' · ;,. )j·'\ 
operating. lf you remove more than one blower assembly at the same ti1ei turn ~~- t(\ ·r I 
the 2109 Model M12 to prevent overheating. \ c, \ ;:. Ô 1 ' 
Note: The 2109 Model M12 requires a minimum of two functioning blow~ ; · ~\.\{ 

assemblies during operation. To ensure continuous adequate cooling, "-.:.._R 
maintain three operating blower assemblies at ali times except for the brief 
period when replacing a blower assembly. The 16-port cards automatically 
shut down if the temperatura range is exceeded. 

Attention: Disassembling any part of the blower assembly voids the part warranty 
and regulatory certifications. 

CAUTION: 
No user-serviceable parts are inside the blower assembly. 

Perform the following steps to determine the status of a blower assembly: 

1. Check the LEDs on the blower assembly. 

2. Check the blower assembly status by using the fanShow command. The status 
for each blower assembly displays OK, absent, or faulty. For additional 
information about the fanShow command, see theBrocade Fabric OS 
Reference. 

WWN card and bezel 
The WWN card and bezel are located at the top of the chassis on the blower 
assembly side. The WWN card h as LEDs that you use to monitor the 2109 Model 
M12. The WWN card also stores the following information: 

• The chassis serial number (used when installing software licenses) 

• The two native IP addresses that are assigned to the CP card slots 

• The logical switch names, IP addresses, and WWNs for the two logical switches 

The bezel protects the card and identifies each of the LEDs on the WWN card. 
Together, the WWN card and bezel assembly provides a consolidated view of the 
LEDs for the two CP cards, eight 16-port cards, and four power supplies. lf a slot 
contains a filler pane!, the corresponding LEDs on the WWN card are not 
illuminated. 

Note: There are two types of WWN cards. One type is attached to the chassis by 
screws and the other type is held on by the pressure of the bezel against a 
pad on the card face. 

Attention: Although the information that is stored in the WWN card is also stored 
in the flash memory of the CP cards, do not restart the switch while the WWN card 
is uninstalled. Restarting the switch can cause the switch to start incorrectly. 

Attention: Wear an ESD grounding strap when you work with the WWN card to 
prevent damage to the electrical components. 

Cable management items 
Two items are provided to assist with cable management: 

• Cable management tray 
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The cable management tray is attached to the bottom of the chassis. You can 
use it to route the power cables and other cables down below the chassis or out 
the sides of the chassis. 

• Cable guides 

A set of 16 cable guides is provided with the cabinet. You can use the guides to 
organize the port cables into logical groups, such as according to port quads 
(sets of four neighboring ports) . The cable guides are free-floating and do not 
attach to the chassis. The cable guides keep the cables evenly spaced and hold 
them away from the 16-port cards. This makes card replacement easier and 
prevents the cables from bending to less than the minimum bend radius. 

Attention: Do not route the cables in front of the air exhaust vent, which is 
located at the top of the port side of the chassis. 

The minimum bend radius for a 50-micron cable is 3.05 em (2 in.) under full 
tensile load, and 3.048 em (1.2 in.) with no tensile load. 

Do not use tie wraps for optical cables because they are easily overtightened. 

lnterpreting LED activity 
You can determine system activity and status by monitoring the activity of the LEDs 
on the switch. 

There are four possible LED states: 

• No light 

• Steady light in one of the following colors: 

- Green 

- Amber 

- Yellow (displays when both green and amber LED elements are lit) 

• Slow-flashing light (green, amber, or yellow) 

• Fast-flashing light (green, amber, or yellow) 

The LEDs can flash green, yellow, or amber while the switch is starting or while a 
POST or other diagnostic tests are running. This is normal. lt does not indicate a 
problem unless the LEDs do not indicate that ali components are operational after 
the switch is started, after a POST, or after any diagnostic tests are complete. 

See the errar log for any errors. For information about the errar log, see the 
Brocade Diagnostic and System Errar Message Reference. 

LEDs on the 16-port card 
The following LEDs are on the 16-port card : 

• Power LED 

• Status LED 

• Port status LED for each port 

• Port speed LED for each port 

Note: The LED patterns can temporarily change during a POST and other 
diagnostic tests. 

Figure 26 on page 33 shows the location of the LEDs on the 16-port card. 
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Figure 26. 16-port card LEDs 

l Direction to Push 
Yellow Ejector Button 

Port (16x) 

l Direction to Push 
Yellow Ejector Button 
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Table 3 describes the 16-port card LED patterns. lt lists the name, location, and 
possible colors of each LED. lt also lists the status of the switch that is associated 
with each LED colar and the action that you can take in response to that status. 

Table 3. 16-port card LED patterns 

Name of LED Location of LED Color of LED 

Power Uppermost LED No light (LED is off) 

Steady green 

Status of hardware Action 

The 16-port card does Ensure that the card is 
not have incoming firmly seated and has 
power. power. 

The 16-port card has No action is required . 
incoming power. 
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Table 3. 16-port card LED patterns (continued) 

Name of LED Location of LED Color of LED Status of hardware Action 

Status Below the Power No light (LED is off) The 16-port card is Verify that lhe Power LED 
LED either healthy or does is lit. 

not have power . 

. · (; ·· ·j·~ Steady yellow The 16-port card is Ensure that lhe card is 

-~~>,'- \ 
faulty. firmly seated and check lhe 

status with the slotShow 

~~~ I command. lf the LED still ~· ~ 
\ "-.._' ' ' 

i 
displays yellow, contact 

@ IBM . 
. Cp\..· 

Slow-flashing yellow (on The 16-port card is not Pull the card out and reseat -.____, .. - . ·' 
2 seconds; off 2 seated correctly, or is it. lf lhe LED continues to 
seconds) faulty. flash, replace the card. 

Fast-flashing yellow (on The environmental Check for out-of-bounds 
1/2 second; off 1/2 range is exceeded. environmental condition. 
second) 

Port Speed Uppermost of the No light (LED is off) The port is either set to Verify that the Power LED 
two LEDs to lhe 1 Gbps mode, or does is lit. To change the mode, 
left of each port not have incoming see lhe Brocade Fabric OS 

power. Procedures Guide. 

Steady green The port is set to 2 No action is required. 
Gbps mode. 
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Table 3. 16-port card LED patterns (continued) 

Name of LED Location of LED Color of LED Status of hardware Action 

Port Status and To the left of No light (LED is off) . Either the 16-port Verify t.hat the ~~ED 
Activity each port, below card does not have is litfed check 

1 
\ 

the Port Speed incoming power or tmn(";ve~~~ LED there is no light or 
í ~ ,f\ 1 signal carrier \ . ' ' . . " 

detected. ' ,· ' . Polling is in "'"'·· . . ,.,_ ~-

... 
progress. . The connected 
device is configured 
in an offline state. 

Steady green The port is online No action is required. 
(connected to an 
externai device) but 
has no traffic. 

Slow-flashing green (on The port is online but Verify that the correct 
1 second; off 1 second) segmented, indicating device is connected to the 

a loopback plug or port. 
cable, or an 
incompatible switch . 

Fast-flashing green (on The port is in internai No action is required. 
1/4 second; off 1/4 loopback (diagnostic). 
second) 

Flickering green The port is online, with No action is required. 
traffic flowing through 
the port. 

Steady yellow The port is receiving No action is required. 
light or signal carrier, 
but is not yet online. 

Slow-flashing yellow The port is disabled Reset the port from the 
(from diagnostic tests workstation. 
or the portDisable 
command). 

Fast-flashing yellow (on The SFP or the port is Change the SFP or reset 
1/2 second; off 1/2 faulty. the switch from workstation c second) 

Alternating green and The port is bypassed. Reset the port from the 
yellow workstation. 

LEDs on the CP card 
The following LEDs are on the CP card: 

• Power LED 

• Status LED 

• Link status and activity LED 

• Link speed LED 

Note: The LED patterns can temporarily change during a POST and other 

diagnostic tests . 

1
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Figure 27 shows the location of the LEDs on the CP card. 

Link Speed LED 
10/100 Mb/s 

Figure 27_ CP card LEDs 

l Direction to Push 
Yellow Ejector Button 

RS-232 Modem Port 

10101 Console Port 

Ethernet Port 

l Direction to Push 
Yellow Ejector Button 
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p~ssible colors of each LED .. lt also lists the statu~ of the switch that is soçiate~->. 

·' ..... -~ ;.-.,:;::-..__ 
Table 4 describes the CP card LED patterns. lt lists the name, location, ~n ""''"(::_ " .• \J ./'-'·-,_ 

w1th each LED colo r and act1on that you can take 1n response to that st tJs.. ~ ~ vj ~·. i \ :~ ' 

Table 4. CP card LED patterns \ c .Í\ ~-· 
r-7----~~~--~--~--~~--~--~~~-------.~----~---------.--~------~----~~. ) 
Name of LED Location of LED Color of LED Status of hardware Action "· ~ . ' ~ ',. 

Power Uppermost LED No light (LED is off) The CP card does not Ensure that the CP card{)s / . 

Status 

Link status and 
activity (labeled 
"Link" on lhe CP 
card) 

Link speed 
(labeled "1 0/1 00 
Mb/s" on the CP 
card} 

Steady green 

Below the Power No light (LED is off) 
LED 

Steady yellow 

have incoming power. firmly seated and has 
power. 

The CP card has 
incoming power. 

The CP card is either 
healthy or does not 
have incoming power. 

No action is required. 

Verify that the Power LED 
is lit. 

The CP card is faulty. Ensure that the CP card is 
firmly seated. lf the LED 
still displays yellow, contact 
IBM. 

Slow-flashing yellow (on The CP card is not Pull the CP card out and 
reseat it. lf the LED 
continues to flash, replace 
lhe CP card. 

2 seconds; off 2 seated correctly, or is 
seconds) faulty. 

Fast-flashing yellow (on 
1/2 second; off 1/2 
second) 

Uppermost of the No light (LED is off) 
two LEDs below 
and to the left of 
lhe Ethernet port 

To lhe left of the 
Ethernet port, 
below lhe Link 
status and 
activity LED 

Flickering green and 
yellow 

No light (LED is off) 

Steady green 

The environmental 
range is exceeded. 

Check for out-of-bounds 
environmental condition . 

Either the CP card 
does not have 
incoming power or no 
link is detected. 

Ensure that the CP card 
has power. Verify that the 
Ethernet cable is firmly 
seated and lhe device at 
the other end of the link is 
functioning. 

The link is healthy, with No action is required. 
traffic flowing through 
the port. 

Either the link speed is Ensure that the CP card 
1 O Mbps or lhe CP h as power. 
card does not have 
incoming power. 

The link speed is 100 No action is required. 
Mbps. 
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LEDs on the power supply 
The following LEDs are on each power supply: 

• Power LED 

• Predictive Failure LED 

• Fail LED 

lf only one ac power switch is turned on, the fail LED on each of the two power 
supplies without power lights up. 

Note: The LED patterns can temporarily change during a POST and other 
diagnostic tests. 

Figure 28 shows the location of the LEDs on the power supply. 

Locking 
Tab 

Handle --t+i~ 

PowerLED ~~~;=~=;~~~~ 

Fail LED 

SJ000639 

Figure 28. Power supply LEDs 

Table 5 on page 39 describes the power supply LED patterns. lt lists the name, 
location, and possible colors of each LED. lt also lists the status of the switch that 
is associated with each LED color and action that you can take in response to that 
status. 
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Table 5. Power supply LED patterns 

Name of LED Location of LED Color of LED 

Power Uppermost LED No light (LED is off) 

Steady green 

Predictive Failure Below the Power No light (LED is off) 
LED 

Flashing amber 

Fail Below the No light (LED is off) 
Predictive Failure 
LED 

Steady amber 

Flashing amber 

c 

Status of hardware 

~doe' 
mcom ·. 

( 0J ' ~, ,·Q..( ; \ ( ~~ ~ ' . 

~ 'f!l ~?)~-' 
L / 

The power supply has 
incoming power and is 
providing power to the 
switch. 

The power supply is 
either healthy or does 
not have incoming 
power. 

The power supply is 
about to fail because 
there is a failing fan 
inside the power 
supply. 

The power supply is 
either healthy or does 
not have incoming 
power. 

Either the switch has 
power but this power 
supply does not (ac 
switch might be off), or 
lhe power supply has 
failed. 

The power supply is 
unable to supply 
power. 

Action 

Ensure the following : 
. The power supply is 

firmly seated. 
. The switch has incoming 

power. . 8oth power cables are 
connected. . The ac power switches 
are on. 

No action is required. 

Check the Power LED. 

Replace lhe power supply. 

Check the Power LED. 

Ensure that the correct ac 
power switch is on and the 
power supply is seated. lf 
the LED still displays, 
replace lhe power supply. 

Verify that the incoming 
power meets the 
requirements listed in 
"Power specifications" on 
page 103. 
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LEDs on the blower assembly 
The following LEDs are on each blower assembly: 

• PowerLED 

• Fault LED 

Figure 29 shows the location of the LEDs on the blower assembly. 

Power 
LED 

Figure 29. 8/ower assembly LEDs 

Fault 
LED 

Handle 

Thumbscrew 
(2x) 

SJ000640 

Table 6 describes the blower assembly LED patterns. lt lists the name, location, and 
possible colors of each LED. lt also lists the status of the switch that is associated 
with each LED color and action that you can take in response to that status. 

Table 6. 8/ower assembly LED patterns 

Name of LED Location of LED Color of LED Status of hardware Action 

Power Above and to the No light (LED is off) The blower assembly Ensure that the blower 
left of the blower does not have assembly is firmly seated 
assembly handle incoming power. and has power. 

Steady green The blower assembly No action is required. 
has incoming power. 
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Table 6. 8/ower assembly LED patterns (continued} 
\ 
\ 

Name of LED Location of LED Color of LED Status of hardware Action 

Fault Above and to lhe No light (LED is off) The blower assembly Ensure that the blower 
right of the blower 
assembly handle 

is either healthy or assembly has incoming 
does not have power. 

Steady amber 

Slow-flashing amber 
(on 2 seconds; off 2 
seconds) 

incoming power. 

The blower assembly 
has tully or partly 
failed . 

The blower assembly 
is not seated correctly 
or is faulty. 

Fast-flashing amber The environmental 
( on 1/2 second; off 1/2 range is exceeded. 
second) 

Replace the blower 
assembly. 

Pull out the blower 
assembly and reseat it. lf 
the LED continues to flash, 
replace the blower 
assembly. 

Check for an out-of-bounds 
environmental condition, 
resolve any problems, then 
reseat unit. lf the LED 
continues to flash, replace 
the unit. 

LEDs on the WWN card and bezel 
The WWN card and bezel are located at the top of the chassis on the blower 
assembly side. The bezel covers the WWN card, allowing the LEDs to shine 
through. The WWN card and bezel provides a consolidated LED view of: 

• The incoming power to and status of the 16-port cards in slots 1 - 4 and 7 - 1 O 

• The incoming power to and status of the CP cards in slots 5 and 6 

• The incoming power to the four power supplies 

lf a slot has a filler panel in place of a 16-port card, a CP card, or a power supply, 
the LEDs for that slot on the WWN card and bezel do not light up. 

lf a Status or Fail LED on the power supply flashes, the Power LED on the WWN 
card also flashes for increased visibility. 

Note: The LED patterns can temporarily change during a POST and other 
diagnostic tests. 

Figure 30 on page 42 shows the location of the LEDs on the WWN card and bezel. 
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16-Port Cards 
(Siots 1-4 and 7-10) 

CP Cards (Siots 5 and 6) 

PowerLED(UpperLED) 
Status LED (Lower LED) 

Figure 30. LEDs on the WWN card and bezel 

lnterpreting POST 

Power Supplies 

Power LED Left LED) 
Status LED Right LED) 

The 21 09 Model M 12 performs a POST by default each time the chassis is 
powered on (cold start) or started. Vou can restart the 2109 Model M12 with the 
switchReboot, reboot, or fastboot commands. The fastboot command restarts 
the switches without running a POST. A CP card failover event results in a restart 
for the affected CP card. 

POST includes a number of diagnostic tests. Vou can monitor the test results 
through LED activity, the error log, or the command line interface. POST requires a 
minimum of 3 minutes to complete (the time varies and depends on the devices 
that are connected to the 2109 Model M 12). 

POST includes the following steps: 

1. Running preliminary POST diagnostics 

2. lnitializing the operating system 

3. lnitializing the hardware 

4. Running diagnostic tests on a number of functions, including: 

• Internai connections and circuitry 

• Port function 

• Ability to send and receive trames 

• Ali aspects of memory, parity, and statistics counters 

• Correct serialization 

The following switch initialization steps are performed whether or nota POST runs: 

1. Configures the universal port. 

2. lnitializes the links. 

3. Analyzes the fabric . lf any ports connect to other fabric elements (switches) , the 
switch participates in a fabric configuration. 

4. Obtains a domain ID and assigns port addresses. 

5. Constructs unicast routing tables . 

6. Enables normal port operation. 
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Perform the following steps to verify that a POST completes without e~oq;.: 
1. Verify that ali LEDs return to a normal state after a POST complete~lf one ' or · 

more LEDs do not return to a normal state, and this is not due to the S"witç~ .. ... 
being set to beacon, see "lnterpreting LED activity" on page 32. Run the 
slotShow command to check the status of the slots. 

2. Verify that the switch prompt displays when a POST completes. lf it does not 
display, a POST did not successfuliy complete. Contact IBM for support. 

3. Review the system log. Any errors that are detected during a POST are written 
to the system log. You can view this error log by running the errShow 
command. 

For information about error messages or how to seta switch to beacon, see the 
Brocade Oiagnostic and System Errar Message Reference and the Brocade Fabric 
OS Reference. 

Maintaining the switch 
The 2109 Model M12 does not require any regular physical maintenance. lt is 
designed to minimize the chance of failure by using diagnostic tests and field 
replaceable units (FRUs). 

Diagnostic tests 
Diagnostic tests are provided to help you to identify problems in the hardware and 
the firmware. The diagnostic tests include tests of internai connections and circuitry, 
SFPs, and fiber-optic cables in use. You can run the tests either by using Telnet or 
through a terminal that is set up for a serial connection to the switch. Some tests 
require that externai cables connect the ports to each other. This aliows diagnostics 
to verify the serializer or deserializer interface and to test the attached SFP and 
cable. 

Ali diagnostic tests run at link speeds of 1 Gbps and 2 Gbps. For information about 
diagnostic tests and how to run them, see the Brocade Fabric OS Reference. 

Note: The diagnostic tests temporarily lock the transmit and receive speed of the 
links to a specific speed. 

Field replaceable units 
You can replace the 16-port cards, CP cards, power supplies, and blower 
assemblies in the field without special tools. In most cases , the switch can continue 
to operate while you replace a field replaceable unit (FRU) . See Chapter 7, 
"Servicing the 2109 Model C36 with Model M12", on page 69 for the detailed 
procedures for how to replace these FRUs and other components. 

You can configure Fabric Watch alarms for each FRU. For information about Fabric 
Watch alarms, see the Brocade Fabric Watch User's Guide. 

You can determine the status of the individual FRU by visualiy checking the LEDs 
on the hardware components (see "lnterpreting LED activity" on page 32) or by 
using Telnet commands. For information about Telnet commands, see the Brocade 
Fabric OS Reference. 
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Environmental status and maintenance commands 
Vou can also view environmental information and switch status by using Telnet 
commands. See the Brocade Fabric OS Reference for a complete description of 
these commands. 
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Chapter 5. lnstalling modems 

Each CP card in the 2109 Model M12 contains a modem serial port that allows you 
to connect to a Hayes-compatible modem. The modem serial port is wired as a 
standard DTE port. You do not need any additional software on the 2109 Model 
M12 to use the modems. 

The modem serial port has the same command, login capabilities, and operational 
behavior as the terminal serial port. However, asynchronous informational 
messages and other unsolicited text are not sent to the modem ports. 

Connecting a separate modem to each CP card and then connecting both modems 
to a shared telephone line ensures the high availability of the modem connection. 
This ensures that one telephone line is used to access the active CP card when a 
failover occurs. You must log in again if a failover occurs. lf both CP cards connect 
to a shared telephone line, callers automatically dial into the active CP card. The 
active CP card answers on the first ring. lf the active CP card cannot answer for 
any reason , the standby CP card answers on the seventh ring and allows a login to 
proceed. 

Note: The 2109 Model M12 detects modems only during power-on, restart, or a CP 
card failover sequence. 

After you connect the modems, you can use a Telco system to dial-in to the 
modems and verify that they answer and dialogue as expected. lf a dial-out modem 
facility is not available, you can use a terminal emulation program on a computer 
workstation (or laptop) that has an attached modem. See "Setting up a remote 
modem system (optional)" on page 46 for instructions on how to set up a remate 
modem for testing purposes. For security reasons, the modem session is 
automatically disconnected if the modem cable is detached while a session is 
active. 

Figure 31 on page 46 shows two modems that are connected to a 2109 Model M12. 

© Copyright IBM Corp. 2002, 2003 
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Modem (2 shown) 

DB-25M to DB-9F -------• 
Modem Cable (1 per CP Card) 

Modem Port 
on CP Card 
(1 per CP Card) 

Terminal Port 
on CP Card 
(1 per CP Card) 

Note: Modem power connections not shown 

SJ000669 

Figure 31 . 2109 Model M12 with two modems connected 

Setting up a remote rnodem system (optional) 

Note: You should set up the modems before you power on the 2109 Model M12 
and connect it to the fabric . 

This section provides information about how to set up a remate modem for testing 
the 2109 Model M12 modems. 

Perform the following steps to set up the optional remate modem system: 

1. Connect the remate modem to a computer workstation that has a terminal 
emulator application such as HyperTerminal on Windows 95, 98, 2000, ME or 
NT, or TERM in a UNIX environment . 

2. Disable any serial communication programs that are running on the workstation, 
such as synchronization programs for a personal digital assistant (PDA) . 
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3. Start the terminal emulator application and if needed, configure as follmh: \. ) ~· \ 

• Ente r t~e parameters. in Table 7 for Windows 95, 98, 2000, ME, or Nl\f 0~ \ _~ 
TERM 1n a UNIX enwonment. ·. · . \ "' 

.. ·-.. . :""~"' 

Tab/e 7. Modem parameters for Windows 95, 98, 2000, ME, or NT, or TERM in a UNIX · 
environment 

Para meter Value 

Port speed (bits per second) 115200. This value usually defaults to the 
highest speed that the modem supports and 
then possibly negotiates for a slower speed. 

Data protocol Standard EC 

Compression Enabled 

Flow contrai Hardware 

Databits 8 

Parity Nane 

Stop bits 1 

Modulation Standard 

• For most UNIX systems, at the prompt, type: 

tip /dev/ttyb -9600 
4. Follow the instructions from the modem manufacturer for setting up and 

verifying the modem operation. 

lnstalling the modems on the 2109 Model M12 

Note: Vou should set up the modems before you power on the 2109 Model M12 
and connect it to the fabric. 

The 2109 Model M12 detects modems only during power on, restart, or CP card 
failover. Set up the modems before you connect the 2109 Model M12 to the fabric. 

Vou need the following items to set up two modems to work with the 2109 Model 
M12: 

• Two Hayes-compatible modems, such as the Zoem/Modem V.92 EXT Model 
3049 

• Two standard modem cables, DB25 (male) to DB9 (female) 

• One RJ-11 V adapter for standard Telco wiring or equivalent circuitry (a total of 
three connections) 

• One analog telephone line 

CAUTION: 
For normal installation, the 2109 Model M12 and attached modems are 
powered off before cabling them. The modems are automatically detected 
during a power-on sequence. 

Perform the following steps to install the modems: 

1. Verify that the power to the 21 09 Model M 12 is off. 

2. Set up the two modem units and the required power connections . Do not turn 
on the power to the modems until ali cables are attached. 
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3. Connect the modem cables to the modems and to the 2109 Model M12 modem 
ports. See Figure 31 on page 46. 

4. Connect the telephone line inputs on the modems to the RJ-11 Y adapter. This 
etfectively places both modems on a single telephone line. 

5. Optional: Connect a telephone handset to one ot the telephone connections on 
the modem. See Figure 31 on page 46. 

6. Connect the RJ-11 Y adapter to an appropriate analog telephone line. 

Note: Write down the dial-in number. Vou will use this number !ater. 

7. Turn on the power to the modems. Verify that the modem-ready (MR) indicators 
light on both modems. 

8. Power on the 2109 Model M12, or restart it if you did not power off during the 
previous steps. Performing this step allows the 2109 Model M12 to recognize 
the modems. 

Verifying modem installation 
Perform the tollowing steps to verify that the modems are installed correctly: 

1. Verify that both modem cables are connected at the modem and the CP card. 

2. Turn on the power to the modems if not already on. 

3. Turn on the power to the 2109 Model M12 if not already on. 

4. Verify that both modems are ready by checking the following LEDs: 

• Clear to send (CS) 

• Terminal ready (TR) 

• Modem ready (MR) 

lf the LEDs do not light, ensure that the modems are connected to a power 
source and have the power turned on. Also recheck the modem cable 
connections on the modem and the modem port of the 2109 Model M12. 

5. Wait until a POST completes on the 2109 Model M12 (a minimum of 3 
minutes). 

6. Using a remate client dialing facility (as described in "Setting up a remate 
modem system (optional)" on page 46), dia! in to the customer telephone 
number for the 2109 Model M12. 

7. Observe the modem LEDs. The ring indicator (RI) LED should flash briefly as 
the telephone rings. lf the RI LED does not flash on both modems, recheck the 
incoming telephone !ines to the modems. 

8. After one ring , the off hook (OH) LED on the modem that is associated with 
the active CP card (usually in slot 5) should light. A login prompt displays to 
the remate client. Login normally. 

Note: lf the OH LED on the standby CP card (usually in slot 6) lights after 
seven rings , recheck the active modem cable connections of the CP. 

9. Disconnect the modem session of the active CP card that is using the remate 
client software. 

1 O. Remove the Telco connector from the active CP card modem. Leave the Telco 
line of the standby CP card connected to the RJ-11 Yadapter. See Figure 31 
on page 46. 

11 . Using the remate client dialing facility, dial in to the customer telephone 
number for the 2109 Model M12. 
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12. 

13. 

14. 

Observe the modem LEDs carefully. The RI LED should now flash only on the 
modem that is connected to the standby CP card. 

After seven rings, the OH LED on the modem that is associated with the 
standby CP card should light. A login prompt displays to the remote client:-.1\. 
message .confir.ms that t~e standby CP car? is being logged into/Login . i~-.\ 
normally, 1f des1red, or d1sconnect the sess1on. l , ·-...,\[) '\ 

Restare the Telco connector to the active CP card modem. ( ' 1 '~ '\ -' ; \ ·, 

The 2109 Model M12 modems are now ready to use. \,~,.7:/ Notes: 

1. Experienced users can use the haFailover command to further evaluate the 
attached modems. lt is important to wait approximately 5 minutes after a failover 
(or restart) to allow the system to correctly set up the modems. 

2. For security reasons, the modem session is disconnected if the modem cable is 
detached while a session is active. 

Chapter 5 
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Chapter 6. lnstalling and removing an additional 2109 
M12 

---~ 
?''\, 

This chapter describes how to install and remove an additional 2109 r/c>del M12 \ \"\ 
from a Model C36 cabinet. { í 

lnstallation considerations and safety guidelines \,., v~~ .. i 
' " ·,,,_ . ~· . 

~---.··-

DANGER 

A fully populated 2109 Model M12 weighs approximately 115 kg (250 lbs) 
and requires a minimum of two people and a lift tool to install it. Before 
you install it, verify that the additional weight of the chassis does not 
exceed the cabinet's weight limit or unbalance the cabinet. When you 
calculate the additional weight, include the cards or power supplies that 
partially extend out of the chassis. 

Attention: To ensure adequate cooling, install the chassis with the port side 
facing the aisle where exhaust air is released (usually called the service aisle). This 
prevents the fans from pulling in heated exhaust air. 

Before you install an additional 2109 Model M12 into the cabinet, perform the 
following tasks: 

• Ensure that a space that is 14U high, 74 em (29 in.) deep, and 48 em (19 in.) 
wide is available in the cabinet. 

• Ensure that there is a minimum distance of 71.75 em (28.25 in.) between the 
front and back rails of the cabinet. 

• Verify that the additional weight of the chassis does not exceed the weight limit of 
the cabinet. 

• Ensure that ali equipment that is installed in the cabinet is grounded through a 
reliable branch circuit connection . Do not rely on a secondary connection to a 
branch circuit, such as a power strip. 

• Plan for managing the cables before you install the chassis. You can manage the 
cables in a variety of ways, such as: 

- Routing the cables below the chassis 

- Routing the cables to either side of the chassis 

- Routing the cables through the cable channels on the sides of the cabinet 

- Using the patch panels 

• Ensure that the power directors have two dedicated electrical branch circuits with 
the following characteristics available for use: 

- 200 - 240 V ac, 30 amps 

- 50-60Hz 

• Ensure that the two dedicated electrical branch circuits are protected with a 
circuit breaker that is in accordance with the local electrical codes. 

© Copyright IBM Corp. 2002, 2003 
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• Ensure that the 2109 Model M12 has access to a minimum airflow of 350 cubic 
feet per minute. 

• Ensure that the air temperature that is measured at the blower inlet does not 
exceed 40°C (1 04°F ) during operation. 

Ordering the lift tool 
The ordering procedures are different for the lift tool and depend on your location. 
You should direct questions about these procedures to your regional specialist. 

Note: The bridge tool (PN 18P5855), which is required for installation, is shipped 
with a new ora replacement 2109 Model M12. The bridge tool, when 
installed, serves as a temporary ramp between the lift tool and the 2109 
Model M12 rails that are installed in a Model C36 cabinet. You do not need 
to return the bridge tool when you are done with it. 

World trade locations 
The following ordering procedures are for world trade locations: 

• Order the lift tool by using the parts arder system, like any other part. 

• Use the following part numbers when you order: 

- Lift tool: PN 09P2481 

- 24-inch load plate: PN 11 P4369 

• You do not record parts usage. 

• Return the lift tool and the 24-inch load plate to the parts center after you 
complete the installation or removal of the 2109 Model M12. 

United States locations 
In the United States, call UPS Logistics at 800-528-6046 to order the lift tool and 
the 24-inch load plate. 

Note: For the SSR branch and territory, the United States cannot order the lift tool 
or 24-inch load plate through the parts order system. UPS Logistics are used 
to ship and return the lift tool and 24-inch load plate. 

Use the following part numbers when you arder: 

• Lift tool : PN 09P2481 

• 24-inch load pia te: PN 11 P4369 

Note: When you arder the lift tool, you will receive an 18-inch load plate. Do not 
use the 18-inch load plate. You must arder and use a 24-inch load plate 
when you install the 2109 Model M12. 

You must provide the following information when you arder the lift tool. This 
information is necessary to ensure that the lift tool is delivered when you need it. 
Failure to provide this information might delay the completion of the order request 
and the shipping request. lt might also result in a time and date to return the tool 
that is different from what you need. 

• Phone number and customer contact 

• Account code: 98577 

• Time and date of delivery 

• Accurate destination address with zip code 

• Time and date of return pickup 
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You must return the lift tool at the time that was scheduled with UPS Lo~ics . lf ' ' .'r .. / 
you need to change the scheduled return time or date, contact UPS Logistf~~··· 

You are responsible for ensuring that ali of the paperwork and components are 
packed and restored in the arbocrate (shipping container) of the lift tool. Ensure that 
the tool is functioning properly before you release the tool to UPS Logistics for 
return . You are accountable for the tool until UPS Logistics picks up the lift tool for 
return delivery to their parts storage facility. 

Contact your branch office tools coordinator or your region specialist if you have 
any questions or concerns. 

2109 Model M12 standard shipment 
A 2109 Model M12 is shipped with the following items: 

• The 2109 Model M12, which includes: 

- Four to eight 16-port cards (customer-specified configuration) 

- Two CP cards 

- Four power supplies 

- Three blower assemblies 

• One accessory kit that contains the following items: 

- IBM Tota/Storage SAN Cabinet 2109 Mode/ C36 with Model M12 lnstallation 
and Service Guide 

- 2109 Model M12 documentation CD-ROM 

- ESD grounding strap 

- One 3.05 m (10ft) RS-232 serial cable with an RJ-45 style adapter on the 
end of the cable 

- The 14U chassis mount kit with installation instructions 

- Bridge tool: PN 18P5855 

Note: You can order SFP transceivers separately from IBM. The 2109 Model 
M12 supports both SWL and LWL transceivers. 

Unpacking the 2109 Model M12 
Perform the following steps to unpack the 2109 Model M12. 

Note: This procedure requires a 1/2-in. socket wrench to remove the pallet bolts. 

1. Remove the upper portion of the packing crate while the switch is still in the 
shipping area to reduce clutter at the installation site. 

a. Open the latches that hold the top of the crate to the pallet. To open a latch, 
pull the handle out, turn it to the left, then slide the latch open. 

b. Lift the top of the crate off the pallet. 

c. Leave the toam on top of the chassis to hold the kits in place during 
transportation to the installation area. 

d. Do not move the chassis off the pallet until the door is removed. 

2. Open the shipping c~ate by pulling the handle of the latcp (~ga, tu.~ - 1 
counterclockw1se. Sllde the latch open. CP •

11
1 _u"' · 5- CN -

3. Remove the packing toam, antistatic plastic, 14U chas,,sis mour:1t k~?~~IOS 
accessory kit. F/_ • No 13 O 8 
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4. Unscrew the four bolts that hold the 2109 Model M12 to the pallet. See 
Figure 32. Remove the brackets. 

Figure 32. 2109 Model M12 on a pallet 

Attention: Remove the chassis doar before you move the chassis. 

5. Remove the chassis doar from the chassis. 

a. Open the doar 90°. 

b. Support the doar to prevent it from falling . Pull the doar away from the 
chassis. 

c. Push the spring-loaded lever on the upper hinge up and into the notch in the 
hinge. See Figure 33 on page 55. 

d. Push the spring-loaded lever on the lower hinge down and into the notch in 
the hinge. Pull the doar out, towards you. 

e. Pull the doar away from the chassis . 
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Upper Door Hinge 
with Lever in Notch 

Upper Door Hinge with Lever 
Out of Notch (Pin Released) 

Figure 33. Removing the chassis doar 

Chassis Portion of Hinge 
SJ 000661 

O lnstalling the 2109 Model M12 in the cabinet 

o 

Time required 

Tools required 

This section describes how to install the 2109 Model M12 in the Model C36 cabinet. 
These procedures use parts that are included in the 14U chassis mount kit. See 
Table 23 on page 115 for a list of these parts. 

Allow approximately 2.5 hours to complete this procedure. This includes unpacking, 
assembling, and repacking the lift tool. 

Note: Assembly instructions for the lift tool are in the shipping container. 

You will require the following items to install the 2109 Model M12 in the cabinet: 

• #2 Phillips screwdriver 

• Lift tool 

lnstalling the brackets 
Perform the following steps to install the brackets: 

1. Loosen the adjusting screws on the left and right mount shelf brackets to allow 
fo• adjustment to the cabinet depth. 

2. Attach the left and right mount shelf brackets to the rails in the cabinet. 
Standard ElA rail spacing of holes is sets of three, separated by 5/8 in., 5/8 in., 
and 1/2 in. See Figure 34 on page 56. 
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Distances 
Between 

o 

o 

Holes: o 
. __ @+----Ciip 

5/8 1nch -::: 
:::.i) 

5/8 inch -::: -- <>·'~----- Top Screw in 
1/2 inch -::: ::_ <> Shelf Bracket 
5/8 inch -::: - - -

-- <>~--- Bottom Screw in 
5/8 inch -::~ - - Shelf Bracket 
1/2 inch -::~ -_-_-_u 

-- - ~ 

5/8 inch -::: - - -
-:.::.'0 

5/8 inch -::: 
r-li~Refl-=-f-_-=t> __ "'"::2. ~"!:':::::= 

-:.-_ -_ "() 

5/8 inch -::: 
1U _-_ -_ -D 

5/8 inch -::: 
-- -.o 

Bottom of 
Shelf Bracket 
Uust below Hole 1) 
Note: 
Hole 1 must be the top 
hole o f the two holes that 
are spaced 1/2 inch apart. 

Hole 9 

Hole 8 

Hole 7 
Hole 6 

Hole 5 

Hole 4 
Hole 3 

Hole 2 

Hole 1 

Figure 34. P/acement of the she!f brackets and c/ip nuts on the cabinet raíls 
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Note: lf you are installing a 2109 Model M12 into the bottom of the rack, go to 
step 2a for the location of the rail. lf you are installing a 2109 Model M12 
into the top of the rack, go to step 2b for the location of the rail. 

a. Locate the screws in the middle of ElA unit 5 and the bottom of ElA unit 6 
for the back of the cabinet. Locate the screws in the middle of ElA unit 4, 
the bottom of ElA unit 5, the middle of ElA unit 5, and the bottom of ElA unit 
6 for the front of the cabinet. 

b. Locate the screws in the middle of ElA unit 22 and the bottom of ElA unit 23 
for the back of the cabinet. Locate the screws in the middle of ElA unit 21 , 
the bottom of ElA unit 22, the middle of ElA unit 23, and the bottom of ElA 
unit 23 for the front of the cabinet. 

c. You can route the cables down through the cable management tray or 
through the holes in the sides of the chassis. lf you route the cables down 
through the cable management tray, allow adequate space below the 
chassis for cable management. 

Orient the left and right mount shelf brackets with the notched portion toward 
the service aisle. Attach the shelf brackets to the cabinet rails , by using six 
1/4-20 x 1 /2-in. Phillips panhead screws with lock washers per bracket. Tighten 
the screws. See Figure 35 on page 57. 
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Shelf Bracket (2x), 
Notched End 

-·-- ... -

SJ000663 

Figure 35. Shelf brackets are installed on the rai/s (cabinet walls are not shown) 

3. Tighten the adjusting screws on the shelf brackets. 

4. Attach four 10-32 clip nuts to the two rails at the front of the cabinet (service 
aisle side). See Figurê 36 on page 58. 

Note: lf you are installing a 2109 Model M12 into the bottom of the rack, go to 
step 4a for the location of the clip. lf you are installing a 2109 Model M12 
into the top of the rack, go to step 4b for the location of the clip. 

a. Attach the lower clip nuts to the top of ElA unit 6. Attach the upper 
clip nuts to the middle of ElA unit 17. 

b. Attach the lower clip nuts to the top of ElA unit 23. Attach the upper 
clip nuts to the middle of ElA unit 34. 

ROS n° 03:2005 - C, J • 
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Figure 36. Placing the c/ip nuts on the rear rails (service ais/e side) 

5. Disassemble the left and right upper mount bracket assemblies. Save the 
screws for later use. 

6. Attention: When you insert screws into the chassis, use the exact screws 
specified in the procedure. Use of longer screws might damage the chassis. 

Attach the right and left flat upper mount brackets (see Figure 37 on page 59, 
items 3a and 4a) to the chassis by using four of the 10-32 x 5/16-in. 
Phillips-flathead screws (item 5) per bracket. Tighten the screws. Orient the 
slotted holes in the brackets towards the blower side of the chassis. See 
Figure 37 on page 59 for orientation. 
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Flat Upper Rack 
Mount Bracket (2x) 
(/tems 3a and 4a) 

• 6 

Disconnected L-shaped 
Bracket (2x) 
(/tems 3b and 4b) 

SJ000665 

Figure 37. Attaching the right and left flat upper mount brackets to the chassis 

7. Attach the two L-shaped upper mount brackets (items 3b and 4b) to the cabinet 
rails. See Figure 38 for orientation. Use two of the 1/4-20 x 1/2 in. Phillips 
panhead screws with lock washers per bracket. Tighten the screws. 

- : - -~-. 
-- · --cu.-Hole 37 -- . 

--cu.- Hole 40 

Hole 2 

SJ000666 

Figure 38. Attaching the L-shaped upper mount brackets to the rails 

Note: lf you are installing a 2109 Model M12 into the bottom of the rack , go to 
step 7a on page 60 for the location of the bracket . lf you are installing a 
2109 Model M12 into the top of the rack, go to step 7b on PR~e, ~Q 0m-~ - 1 : 

the location of the bracket. CP~-1- 1
vQL :1. • -
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a. Attach the lower clip nuts to the top of ElA unit 6. Attach the upper 
clip nuts to the middle of ElA unit 17. 

b. Attach the lower clip nuts to the top of ElA unit 23. Attach the upper 
clip nuts to the middle of ElA unit 34. 

8. Route the cables or cords through the cabinet or along any other route that is 
difficult to reach after you install the chassis. 

~"'~~"t{sing the lift tool, the 24-inch load plate, and the bridge tool 
0y··~ ) Step 1 through step 9 on page 61 describe how to use the lift tool (PN 09P2481) 
~..: "\ < andthe 24-inch load plate (PN 11P4369) to install a 2109 Mod~l M12 in t~e 
..._ · . · cabJnet. Step 1 O on page 61 through step 21 on page 64 descnbe how to 1nstall the 
·: . .. . , ~ · / bridge tool (PN 18P5855) in the cabinet for the lower 2109 Model M12 or the upper 
~/ 2109 Model M12. This procedure uses parts from the 14U chassis mount kit. See 

Table 23 on page 115 for a list of these parts. 

DANGER 

A fully populated 2109 Model M12 weighs approximately 115 kg (250 lbs) 
and requires a minimum of two people and a lift tool to install it. Before 
you install it, verify that the additional weight of the chassis does not 
exceed the cabinet's weight limits or unbalance the cabinet. When you 
calculate the additional weight, include the cards or power supplies that 
partially extend out of the chassis. 

CAUTION: 
A pinch point exists between the load plate and the bridge tool. 

Perform the following steps to install a 2109 Model M12: 

1. Assemble the lift tool if it is not assembled. The assembly and disassembly 
instructions are included with the lift tool. 

2. Attach the 24-inch load plate to the lift tool. 

3. Remove the power supplies and blower assemblies from the 2109 Model M12 
to reduce the weight. 

4. Move the lift tool next to the pallet that contains the 2109 Model M12. 

a. Adjust the load platform to the same height. 

b. Slide the 2109 Model M12 from the pallet onto the load platform. 

c. Center the switch on the load platform. 

5. Attach the retention straps around the drawer. 

6. lf the load platform is not at its lowest position, lower the load platform to its 
lowest position. 

7. Move the lift tool to a position near the rear of the cabinet. See Figure 39 on 
page 61 . 
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Figure 39. Rear view of cabinet and lift too/ 

Note: lf you are passing through a narrow passage or doar, it might be 
necessary to rotate the drawer on the load platform. 

8. Set the wheel brake by pressing down on the wheel brake pedal. 

9. Locate the anti-tips bars . lf they are not attached, attach them to the lift tool by 
performing step 9a through step 9d. lf the anti-tip bars were previously 
attached, go to step 1 O. 

a. Pull up on the leg lock pins and insert the anti-tip bars inside the legs. 

b. Pull on the legs and anti -tip bars to ensure that they are locked into 
position. 

c. Raise the platform to allow enough roam to attach the anti-tip bracket. 

d. Secure the anti-tip bars by using the anti-tip bracket and bolt. 

1 O. lf you are installing the lower 2109 Model M12, go to step 11. lf you are 
installing the upper 2109 Model M12, go to step 12 on page 62. 

11 . For the lower 2109 Model M12, instai I the bridge tool by completing the 
following steps: 

a. Remove the bridge tool from the box and adjust the two supports 45°. 

b. Hold the bridge tool between the two vertical supports near ElA unit 3, and 
move the two supports another 45°. Make sure that the following conditions 
are met: 
• The two-pin section of the support is on the back of the vertical support. 
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• The one-pin section of the support is on the front of the vertical support. 

Note: You might want to tilt the bridge tool towards the back of the 
cabinet approximately 45° to make it easier to align the two-pin 
and one-pin sections with the vertical support. 

c. Align the two-pin section of the support on the back of the vertical rail with 
the bottom and middle holes in ElA unit 3. 

d. Align the one-pin section of the support on the front of the vertical rail with 
the middle hole in ElA unit 1. 

Note: You might want to tilt the bridge tool towards the back of the cabinet 
approximately 45° to make it easier to align the two-pin and the 
one-pin sections with the vertical support. 

e. Lock the shelf into position. See Figure 40. 

SJ000680 

Figure 40. Locking the shelf into position 

12. For the upper 2109 Model M12, install the bridge tool by completing the 
following steps: 

a. Remove the bridge tool from the box and adjust the two supports 45°. 

b. Hold the bridge tool between the two vertical supports near ElA unit 20, 
and move the two supports another 45°. Make sure that the tollowing 
conditions are met: 

• The two-pin section of the support is on the back of the vertical support. 

• The one-pin section is on the tront of the vertical support. 

Note: You might want to tilt the bridge tool towards the back of the 
cabinet approximately 45° to make it easier to align the two-pin 
and one-pin sections with the vertica l support. 
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13. Turn the winch crank counterclockwise, 1/4 turn, to set the winch brake. 

14. Set the wheel brake and place the wheel chocks around the wheels. 

15. Remove the retention straps. 

16. Slide the switch into the cabinet. 

17. Remove the wheel chocks, release the wheel brake, and move the lift tool 
away from the cabinet. 

18. Reinstall the power supplies and blower assemblies. 

19. Fasten the two flat left and right upper mount brackets that are on the chassis 
to the two L-shaped upper left and right cabinet mount brackets. Use the two 
screws that were set aside in step 5 on page 58. Tighten the screws. See 
Figure 41 . 

Flat Upper Rack 
Mount Bracket 

Screw (2 shown ; 
/tems 3c and 4c) 

SJ000667 

Figure 41 . Attaching the mount brackets to the cabinet rai/s 

20. Fasten the port side of the chassis to the cabinet rails. Use two of the 10-32 x 
5/8-in. Phillips panhead screws with washers on each side. Tighten the screws. 
See Figure 42 on page 64 for the location of the screws. 
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10-32 Screws (4x) 
(/tem 6) 

Figure 42. Attaching the port side of the chassis to the cabinet rails 

SJ000668 

21. Reinstall the doar after you put the chassis in place. See Figure 43 on 
page 65. 

a. Ensure that the spring-loaded pins that are on both doar hinges are 
retracted . Push the levers into the notches. 

b. Align the doar hinges with the chassis portion of the hinges. 

c. Release the pins by pushing the levers out of the notches. 
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Upper Door Hinge 
with Lever in Notch 

Upper Door Hinge with Lever 
Out of Notch (Pin Released) 

Chassis Portion of Hinge 
SJ000661 

Figure 43. Removing the chassis doar 

22. Uninstall the bridge tool and return it to its original box. 

Note: For turning on the power and for the configuration instructions, see 
Chapter 3, "Starting and configuring the 2109 Model M12", on page 19. 

Attention: Do not connect the switch to the network until the IP addresses are 
correctly set. 

Removing a 2109 Model M12 from the cabinet 
Step 1 through step 5 describe how to use the lift tool (PN 09P2481) and the 
24-inch load pia te (PN 11 P4369) to remove a 2109 Model M12 from the cabinet. 
Step 6 on page 66 through step 17 on page 67 describe how to remove the bridge 
tool (PN 18P5855) from the cabinet for the lower 2109 Model M12 o r the upper 
2109 Model M12. 

Perform the following steps to remove a 2109 Model M12: 

1. Assemble the lift tool if it is not assembled. The assembly and disassembly 
instructions are included with the lift tool. 

2. ~emove both power cords from the 2109 Model M12. 

3. Remove the power supplies and blower assemblies from the 2109 Model M12 
to reduce the weight. 

4. Remove the chassis door from the chassis. 

a. Open the door 90°. 

b. Support the door to prevent it from falling . 

c. Push the spring-loaded lever on the upper hinge up and into the notch in 
the hinge. See Figure 33 on page 55. 

d. Push the spring-loaded lever on the lower hinge down and into the notch in 
the hinge. Pull the door out and towards you. 

e. Pull the doar away from the chassis. ROS n° 0320"~- C1 J _ 

5. Remove the two 10-32 x 5/8 in. Phillips panhead se Ef~Sí ltWith .~h~r~ IQrf each 
side. See Figure 41 on page 63 for the location of tme sere~ . 3 1 L! 
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6. lf you are replacing the lower 2109 M12; go to step 7. lf you are replacing the 
upper 2109 M12, go to step 8. 

7. lnstall the bridge tool by completing the following steps: 

a. Remove the bridge tool from its box and adjust the two supports 45°. 

b. Hold the bridge tool between the two vertical supports near ElA unit 3. 

c. Move the two supports another 45°. Make sure that the following conditions 
are met: 

• The two-pin section of the support is on the back of the vertical support 

• The one-pin section of the support is on the front of the vertical support 

d. Align the two-pin section of the support on the back of the vertical rail with 
the bottom and middle holes in ElA unit 3. 

e. Align the one-pin section of the support on the front of the vertical rail with 
the middle hole in ElA unit 1. 

Note: You might want to tilt the bridge tool towards the back of the cabinet 
approximately 45° to make it easier to align the two-pin and one-pin 
sections with the vertical support. 

f. Lock the shelf into position. .J 
8. For the upper 2109 Model M12, install the bridge tool by completing the 

following steps: 

a. Remove the bridge tool from its box and adjust the two supports 45°. 

b. Hold the bridge tool between the two vertical supports near ElA unit 20. 

c. Move the two supports another 45°. Make sure that the following conditions 
are met: 

• The two-pin section of the support is on the back of the vertical support 

• The one-pin section of the support is on the front of the vertical support 

d. Align the two-pin section of the support on the back of the vertical rail with 
the bottom and middle holes in ElA unit 20. 

e. Align the one-pin section of the support on the front of the vertical rail with 
the middle hole in ElA unit 18. 

f. Lock the shelf into position. 

9. Locate the anti-tip bars and if they are not attached, attach them to the lift tool. 
lf anti-tip bars were previously attached, go to step 1 O. 

a. Pull up on the leg-lock pins and insert the anti-tip bars inside the legs. 

b. Pull on the legs and anti-tip bars to ensure that they are locked into 
position. 

c. Raise the platform to allow enough room to attach the anti-tip bracket. 

d. Secure the anti-tip bars with the anti-tip bracket and bolt. 

1 O. Move the lift tool to a position near the rear of the cabinet. 

11. Turn the winch crank clockwise to raise the switch. Move the lift tool into 
position in front of the cabinet while you align the 24-inch load plate with the 
line on the bridge tool. 

12. Turn the winch crank counterclockwise 1/4 turn to set the winch brake. 

13. Set the wheel brake. Place the wheel chocks around the wheels. 
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DANGER 

A fully populated 2109 Model M12 weighs approximately_ H5.,k§.(250 
lbs) and requires a minimum of two people and a lift .JóÓI to in · ~i"Jit. 
Before you insta li it, verify that the additional weighf of the ~n~ .· is \ 
does not exceed the cabinet's weight limits or unb~ahce ~itf:: . t~ 
When you calculate the additional weight, include t~e ca~s p 
supplies that partially extend out of the chassis. \ · 

.... 

CAUTION: 
A pinch point exists between the 24-inch load plate and the bridge tool. 

14. Slide the switch from the cabinet onto the 24-inch load plate. Center the switch 
on the platform. 

15. lnstall the retention straps. 

16. Remove the wheel chocks, release the wheel brake, and move the lift tool 
away from the cabinet. 

17. Lower the load platform to its lowest position. 

18. Remove the bridge tool. 

r Rr~.: 1!' u·~~·,o~':, · C1 J · 

ç~ •~il . C·~·'' ' ·~· 
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Chapter 7. Servicing the 2109 Model C36 with Model M12 
. ~--~-- - ·- -......... ........ 

Safety notices 

This chapter contains information about how to power on and o t~~- cabift~Q~ 
remove and replace FRUs and other system components. •1 ~ •· \ ' 

I . · 

DANGER 

An incorrectly wired electrical outlet could place hazardous voltage on 
metal parts of the system or the devices that attach to the system. The 
customer is responsible to ensure that the outlet is correctly wired and 
grounded to prevent an electrical shock. 

Before you install or remove signal cables, ensure that you have 
unplugged the power cables for the system unit and ali attached devices. 

When you add or remove any additional devices to or from the system, 
ensure that you unplugged the power cables for those devices before you 
connect the signal cables. lf possible, disconnect ali power cables from the 
existing system before you add a device, 

Use one hand, when possible, to connect or disconnect signal cables to 
prevent a possible shock from touching two surfaces with different 
electrical potentials. 

During an electrical storm, do not connect cables for display stations, 
printers, telephones, or station protectors for communication lines. 

CAUTION: 
This unit might have more than one power cable. To completely remove 
power, you must disconnect ali power cables from the unit. 

CAUTION: 
"Norway only:" This product is designed for an IT power system with 
phase-to-phase voltage of 230V. After operation of the protective device, the 
equipment is still under voltage if it is connected to an IT power system. 

Power-on procedure 
Perform the following steps to power on the cabinet: 

1. Plug ali power cords into the outlets on the power distribution units (PDUs). 

2. Plug the power cord of each PDU into the customer's ac power outlets. 

CAUTION: 
This product is equipped with a 3-wire power cable and plug for the user's 
safety. Use this power cable in conjunction with a properly grounded 
electrical outlet to avoid electricál shock. 

3. Follow the power-on procedures for the 2109 Model M~-2 that is installeEl in the 
cabinet. See "Turning on and off the 2109 Model ~ 1 i2 ' ·on ' pâge ·24' 1 \.tl-

4. Close the front door of the cabinet. CfM.~ ... . ~3'í~;j 
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Power-off procedure 
Perform the following steps to power off the cabinet: 

1 . Open the rear door of the cabinet. 

Check the power cabling from the 2109 Model M12 that is attached to the PDU 
that you are servicing. These switches have dual power cords and are plugged 
into PDUs with independent ac sources. 

2. Removing power to a mounted 2109 Model M12 has an adverse affect on the 
customer's systems and networks if they are not properly prepared. lnform the 
customer before you power off the 2109 Model M12. 

Before you power off switches, make sure that the customer has removed, 
dismounted, or taken them offline from their systems. 

3. Turn off the ac power switches (circuit breaker) to the 2109 Model M12 that are 
connected to the PDU that you are servicing. 

4. Unplug the power cord from the customer's ac power outlet. 

5. Unplug ali power cords from the PDU that you are servicing. 

Removing and replacing a 16-port card or filler panel 

Time required 

Use this procedure to remove and replace a 16-port card or filler panel. The 2109 
Model M12 can continue to operate during this procedure. However, if you are 
removing a 16-port card, any cables that are connected to that 16-port card must 
be disconnected. 

You can notify the 2109 Model M12 of a hot-swap request in two ways. You can 
either run the slotPowerOff and slotPowerOn commands, or click the ejector 
handles on the 16-port card. 

Attention: Do not remove the 16-port card during diagnostic tests. Wait for the 
status LED to turn off in response to the hot-swap request before you remove a 
16-port card . 

Attention: Disassembling any part of a 16-port card or filler panel voids the part 
warranty and regulatory certifications. 

Attention: To ensure correct cooling of the chassis and protection from dust, 
install a filler panel in any empty slots. 

CAUTION: 
No user-serviceable parts are inside the 16-port card or filler panel. 

Approximately 1 O minutes or less 

Removing a 16-port card or filler panel 

Attention: Wear a grounded ESD strap when handling a 16-port card . The 
chassis has a grounding connection above the power connectors. Hold the 16-port 
card by the edges of the metal pan (do not hold by ejectors). 

Note: lf you are replacing multiple cards , replace one card at a time. Before you 
replace a port card , determine if it is the entire card or the SFPs that are 
faulty. 

70 IBM TotaiStorage SAN Cabine! 21 09 Model C36 with Model M 12: lnstal lation and Service Guide 



c 

,.. /~-;._,~~-' !-:." 
,, / / \ 

' "::-, \ \ \ ._, ' 

Perlorm the following steps to remove a 16-port card: \ . ·~ 
1. Ensure that traffic is not flowing through the port card (port LEDs shclLJtct~e off) 

before you disconnect the cables. 

2. Disconnect any cables and SFP transceivers from the port card. 

3. Notify the switch of a hot-swap request by pushing in the yellow tab on each 
ejector and clicking the black handles slightly open. See Figure 44 on page 72. 

Note: You can also send hot-swap notification from the command line interface 
by using the slotpoweroff and slotpoweron commands. See the 
Brocade Fabric OS Procedures Guide for additional command line 
instructions. 

4. Wait for the Power LED to turn off in response to the hot-swap request before 
you uninstall the port card. 

5. Lever both ejectors open to approximately 45° and pull the port card out of the 
chassis . 

Note: lf you inadvertently re-latch the ejectors before you remove the card , wait 
at least one second before you unlatch the ejectors again. 

6. lf you are not replacing the card by another port card, install a filler panel to 
ensure correct cooling of the chassis and protection from dust. For more 
information, see "Replacing a 16-port card o r filie r pane I" on page 7 4. 

RQS n° 03 2 ~ 5 -C J -
CP~11 · CO '"..IC 

_fls . N° 
i'rrt-

Doc:-»-S-0-
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Port Status LED (16x) 

Ejector (2x) 
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o~ 
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o~ 
orc'l 
o~ 

l Direction to Push 
Yellow Ejector Button 

Port (16x) 

1 Direction to Push 
Yellow Ejector Button 

SJ000637 

Figure 44. 16-port card showing ejectors 

Removing a filler panel 
The 2109 Model M12 accommodates the following two types of filler panels : 

• A filler panel with ejectors 

• A filler panel without ejectors 

Perform the following steps to remove a filler panel with ejectors: 

1. Push the yellow tab in on each ejector. See Figure 45 on page 73. 

2. Lever both ejectors ali the way open. 

3. Slide the filler panel out of the chassis. See Figure 46 on page 74 

Note: Filler panels without ejectors are equipped with a handle. Remove the 
two captive screws, grasp the handle, and slide the filler panel out. 
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Figure 45. 16-port card fi/ler pane/ 
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SJ001123 

Figure 46. CP card fi/ler pane/ with one handle 

Replacing a 16-port card or filler panel 

Attention: Do not force the installation. lf the 16-port card or filler panel does not 
slide in easily, ensure that it is correctly aligned inside the rail guides before you 
continue. 

Perform the following steps to replace a 16-port card or filler panel: 

1. Orient the 16-port card or filler panel so that the ejectors are at the front of the 
chassis and the flat side of the 16-port card or filler panel is on the left. 

2. Align the flat side of the 16-port card or filler panel inside the upper rail guides 
and the lower rail guides in the slot. See Figure 47 on page 75. Slide the 16-port 
card or filler panel into the slot, with slight pressure to the left, until it is firmly 
seated. 

3. Close the ejectors by rotating the black handles toward the center of the 16-port 
card or filler panel until the ejectors lock. You will hear a slight audible click. The 
levering action of the handles seats the 16-port card or filler panel in the slot. 

Figure 47 on page 75 shows the alignment guides in the card slots. 
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Figure 47. Alignment guides in the card slots 

Perform these additional steps if you are installing a new 16-port card : 

1. Verify that the power LED on the 16-port card is displaying a steady green light 
(it might require a few seconds to turn on) . lf it does not turn on, ensure that the 
16-port card has power and is firmly seated. The front of the 16-port card 
should be flush with any adjacent 16-port cards or filler panels. 

Note: The LED patterns can temporarily change during a POST and other 
diagnostic tests. 

2. lnstall SFPs and cables in the 16-port card , as required. 

3. Group and route the cables as desired. See "Guidelines for managing cables" 
for more information. 

Attention: Do not route cables in front of the exhaust vent (located at the top 
of the chassis on the port side) . 

Guidelines for managing cables 
The following guidelines are for managing cables: 

• You can manage cables in a variety of ways . You can route them down through 
the cable management tray or route them out either side of the chassis. You can 
also manage them by using patch panels or cable channels on the sides of the 
cabinet. 

• To keep the LEDs visible and to prevent having to disconnect the cables when 
removing neighboring cards , route fiber-optic cables and other cables directly 
downwards, instead of across adjacent cards or in front of the power supplies. 

• Leave at least 1 m (3.28 ft} of slack for each fiber-optic cable, which : 

- Provides roam to remove and replace the 16-port card 

- Allows for inadvertent movement of the cabinet 

- Prevents the cables from being bent to less than the minimum bend radius 

The minimum bend radius for a 50-micron cable is 3.05 em (2 in.) under full 
tensile load and 3.048 em (1.2 in.) with no tensile load. 

• Use the cable guides that are provided with the 21 09 Model 
cables by trunking ports (groups of four neighboring ports). T 
keep individual ports accessible by keeping the cables evenl 
help to provide clearance when removing a neighboring card 

Removing and replacing a CP card or filler panel 
Use this procedure to remove and replace a CP card or filler pa ~De: 3690 

------
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Time required 

ltems required 

The 2109 Model M12 can continue to operat'e during this procedure if at least one 
CP card remains installed and functioning throughout the procedure. However, if the 
CP card that is being replaced is currently the active CP card, traffic over the fabric 
stops temporarily until failover to the standby CP card is complete. Failover takes 
less than 1 minute and occurs automatically as soon as the active CP card is 
uninstalled. lf there is no standby CP card, the 2109 Model M12 stops functioning 
until at least one CP card is installed. 

Note: The haShow command provides information about which CP card is the 
active CP card. For information about this command, see the Brocade Fabric 
OS Reference. 

When you replace a CP card, it automatically assumes the native IP address and 
host name that is assigned to that slot. The default IP address and host name are 
10.77.77.75 CP0, for slot 5 and 10.77.77.74 CP1 for slot 6. 

CAUTION: 
Disassembling any part of a CP card or filler panel voids the part warranty 
and regulatory certifications. No user-serviceable parts are inside a CP card 
or filler panel. To ensure correct cooling of the chassis and protection from 
dust, install a filler panel in any slots that do not contain a CP card. 

CAUTION: 
Do not attempt to replace the RTC (real time clock) battery on the CP card. 
There is danger of explosion if you incorrectly replace the battery. Contact 
IBM because you must replace the battery with the same type of battery that 
the manufacturer recommends. Vou must also dispose of it according to the 
manufacturer's instructions. 

Attention: Use the same version of Fabric OS on both CP cards and logical 
switches. Using ditferent versions might cause malfunctioning. lf the replacement 
CP card has a ditferent version of the Fabric OS, bring both cards to the same 
firmware version. 

30 minutes or less 

• ESD grounding strap 

• Workstation computer 

• Serial cable provided with the 2109 Model M12 

• IP address of an FTP server for backing up the switch configuration 

Confirming a failed CP card 
Before you replace the CP card, verify the necessity of the replacement. Any of the 
following events might indicate that a CP card is faulty: 

• The Status LED on the CP card is orange, or the Power LED is not lit. 

• The slotshow command does not show that the CP card is enabled. 

• The CP card does not respond to commands or private Ethernet activities, or the 
serial console is not available. 

• The hashow command indicates that the CP card has not achieved redundancy. 
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• The calendar clock is inaccurate, or the CP card does not start or shut down 
normally. 

• Any of the following messages display in the errar log: 

Slot unknown message that relates to a CP slot /, .. /c·· ;::J~ '-\\ 
- CP card errors f / <....._ 7_ \ \ ' 

FRU: FRU_FAULTY messages for a CP card l <~ ".\)l ' i 
Configuration loader messages or Sys PCI config messages \ C y~ / 
Generrc system driver messages (FABSYS) '---. • ~/ 

Platform system driver messages (Piatform) 

- EM messages that indicate a problem with a CP card 

- Function fail messages for the CP master 

For more information about diagnostic and errar messages, see the Brocade 
Diagnostic and System Errar Message Reference and the Brocade Fabric OS 
Procedures Guide. 

1 Recording criticai switch information for a CP card 
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Perform the following steps to record criticai switch information: 

1. Create a serial connection to the healthy CP card: 

a. Disable any serial communication programs that are running on the 
workstation (such as synchronization programs). 

b. lnsert one of the serial cables into the terminal serial port. See the second 
port from the top in Figure 48 on page 80. 

c. Connect the other end of the serial cable to a serial port on the workstation. 
lf necessary, you can remove the adapter on the serial cable to allow for a 
serial RJ45 connection . 

d. Open the terminal emulator application and configure as follows: 

• For most UNIX systems, type the following string at the prompt: 
t ip /dev/ttyb -9600 

• For Windows 95, 98, 2000, or NT, see the following table for parameters 
and values. 

Tab/e 8. Parameters and values 

Para meter Value 

Bits per second 9600 

Databits 8 

Parity None 

Stop bits 1 

Flow contrai None 

e. When the terminal emulator application stops reporting information , press 
Enter. 

2. Log into the healthy CP card as Admi n, then type O to log int wJtc~ &· The 
detault password is pa ssword. RO ..... n u • 

CP .11 - Cú1 • dv 
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See the following example for possible output. 

Fabric OS {cpO) 
cpO Console Login: admin 
Password: 
Enter Switch Number to Login <O or 1>: O 
SWO:admin> 

3. Run the haShow command to determine which CP card is active. Do this from 
the serial console for the healthy CP card to verify the failover. 

Note: Enter ali the remaining commands from the serial console for the active 
CP card, unless otherwise indicated. 

4. lf the healthy CP card is performing as the active CP card, go to step 7. lf the 
faulty CP card is performing as the active CP card , fail over the cards as steps 
4a through 4e describe: 

a. Create a serial connection to the faulty CP card (repeat step 1 on page 77. 

b. Log into the serial console as Admi n and type 0 to log into logical switch O. 

c. Run the hafailover command. The healthy CP card becomes the active CP 
card. 

d. Wait until the Status LED on the healthy CP card is no longer lit, which 
indicates that failover is complete. 

e. Run the hashow command from the serial console for the healthy CP card 
to verify the failover. 

See the following example for possible output. 

Fabric OS {cp1) 
cp1 Console Login: admin 
Password: 
Enter Switch Number to Login <O or 1>: O 
SWO:admin> hashow 
Local CP (Slot 6, CP1) : Active 
Remate CP (Slot 5, CPO) : Standby 
HA Enabled, Heartbeat Up 
SWO :admin> 
SWO:admin> hafailover 
Warning: Thi s command is being run on a control processor(CP) 
based system and will cause the active CP to reset. This will 
cause disruption to devices attached to both switch O and switch 1 
and will require that existing telnet sessions be restarted. 
To just reboot a logical switch on this system, use command 
switchreboot(lM) on the logical switch you intend to reboot. 
Are you sure you want to reboot the active CP [y/n] ? y 
SWO:admin> 
SWO:admin> hashow 
Local CP (Slot 6, CP1) : Sta ndby, Healthy 
Remate CP (Sl ot 5, CPO) : Acti ve 
HA Enabled, Heartbeat Up 
SWO:admin> 

5. Run the version command to record the version of the active CP card. 

6. Run the hadisable command from the active CP card to prevent failover or 
communication between the CP cards during the replacement. 

7. From the serial console for the healthy (and active) CP card, back up the 
current configuration for logical switch O. See the possible output from the 
configupload command in step 8 on page 79 . 
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a. Run the configupload command. 

b. Enter the requested information at the prompts. 

8. Log into logical switch 1 and back up the current configuration for switch 1. 

a. From the serial console for the healthy CP card, enter the login command. 

b. Log into the switch as Admi n and enter 1 to log into Switch 1. 

c. Enter the configupload command. 

d. Enter the requested information at the prompts. 

See the following example for possible output. 

SWO:admin> configupload 
Server Name or IP Address [host]: 123 .456 .78.90 
User Name [Nane] : user 
File Name [config.txt]: config.txt 
Password: xxxxxx 
upload complete 
SWO:admin> 
SWO :admin> login 
cpO login: admin 
Password: xxxxxx 
Enter Switch Number to Login <O or 1>: 1 
SW1 :admin> 
SW1 :admin> configupload 
Server Name or IP Address [host]: 123 .456.78.90 
User Name [Nane] : user 
File Name [config . t xt]: config.txt 
Password: xxxxxx 
upload complete 
SW1:admin> 

Removing a CP card or filler panel 

Attent ion: Wear an ESD grounding strap when handling a CP card. The chassis 
has a grounding connection above the power connectors. 

Attent ion: Hold the CP card by the edges of the metal pan (not by the ejectors). 

Note: To allow the current configuration to be copied to the new CP card , you must 
install a new CP card while the other CP card is still operating. 

Perform the following steps to remove a CP card: 

1. Ensure that the other CP card is healthy and functioning as the active CP. See 
"Confirming a failed CP card" on page 76 for more information. Run the 
haShow command to determine which is the active CP card . 

2. lf the card that you are replacing is the standby CP card , continue with step 3. lf 
the card that is being replaced is the active CP card , verify that the standby CP 
card is healthy. The power LED should be green, and the status LED should not 
be lit. Run the haFailover command to make the standby CP card act as th~e ___ __ 

new active CP card. r RQS n°.Ô3 1.00:-;. C. 
3. Remove the CP card that you are replacing . - GPMI • C ._jQ 

a. Disconnect the following cables if they are present: 1 a 2 
• Modem cable from the modem serial port Fls. N° -----
• Serial cable from the terminal serial port 

• Ethernet cable from the Ethernet port 
Doe: 3 6 9 D 
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b. Notify the switch of a hot-swap request by pushing the yellow tab on each 
ejector and clicking the black handles until they are slightly open. See 
Figure 48. Wait for the status LED to turn off. 

Attention: lf you are removing a CP card, wait for the status LED to turn 
off in response to the hot-swap request before you uninstall the card. 

c. Lever both ejectors ali the way open, and slide the CP card out of the 
chassis . 

Link Speed LED 
10/100 Mb/s 

l Direction to Push 
Yellow Ejector Button 

RS-232 Modem Port 

1 O 1 O 1 Console Port 

Ethernet Port 

1 Direction to Push 
Yellow Ejector Button 

SJ000638 

Figure 48. CP card showing ejectors 

Perform the following steps to remove a filler pane! : 

1. Push in the yellow tab on each ejector. See Figure 49 on page 81 . 

2. Lever both ejectors ali the way open. 

3. Slide the filler pane! out of the chassis. 

80 IBM TotaiStorage SAN Cabinet 2109 Model C36 with Model M12: lnstallation and Service Guide 



( .. 

Direction to Push j 
Yellow Ejector Button I 

Direction to Push 1 
Yellow Ejector Button 

Figure 49. CP card fi/ler pane/ with two ejectors 

Replacing a CP card or filler panel 

Attention: Do not force the installation. lf the CP card or filler panel does not 
slide in easily, ensure that it is correctly oriented and aligned in the rail guides 
before you continue . 

Figure 50 on page 82 shows the alignment guides in the card slots. 
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Figure 50. Alignment guides in the card slots 

Perform the following steps to replace a CP card or filler panel: 

1. Orient the CP card or filler panel so that the ejectors are at the front of the 
chassis and the metal pan is on the left. 

2. Align the flat-metal side of the CP card or filler panel inside the upper and lower 
rail guides in the slot. See Figure 50. Slide the CP card or filler panel into the 
slot until it is firmly seated. 

3. Close the ejectors by pressing in the black handles toward the CP card or filler 
pane!, until the ejectors lock. You will hear a slight audible click. The levering 
action of the handles seats the CP card or filler pane! in the chassis. 

Perform these additional steps if you are installing a new CP card: 

1. Verify that the power LED on the CP card is displaying a steady green light. lt 
might require a few seconds to turn on. lf it does not turn on, ensure that the 
CP card has power and is firmly seated. The front of the CP card should be 
flush with the adjacent cards or filler panels. 

Note: The LED patterns can temporarily change during a POST and other 
diagnostic tests. 

2. Connect the cables as required to the CP card: 

Attention: Do not route the cables in front of the exhaust vent (located at the 
top of the port side of the chassis) . 

• Modem cable to the modem serial port 

• Serial cable to the terminal serial port 

• Ethernet cable to the Ethernet port 

Verifying the operation of the new CP card 
Perform the following steps to verify that the new CP card is operational: 

1. Verify that startup and POST are complete on the new CP card (a minimum of 
3 minutes), and that the CP cards have achieved failover redundancy. 

a. Wait until the Status LEDs on both CP cards are not lit. 

lf Fabric OS v4.0.2 or !ater firmware is installed on both CP cards , the 
Status LED for the active CP card displays orange until the active CP card 
is fully operational. The Status LED for the standby CP card displays 
orange until the CP cards have achieved failover redundancy. 

b. From the serial console for the active CP card (the CP card that was not 
replaced) , run the hashow command and verify that the command output 
includes HA Enabl ed He artbeat Up . 
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The message HA-state in sync also displays. lf not, POST is not 
complete or the CP cards have not yet achieved redundancy. Wait a 
minute and re-run the command until you can verify that redundancy has 
been achieved. See the sample output from the hashow -éÕm~~efore 
redundancy is achieved. / . · \~ \ 

.f' .. ,.. ~ \ \ 
SW1:admin> haShow 
Local CP (Slot 5, CP0): Active 
Remate CP (Slot 6, CP1): Standby, Healthy 
HA enabled, Heartbeat Up , HA State not in sync 
SW1:admin> 

2. Run the slotshow command. The command output should show the new CP 
card as enabled, as the following output shows. 

SW1:admin> slotShow 
Slot Blade Type ID Status 

1 SW BLADE 2 ENABLED 
2 SW BLADE 2 ENABLED 
3 SW BLADE 2 ENABLED 
4 SW BLADE 2 ENABLED 
5 CP BLADE 1 ENABLED 
6 CP BLADE 1 ENABLED 
7 SW BLADE 2 ENABLED 
8 SW BLADE 2 ENABLED 
9 SW BLADE 2 ENABLED 
10 SW BLADE 2 ENABLED 
SW1 :admin> 

3. Determine the firmware version. For Fabric OS v4.0 and earlier, run the 
version command. For Fabric OS v4.0c and later firmware, run the 
firmwareshow command. Sample output for the version command and the 
firmwareshow command follows. 

SW1:admin> version 
Kernel: 2. 4.2 
Fabric OS: v4.0 .0 
Made on : Fr i Feb 1 23:02:08 2002 
Flash: Fri Feb .1 18:03:35 2002 
BootProm: 3.1.13b 
SW1: admi n> 

SWl :admin> firmwareshow 
Local CP (Slot 5, CP0) : Active 
Primary partition: v4 .0 .2 
Se condary Pa rtiti on: v4 .0. 2 
Remate CP (Slot 6, CP1): Standby 
Primary partition: v4 .0. 2 
Secondary Partition : v4.0 .2 
SW1: admi n> 

r--= 
F ·os no 0312005 _ C~J :-
CP 1. • COR 105 

F1s. _ No 13 2 3 

Doe: 3 6 9 O 

4. lf the firmware versions on the replacement card do not match the active CP 
card , bring the replacement card to the same firmware levei as the active card . 

a. Download the firmware by using either of the following command options: 

• Run the firmwaredownload command to download the firmware to both 
CP cards at the same time. Enter ali requested information and choose 
the reboot option . lf the switch is running Fabric OS v4.0.2 and !ater 
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firmware, a message displays that warns you that this command causes 
the active CP card to reset. lf this message displays, type Y to continue . 

• lf the firmware version of the replacement card is v4.1 or earlier, run the 
firmwaredownload -s command to download the firmware to only one 
of the CP cards. Enter ali requested information and choose the reboot 
option. See the following sample output for the firmwaredownload 
command. 

SW1:admin> firmwaredownload 
Server Name or IP Add ress: 123 .456 . 78 .90 
User Name: user 
File Name: /v4 .0.2/ release . pli st 
Password : xxxxxx 
Full Install (Otherwi se upgrade only) [Y] : 
Do Auto-Commit after Reboot [Y]: 
Reboot sys tem after download [N]: y 
Start to i nstall pac kages ... .. . 
di r ################################################## 
terminfo ################################################## 

glibc ################################################## 
sin ################################################## 
Write kernel i mage i nto flash . 
fil e ve r i f ication SUCCEEDED 
Fi rmwaredownload completes successfull y. 
SW1:admin> 

5. Verify that the restart is complete and that the CP cards have achieved failover 
redundancy. 

a. Wait until the Status LEDs on both CP cards are not lit. 

b. Run the hashow command and verify that the command output includes 
HA Enab 1 ed Heartbeat Up. lf not, wait a minute and then rerun the 
command until you can verify that redundancy is achieved. 

6. Run the version or firmwareshow command to verify that the firmware 
version has been updated. 

7. Create a serial connection to the new CP card, as shown in step 1 on page 82. 

8. Log into the new CP card as Admi n and type 0 to log into logical switch O. See 
the following sample output. 

Fabric OS (cp1) 
cp 1 Con sol e Login: admin 
Password: 
Enter Sw itch Number to Login <O or 1>: 0 
SW0: admin> 

9. From the serial console for the new CP card, run the hafailover command to 
fail the active CP card over to the new CP card . 

1 O. Verify that the configuration has successfully propagated to the new CP card 
by checking any configuration parameters for which you have specified 
non-default values. To do this , run the configshow command, followed by a 
text string (in quotation marks) that relates to the parameter, for example, 
configshow "fabric". This limits the command output to entries that contain 
that text string. 
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Note: lf you run the configshow command without a filter, it prints out 
approximately 1000 I ines. For more information, see the Broca de Fabric 
OS Reference. 

See the following sample output for the configshow command with the 
"fabric" as a filter. 

SWO:admin> configshow "fabric" 
fabric.domain:5 
fabric.ops.BBCredit:16 
fabric.ops.E_D_TOV :2000 
fabric .ops.R_A_TOV : 10000 
fabric . ops.dataFieldSize:2112 
fabric.ops.mode.fcpProbeDisable:O 
fabric.ops.mode.isolate:O 
fabric.ops .mode.longDistance:O 
fabric.ops.mode.noClassF:O 
fabric.ops.mode . tachyonCompat:O 
fabric.ops.mode.unicastOnly:O 
fabric.ops.mode.useCsCtl :0 
fabric.ops.mode.vcEncode :O 

SWO:admin> 

11. Run the haenable command. 

12. lf the switch configuration does not replicate correctly, download the switch 
configurations that were backed up in step 8 on page 79. 

a. Run the switchdisable command to disable the current logical switch, 
which should still be switch 1. 

b. Run the configdownload command and enter the requested information. 

Note: lf the switch is running Fabric OS v4.0.2, a message displays that 
cautions you about downloading the correct configuration file. lf this 
message displays, type Y to continue. 

c. After the configuration is downloaded, run the switchenable command. 

d. Log into switch O and repeat steps 12a through 12c. See the following 
sample output for downloading the configuration to both logical switches. 

l ·Doe: 3 6 9 O 
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SWO:admin> switchdisable 
SWO:admin> configdownload 
Server Name or IP Address [host]: 123.456.78.90 
User Name [Nane] : user 
File Name [config.txt] : config.txt 
Password: xxxxxx 
Committing configuration ... done . 
download complete 
SWO:admin> 
SWO:admin> switchenable 
10 9 8 7 6 5 4 3 2 1 
fabric : Principal switch 
fabric : Domain 1 
SWO : admin> login 
cp1 login : admin 
Password: 
Enter Switch Number to Login <O or 1>: 1 
SW1:admin> 
SW1:admin> switchdisable 
SW1:admin> configdownload 
Server Name or IP Address [host]: 123.456.78.90 
User Name [Nane] : user 
File Name [config . t xt]: config.txt 
Password: xxxxxx 
Committing configuration .. . done. 
download complete 
SWl :admin> switchenable 
10 9 8 7 6 5 4 3 2 1 
fabri c : Principal switch 
fabric: Domain 1 
SW1: admi n> 

13. Pack the old CP card in the packaging that is provided with the new card. 
Return the old CP card by using your local return policy. 

Replacing the CP card battery 
Each CP card has a lithium carbon-monoflouride coin cell battery that has a 1 0-year 
life expectancy. lf the real-time clock (RTC) leses time, you might need to replace 
the battery. Contact IBM if the RTC begins to lese time. 

CAUTION: 
Replace only with the same or equivalent type of battery that the 
manufacturer recommends. Discard used batteries according to the 
manufacturer's instructions. 

Removing and replacing a power supply or filler panel 
Use this procedure to remove and replace a power supply. The 2109 Model M12 
can continue to operate during the replacement if at least one power supply 
continues operating for every four 16-port cards that are installed. You need a 
minimum of two power supplies. 

Note: You do not need to notify the 2109 Model M12 of a hot-swap request before 
you remove a power supply. Power supply filler panels are not required to 
ensure correct air flow. 
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The left power connector provides power to the power supplies in s 1 and' 3. · "J 

The right power connector provides power to the power supplies in slotS--..2_.ª-n.cL 
The power connectors and the power supply slots are color-coded to identify which 
power connectors provide power to which power supply slots. See Figure 15 on 
page 3 for the location of the power supplies. 

Attention: To protect against ac failure, you need a minimum of one power supply 
in slot 1 or slot 3, and one power supply in slot 2 or slot 4. lf only two power 
supplies are installed and they are both installed in slots corresponding to the same 
power cable, unplugging a single power cable will power down the entire chassis. 

Attention: lf adequate power is abruptly lost, such as through remova! of a power 
supply, the entire switch is powered down. The power off order that the 
powerOfflistSet command designates is not followed. 

Attention: Disassembling any part of the power supply voids the part warranty 
and regulatory certifications. 

CAUTION: 
No user-serviceable parts are inside the power supply. 

Less than 5 minutes 

Removing a power supply or filler panel 
Perform the following steps to remove a power supply or filler pane!: 

1. lf the 2109 Model M12 is going to operate during the replacement procedure, 
check the LEDs to verify that the minimum of two power supplies are 
functioning before you uninstall the power supply. 

2. Remove the power supply or filler panel from the chassis. See Figure 51 on 
page 88 for the location of the power supply. 

Fls . N° ____ _ 
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Figure 51 . Location of lhe power supp/ies 

Attention: Support the power supply from underneath while removing it from 
the chassis. 

a. Remove the power supply by pushing the locking tab in towards the power 
supply then pull the handle out and down, and use the handle to pull the 
power supply out of the chassis. See Figure 52 on page 89. 

b. Remove the filler pane! by pulling it out by the handle. 
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Tab 

PowerLEO 

Fail LED 

Front of Power Supply 

Figure 52. Power supp/y and fi/ler pane/ 

Replacing a power supply or filler panel 

Filler Panel SJ000644 

Attention: Do not force the installation of the power supply or filler pane!. lf the 
part does not instai! easily, ensure that it is properly oriented. 

Perform the following steps to replace a power supply: 

1. Orient the power supply so that the handle is toward the front of the chassis 
and the LEDs are on the left. 

2. Unlock the handle and insert the power supply ali the way into the slot. 

3. Push the handle up until it clicks. 

4. Verify that the power supply is seated by pulling gently on the handle. 

Perform the following steps to replace a filler pane!: 

1. Orient the filler pane! so that the handle is vertical and side tabs are on the 
right. 

2. Push the filler pane! into the slot. 

Perform these additional steps if you are installing a new power supply: 

1. Verify that the top LED on the power supply displays a steady green light. 

2. lf a green light is not displayed, ensure that both power cables are plugged in 
and that both ac switches are flipped to "I" (the ac switch lights up green). 

Removing and replacing a blower assembly 
Use this procedure to remove and replace the blower assembly. The 2109 Model 
M12 requires that a minimum of two of the three blower assemblies are operating. lt 
can continue to operate during the replacement only if the other two blower 
assemblies continue to operate. lf more than one blower must be urned ofr at he -
same time, you should turn off the 2109 Model M12 to prevent ot'frh ~ti.h~~ L0j5 - CN -

I CPMI . j_ ~ ''6 
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Time required 

ltems required 

Note: You do not need to notify the 2109 Model M12 of a hot-swap request before 
you remove a blower assembly. 

Attention: The 2109 Model M12 requires a minimum of two operating blower 
assemblies at ali times. To ensure continuous adequate cooling, maintain three 
operating blower assemblies at ali times except for the brief period when replacing 
a blower assembly. The 16-port cards automaticaliy shut down if the temperature 
range is exceeded. 

Attention: Disassembling any part of the blower assembly voids the part warranty 
and regulatory certifications. 

CAUTION: 
No user-serviceable parts are inside the blower assembly. 

Less than 5 minutes 

#2 straight screwdriver 

Removing a blower assembly 
Perform the following steps to remove a blower assembly: 

1 . Before you remove the blower assembly, verify that the other two blower 
assemblies are functioning correctly. The blower assembly power LED should 
be steady green, and the fault LEDs should not be lit (see Figure 53 on page 91 
for LED locations). For information about how to check the status of the blower 
assembly by using Telnet, see the Brocade Fabric OS Reference. 

2. Remove the blower assembly from the chassis. 

CAUTION: 
Support the blower assembly from underneath while removing it from the 
chassis. 

a. Use the screwdriver to loosen the thumbscrews at the top and bottom of the 
blower assembly. See Figure 53 on page 91. 

b. Push in the top part of the handle. Puli out the lower part of the handle and 
pull the blower assembly out of the chassis. 

Replacing a blower assembly 

Attention: Do not force the instaliation. lf the blower assembly does not slide in 
easily, ensure that it is properly oriented before you continue with the instaliation. 

Perform the foliowing steps to replace a blower assembly: 

1. Orient the blower assembly. See Figure 53 on page 91. 

2. Slide the blower assembly into the chassis , pushing firmly to ensure that it is 
seated. 

3. Verify that the power LED displays a green light. lf a green light is not 
displayed, ensure that the blower assembly is seated correctly. 

4. Push the top of the handle into the recess. 

5. Tighten the thumbscrews on the blower assembly to finger-tight. 
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Figure 53. 8/ower assembly side of the 2109 Mode/ M12 shown with one blower assembly 
uninstalled 

Removing and replacing the cable management tray 

Time required 

ltems required 

Use this procedure to remove and replace the cable management tray. The 2109 
Model M12 can continue to operate during the replacement. 

Attention: Do not use a power screwdriver on the cable management tray. 

Less than 5 minutes 

#2 Phillips screwdriver 

Removing a cable management tray 
Perform the following steps to remove a cable management tray: 

1. Pull any cables out of the cable management tray. l r.:· • " ' ,... c~· ~ I I , ) I I [;, - J ) - I 'I -

2. Unscrew the two screws that hold the tray to the chassis. $~$, 1 f i g u r€~4.~fllOS 
page 92 for the location of the screws. Save the screws for r euse when you 
replace the cable management tray. __ Fls.- (\i 3 2 7 
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Front of Cable 
Management Tray 

Figure 54. Cable management tray 

Replacing a cable management tray 
Perform the following steps to replace the cable· management tray: 

1 . Orient the tray. See Figure 55 on page 93. 

SJ000646 

2. lnsert the two tabs on the underside of the tray into the two slots at the bottom 
of the ac panel. Rotate the front of the tray up until it locks into place. 

3. Position and tighten the two screws that you previously removed. 

4. Arrange the cables through or along the tray as required. 

Note: Route the power cables out each side of the chassis. 
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Figure 55. 2109 Model M12 with the cable management tray 

Removing and replacing the WWN card 

Cable Management Tray 
sj000647 

The WWN card is highly reliable. Before you replace the WWN card, verify that a 
replacement is necessary. lf you are installing a new WWN card, the installation 
instructions are included with the product. 

lf you are going to replace a WWN card for Fabric OS earlier than v4.1.0, you must 
power down the 2109 Model M12. Do not remove the WWN card until you have 
received the replacement card. Do not restart the switch with a failed or missing 
WWN card. 

Note: You must consult with Technical Support before you replace the WWN card. 

Verifying if the WWN needs replacing 
Ensure that the current card is firmly seated when you perform troubleshooting 
steps. 

Note: You must consult with Technical Support before you replace the WWN card. 

Any of the following events might indicate that the WWN card needs to be replaced : 

• Visible mechanical damage to the WWN card i f':-.; n" IJJ'?QQ5 - CN -
r;~ 1AI • COR. UOS 

l 
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• Any of the Status LEDs on the WWN card do not reflect the actual status of the 
components 

• Problems viewing or modifying the data that is stored on the WWN (see "Data 
that is stored on the WWN card") 

• Error messages regarding WWN unit 1 or unit 2 (see Messages that might 
indicate WWN card failure) 

Data that is stored on the WWN card 
Table 9 shows the data that is stored on the WWN card. The WWN card might 
need to be replace if you have difficulty retrieving or modifying this data. 

Table 9. Data that the WWN card stores 

Data Related Commands 

WWN values wwn, chassisshow 

License keys licenseshow, licenseadd, licenseremove 

Data about the chassis and the WWN card chassisshow 

Ethernet and Fibre Channel IP address ipaddrshow, ipaddrset 
information for lhe CP cards 

History log information historyshow, historylastshow 

Names of logical switches switchname 

Messages that might indicate WWN card failure 
lf the error log or serial console display error messages that indicate problems with 
WWN unit 1 or unit 2, the WWN card might have failed. WWN unit 1 and unit 2 
correspond to information that is specific to the WWN card, and are displayed by 
the chassisshow command. Table 1 O shows messages that might indica te WWN 
card failure. For more information about error messages, see the Brocade 
Diagnostics and System Error Message Reference. 

Note: WWN unit 1 and unit 2 do not correspond to the WWNs for logical switches 
O and 1. 

Table 1 o. Sample erro r messages 

Type of Message Sample Error Message 

WWN unit 1 or unit 2 fails its field replacable Ox24c (fabos) : Switch: O, error EM-12C_ 
unit (FRU) header access TIMEOUT, 2, WWN 1 12C timed out: state 

Ox4 

WWN unit 1 or unit 2 is being faulted Ox24c (fabos): Switch : O, Criticai EM-WWN_ 
UNKNOWN, 1, Unknown WWN #2 is being 
faulted 

WWN unit 1 or unit 2 is not present or is not Ox24c (fabos): Switch: O, Error EM-WWN_ 
accessible ABSENT, 2, WWN #1 not present 

Writing to the FRU history log Ox24c (fabos) : Switch: O, Error EM-
(hiiSetFruHistory) has failed HIL_FAIL, 2, HIL Error: hiiSetFruHistory 

failed , rc=-3 for SLOT 3 

Removing and replacing the PDU 
Use this procedure to remove and replace the PDU. See Figure 57 on page 116 
and Figure 58 on page 117 for the orientation of the PDU and the power cords. 
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Removing the PDU · . ~\· , . \ S ::/)A,1 

Complete the followi~g steps to remove the PDU from the cabinet: <, .. v 
1. Follow the steps m "Power-off procedure" on page 70. -=, 

2. Turn off power and disconnect the ac power distribution bus from the customer's 
ac power outlet. Record the locations of the switch ac power cables that are 
plugged into the PDUs. 

3. Unplug the switch ac power cables from the PDUs. 

4. Remove the four mounting screws from the PDU. Pull the unit toward you. 

5. Remove the PDU from the cabinet. 

6. Remove the four M6 screws from the dual device attachment bracket (the 
center bracket attaching the two PDUs together). Set the screws aside for reuse 
when you replace the PDU. 

7. Remove the two M3 x 5 screws from the dual-device attachment bracket of the 
PDU that you are replacing. Set the screws aside for reuse when you replace 
the PDU. 

8. Remove the two M3 x 5 screws from the horizontal mounting bracket of the 
PDU that you are replacing (the bracket that is attached to the cabinet). Set the 
screws aside for reuse when you replace the PDU. 

Replacing the PDU 
Complete the following steps to replace a PDU in the cabinet: 

1. Replace the horizontal mounting bracket on the new PDU by using the two M3 
x 5 screws that you removed during the removal procedure. 

2. Replace the dual device attachment bracket by using the two M3 x 5 screws 
that you removed earlier in the procedure. 

3 . 

4. 

5. 

6 . 

7. 

8. 

Note: Make sure that the threaded holes are on the opposite side of the device 
as the holes on the other attachment bracket. 

Push the two PDUs together, aligning the holes on the dual device attachment 
brackets. 

Secure the front and rear of the brackets to each other by using the four M6 
screws that you removed during the removal procedure. 

Slide the PDU into position. lnstall the four mounting screws. 

Reconnect any power cables that you disconnected from the PDU. 

Plug the power cables into the locations that you recorded during the removal 
procedure. 

Follow the steps in "Power-on procedure" on page 69. 

Removing and replacing the chassis door 

Time required 

Use this procedure to remove and replace the chassis door on the 2109 Model 
M12. 

Note: The chassis door is required to ensure that the 21 09 Model M 12 meets 
electromagnetic interference (EMI) and other regulatory certifications. 

Less than 5 minutes 

r · .· ~/ (13 2 9 
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Removing the chassis door 
Perform the following steps to remove the chassis door: 

1 . Open the door 90°. 

2. Support the door to prevent it from falling. 

3. Push the spring-loaded lever on the upper hinge up and into the notch in the 
hinge. 

4. Push the spring-loaded lever on the lower hinge down and into the notch in the 
hinge. Pull the door out, towards you. 

5. Pull the door away from the chassis. 

Replacing the chassis door 
Perform the following steps to replace the chassis door: 

1. Ensure that the levers on the spring-loaded pins on both hinges are pushed into 
the notches. 

2. Align the spring-loaded pins with the chassis portion of the hinges. 

3. Release the pins by pushing the levers out of the notches. 

Removing and replacing the front or rear cabinet door 
Use this procedure to remove and replace the front or rear cabinet doors. 

Removing the cabinet door 
Perform the following steps to remove the front or rear door: 

1. Open the door of the cabinet. 

2. Remove the door by lifting it up and out. 

3. Remove the hinge bracket (if necessary) by removing the hinge mounting 
screws that attach the bracket to the rack. See Figure 56. 

·~ Hinge Mounting Screws 

Hinges 

Figure 56. Removing the cabinet door 

Latch Mounting Screws 

Door Removed for Clarity 

SJ000659 
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Replacing the cabinet door 
Perform the following steps to replace the front or rear door: 

1. Align the door with the hinge pin. 

2. Instai! the bottom hinge pin (the longest pin) first. 

3. Instai! the top hinge pin (the shortest pin) second. 

Relocating the cabinet 
Perform the following steps to relocate the cabinet: 

1. Turn off ali power to the cabinet and the 2109 Model 12 that is installed. 

2. Disconnect ali power and ali device cables. 

3. Unbolt the cabinet from the floor or remove the stabilizers. 

4. Raise ali the leveling feet. 

5. Unlock each caster wheel by loosening the screw on the caster. 

6. Move the cabinet to the new position. 

7. Reposition the cabinet. Go to "Step 1. Position the cabinet" on page 7. 

Reference information for the fruinfoset command 
You must run the fruinfoset command through the active CP card by using root 
access. For more information, see Table 11 . 

Tab/e 11. Reference information for the fruinfoset command 

Na me 

Syntax 

Availability 

Description 

Operands 

fruinfoset 

fruinfoset 

Factory or root only 

This command provides for the setting of the four externally modifiable 
fields in the header that is associated with each FRU. After the new data 
is written, the final contents of lhe fields are printed. No other fields can 
be modified. Some FRUs might not contain customer data or might not 
be programmable, in which case an error message displays. 

FRU ID and number are the required operands. 

FRUID 

Type of FRU: 

• Slot (port card or CP card in a slot) 

• Fan (blower assembly) 

• Ps (power supply) 

• Chassis (chassis or WWN card) 

number 

Physical. slot o r unit number for .which thelii formation ~I ~ 9,p(} : _F~ r 
chassis 1nformat1on, type chass 1s 1. For W'r:JI " 'gr~rna.tleA~t~ 
chassis 2. 
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Table 11 . Reference information for the fruinfoset'command (continued) 

Usage The modifiable fields and their maximum field sizes are as follows: 
Field name Maximum number of characters 
ID 1 O characters 
PN (part number) 20 characters 
SN (OEM serial number) 20 characters 
RV (revision code 4 characters 
Chassis SN (serial number) 12 characters 
(This field displays only when 
the chassis 1 parameter is used.) 

These fields might not display for ali FRUs. For each field that displays, 
the existing value displays followed by a> prompt for lhe new value. lf 
more than the allowed number of characters are entered, lhe extra 
characters at the end are ignored, and a warning message displays. 
Leading blanks are also ignored. The chassis SN prompt displays only if 
the chassis 1 parameter is entered after the command. The usage rules 
are lhe same as for other values. The chassis serial number is identified 
by the chassisShow command as the Ser i a 1 Num for Chassi s/WWN: 
Uni t 1 
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Appendix A. Product specifications 

This appendix contains the 2109 Model C36 with Model M12 specifications. 

21 09 Model M12 components 
The 2109 Model M12 contains the following components: 

• A 14U chassis, designed to be mounted in a 48.26 em (19 in.) rack. Two 2109 
Model M12 switches can be mounted in a 2109 Model C36 cabinet. 

• 16-port cards in configurations up to eight cards per chassis, with 16 optical ports 
per card, compatible with SFPs. 

• Two CP cards, each with: 

- One modem serial port with a DB-9 connector (full RS-232) 

- One terminal serial port with a DB-9 connector (RS-232 signal subset) 

- One IEEE compliant RJ-45 connector for use with a 1 O Mbps or 100 Mbps 
Ethernet connection 

- A real-time clock (RTC) with a 1 0-year battery and 56 bytes of NVRAM 

• Four power supplies with built-in fans. The power supplies plug into internai 
blind-mate connectors when installed in the chassis . 

• Two ac power inlet connectors with ac power switches (power panel). 

• A WWN card and bezel. 

• Three blower assemblies for forced-air cooling of the 16-port cards and the CP 
cards. 

Air enters inlet vents on the blower assembly side of the chassis and exits through 
vents on the port side of the chassis. The blower speed is governed by inlet air 
temperature. The blowers go into high speed when the inlet air temperature 
exceeds 33°C (91 °F) . 

Physical dimensions 
The dimensions of the 2109 Model M12 are listed in Table 12. 

Table 12. Physical dimensions of the 2109 Model M12 

Dimension Value 

Height 14U (24.11 in.) 

Depth 70.9 em (27.9 in.) 

Depth with door 72.9 em (28.7 in .) 

Width 43.7 em (17.2 in.) 

2109 Model M12 and component weights 

© Copyright IBM Corp. 200 

The weight of a fully loaded 2109 Model M12, as well as the weights of individual 
components , are listed in Table 13. 

Tab/e 13. Component weights 

Component Weight 

Fully loaded chassis Approximately 1 ~ 't< 1k-g, (glõe :~ rl qs~s _ C i J _ 
\_,"'! u ,.._1 \. 

Empty chassis 47.1 kg (1 o4.o lbsJ;FMI . CQfWI;;.IO .. S 
~'! • -(uiJl .. 

Fls. N° 
2, 2003 

i Doe: 3690 

99 



Table 13. Component weights (continued) 

Component Weight 

Do o r 3.4 kg (7.6 lbs) 

Blower assembly 4 kg (8.8 lbs} 

Power supply 3.2 kg (7.0 lbs} 

WWN bezel 0.27 kg (0.6 lbs) 

CP card 2.5 kg (5.6 lbs) 

16-port card 3.9 kg (8.6 lbs} 

Card filler pane! 1.6 kg (3.2 lbs) 

Cable management tray 0.27 kg (0.6 lbs} 

21 09 Model C36 with Model M12 specifications 
The specifications for the 2109 Model C36 with Model M12 are listed in Table 14. 

Table 14. 2109 Model C36 with Mode/ M12 specifications 

Dimension Value 

Height 1785 mm (70.3 in.) 

Depth . With rear door installed: 1042 mm (41 in.) . With rear and front door installed: 1098 mm (43.3 in.) 

Width . With side panels installed: 650 mm (25.6 in.) . Without side panel installed: 623 mm (24.5 in .) 

ElA units 36 ElA units 

Weight Cabinet with two 2109 Model M12 switches: 816 kg (17951bs) 

16-port card specifications 
The ports in the 2109 Model C36 with Model M12 support full duplex link speeds at 
2.125 Gbps or 1.0625 Gbps, inbound and outbound, automatically negotiating to the 
highest common speed of ali the devices that are connected to the port. Each port 
has a serializer/deserializer (SERDES) which accepts 1 O-bit wide parallel data and 
serializes it into a high-speed serial stream. The parallel data is expected to be 
88/1 OB encoded data o r equivalent. 

The ports are compatible with optical SWL (780 - 850 nm), and optical LWL (1270 -
1350 nm) , SFPs, and SFP-compatible cables. The strength of the signal is 
determined by the type of SFP that is being used. 

The ports are universal and self-configuring, and are capable of becoming F _ports , 
FL_ports, or E_ports. 

The ports meet ali required safety standards. For more information about these 
standards, see Table 22 on page 106. 
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CP card specifications 
This section describes the specifications for the CP card. 

Memory specifications 
The centralized memory maximizes switch throughput by guaranteeing full transmit 
and receive bandwidth to ali Fibre Channel ports at ali times. 

Each CP card contains the type and specification of memory listed in Table 15. 

Tab/e 15. Memory specifications 

Memory type Amount 

Main memory 256 MB of SDRAM (32 bits wide) 

Flash memory . User flash: 16MB of 16-bit wide memory, 
stored in two 8 MB banks 

. Compact flash: 256 MB, partitioned in two 
128 MB sections 

Boot flash memory 512 KB of 8-bit wide memory for system 
startup 

Battery specifications 
The CP card has a lithium carbon-monoflouride coin cell battery. 

Table 16 lists the battery specifications. 

Table 16. Battery specifications 

Type Specification 

Rayovac BR1225 3.0 volt, 50 mAh 

CAUTION: 
There is danger of explosion if the battery is incorrectly replaced. Ali used 
batteries must be discarded according to the manufacturer's instructions. 
Contact IBM if the real time clock begins to Jose time. 

Terminal serial port specifications 
Each CP card provides a terminal serial port with a DB-9 connector with an RS-232 
signal subset. 

Note: For dust and ESD protection, a cover is provided for the serial port and 
should be kept on the port whenever the serial port is not being used. 

The terminal serial port is intended primarily for use during the initial setting of the 
IP address and for service purposes. 

A 3.0m (1 O ft) serial cable is provided with lhe switch. You can convert it from a 
DB-9 serial cable to an RJ-45 style serial cable by removing the adapter on the end 
of the cable. 

You can use the terminal serial port to connect to a computer workstation or 
terminal without connecting to the fabric. The terminal device should be configured 
to 9600 baud, 8 data bits , no parity, 1 stop bit, with no flow contrai. 

The terminal serial port requires a straight through serial cable with-~ fe rs.q.~,Q,P.i ~;N _ 
O-SUB connector. Use the pinouts listed in Table 17 on page 102'." ~ ~+- 1

1C~ 3° ·~~O{' 
l h i! • , \{I r'< '\ ' iJ ;_ .,. J1. u 
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Table 17. Pinouts with signal and description 

Pin Signal Description 

1 

2 TxData Transmit data 

3 RxData Receive data 

4 

5 GND Logic ground 

6 

7 

8 

9 

Modem serial port specifications 
Each CP card has a modem serial port (labeled RS-232} with a fully RS-232 
compliant DB-9 connector. 

Note: For dust and ESD protection, a cover is provided for the serial port and 
should be kept on the port whenever the serial port is not being used. 

You can use the modem serial port to attach a modem to each CP card . The 2109 
Model M12 detects modems only during the power-on or restar! sequences, and 
automatically initializes them for operation. lf modems are connected to an 
operating switch, a power on and off cycle, restar!, or fast restar! is required in 
order to detect the modems. 

Customers should connect a "Y" cable on the telephone line to each modem. The 
active CP card answers on the first ring. The standby CP card answers on the 
seventh ring if the active CP card has failed to answer. 

The modem serial port pinouts are listed in Table 18. 

Table 18. Modem serial port pinouts 

Pin Signal Description 

1 DCD Data carrier detect 

2 RxData Receive data 

3 TxData Transmit data 

4 DTR Data term ready 

5 GND Logic ground 

6 DSR Data set ready 

7 · RTS Request to send 

8 CTS Clear to send 

9 RI Ring indicator 

Fibre Channel port specifications 
Thê Fibre Channel ports in the Model M 12 support fui I duplex link speeds at 2.125 
Gbps or 1.0625 Gbps inbound and outbound . The ports automatically negotiate to 
the highest common speed of ali devices that are connected to the port. Each port 
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has a SERDES that accepts 1 O-bit wide parallel data and serializes it into a 
high-s~eed serial stream. The parallel data is expected to be 8B/1 OB encoded . dat~ 

or equtvalent. _.. . : ,;~ 
_,... ·-~ 

The ports are compatible with the following SFPs and SFP-compatible {·a. bles:,/ '""[j\ ) .-l \ 
• Optical SWL: 780 - 850 nm \ ''V' . . . 

• Optical LWL: 1270 - 1350 nm \ , _, , . < 

. '- ~ 

The strength of the signal is determined by the type of SFP in use. ' -... -- - ... 

The ports are universal and self-configuring, and are capable of becoming F _ports, 
FL_ports, or E_ports. These ports meet ali the required safety standards. 

Facility specifications 
To ensure correct operation of the 2109 Model C36 with Model M12, ensure that 
the facility meets the following specifications: 

• Power requirements for a physical inlet: 

- lnput power requirements: 200 - 240 V ac, 24A, 50 - 60 Hz 

- Recommended power connector 

• An adequate supply circuit, line fusing, and wire size, according to the electrical 
rating on the switch nameplate. 

• An air flow of at least 350 cubic feet per minute per switch, available in the 
immediate vicinity of the 2109 Model C36 with Model M12. 

• The power specifications listed in "Power specifications". 

• The environmental specifications listed in "Environmental requirements" on 
page 104. 

• lnterference less than the standard leveis listed in Table 21 on page 105, under 
lmmunity. 

Power specifications 

CAUTION: 
To remove power to the 2109 Model M12, disconnect both power cables. 

The 2109 Model C36 with Model M12 supports F _port, FL_port, and E_port 
connections and distributed name server (DNS). lt is electro-magnetic compatibility 
(EMC) compliant. 

The power supplies are universal and capable of functioning worldwide without 
using voltage jumpers or switches. They meet IEC 61000-4-5 surge voltage 
requirements and are autoranging in terms of accommodating input voltages and 
line frequencies. Each power supply has its own built-in fan for cooling . The fans 
push the air towards the port side of the chassis. 

The power specifications listed in Table 19 on page 104 are calculated for 
fully-loaded systems with four power supplies. A fully-loaded system has eight 
16-port cards , two CP cards , and three blower assemblies. 

Table 19 on page 104 lists the power specifications for the"2 l() !3-Mudel-5-3ô~with 
Model M1 2. J ,(J" r,o ú,, ')C''í - CtJ -

... CP !. j :J RRt:IO" 

I Fls. N° ___ _ 
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Table 19. Power specifications 

Specification Value 

Total power available from eaeh power 1KW 
supply 

lnput voltage 200- 240 V ae 

lnput line frequency 50 - 60Hz 

Harmonic distortion Aclive power faetor eorrection per 
IEC1000-3-2 

Heat output (BTU rating) . 64 ports: 1080 Watts, 3690 BTU per hour . 128 ports : 1960 Watts, 6700 BTU per 
h ou r 

Maximum inrush current per power eord 40 amps peak 

lnput line proteetion Thermal cireuit breaker 

Power supply dimensions 6.96 em (2.74 in .) wide, 12.34 em (4.86 in .) 
high, 34.29 em (13.50 in.) long 

Environmental requirements 
Table 20 lists the environmental operating ranges for the 21 09 Model C36 with 
Model M12. The requirements for non-operating conditions are also provided for 
acceptable storage and transportation environments. 

Tab/e 20. Environmental requirements 

Condition Acceptable range during Acceptable range during 
operation nonoperation 

Temperature oo- 40°C {40°- 104°F) oo- 40°C (40°- 104°F) 
(See Note) 

Humidity 20% - 80% RH noneondensing, at 0% - 90% RH noncondensing, at 
40°C 40°C 

Altitude O- 3 km (O- 10 000 ft) above sea O - 12 km (O - 39 370 ft) above sea 
levei levei 

Shoek 4G, 11 MS duration, half-sine OG, 11 MS duration, sq wave 
wave 

Vibration 5G, O- 3 kHz at 1.0 oetave per 1 OG, O - 5 kHz at 1.0 octave per 
minute minute 

Heat dissipation . 64 ports: 3690 BTU per hour Not applicable 

. 128 ports: 6700 BTU per hour 

Note: Temperature measured at the air inlets on the blower assembly side of lhe chassis . 
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General specifications ' · .. '-
.... 

Table 21 lists the general specifications for the 2109 Model C36 with Modet Mí 

Table 21. General specifications 

Specification Description 

Configurable port types The 2109 Model C36 with Model M12 
supports F _port, FL_port, and E_port 
connections. 

EMI rating An operating 2109 Model C36 with Model 
M12 conforms to the EMI radiation leveis 
specified by the following regulations: . FCC Rules and Regulations, Part 158, 

Class A levei . CISPR22 Class A . EN55022 Class A . VCCI Class A ITE . AS/NZS 3548 Class A 

~:.' 
. CNS 13438 Class A . ICES-003 Class A 

System architecture Nonblocking shared-memory switch 

System processor IBM Power PC 405GP, 200 MHz CPU 

ANSI Fibre Channel protocol FC-PH (Fibre Channel Physical and 
Signaling Interface standard) 

Modes of operation Fibre Channel Class 2, Class 3, and Class F 

Fabric initialization Complies with FC-SW 5.0 

Internet protocol (IP) over Fibre Channel Complies with FC-IP 2.3 of the FCA profile 
(FC-IP) 

Aggregate switch input/output (1/0) Per port: 4 Gbps, running at 2 Gbps, full 
bandwidth duplex 

Per 16-port card: 64 Gbps, ali 16 ports at 2 
Gbps, full duplex 

Port-to-port latency Less than 2 microseconds with no contention 
(destination port is free) 

Data transmission range . Up to 500 m (1625 ft) for short wavelength 
optical link . Up to 1 O km (32 820 ft) for long 
wavelength optical link 

lmmunity . IEC 61000-4-2 Severity Levei 3 for 
Electrostatic Discharge . IEC 61000-4-3 Severity Lêvel 3 for 
Radiated Fields 

. IEC 61000-4-4 Severity Levei 3 for Fast 
Transients 

. IEC 61000-4-5 Severity Levei 3 for Surge 
Voltage 

. IEC 61000-4-6 Conducted Emissions 

. I EC 61 000-4-11 V'oltaga YariatiQns i ... ' I; 1 " :1 ,, l I I I • ~ • • \. .. 1 li> 
~ ...,...-
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Tab/e 21 . General specifications (continued) 

Specification Description 

Acoustics When measured in ElA 4 of a 36 ElA 
TotaiStorage rack, with front cover, and rear 
cover with acoustic baffle, declared sound 
power is LwAd = 7.5 8, average bystander 
sound pressure is LpA = 59 d8A. 

Routing capacity A minimum aggregate routing capacity of 
four million trames per second is provided for 
Class 2, Class 3, and Class F trames in a 
64-port switch. 

Regulatory specifications 
The 2109 Model M12 is certified for the regulatory specifications that are listed in 
Table 22. 

Table 22. Regulatory specifications 

Country or Safety specification EMC specification 
region 

Canada CSA 22.2 No. 60950 Third Ed. ICES-003 Class A 

United States UL 60950 Third Ed., lnfo. Tech. Equip. FCC Part 15, Subpart 8, 
(CFR title 47) Class A 

Japan I EC 60950+A 1 +A2+A3+A4+A 11 VCCI V-3/2000.04, Class 
A 

lnternational IEC 60950+A1+A2+A3+A4+A11 CISPR22 Class A 

Norway Nemko IEC 60950+A1+A2+A3+A4+A11 

(C8 Report) 
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Tab/e 22. Regulatory specifications (continued) 

Country or Safety specification EMC specification 
region 

European Union 73/23/EEC based on compliance to 89/336/EEC 

(Austria, EN 60950:92 +A 1 :93+A2:93+A3:95+ EN 55022:1998 Class A 
Belgium, 
Denmark, A4:96+A 11 :97 (CB report inclusive o f county EN 55024 (lmmunity) 
Finland, France, deviations); TUV-GS (Germany) 

Germany, EN 60825-1 :1994/A 11, -2 
~--~ Greece, lreland, ......... . . :· . .::-, 

EN 61000-4-2 Severity 
ltaly, / ~ '"'"' u \ 

t '' J? Levei 3 for Electra Static 
Luxembourg, 

( 
' ... ; \ 

Discharge 
Netherlands, I ( ~~- .. . ' 
Portugal, Spain, EN 61 000-4-3 Severity 
Sweden, United r -~ 

'· ~ Levei 3 for Radiated 
Kingdom) L Fields - -

EN 61000-4-4 Severity 
Levei 3 for Electrical Fast 
Transients 

EN 61000-4-5 Severity 
Levei 3 for Surge Voltage 

EN 61 000-4-6 Conducted 
Emissions 

EN 61000-4-8 Magnetic 
Fields 

EN 61000-4-11 Line 
lnterruption 

Taiwan BSMI Certification CNS 
13438 

Australia and AS/NZS 3548:1995 Class 
New Zealand A (radio interference) 

The 2109 Model C36 is certified for the following regulatory specifications: 

• IEC 60950/EN 60950 Third Ed. 

• CSA 60950-00/ANSI-UL 60950 Third Ed. 

• CE (7/23/EEC based on EN 60950 Third Ed.; 89/336/EEC) 

POST and Boot specifications 
The Model M12 performs a POST by default each time that you power on (cold 
boot) or restart or reset the chassis. You can restart the Model M12 with the 
switchreboot command , the reboot command, or the fastboot command. The 
fastboot command restarts the switches without running POST. lf you restart the 
active CP card , it fails over to the standby CP card. 

Monitoring POST results 
You can monitor the success and failure of the diagnostic te C?- 5i r~J r.~_f\J:luri~, J-
POST through LED activity, the error log, or a command line, in tfa'2:e9'FD0S'T" l.N -
requires a minimum of 3 minutes to complete, however the r rrfeP~Qf fa -y r(..:fOv 
depending on the devices that are connected to the 2109 M~del M12. 13 6) r; 

No ~- ' ü U Fl.s,- · ' _______ _ _ 
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POST performs the following steps: 

1. Runs preliminary POST diagnostics 

2. lnitializes the operating system 

3. lnitializes the hardware 

4. Runs diagnostic tests on severa! functions, including circuitry, port functionality, 
ability to send and receive frames, ali aspects of memory, parity, statistics 
counters, and serialization 

Boot completes in a minimum of 3 minutes if you run a POST. In addition to POST, 
boot includes the following steps after the POST completes: 

1. Configures the universal port 

2. lnitializes the links 

3. Analyzes the fabric. lf any ports are connected to other switches, the switch 
participates in a fabric configuration. 

4. Obtains a domain ID for the switch and assigns port addresses 

5. Constructs unicast routing tables 

6. Enables normal port operation 
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Appendix B. Parts information ~.· ~ 
This appendix contains detailed drawings, field replace'ãb1eunit (FRU) part 
numbers, and part descriptions for a 2109 Model C36 with Model M12. 

Covers 

lndex number FRU part number 

1 18P2120 

2 31L7547 

3 31L8594 

4 31L7545 

5 31L7540 

6 11 P0724 

7 05N6478 

© Copyright IBM Corp. 2002, 2003 

SJ000670 

Units per assembly Description 

1 

2 

4 

1 

2 

1 

2 

Front door 

Hinge, front door 

Screw, front hinge 

Latch , front door 

Screw, front door 
late h 

Rear door (black) 

Side panel (black) 

~ 

I
~ Rir. n" O'!';;nJ-. c, " I 

CP 11 - CC,: ..lvS 

f Fis:. .. ~o _ 13 3 6 109 
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Earthquake brace 

lndex number FRU part number Units per assembly Description 

05N4697 1 Earthquake brace kit 

1 Reference only 1 Bracket 

2 Reference only 2 Hinge 

3 Reference only 1 Spacer 

4 Reference only 7 Screw 

5 Reference only 1 Bolt 

6 Reference only 1 Latch plate 
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Blank fillers 

c· 

lndex number FRU part number 

1 97H9754 

2 97H9755 

18P2265 

3 Reference only 

4 Reference only 

5 Reference only 

18P2233 

6 Reference only 

7 Reference only 

8 Reference only 

SJ000672 

Units per assembly Description 

As needed 

As needed 

As needed 

1 

2 

2 

As needed 

1 

4 

4 

1 U (black) filler snap 

3U (black) filler snap 

1 U bolt in panel kit, 
(black) 

Panel (1 U kit) 

M5 X 14 Hex screw 
(1 u kit) 

M5 nut clip (1 U kit) 

3U bolt in panel kit, 
(black) 

Pane/ (3U kit) 

M5 X 14 hex screw 
(3U kit) 

M5 nut clip (3U kit) 

. HOS nc 03:JJ5- C~ ­
CPMI . COR~ lOS 

·.Fls. N°__.1_,.~ [ --·. 3o~'a 
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Stabilizers 

. v 

lndex number FRU part number Units per assembly 

31L8305 1 

1 Reference only 2 

2 Reference only 4 
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Rear of 
Rack 

SJ000673 

Description 

Stabilizer kit (black) 

Bracket 

M8 X 25 screw, 
button head socket 



Leveling feet 

SJ000674 

lndex number FRU part number Units per assembly Description 

1 Reference only 4 Jam nut 

2 Reference only 4 Leveller 

3 31L8313 1 Wrench 

Power cords 

©OOOQQ 
1 2 3 4 5 6 

I' SJ000675 

Í F'. ' n' \;3/200:1 - CN -
• C r ,JH · _CORREIOS 
t 1~~~ 
~ o:-•" Kr;- Jl o u l l ) i -~·---

~ 
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lndex number FRU part Units per Country or region 
number assembly 

1 11F0113 1 U.S. Standard, type 12 plug, L6-30P 
twist-lock connector, 14 ft cord 

30 A, single phase 

U.S.A., Canada 

Anguilla, Antigua, Cape Verde lslands, 
Cayman lslands, French Polynesia, 
Honduras, Montserrat, St. Kitts and Nevis, 
Tortola 

1 11F0114 1 U.S., Chicago, type 12 plug, L6-30P 
twist-lock connector, 6 ft cord 

30 A, single phase 

Chicago, lllinois, U.S.A. 

1 11F0115 1 AFE, type 12 plug, L6-30P twist-lock 
connector, 14 ft cord 

30 A, single phase 

Argentina, Bahamas, Bangladesh, 
Barbados, Bermuda, Bolívia, Chile, China, 
Colombia, Costa Rica, Dominican 
Republic, Ecuador, El Salvador, 
Guatemala, Guyana, Honduras, Hong 
Kong S.A.R. of China, lndia, lndonesia, 
Jamaica, Japan, Macau S.A.R. of China, 
Malaysia, Mexico, Myanmar, Netherlands 
Antilles, Panama, Peru , Philippines, 
Singapore, Sri Lanka, Suriname, Taiwan, 
Thailand, Trinidad, Venezuela 

N/ A 18P2257 1 Universal without wall plug connector 
(non-US or Canada) 

3 11F0106 1 30 A, single phase, PDL connector 

Wilco WP, type PDL plug, 14ft cord 

Austral ia 

3 11F0107 1 30 A, single phase, PDL connector 

Wilco WP, type PDL plug, right angle, 14 ft 
cord 

New Zealand 
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lndex number FRU part Units per Country or region \ -w number assembly \ .. , 

4 31F4466 1 32 A, single phase, three pirtconnedÔr 

IEC 309, type 46 connector (2 power + 
ground), 14 ft cord 

Belgium, Bahrain, Botswana, Brazil, Egypt, 
Ethiopia, France, Ghana, Germany, 
Greece, lceland, lraq, lreland, ltaly, Jordan, 
Kenya, Kuwait, Lebanon, Malawi, Nigeria, 
Norway, Oman, Qatar, Saudi Arabia, Spain, 
Sudan, Tanzania, Uganda, United 
Kingdom, United Arab Emirates, Zaire, 
Zambia, Zimbabwe 

N/A (See 18P2257 1 Switzerland 
Note) 

6 87G6067 1 30 A, single phase 

Type KP connector, right angle, 14 ft cord 

Korea 

Note: Instai! according to the national electrical code of the specific country or region. 

Cabinet parts list 
Table 23 lists the items that are supplied with the 14U chassis mount kit 

Table 23. ltems supplied with the 14U chassis mount kit 

Item No. Description Quantity 

1 Left mounl shelf brackel 1 

2 Righi mounl shelf bracket 1 

3 Left upper mounl bracket assembly, 1 
conlaining: 

3a Left upper mount bracket (fiai) 1 

3b Left upper mount bracket 1 
(L-shaped) 

3c Screw 2 

4 Righi upper mount bracket 1 
assembly, conlaining: 

4a Righi upper mounl bracket (flat) 1 

4b Righi upper mounl brackel 1 
(L-shaped) 

4c Screw 2 

5 10-32 x 5/16-in. Phillips flalhead 8 
screw 

6 10-32 x 5/8 in . Phillips panhead 4 
screw with washer 

7 10-32 clip nut (package of 20; only 20 
four are required) 
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Table 23. ltems supplied with the 14U chassis mount kit (continued) 

Item No. Description Quantity 

8 1/4-20 x 1/2 in. Phillips panhead 16 
screws, with lock washer 

Discard the following 

9 10-32 retainer nuts 4 

10 1/4-20 x 1/2 in. Phillips panhead 16 
screws with glue 

11 0.375 in. square washers 16 

12 8-32 x 5/16 in. Phillips flathead 8 
screws 

Power distribution unit (PDU) 

SJ000652 

Figure 57. Front view of the PDU 
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SJ000653 

Figure 58. Top view of the PDU 

FRU part number Units per assembly Description 

32P1077 2 each PDU, Winchester (PDU 
chassis) 

24P6847 2 each Power cord, PDU 

2109 Model M12 parts list 

FRU part number Units per assembly Description 

18P5017 4 each Switch blade, 16 port, 2 GB 

18P5032 1 each Chassis door 

18P5034 4 each Filler panel, switch blade, 16 port, 2 GB 

18P5035 2 each Blade, control processar 

18P5037 3 each Power supply, 180 - 264 V ac, 1 000 watts 
-
18P5039 3 each Blower assembly 

18P5126 1 each Rear LED status panel card 

18P5128 1 each Chassis (including the backplane, blower 
and power supply backplane, ac and blower 
harness) 

18P5130 1 each Rear WWN bezel 

18P5131 1 each Tray, cable management 
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Appendix C. Blank planning worksheets 

This appendix contains the following blank worksheets that you can use when you 
plan the installation of a 2109 Model C36 with Model M12: 

• Planning worksheet 

• Port configuration worksheet 

• Zone definition worksheet 

• Zone configuration worksheet 

Make as many copies of the blank worksheets as you need to plan the installation 
of your switches. Give your system administrator copies of the completed 
worksheets. --·-

Planning worksheet 

Table 24. Planning worksheet 

Item 

Firmware levei 

Firmware location: 

Server name 

Username 

Directory 

Switch name 

Domain ID 

FCnetiD (Fibre Channel IP address) 

FC netmask 

WWN 

Role 

Syslog daemon IP address 

Users defined - access levei 

SNMP information: 

System description 

System contacts 

System location 

Event trap levei O - 5 

Enable authentication traps 

RW community string 

RO community string 

Trap recipients IP address 

License keys 

© Copyright IBM Corp. 2002, 2003 
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Port configuration worksheet 

Tab/e 25. Port configuratíon worksheet 

Port Device Device port Cable Port Notes Cable 
number na me length type number 

o 
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 
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Zone definition worksheet 

Table 26 Zone definition worksheet 
~ 

Zone member type Zone member Zone configuration Comments ----r-, 

(switch, port, na me 
WWN) 

Por! (10, P) ~-:..~: 

Por! (10, P) -, --
Por! (10, P) 

Por! (10, P) 

Por! (10, P) 

Por! (10, P) 
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Zone configuration worksheet 

Table 27. Zone configuration worksheet 

Zone member type Zone Zone configuration Connects to 
(switch, port, WWN) member na me 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 

Port (ID, P) 
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Notices 
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This information was developed for products and services offered in 'ih'e,U ... , ~.?.:f ' :.;./ 

IBM may not offer the products, services, or features discussed in this document in 
other countries. Consult your local IBM representative for information on the 
products and services currently available in your area. Any reference to an IBM 
product, program, or service is not intended to state or imply that only that IBM 
product, program, or service may be used. Any functionally equivalent product, 
program, or service that does not infringe on any IBM intellectual property right may 
be used instead. However, it is the user's responsibility to evaluate and verify the 
operation of any non-IBM product, program, or service. 

IBM may have patents or pending patent applications covering subject matter 
described in this document. The furnishing of this document does not give you any 
license to these patents. Vou can send license inquiries, in writing to: 

IBM Director of Licensing 
IBM Corporation 
North Castle Drive 
Armonk, N. Y. 10504-1785 
U.S.A. 

The following paragraph does not apply to the United Kingdom or any other 
country where such provisions are inconsistent with local law: 
INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS 
PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS 
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES 
OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A 
PARTICULAR PURPOSE. Some states do not allow disclaimer of express or 
implied warranties in certain transactions, therefore, this statement may not apply to 
you. 

This information could include technical inaccuracies or typographical errors. 
Changes are periodically made to the information herein; these changes will be 
incorporated in new editions of the publication. IBM may make improvements and/or 
changes in the product(s) and/or the program(s) described in this publication at any 
time without notice. 

Any references in this information to non-IBM Web sites are provided for 
convenience only and do not in any manner serve as an endorsement of those 
Web sites. The materiais at those Web sites are not part of the materiais for this 
IBM product and use of those Web sites is at your own risk. 

IBM may use or distribute any of the information you supply in any way it believes 
appropriate without incurring any obligation to you. 
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Trademarks 
The following terms are trademarks of the lnternational Business Machines 
Corporation in the United States, other countries, or both: 

IBM 
TotaiStorage 

Microsoft, Windows, and Windows NT are trademarks of Microsoft Corporation in 
the United States, other countries, or both. 

UNIX is a registered trademark of The Open Group in the United States and other 
countries. 

Other company, product, or service names may be trademarks or service marks of 
others. 

Electronic emission statements 
This section gives the electronic emission notices or statements for the United 
States and other countries. 

Federal Communications Commission (FCC) statement 
This equipment has been tested and found to comply with the limits for a class A 
digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to 
provide reasonable protection against harmful interference when the equipment is 
operated in a commercial environment. This equipment generates, uses, and can 
radiate radio frequency energy and, if not installed and used in accordance with the 
instruction manual, may cause harmful interference to radio communications. 
Operation of this equipment in a residential area is likely to cause harmful 
interference, in which case the user will be required to correct the interference at 
his own expense. 

Properly shielded and grounded cables and connectors must be used in order to 
meet FCC emission limits. IBM is not responsible for any radio or television 
interference caused by using other than recommended cables and connectors or by 
unauthorized changes or modifications to this equipment. Unauthorized changes or 
modifications could void the user's authority to operate the equipment. 

This device complies with Part 15 of the FCC Rules. Operation is subject to the 
following two conditions: (1) this device may not cause harmful interference, and (2) 
this device must accept any interference received, including interference that may 
cause undesired operation. 

lndustry Canada compliance statement 
Avis de conformite a la reglementation d'lndustrie Canada: Cet appareil 
numerique de la classe A est conform a la norme NMB-003 du Canada. 

Chinese Class A compliance statement 

Attention: This is a Class A statement. In a domestic environment, this product 
might cause radio interference in which case the user might be required to take 
adequate measures. 

124 IBM TotaiStorage SAN Cabine! 2109 Model C36 with Model M12: lnstallation and Service Guide 



European Community compliance statement 
This product is in conformity with the protection requirements of EC Council 
Directive 89/336/EEC on the approximation of the laws of the Member States 
relating to electromagnetic compatibility. IBM cannot accept responsibility for any 
failure to satisfy the protection requirements resulting from a non-recommended 
modification of the product, including the fitting of non-IBM option cards. 

This product is in conformity with the EU council directive 73/23/EEC on the 
approximation of the laws of the Member States relating to electrical equipment 
designed for use within certain voltage limits. This conformity is based on 
compliance with the following harmonized standard: EN60950. 

This product has been tested and found to comply with the limits for class A 
lnformation Technology Equipment according to European Standard EN 55022. The 
limits for class A equipment were derived for commercial and industrial 
environments to provide reasonable protection against interference with licensed 
communication equipment. 

Attention: This is a class A product. In a domestic environment, this product may 
cause radio interference in which case the user may be required to take adequate 
measures. 

Where shielded or special cables (for example, cables fitted with ferrites) are used 
in the test to make the product comply with the limits: 

Properly shielded and grounded cables and connectors must be used in arder to 
reduce the potential for causing interference to radio and TV communications and 
to other electrical or electronic equipment. Such cables and connectors are 
available from IBM authorized dealers. IBM cannot accept responsibility for any 
interference caused by using other than recommended cables and connectors. 

Germany compliance statement 
Zulassungsbescheinigung laut Gesetz ueber die elektromagnetische 

Vertraeglichkeit von Geraeten (EMVG) vom 30. August 1995. 

Dieses Geraet ist berechtigt, in Uebereinstimmung mit dem deutschen EMVG das 

EG-Konformitaetszeichen - CE - zu fuehren . 

Der Aussteller der Konformitaetserklaeung ist die IBM Deutschland. 

lnformationen in Hinsicht EMVG Paragraph 3 Abs. (2) 2: 

Das Geraet erfuellt die Schutzanforderungen nach .EN ~?0~2~1. ~Tl"EN. - . 9

1

022 
Klasse A. l , ( _ t1 G ... 0,,5- C. -

CPI~,l "": UR E10~ 
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EN 55022 Klasse A Geraete beduerfen folgender Hinweise: 

Nach dem EMVG:JtlJ 

"Geraete duerfen an Orten, fuer die sie nicht ausreichend entstoert sind, nur mit 
besonderer Genehmigung des Bundesministeriums fuer Post und 
Telekommunikation oder des Bundesamtes fuer Post und Telekommunikation 
betrieben werden. Die Genehmigung wird erteilt, wenn keine elektromagnetischen 
Stoerungen zu erwarten sind." (Auszug aus dem EMVG, Paragraph 3, Abs.4) 

Dieses Genehmigungsverfahren ist nach Paragraph 9 EMVG in Verbindung mit der 
entsprechenden 

Kostenverordnung (Amtsblatt 14/93) kostenpflichtig. 

Nach der EN 55022: 

"Dies ist eine Einrichtung der Klasse A. Diese Einrichtung kann im Wohnbereich 
Funkstoerungen verursachen. in diesem Fali kann vom Betreiber verlangt werden, 
angemessene Massnahmen durchzufuehren und dafuer aufzukommen." 

Anmerkung: 

Um die Einhaltung des EMVG sicherzustellen, sind die Geraete wie in den 
Handbuechern angegeben zu installieren und zu betreiben. 

Japanese Voluntary Control Council for lnterference {VCCI) class 1 
statement 

::. O)~iWií, -m~fBlJ.~~OO:~"lll&~~i!f§±mifilJtíUi~ (V C C I) O)~~ 
~:::!1--). <? 7 7-- A ~~tHF1~~C'9. ::. O)~tri~*~-mi.lC'~ffl9 ~ C.ítí~ 
Wi~~'31 ~~::. 9::. C. i?~ A; tJ *-9. ::. O)~.g-,;:~j:~JfJ:ff7)'íJf:mt}JtJ:M~~~9 
~ J::.? ~~~;h9::. C.;?'íd; t) a::-.r. 

Korean Government Ministry of Communication (MOC) statement 
Please note that this device has been approved for business purposes with regard 
to electromagnetic interference. lf you find that this is not suitable for your use, you 
may exchange it for one with a non-business use. 

Taiwan class A compliance statement 

·~:1lf: 
~~~~~~m~~·~~~~~~~~ffl 

~ · orfig~@~i--t~.:rm · ~mmi5C"T · 
~m~-ff*~*Pf2I&~JÉÇ®&-~iim • 1 vso7171L 1 
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Glossary 

This glossary provides definitions for the Fibre 
Channel and switch terminology used for the IBM 
2109 Model M12. This glossary also provides 
definitions for the Fibre Channel and switch 
terminology used for the IBM Total8torage 8AN 
Cabinet 2109 Model C36. 

This glossary defines technical terms and 
abbreviations used in this document. lf you do not 
find the term you are looking for, see the IBM 
Glossary of Computing Terms located at 
www. ibm.com/networking/nsg/nsgmai n. htm 

This glossary also includes terms and definitions 
from: 

• lnformation Technology Vocabulary by 
8ubcommittee 1, Joint Technical Committee 1, 
of the lnternational Organization for 
8tandardization and the lnternational 
Electrotechnical Commission (180/IEC 
JTC1 /8C1 ). Definitions are identified by the 
symbol (I) after the definition; definitions taken 
from draft international standards, committee 
drafts, and working papers by 180/IEC 
JTC1/8C1 are identified by the symbol (T) after 
the definition, indicating that final agreement 
has not yet been reached among the 
participating National Bodies of 8C1 . 

• IBM Glossary of Computing Terms. New York: 
McGraw-Hill, 1994. 

The following cross-reference conventions are 
used in this glossary: 

See Refers you to (a) a term that is the 
expanded form of an abbreviation or 
acronym, or (b) a synonym or more 
preferred term. 

See also 
Refers you to a related term. 

Sb/1 Ob encoding. An encoding scheme that converts 
each 8-bit byte in to 1 O bits. Used to balance ones and 
zeros in high-speed transports 

16-port card. The Fibre Channel port card provided 
with the 2109 Model M12. Contains 16 ports and the 
corresponding light-emitting diodes (LEDs). See also 
port card. 

access contrai list (ACL). Enables an organization to 
bind a specific worldwide name (WWN) to a specific 
switch port or set of ports, preventing a port in another 
physical location from assuming the identity of a real 

© Copyright IBM Corp. 2002, 2003 

WWN. Can also reter to a list of the read/write access 
of a particular community string. See also device 
connection contrais. 

account levei switches. Switches that have four login 
accounts into the operating system (in descending 
order): root, factory, admin, and user. See also admin 
account. 

ACL. See access control/ist. 

address identifier. A 24-bit or 8-bit value used to 
identify the source or destination of a trame. 

admin account. A login account intended for use by 
lhe customer to control switch operation. See also 
account leve/ switches. 

alias. An alternate name for an element or group of 
elements in the fabric. Aliases can be used to simplify 
lhe entry o f port numbers and worldwide names 
(WWNs) when creating zones. 

alias address identifier. An address identifier 
recognized by a port in addition to its standard identifier. 
An alias address identifier can be shared by multiple 
ports. 

alias AL_PA. An arbitrated loop physical address 
(AL_PA) value recognized by a loop port {L_port) in 
addition to the AL_PA assigned to the port. See also 
arbitrated /oop physica/ address. 

alias server. A fabric software facility that supports 
multicast group management. 

AL_PA. See arbitrated loop physical address. 

American National Standards lnstitute (ANSI). The 
governing body for Fibre Channel standards in the 
U.S.A. 

ANSI. See American National Standards lnstitute. 

API. See application programming interface. 

application programming interface (API). A defined 
protocol that allows applications to interface with a set 
of seNices. 

application-specific integrated circuit (ASCI). In 
computer chip design, an integrated circuit created by 
first mounting an array of unconnected logic gates on a 
substrate and later connecting these gates in a 
particular configuration for a specific application . This 
design approach allows chip.s -fo r~a~vari·e1y of 

1 
. 
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/ 
' d loop. A shared 100 MBps Fibre Channel 

transpor! structured as a loop and supporting up to 126 
devices and one fabric attachment. A port must 
successfully arbitrate before a circuit can be 
established. 

arbitrated loop physical address (AL_PA). An 8-bit 
value used to uniquely identify an individual port within 
a loop. A loop can have one or multiple AL_PAs. 

arbitration wait timeout value (AW_TOV). The 
minimum time an arbitrating loop port (L_port) waits for 
a response before beginning loop initialization. 

area number. A number that is assigned to each 
potential port location in the switch. Used to distinguish 
ports that have the same port number but are on 
different port cards. 

ASIC. See application-specific integrated circuit. 

asynchronous transfer mode (ATM). A broadband 
technology for transmitting data over local area 
networks (LANs) or wide area networks (WANs), based 
on relaying cells of fixed size. Provides any-to-any 
connectivity, and nodes can transmit simultaneously. 

ATM. See asynchronous transfer mode. 

auto-negotiate speed. Process that allows two 
devices at either end of a link segment to negotiate 
common features, speed (for example, 1 Gbps or 2 
Gbps) and functions. 

autoranging. A power supply that accommodates 
different input voltages and line frequencies. 

autosense. Process during which a network device 
automatically senses the speed of another device. 

AW_TOV. See arbitration wait timeout value. 

backup F,CS switch. The switch or switches assigned 
as backup in case the primary fabric configuration 
server (FCS) switch fails. See also fabric configuration 
server switch and primary FCS switch. 

bandwidth. (1) The total transmission capacity of a 
cable, link, or system. Usually measured in bits per 
second (bps). (2) The range of transmission frequencies 
available to a network. See also throughput. 

basic input/output system (BIOS). Code that controls 
basic hardware operations, such as interactions with 
diskette drives, hard disk drives, and lhe keyboard. 

BB_credit. See buffer-to-buffer credit. 

beacon. When ali the port light-emitting diodes (LEDs) 
on a switch are set to flash from one side of the switch 
to the other, to enable identification of an individual 
switch in a large fabric. A switch can be set to beacon 
by Telnet command or through Web Tools. 

beginning running disparity. The disparity at the 
transmitter or receiver when the special character 
associated with an ordered set is encoded or decoded. 
See also disparity. 

BER. See bit errar rate. 

BIOS. See basic inputloutput system. 

BISR. Built-in self-repair. 

bit error rate (BER). The rale at which bits are 
expected to be received in error. Expressed as lhe ratio 
of error bits to total bits transmitted. See also errar. 

blade. One component in a system that is designed to 
accept some number of components (blades). Blades 
could be individual servers that plug into a 
multiprocessing system or individual port cards that add 
connectivity to a switch . A blade is typically a hot 
swappable hardware device. See 16-port card. 

blind-mate connector. A two-way connector used in 
some switches to provide a connection between the 
system board and the power supply. 

block. As applies to fibre channel , upper-level 
application data that is transferred in a single sequence. 

bloom. Application-specific integrated circuit (ASIC) 
technology that lhe 2109 Model M12 is based on. 

boot flash. Flash memory that stores the boot code 
and boot parameters. The processor runs its first 
instructions from boot flash . Data is cached in random 
access memory (RAM). 

boot monitor. Code used to initialize lhe control 
processor (CP) environment after powering on. 
ldentifies the amount of memory available and how to 
access it, and retrieves information about system buses. 

British thermal unit (BTU). A measurement of heat 
produced in one hour. 

broadcast. The transmission of data from a single 
source to ali devices in the fabric, regardless of zoning . 
See also multicast and unicast. 

BTU. See British thermal unit. 

buffer-to-buffer credit. The number of frames that 
can be transmitted to a directly-connected recipient or 
within an arbitrated loop. Determined by lhe number of 
receive buffers available. See also buffer-to-buffer flow 
con trai. 
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buffer-to-butfer flow control. Management of the 
trame transmission rate in either a point-to-point 
topology or in an arbitrated loop. See also 
buffer-to-buffer credit. 

CAM. Content addressable memory. 

cascade. Two or more interconnected Fibre Channel 
switches that can build large fabrics. Switches can be 
cascaded up to 239 switches, with a recommended 
maximum of seven inter-switch links (no path longer 
than eight switches). See also fabric and inter-switch 
link. 

central processing unit (CPU). A part af a computer 
that includes the circuits that contrai the interpretation 
and execution of instructions. A CPU in the circuitry and 
storage that executes instructians. Traditianally, the 
complete pracessing unit was often regarded as the 
CPU, whereas taday the CPU is often a microchip. In 
either case, the centrality of a processar or processing 
unit depends on the configuratian of the system or 
network in which it is used. 

chassis. The metal trame in which the switch and 
switch companents are mounted. 

circuit. An established cammunication path between 
two ports. Consists of two virtual circuits capable of 
transmitting in appasite directions. See alsa link. 

class 1. Service that provides a dedicated cannection 
between twa ports (alsa called connectian-oriented 
service), with natificatian of delivery or nandelivery. 

class 2. Connectionless service between parts with 
notification of delivery or nondelivery. 

class 3. Connectionless service between ports without 
notification of delivery. Other than natificatian, the 
transmission and rauting of class 3 trames is the same 
as class 2 trames. 

class F. Cannectionless service for inter-switch contrai 
traffic. Provides notification of delivery or nondelivery 
between two expansion ports (E_ports). 

class of service. A specified set of delivery 
characteristics and attributes for trame delivery. 

CLI. See command fine interface. 

CMI. Contrai message interface. 

comma. A unique pattern (either 1100000 ar 0011111) 
used in 8b/1 Ob encoding to specify character alignment 
within a data stream. See also K28.5. 

command line interface (CLI). Interface that depends 
entirely on lhe use of commands, such as through 
Telnet or simple netwark management protocal (SNMP) , 
and does not involve a graphical user interface. 
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community (SNMP). A relationship._pet'-reen · e 
network management protocol (SNMPY.~a set 
of SNMP managers that defines authentication, access 
contrai, and proxy characteristics. 

compact flash. Flash memory that stores the run-time 
operating system and is used like hard disk storage. Not 
visible within the memary space of lhe processar. Data 
is stored in file system formal. Also called user flash . 

control processar (CP). The central processing unit 
that provides ali contrai and management functions in a 
switch. 

control processar card (CP card). The central 
processing unit of the 2109 Model M12, which contains 
two contrai processar (CP) card slots to provide 
redundancy. Provides Ethernet, serial, and modem ports 
with the corresponding light-emitting diodes (LEDs). 

core switch. A switch whose main task is to 
interconnect other switches. Also referred to as a 
backbone switch. See also edge switch. 

CP. See contrai processar. 

CP card. See contrai processar card. 

CPLD. Complex programmable logic device. 

CPU. See central processing unit. 

CRC. See cyc/ic redundancy check. 

credit. When applied to a switch, the maximum 
number of receive buffers provided by a fabric port 
(F _port) or fabric loop port (FL_port) to its attached 
nade port (N_port) or node loop port (NL_port), 
respectively, such that the N_port or NL_port can 
transmit trames without over-running the F _port or 
FL_port. 

CSA. Canadian Standards Association. 

cut-through. A switching technique that allows the 
route for a trame to be selected as soon as the 
destination address is received. See also route. 

cyclic redundancy check (CRC). A check for 
transmission errors included in every data trame. 

data communications equipment (DCE) port. A port 
that is capable of interfacing between a data terminal 
equipment (DTE) port and a transmission circuit. DCE 
devices with an RS-232 (or EIA-232) port interface 
transmit on pin 3, and receive on pin 2 . See also data 
terminal equipment (DTE) port. 

data rate. The rale at which data is transmitted or 
received from a device. lnteractive ap lications tend to 
requlre a high data t~e-wnl eopç:tíc~ ,apifliç,ati0ns can 

o c; r.1 ) •• 'J "\ . ~..- • _ I usually tolerate lowerr~<a.t-a rate·s. ·· QC' 
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data terminal equipment (DTE) port. A port~. • ;~.,_ ual-fabric SAN. A storage area network (SAN) that is 
capable of interfacing to a transmission circuit . 1-Qugt~~· _ ' \?l posed of two independent fabrics. Synonymous with 
connection to a data communications equipm, nt (DC~ · ~~u i-fabric SAN. The two-fabric architecture makes 
port. DTE devices with an RS-232 (or EIA-2~)\port ~ du -fabric SANs redundant. 
interface transmit on ptn 3, and receive on pin 2 in ~ · , • _ . . . . 
9-pin connector (reversed in 25-ptn connectors}. See DM. Dense wavelength digital multiplexing. 
also data communications equipment (DCE) port·., 

08-9 connector. A 9-pin version of the RS-232C port 
interface. 

DCC. A de converter. 

DCE port. See data communications equipment (DCE) 
port. 

DOR. Double data rale. See data rate. 

defined zone configuration. The complete set of ali 
zone objects that are defined in the fabric. The defined 
configuration can include multiple zone configurations. 
See also enab/ed zone configuration and zone 
configuration. 

device. Hosts and storage that connect to a switch. 
Example devices are servers, redundant array of 
independent disks (RAIO) arrays, and tape subsystems. 

device connection controls. Enables organizations to 
bind an individual device port to a set of one or more 
switch ports. Device ports are specified by a worldwide 
name (WWN) and typically represent host bus adapters 
(HBAs) (servers). See also access controllists. 

010. The 3-byte destination ID of the destination 
device, in the OxDomainAreaALPA formal. 

direct memory access (DMA). The transfer of data 
between memory and an input/output device without 
processar intervention. 

disparity. The relationship of ones and zeros in an 
encoded character. Neutra/ disparity means an equal 
number of each , positive disparity means a majority of 
ones, and negative disparity means a majority of zeros. 

DLS. See dynamic load sharing. 

DMA. See direct memory access. 

DNS. Distributed name server. 

domain_ID. Unique identifier for lhe switch in a fabric. 
Usually automatically assigned by the switch , but can 
also be assigned manually. Can be any value between 
1- 239. 

ORAM. See dynamic random access memory. 

DTE port. See data terminal equipment (OTE) port. 

dual fabric. Two identical fabrics that allow 
redundancy in lhe event that one fabric fails. Use a dual 
fabric for mission criticai applications. 

dynamic load sharing (DLS). Dynamic distribution of 
traffic over available paths. Allows for recomputing of 
routes when a fabric port or fabric loop port (Fx_port) or 
expansion port (E_port) changes status. 

dynamic random access memory (ORAM). A 
storage in which the cells require repetitive application 
of control signals to retain stored data. 

edge fabric. A single fabric that uses two or more 
switches as a core to interconnect multiple edge 
switches. Synonymous with dual-core fabric. See also 
resilient core. 

edge switch. A switch whose main task is to connect 
nodes into the fabric. See also core switch. 

E_D_TOV. See errar detect timeout value. 

EE_credit. See end-to-end credit. 

effective zone configuration. The particular zone 
configuration that is currently in effect. Only one 
configuration can be in effect at once. The effective 
configuration is built each time a zone configuration is 
enabled. 

ElA. Electronic lndustry Association. 

ElA rack. A storage rack that meets the standards set 
by the Electronics lndustry Association (ElA). 

electromagnetic compatibility (EMC). The design 
and test of products to meet legal and corporate 
specifications dealing with the emissions and 
susceptibility to frequencies in the radio spectrum. 
Electromagnetic compatibility is the ability of various 
electronic equipment to operate properly in the intended 
electromagnetic environment. 

electromagnetic interference (EMI). Waves of 
electromagnetic radiation , including but not limited to 
radio frequencies, generated by the flow of electric 
current. 

electrostatic discharge (ESD). The flow of current 
that results when objects having a static charge come 
into close enough proximity to discharge. 

ELP. Extended link parameters. 

ELWL. See extra long wave/ength. 

EMC. See electromagnetic compatibility. 

EMI. See electromagnetic interference. 
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enabled zone configuration. The currently enabled 
configuration of zones. Only one configuration can be 
enabled at a time. See also defined zone configuration 
and zone configuration. 

end port. A port on an edge switch that connects a 
device to the fabric. 

end-to-end credit (EE_credit). The number of receive 
buffers allocated by a recipient port to an originating 
port. Used by class 1 and class 2 services to manage 
the exchange of trames across the fabric between 
source and destination. See also end-to-end flow contra/ 
and buffer-to-buffer credit. 

end-to-end flow control. Governs flow of class 1 and 
class 2 trames between node ports (N_ports). See also 
end-to-end credit. 

E_port. See expansion port. 

error. As applies to fibre channel, a missing or 
corrupted frame, timeout, loss of synchronization, or 
loss of signal (link errors). See also loop failure. 

error detect timeout value (E_D_TOV). The time that 
the switch waits for an expected response before 
declaring an errar condition . Adjustable in 1 
microsecond increments from 2 - 1 O seconds. 

ESD,. See e/ectrostatic discharge. 

exchange. The highest levei Fibre Channel 
mechanism used for communication between node 
ports (N_ports). Composed of one or more related 
sequences, and can work in either one or both 
directions. 

expansion port (E_port). A port is designated an 
expansion port (E_port) when it is used as an 
inter-switch expansion port to connect to the E_port of 
another switch, to build a larger switch fabric. 

Extended Fabrics. A feature that runs on Fabric 
operating system (OS) and allows creation of a Fibre 
Channel fabric interconnected over distances of up to 
100 km (62.14 mi) . 

extra long wavelength (ELWL). Laser light with a 
periodic length greater than 1300 nm (for example, 
1420 or 1550). ELWL lasers are used to transmit Fibre 
Channel data over distances greater than 1 O km. Also 
known as XLWL. 

fabric. A network that uses high-speed fibre 
connections to connect switches, hosts, and devices. A 
fabric is an aclive, intelligent, nonshared interconnect 
scheme for nades. 

Fabric Access. Allows the appl ication to contrai lhe 
fabric directly for functions such as discovery, access 
(zoning) management, performance, and switch control. 
Consists of a host-based library that interfaces the 

_ .. ,.__ 
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application to switches in the fabric/ over ;:u{~f-C~of-, . a.._.tl?., l d' 
TCP/IP connection or in-band usin~. an IP~ap~ble IOSJt i 
bus adapter (HBA). , . . . .. 

Fabric Assist. A feature that enabl~s-·rm~~ 
public hosts to access public targets anywhere on the 
fabric, provided they are in the same Fabric Assis! zone. 

fabric configuration server (FCS) switch. One or 
more designated switches that store and manage the 
configuration and security parameters for ali switches in 
the fabric. FCS switches are designated by worldwide 
name (WWN), and the list of designated switches is 
communicated fabric-wide. See also backup FCS 
switch, primary FCS switch. 

fabric login (FLOGI). The process by which a device 
gains access to the fabric. 

fabric loop port (FL_port). A fabric port that is loop 
capable. Used to connect node loop ports (NL_ports) to 
the switch in a loop configuration. 

Fabric Manager. A feature that allows the storage 
area network (SAN) manager to monitor key fabric and 
switch elements, making it easy to quickly identify and 
escalate potential problems. lt monitors each element 
for out-of-boundary values or counters and provides 
notification when defined boundaries are exceeded. The 
SAN manager can configure which elements, such as 
errar, status, and performance counters, are monitored 
within a switch. 

fabric mode. One of the modes for a loop port 
(L_port). An L_port is in fabric mode when it is 
connected to a port that is not loop capable and is using 
fabric protocol. See also loop port and loop mode. 

fabric name. The unique identifier assigned to a fabric 
and communicated during login and port discovery. 

Fabric OS. An operating system made up of two 
software components: the firmware that initializes and 
manages the switch hardware, and diagnostics. 

fabric port (F _port). A port that is able to transmit 
under fabric protocol and interface over links. Can be 
used to connect a node port (N_port) to a switch . See 
also fabric /oop port and Fx_port. 

Fabric Watch. A feature that runs on Fabric operating 
system (OS) and allows monitoring and configuration of 
fabric and switch elements. 

failover. The act that causes contrai to pass from one 
redundant unit to another. 

FAN. Fabric address notification. 

FC. See fibre channel. 
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FC~AL-3. The Fibre .Channel Arbitrated ~~~· ..... \ 
defmed by ANSI. Defmed on top of the irc~.PK 0;~· \\ 
standards. · . ':f--. . 

·~ ' 

FCC. Federal Communications Commission."' . r\-~ ·· 
'- ·.; 

FC-FLA. The Fibre Channel Fabric Loop Attach / 
standard defined by ANSI. --.. . -· 

FCMGMT. Fibre Alliance Fibre Channel Management. 

FCP. See Fibre Channel protoco/. 

FC-PDLA. The Fibre Channel Private Loop Direct 
Attach standard defined by ANSI. Applies to the 
operation of peripheral devices on a private loop. 

FC-PH-1 ,2,3. The Fibre Channel Physical and 
Signaling Interface standards defined by ANSI. 

FC-PI. The Fibre Channel Physical Interface standard 
defined by ANSI. 

FCS switch. See fabric configuration server switch. 

FC-SW-2. The second generation of the Fibre Channel 
Switch Fabric standard defined by ANSI. Specifies tools 
and algorithms for the interconnection and initialization 
of Fibre Channel switches in order to create a 
multiswitch Fibre Channel fabric. 

fibre channel (FC). A technology for transmitting data 
between computer devices at a data rate of up to 4 
Gbps. lt is especially suited for attaching computer 
servers to shared storage devices and for 
interconnecting storage controllers and drives. 

Fibre Channel arbitrated loop (FC-AL). A standard 
defined on top of the FC-PH standard. lt defines the 
arbitration on a loop where several FC nodes share a 
common medium. 

Fibre Channel protocol (FCP). The protocol for 
transmitting commands, data, and status using Fibre 
Channel FC-FS exchanges and information units. Fibre 
channel is a high-speed serial architecture that allows 
either optical or electrical connections at data rales from 
265 Mbps up to 4-Gbps. 

Fibre Channel service (FS). A service that is defined 
by Fibre Channel standards and exists at a well-known 
address. For example, the Simple Name Server is a 
Fibre Channel service. See also Fibre Channel service 
pro toco/. 

Fibre Channel service protocol (FSP). The common 
protocol for ali fabric services, transparent to the fabric 
type or topology. See also Fibre Channel service. 

Fibre Channel shortest path first (FSPF). A routing 
protocol used by Fibre Channel switches. 

Fibre Channel transport. A protocol service that 
supports communication between Fibre Channel service 
providers. See also Fibre Channel service protoco/. 

field replaceable unit (FRU). An assembly that is 
replaced in its entirety when any one of its components 
fails. In some cases, a field replaceable unit can contain 
other field replaceable units. 

File Transfer protocol (FTP). In Transmission Control 
protocol/lnternet protocol (TCP/IP), an application 
protocol used for transferring files to and from host 
computers. 

fill word. An IDLE or ARB ordered set that is 
transmitted during breaks between data trames to keep 
lhe Fibre Channel link aclive. 

firmware. The basic operating system provided with 
the hardware. 

FLA. Fabric loop attach . 

flash partition. Two redundant usable areas, called 
partitions into which firmware can be downloaded in the 
2109 Model M12. 

FLOGI. See fabric /ogin. 

FL_port. See fabric loop port. 

F _port. See fabric port. 

trame. The Fibre Channel structure used to transmit 
data between ports. Consists of a start-of-frame 
delimiter, header, any optional headers, lhe data 
payload, a cyclic redundancy check (CRC), and an 
end-of-frame delimiter. There are two types of trames: 
link contrai trames (transmission acknowledgements, 
and so on) and data trames. 

trame delimiter. A part of an ordered set that marks 
trame boundaries and describes trame contents. See 
also ordered set. 

FRU. See field replaceab/e unit. 

FS. See Fibre Channel service. 

FSP. See Fibre Channel service protoco/. 

FSPF. See Fibre Channel shortest path first. 

FTP. See File Transfer protocol. 

full duplex. A mode of communication that allows lhe 
same port to simultaneously transmit and receive 
trames. See also half duplex. 

Fx_port. A fabric port that can operate as either a 
fabric port (F _port) or fabric loop port (FL_port) . See 
also fabric port and fabric loop port. 
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gateway. Hardware that connects incompatible 
networks by providing the necessary translation for both 
hardware and software. 

GBIC. See gigabit interface converter. 

Gbps. Gigabits per second. 

GBps. Gigabytes per second. 

generic port (G_port). A generic port that can operate 
as either an expansion port (E_port) or a fabric port 
(F _por!). A por! is defined as a G_port when it is not yet 
connected or has not yet assumed a specific function in 
the fabric. 

gigabit interface converter (GBIC). A removable 
serial transceiver module designed to provide gigabaud 
capability for fibre channel (FC) and other products that 
use the same physical layer. 

gigabit switch. A 16-port, Fibre Channel gigabit 
switch. 

G_port. See generic port. 

half duplex. A mode of communication that allows a 
por! to either transmit or receive trames at any time, but 
not simultaneously (with the exception of link control 
trames, which can be transmitted at any time). See also 
fui/ duplex. 

hard address. The arbitrated loop physical address 
(AL_PA) that a node loop port (NL_port) attempts to 
acquire during loop initialization . 

hardware translative mode. Method for achieving 
address translation. The two hardware translativa 
modes that are available to a Quickloop-enabled switch 
are standard translativa mode and Quickloop mode. 
See also standard translative mode and QuickLoop 
mode. 

HBA. See host bus adapter. 

heartbeat. Through clustering software, the application 
server continually communicates with the clustered 
spare using network heartbeats to indicate to the other 
machines that everything is operating correctly. This 
heartbeat is typically carried over a dedicated network 
for clustering traffic. In cases of a problem (for example, 
a software crash on lhe operational server or a 
hardware component failure), a heartbeat link indicates 
to the other server that something has failed or is 
otherwise inoperative. lf that heartbeat is lost, the spare 
server takes over the function provided by the 
application service. Depending on the clustering 
software, either the entire server or only specific 
services on the server can be failed over or failed back. 

high availability. An attribute of the switch that 
identifies it as being capable of operating well in excess 
of 99 percent of lhe time. High Availability is typically 
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identified by the number of nines in that perce~ge. Fbr ·.)/. 
example, a switch that is rated at tive nines would' b.e ' _,-"'' 
capable of operating 99.999 percent of the time without 
failure. 

high port count fabric. A fabric containing 1 00 o r 
more ports. 

host bus adapter (HBA). The interface card between 
a server or workstation bus and the Fibre Channel 
network. 

hot pluggable. A field replaceable unit (FRU) 
capability that indicates it can be extracted or installed 
while customer data is otherwise flowing in the chassis . 

hub. A Fibre Channel wiring concentrator that 
collapses a loop topology into a physical star topology. 
Nodes are automatically added to the loop when aclive 
and removed when inactive. 

IC bus. A serial, 2-wire bus used to monitor field 
replaceable unit (FRU) temperaturas and contrai the 
system including blade power contrai. 

10. ldentification. 

108. Interface descriptor block. 

IOLE. Continuous transmission of an ordered set over 
a Fibre Channel link when no data is being transmitted, 
to keep the link aclive and maintain bit, byte, and word 
synchronization. 

IEC. lnternational Electrotechnical Commission. 

IETF. Internet Engineering Task Force. 

information unit (lU). A set of information as defined 
by either upper-level process protocol definition or 
upper-lever protocol mapping. 

initiator. A server or workstation on a Fibre Channel 
network that initiates communications with storage 
devices. See also target. 

in-order delivery (100). A parameter that, when set, 
guarantees that trames are either delivered in order or 
dropped. 

integrated fabric. The fabric created by six switches 
cabled together and configured to handle traffic as a 
seamless group. 

Internet protocol (IP). In the Internet suite of 
protocols, a connectionless protocol that routes data 
through a network or interconnected networks and acts 
as an intermediary between lhe higher protocol layers 
and the physical network. 

inter-switch link (ISL). A Fibre Channel link that 
connects two switches (a link from the expansion por! 
(E_port) of one switc ~to_tt:l.e-~_~e 0f Aothe~)-
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100. See in-order delivery. 

IP. See internet protocol. 

IPA. lnitial process associator. 

ISL. See inter-switch link. 

ISL Trunking. A feature that enables distribution of 
traffic over the combined bandwidth of up to four 
inter-switch links (ISLs) (between adjacent switches), 
while preserving in-arder delivery. A set of trunked ISLs 
is called a trunking group; each port employed in a 
trunking group is called a trunking port. See also master 
port. 

isolated E_port. An expansion port (E_port) that is 
online but not operational between switches due to 
overlapping domain 10 or nonidentical parameters such 
as errar delay timeout values (E_D_ TOVs). See also 
expansion port. 

lU. See information unit. 

K28.5. A special 1 O-bit character used to indica te the 
beginning of a transmission word that performs fibre 
channel contrai and signaling functions. The first seven 
bits of the character are the comma pattern. See also 
com ma. 

kernel flash. Flash memory that stores the bootable 
kernel c"ode and is visible within lhe memory space of 
lhe processar. Data is stored as raw bits. 

key pair. In public key cryptography, a pair of keys 
consisting of a public and private key of an entity. The 
public key can be publicized, but the private key must 
be kept secret. 

LAN. See local area network. 

latency. The period of time required to transmit a 
trame, from lhe time it is sent until it arrives. 

LED. See light-emitting diode. 

light-emitting diode (LED). A semiconductor chip that 
gives off visible or infrared light when activated. 

link. As applies to fibre channel, a physical connection 
between two ports, consisting of both transmit and 
receive fibers. See also circuit. 

link services. A protocol for link-related services. 

LIP. See /oop initialization primitive. 

LM_ TOV. Se e loop mas ter timeout va/ue. 

local area network (LAN). A computer network 
located on a user's premises within a limited 
geographical area. (T) 

logical unit number (LUN). An identifier used on a 
small computer systems interface (SCSI) bus to 
distinguish among up to eight devices (logical units) with 
the same SCSI 10. 

long wavelength (LWL). A type of fiber optic cabling 
that is based on 1300 mm lasers and supports link 
speeds of 1.0625 Gbps. Can also reter to lhe type of 
GBIC or SFP. See also short wavelength. 

loop. A configuration of devices that are connected to 
the fabric by way of a fabric loop port (FL_port) 
interface card. 

loop circuit. A temporary bidirectional communication 
path established between loop ports (L_ports). 

loop failure. Loss of signal within a loop for any 
period of time, or loss of synchronization for longer than 
the timeout value. 

loop_ID. A hexadecimal value representing one of the 
127 possible arbitrated loop physical address (AL_PA) 
values in an arbitrated loop. 

loop initialization. The logical procedure used by a 
loop port (L_port) to discover its environment. Can be 
used to assign ~rbitrated loop physical address (AL_PA) 
addresses, detect loop failure, or reset a node. 

loop initialization primitive (LIP). The signal used to 
begin initialization in a loop. lndicates either loop failure 
or resetting of a nade. 

looplet. A set of devices connected in a loop to a port 
that is a member of another loop. 

loop master timeout value (LM_ TOV). The minimum 
time that the loop master waits for a loop initialization 
sequence to return. 

loop mode. One of the modes for a loop port (L_port) . 
An L_port is in loop mode when it is in an arbitrated 
loop and is using loop protocol. An L_port in loop mode 
can also be in participating mode or nonparticipating 
mode. See also /oop port, fabric mode, participating 
mode, and nonparticipating mode. 

loop port (L_port). A nade port (NL_port) or fabric 
port (FL_port) that has arbitrated loop capabilities. An 
L_port can be either in fabric mode or loop mode. See 
also fabric mode , /oop mode, nonparticipating mode, 
and participating mode. 

loop port state machine (LPSM). The logical entity 
that performs arbitrated loop protocols and defines the 
behavior of loop ports (L_ports) when they require 
access to an arbitrated loop. 

L_port. See /oop port. 

LPSM. See loop port state machine. 

LSR. Link state record. 
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LSU. Link state update. 

LUN. See logical unit number. 

LWL. See long wavelength. 

MAC. Media access controller. 

management information base (MIB). A simple 
network management protocol (SNMP) structure to help 
with device management, providing configuration and 
device information. 

master port. As relates to trunking, the port that 
determines the routing paths for ali traffic flowing 
through the trunking group. One of the ports in lhe first 
inter-switch link (ISL) in the trunking group is designated 
as the master port for that group. See also ISL 
Trunking. 

MIB. See management intarmatian base. 

modem serial port. The upper serial port on the 
contrai processar card (CP card) of the 2109 Model 
M 12. Can be used to connect the CP card to a modem 
with a standard 9-pin modem cable. Consists of a 08-9 
connector wired as an RS-232 device, and can be 
connected by serial cable to a data communications 
equipment (DCE) device. A Hayes-compatible modem 
or Hayes-emulation is required. The device name is 
ttyS1 . See also data cammunicatians equipment part 
and terminal serial part. 

multicast. The transmission of data from a single 
source to multiple specified node ports (N_ports), as 
opposed to ali the ports on lhe network. See also 
broadcast and unicast. 

multimode. A fiber optic cabling specification that 
allows up to 500 m ( 1640.5 ft) between devices. 

name server. Frequently used to indicate Simple 
Name Server. See also simple name server. 

NEMA. National Electrical Manufacturers Association. 

NL_port. See nade laap part. 

NMS. Network Management System. 

node. A Fibre Channel device that contains a node 
port (N_port) or node loop port (NL_port) . 

node loop port (NL_port). A node port that is loop 
capable. Used to connect an equipment port to lhe 
fabric in a loop configuration through a fabric loop port 
(FL_port) . 

node name. The unique identifier for a nade, 
communicated during login and port discovery. 

node port (N_port). A nade port that is not loop 
capable. Used to connect an equipment port to lhe 
fabric. 
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(L_port) in a loop is inactive and cannot arbi.t,~ate or // ;;.. / 
send trames, but can retransm1t any rece1ved · / - ~ 
transmissions. This mode is entered if there are more 
than 127 devices in a loop and an arbitrated loop 
physical address (AL_PA) cannot be acquired. See also 
participating mode. 

nonvolatile random access memory (NVRAM). 
Random access memory (storage) that retains its 
contents after the electrical power to the machine is 
shut off. A specific part of NVRAM is set aside for use 
by the system ROS for the boot device list. 

N_port. See nade port. 

NVRAM. See nanvolatile randam access memary. 

Nx_port. A nade port that can operate as either a 
node port (N_port) or nade loop port (NL_port). See 
also nade part and nade loop part. 

operating system (OS). A collection of system 
programs that control the overall operation of a 
computer system. 

ordered set. A transmission word that uses 8b/1 Ob 
mapping and begins with the K28.5 character. Ordered 
sets occur outside of trames, and include trame 
delimiters, primitive signals, and primitive sequences. 
Ordered sets are used to differentiate Fibre Channel 
control information from data trames and to manage the 
transpor! of trames. See also trame delimiter, primitive 
signal, and primitive sequence. 

OS. See operating system. 

packet. A set of information transmitted across a 
network. See also trame. 

participating mode. A mode in which a loop port 
(L_port) in a loop has a valid arbitrated loop physical 
address (AL_PA) and can arbitrate, send trames, and 
retransmit received transmissions. See also 
nonparticipating mode. 

path selection. The selection of a transmission path 
through the fabric. Switches use lhe Fibre Channel 
shortest path first (FSPF) protocol. 

PCI. Peripheral contrai interconnect. 

PDU. Power distribution uni!. 

Performance Monitoring. A feature that provides 
error and performance information to the administrator 
and user for use in storage management. 

phantom address. An arbitrated loop physical 
address (AL_PA) value that is assigned to a device that 
is not physically in the loop. Also kR €lV,m as phantom 
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phantom device. A device that is not physically J?tarr'·y;~rivate loop direct attach (PLD.A). A su?set of fibre 
arbitrated loop, but is logically included through)~ ~~~~ : .. \ .c'h~nnel standards for lhe operat1on of penpheral 

of a phantom address. { ·, · . ··~~\~Vi es. 

PLDA. See private !oop direct attach. \ \ • V ( ~ te NL_port. A node loop port (NL_port) t~at 
' ' ' ' · unicates only with other private NL_ports 1n the 

PLOGI. See port login. ··,., e loop and does not log into the fabric. 

PMC. PCI mezzanine card. 

P/N. Part number. 

point-to-point. A Fibre Channel topology that employs 
direct links between each pair of communicating 
entities. 

port cage. The metal casing extending out of the 
optical port on the switch, and in which the gigabit 
interface converter (GBIC) or small form-factor 
pluggable (SFP) can be inserted. 

port card. A Fibre Channel card that contains optical 
or copper port interfaces, and acts like a switch module. 
See also 16-port card. 

port login (PLOGI). The port-to-port login prooess by 
which initiators establish sessions with targets. See also 
fabric !ogin. 

port module. A collection of ports in a switch. 

port_name. The unique identifier assigned to a Fibre 
Channel port. Communicated during login and port 
discovery. 

POST. See power-on self-test. 

power-on self-test (POST). A series of diagnostics 
that are automatically run by a device when lhe power 
is turned on. 

primary FCS switch. Primary fabric configuration 
server switch. The switch that actively manages the 
configuration and security parameters for ali switches in 
the fabric. See also backup FCS switch and FCS 
switch. 

primitive sequence. A part of an ordered set that 
indicates or initiates port states. See also ordered set. 

primitive signal. A part of an ordered set that 
indicates events. See also ordered set. 

principal switch. The switch that assumes the 
responsibility to assign domain lOs. The role of principal 
switch is negotiated after a "build fabric" event. 

private device. A device that supports arbitrated loop 
protocol and can interpret 8-bit addresses, but cannot 
log into lhe fabric . 

private loop. An arbitrated loop that does not include 
a parti cipating fabric loop port (FL_port). 

protocol. A defined method and a set of standards for 
communication. 

public device. A device that supports arbitrated loop 
protocol, can interpret 8-bit addresses, and can log into 
the fabric. 

public loop. An arbitrated loop that includes a 
participating fabric loop port (FL_port), and can contain 
both public and private node loop ports (NL_ports). 

public NL_port. A node loop port (NL_port) that logs 
into the fabric, can function within either a public or 
private loop, and can communicate with either private or 
public NL_ports. 

quad. A group of four adjacent ports that share a 
common pool of trame buffers. 

Quickloop. (1) A feature that makes it possible to 
allow private devices within loops to communicate with 
public and private devices across the fabric through the 
creation of a larger loop. (2) The arbitrated loop created 
using this software. A Quickloop can contain a number 
of devices or looplets; ali devices in the same 
Quickloop share a single arbitrated loop physical 
address (AL_PA) space. 

Quickloop mode. A hardware translative mode that 
allows private devices to communicate with other private 
devices across the fabric. See also hardware trans!ative 
mode and standard trans!ative mode. 

RAIO. See redundant array of independent disks. 

RAM. See random access memory. 

RAN. Remote Asynchronous Notification. 

random access memory (RAM). A temporary storage 
location in which lhe central processing unit (CPU) 
stores and executes its processes. 

R_A_ TOV. See resource al!ocation timeout va!ue. 

read only memory (ROM). Memory in which stored 
data cannot be changed by lhe user except under 
special conditions. 

receiver ready (R_RDY). A prirni tive signal indicating 
that lhe port is ready to receive a trame. 

reduced instruction set computer (RISC). A 
computer that uses a small , simplified set of frequently 
used instructions for rapid processing. 
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redundant array of independent disks (RAIO). A 
collection of disk drives that appear as a single volume 
to the server and are fault tolerant through mirroring or 
parity checking. 

registered state change notification (RSCN). A 
switch function that allows notification of fabric changes 
to be sent from the switch to specified nades. 

remote fabric. A fabric that spans across wide area 
networks (WANs) by using protocol translation (a 
process also known as tunneling) such as fibre channel 
over asynchronous transfer mode (ATM) or fibre 
channel over Internet protocol (IP). 

remote procedure call (RPC). A facility that a client 
uses to request the execution of a procedure call from a 
serve r. 

Remote Switch. A feature that runs on Fabric 
operating system (OS) and enables two fabric switches 
to be connected over an asynchronous transfer mode 
(ATM) connection. This requires a compatible Fibre 
Channel to ATM gateway, and can have a distance of 
up to 1 O km (6.214 mi) between each switch and lhe 
respective ATM gateway. 

request rate. The rate at which requests arrive at a 
servicing entity. See also service rate. 

resilient core. A single fabric that uses two or more 
switches as a core to interconnect multiple edge 
switches. Synonymous with dual-core fabric. 

resource allocation timeout value (R_A_TOV). Used 
to time out operations that depend on the maximum 
possible time that a trame can be delayed in a fabric 
and still be delivered. This value is adjustable in one 
microsecond increments from 1 O - 120 seconds. 

resource recover timeout value (RR_ TOV). The 
minimum time a target device in a loop waits after a 
loop initialization primitive (LIP) before logging out a 
small computer systems interface (SCSI) initiator. See 
also error detect timeout va/ue and resource al/ocation 
timeout va/ue. 

RISC. See reduced instruction set computer. 

RLS probing. Read link status of lhe arbitrated loop 
physical addresses (AL_PAs). 

ro. Read only. 

ROM. See read only memory. 

route. As applies to a fabric, the communication path 
between two switches. Can also apply to the specific 
path taken by an individual trame, from source to 
destination. See also Fibre Channel shortest path first. 

routing. The assignment of trames to specific switch 
ports, according to trame destination. 

/ ... ·=~:;~,, '\ 
·~ \; ~ \ 

RPC. See remate procedure cal/. \ \0 ' ··) ;, , 
R_RDY. See rece;ver ready. \, ·~"V 

. "'-.... , • / 
RR_ TOV. See resource recovery t1meout value. ·· 

RS-232 port. A port that conforms to a set of Electrical 
lndustries Association (ElA) standards. Used to connect 
data terminal equipment (DTE) and data 
communications equipment (DCE) devices for 
communication between components, terminais, and 
modems. See also 08-9 connector, DCE port, and OTE 
port. 

RSCN. See registered state change notification. 

RSH. Remate shell. 

RTC. Real time clock. 

rw. Read-write. 

SAN. See storage area network. 

SAN island. A group of storage devices and servers 
connected to switches in a fabric. 

se. Standard connector. 

SCSI. See sma/1 computer systems interface. 

SCSI Enclosure Services (SES). A subset of the 
small computer systems interface (SCSI) protocol used 
to monitor temperature, power, and fan status for 
enclosure devices. 

SDRAM. See synchronous dynamic random access 
memory. 

Secure Fabric OS. An optionally-licensed software 
product that runs on top of lhe Fabric OS and provides 
customizable security restrictions through local and 
remate management channels on a switch. 

secure sockets layer (SSL). A security protocol that 
provides communication privacy. SSL enables 
clientlserver applications to communicate in a way that 
is designed to preveni eavesdropping, tampering, and 
message forgery. 

sequence. A group of related trames transmitted in the 
same direction between two node ports (N_ports). 

SERDES. Serializer/deserializer. 

service rate. The rate at which an entity can service 
requests . See also request rate. 

SES. See SCSI Enclosure Services. 

SFP. See sma/1 form-factor pluggable. 

short wavelength (SWL). A type of fiber optic cabling 
thal is based O .85.0 1+11+1 laser.s ne S't:l f3"pOrls 1.0625 
Gbps link speeâs;.s.~a:Jli 1âlê§ ' '~'~f~ 'ri to .Ne-t'l(pe ot gigabit 
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interface converter (GBIC) or small form-factor 
pluggable (SFP). See also !ong wave!ength. . , ... ~~~;-:'!- ~-::_~ 

/'" , ·, I '·'--""-
SID. The 3-byte source ID of the originr'"i"·de~-itê-~ \\ 
lhe OxDomainAreaALPA format. . ' t .. "/' i 
SID-DID. Source identifier-destination i~ehti,fie~:/ n r 

- ... ,.., 
SIMMS. Single in-line modules. 

simple name server (SNS). A switch service that 
stores names, addresses, and attributes for up to 15 
minutes, and provides them as required to other devices 
in lhe fabric. SNS is defined by Fibre Channel 
standards and exists at a well-known address. Can also 
be referred to as directory service. See also Fíbre 
Channel servíce. 

simple network management protocol (SNMP). In 
lhe Internet suite of protocols, a network management 
protocol that is used to monitor routers and attached 
networks. SNMP is an application layer protocol. 
lnformation on devices managed is defined and stored 
in the application's Management lnformation Base 
(MIB). 

single mode. The fiber optic cabling standard that 
corresponds to distances of up to 1 O km (6.214 mi) 
between devices. 

small computer systems interface (SCSI). A parallel 
bus architecture and a protocol for transmitting large 
data blocks up to a distance of 15- 25m (49- 82ft) . 

small form-factor pluggable (SFP). An optical 
transceiver used to convert signals between optical fiber 
cables and switches. 

SMI. Special memory interface. 

SNIA. Storage Network lndustry Association. 

SNMP. See símple network management protocol. 

SNMPv1. The original standard for SNMP, now labeled 
v1. 

SNS. See símple name server. 

SOF. Start-of-frame. 

SSL. See secure sockets /ayer. 

standard translative mode. A hardware translative 
mode that allows public devices to communicate with 
private devices across lhe fabric. See also hardware 
trans!ative mode and QuickLoop mode. 

storage area network (SAN). A network of systems 
and storage devices that communicate using Fibre 
Channel protocols. See also fabric. 

subordinate switch. Ali switches in lhe fabric other 
than the principal switch. See also principal switch. 

switch. Hardware that routes trames according to 
Fibre Channel protocol and is controlled by software. 

switch name. The arbitrary name assigned to a 
switch . 

switch port. A port on a switch. Switch ports can be 
expansion ports (E_ports), fabric ports (F _ports), or 
fabric loop ports (FL_ports). 

SWL. See short wavelength. 

synchronous dynamic random access memory 
(SDRAM). The main memory for the switch. Used for 
volatile storage during switch operation. 

Tachyon. A type of host bus adapter. 

target. A storage device on a Fibre Channel network. 
See also initiator. 

TCP. See transmission contra! protocol. 

tenancy. The time from when a port wins arbitration in 
a loop until the same port returns to lhe monitoring 
state. Also referred to as loop tenancy. 

terminal serial port. The lower serial port on lhe 
control processo r card (CP card) of the 2109 Model 
M12. This port sends switch information messages and 
can receive commands. Can be used to connect the CP 
card to a computer terminal. Has an RS-232 connector 
wired as a data terminal equipment (DTE) device, and 
can be connected by serial cable to a data 
communications equipment (DCE) device. The 
connector pins 2 and 3 are swapped so that a 
straight-through cable can be used to connect to a 
terminal. The device name is ttySO. Can also be 
referred to as the console port. See also DCE port, DTE 
port, and modem serial port. 

throughput. The rale of data flow achieved within a 
cable, link, or system. Usually measured in bits per 
second (bps). See also bandwidth. 

topology. As applies to fibre channel , lhe configuration 
of the Fibre Channel network and lhe resulting 
communication paths allowed. 

translative mode. A mode in which private devices 
can communicate with public devices across lhe fabric. 

transmission character. A 1 O-bit character encoded 
according to lhe rules of lhe 8b/1 Ob algorithm. 

Transmission Control protocol (TCP). A 
communications protocol used in lhe Internet and in any 
network that follows lhe Internet Engineering Task Force 
(IETF) standards for Internet protocol. 

transmission word. A group of four transmission 
characters. 
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trap (SNMP). The message sent by a simple network 
management protocol (SNMP) agent to inform the 
SNMP management station of a criticai error. See also 
simple network management protocol. 

tunneling. A technique for enabling two networks to 
treat a transpor! network as though it were a single 
communication link or local area network (LAN) . 

Tx. Transmitted. 

U. Unit of measure for rack-mounted equipment. 

UART. Universal Asynchronous Receiver Transmitter. 

UDP. See user datagram protocol. 

ULP. See upper-level protocol. 

ULP _TOV. See upper-level timeout value. 

unicast. The transmission of data from a single source 
to a single destination. See also broadcast and 
multicast. 

universal port (U_port). A switch port that can 
operate as a generic port (G_port), expansion port 
(E_port), fabric port (F _port), or fabric loop port 
(FL_port). A port is defined as a U_port when it is not 
connected or has not yet assumed a specific function in 
the fabric. 

U_port. See universal port. 

upper-level protocol (ULP). The protocol that runs on 
top of Fibre Channel. Typical upper-level protocols are 
small computer system interface (SCSI), Internet 
protocol (IP), HIPPI , and IPI. 

upper-level timeout value (ULP _TOV). The minimum 
time that a small computer system interface (SCSI) 
upper-level protocol (ULP) process waits for SCSI 
status before initiating ULP recovery. 

user datagram protocol (UDP). A protocol that runs 
on top of Internet protocol (IP) and provides port 
multiplexing for upper-level protocols. 

user flash. See compact flas11. 

VC. See virtual circuit. 

VCCI. Voluntary Control Council for lnterference 

virtual circuit (VC). A one-way path between node 
ports (N_ports) that allows fractional bandwidth. 

WAN. See wide area network. 

WDM. Wave division multiplexing . 

well-known address. As pertaining to fibre channel , a 
logical address defined by the Fibre Channel standards 
as assigned to a specific function , and stored on the 
switch. 

/ _.:<''·· ·:(:!._'},~., __ '\ 
/" , ~~A \ . : ~"\V " ' 

wide area network (WAN). A networ~ t~at P{~~·de · \ : 
communication services to a geographi~area far , / 
than that served by a local area network 'hc a . · /' 
metropolitan network, and that can use or provld.~ . _ . c · 
communications facilities. (T) 

workstation. A computer used to access and manage 
the fabric. Can also be referred to as a management 
station or host. 

worldwide name (WWN). Uniquely identifies a switch 
on local and global networks. 

World Wide Web (WWW). A network of servers that 
contain programs and files. Many of the files contain 
hypertext links to other documents available through the 
network. 

WWN. See worldwide name. 

WWW. See World Wide Web. 

XLWL. See extra long wavelength. 

zone. A set of devices and hosts attached to the same 
fabric and configured as being in the same zone. 
Devices and hosts within the same zone have access 
permission to others in the zone, but are not visible to 
any outside the zone. See also zoning. 

zone alias. An alias for a set of port numbers or 
worldwide names (WWNs). Zone aliases can be used to 
simplify the entry of port numbers and WWNs. For 
example, "host" could be used as an alias for a WWN of 
11 0:00:00:60:69:00:00:8a. 

zone configuration. A set of zones designated as 
belonging to the same zone configuration. When a zone 
configuration is in effect, ali valid zones in that 
configuration are also in effect. 

zone member. A port, node, worldwide name (WWN), 
or alias, which is part of a zone. 

zone scheme. The levei of zoning granularity 
selected. For example, zoning can be done by switch or 
port, worldwide name (WWN), arbitrated loop physical 
address (AL_PA) , or a mixture. See also zone 
configuration. 

zone set. See zone configuration. 

Zoning. A feature that runs on Fabric operating 
system (OS) and allows partitioning of the fabric into 
logical groupings of devices. Devices in a zone can only 
access and be accessed by devices in the same zone. 
See also zone. 
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restarting the switch 107 
restrictions, usage xxi 
running a POST 42 

s 
safety 

cabine! label check xii 
electrical 69 
externai cabinet check xiii 
externai machine checks xiv 
guidelines 51 
inspection, how to conduct xi 
internai machine checks xiv 
label check xv 
laser xi, xxi 
notices xi, 69 
product disposal xxii 

sending your comments xxv 
servicing the cabinet 69 
setting up a remote modem system 46 
SFP label xvii 
software 

features 
Advanced Security 2 
Advanced Zoning 2 
Extended Fabrics 2 
Fabric Manager 2 
Fabric Watch 2 
ISL Trunking 2 
Performance Monitoring 2 
Remote Switch 2 
Web Tools 2 

getting updates xxiv 
specifications 

16-port card 1 00 
battery 101 
facility 103 
Fibre Channel port 102 
general 105 
memory 101 
modem serial port 1 02 
POST 107 
power 103 
product 100 
reg ulatory 1 06 
restarting 1 07 
terminal serial port 101 

SPF, inserting 25 
stabilizer 

attaching 9 
parts 112 

standard shipment items 53 
starting and configuring lhe 2109 Model M12 19 
statements 

Chinese Class A compliance 124 
electronic emission 124 
European Community compliance 125 
Federal Communications Commission 124 
Germany compliance 125 
lndustry Canada compliance 124 

statements (continued) 
Japanese Voluntary Contrai Council for lnterference 

(VCCI) class 1 126 
Korean Government Ministry of Communication 

(MOC) 126 
Taiwan class A compliance 126 

switch 
components 27, 99 
configuring 19, 21 
connecting 18 
inspecting the Model 2109 M12 xiv 
managing 4 
operating 27 
ports 99 
POST, interpreting 42 
restarting 42 
specifications 

facility 103 
general 105 
memory 101 
modem serial port 102 
power 103 
regulatory 106 
terminal serial port 1 01 

turning on and off 27 
worksheets 

planning 119 
port configuration 120 
zone configuration 122 
zone definition 121 

systems, tire suppression xxii 

T 
tag, Do Not Operate tag 16 
Taiwan class A compliance statement 126 
take-back program, product xxii 
terminal 

serial port specifications 1 01 
terminators for optical ports xxi 
tests, diagnostic 43 
tie wraps 32 
tilt warning label, inspecting xviii 
time required to install the 2109 Model M12 in the 

cabine! 55 
time required to remove and replace 

16-port card or filler panel 70 
blower assembly 90 
cable management tray 91 
chassis door 95 
CP card or filler panel 76 
power supply or filler panel 87 

tools required to install the 2109 Model M12 in the 
cabinet 55 

trademarks 124 
turning on and off the 2109 Model M12 27 

u 
United States ordering procedure for the lift tool and the 

24-inch load plate 52 
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units , field replaceable 43 
unpacking the 2109 Model M12 53 
updales, getting software xxiv 
usage restrictions xxi 
using lhe lifl lool, lhe 24-inch load plale, and the bridge 

tool 60 

v 
verifying 

if lhe WWN card needs replacing 93 
modem installalion 48 
lhe operalion of lhe new CP card 82 

voltage levei at power source xviii 

w 
Web sites xxiv 
weight, component 99 
who should read this document xxiii 
worksheets 

blank 119 
planning 119 
port configuration 120 
zone configuralion 122 
zone definition 121 

World trade ordering procedure for the lift tool and lhe 
24-inch load plate 52 

WWN card 

z 
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restarting the switch 31 
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Unless otherwise specified , lhe producl manufaclurer, supplier. or publisher of non-IBM products provides warranly, service. and 
supporl directly to you. IBM makes no represenlalions or warranties regarding non-IBM producls. 

The inclusion of an IBM or non-IBM producl on an interoperabilily lisl is nota guarantee that it will work with the designated IBM 
storage product. In addilion. nol ali software and hardware combinations created from compatible components wili necessarily 
function properly together. The foliowing lisl includes products developed or distributed by companies other than IBM. IBM does 
not provide service or support for the non-IBM products li sted , but does not prohibit them from being used together with IBM's 
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regarding non-IBM products, please contact the manufacturer of the product directly. IBM does not warrant either functionality or 
problem resolution of any non-IBM products . 

This information could include technical inaccuracies or typographical errors. IBM does not assume any liability for damages 
caused by such errors as this information is provided for convenience only; the reader should confirm any information contained 
hr l with the associated vendor. 

A.nges are periodically made to lhe content of the document. These changes will be incorporated in new editions of the 
'ument. IBM may make improvements and/or changes in the product(s) and/or the program(s) described in this document at 

anytime without notice. 

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any manner serve as an 
endorsement of those Web sites. The materiais at those Web sites are not part of the materiais for this IBM product and use of 
those Web sites is at your own risk. 

lnformation concerning non-IBM products was obtained from the suppliers of those products, their published announcements or 
other publicly available sources. IBM has not tested those products and cannot confirm the accuracy of performance, 
compatibility or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be 
addressed to the suppliers of those products. 

Ali statements regarding IBM's future direction or intentare subjecl to change or withdrawal without notice, and represent goals 
and objectives on ly. 

This informalion is for planning purposes on ly. The informalion herein is subject to change before the products described 
become available. 
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INTRODUCTION 
. ,. .. ...-.:·:··· ,.~ .. .......,._,, 

./ .. 0)·', 

About this Document .·· ~~~ \ 
This document lists interoperable environments and configurations for IBM TotaiStorage Enterprise Storage Servef (ES~'"""i ~· j~ ) 

I ~f\. ,f 

The document is for informational and planning purposes only and may change at anytime. This version supersed~ and '· tlP / 
replaces ali previous versions . The latest version of this document is available at: ~----~ 

http:Uwww.ibm.corn/storage/hardsoft/products/essisupserver.htrn 

Not ali combinations created from interoperable components are supported, nor will they necessarily function properly together. 
The customer is responsible for confirming that a specific configuration (i.e. server model, operating systern levei , host adapter, 
and fabric product combination) is a valid and supported configuration by each of lhe vendors whose products are included in 
lhe configuration. 

This docurnent is not intended to be the sole resource for configuration information, requirements, and prerequisites. Reter to 
ESS publications, vendor documentation, or your IBM Sales Representative or IBM Business Partner for additional information. 

-of-Service I End-of-Support 
ghout this document, this symbol-@- indicates that lhe product vendor has announced that they no longer provide 

ort for the product. lf problems are encountered with existing installations, you may be required to update your configuration 
upported levei before problem determination can take place. 

Request for Price Quotations (RPQ) 
lf a desired configuration is not represented in this document, a RPQ should be submitted to IBM to request approval. To submit 
a RPQ, contact your local IBM Storage Specialist or Business Partner. 

Examples of configurations supported via RPQ are available at: 
h ttp :/íwww. storaqe. ibm. com/hardsoft/products/ess/acld itional confiq . html 

What's New 

This version is dated June 27, 2003 and has been updated as noted below. lt replaces lhe version dated May 13. 2003. Unless stated otherwise. 

these items require ESS LIC levei 2.2.0, or later. 

sr- .2 

•

M BladeCenter (Inte l( Linux and Windows)) 

M T otaiStorage SAN Volume Controller 

• pSeries 615 Models 6C3 and 6E3 

Operat1nq Systems, Path Management, and Clustering 

• Unitedlinux 1.0 (iSeries and pSeries) : SuSE Enterprise Server 8 

• Windows 2003 SDD 

• zSeries : Added End-of-Service/End-of-Support notation for 

zSeries 0 /S leveis 

• zSeries Fibre Channel Protocol 

• zSeries : zNM Version 4 Release 3 

Host Adapters 

• Emulex LP9402DC and LP 9802: Added availability date for 

support on NetWare 

• IBM FC 6239 (pSeries) 

• SG I PCX-FC-20PT-B 

SAN Fabric 

• IBM RS/6000 Cisco MOS 9216 and 9509 
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ESS INTEROPERABILITY SUMMARY 

For convenience, lhe fo llowing lables summarize lhe inleroperable environmenls and configuralions for lhe ESS. 
individual server pages for addilional informalion, inc luding prerequisiles and limitalions. 

Table 1: Open Systems 

Data General (DG/UX) 

-j~~~~r:::: ::::~:: 
i (Tru64UN IX) 

IBM iSeries and AS/400 (OS/400) 

o o 
CIO 

'i 
1 
:E 
cn cn 
111 

.I 

.I 

.I 

IBM iSeries and AS/400 (Linux) .I 
··~ - ··. 

IBM pSeries, RS/6000, and 
RS/6000 SP (AIX) 

IBM NUMA-O (DYN IX/ptx) 

Intel Servers (Linux) 

Intel Servers (NetWare) 

Intel Servers (Windows) 

SGI Origin Servers (IRIX) 

Sun (Solaris) 

.I 

.I 

.I 

.I 

.I 

.I 

.I 

• able_ 2• IBM zSe•les and S/390 
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FICON 

ESCON 

June 27, 2003 

~ 
LI. , 
c 
Cll 
o ... 
LI. 
Cll 
'i 
1 
:E 
cn cn 
111 

.I 

.I 

.I 

.I 

.I 

.I 

.I 

.I 

.I 

.I 

.I 

.I 

o 
cn 

~ o , 
c 
Cll 

cn 
~ 

.I 

.I 

.I 

./ 

.I 

o 
('I 
111 , 
c 
Cll 
o ... 
111 
Cll 
'i , 
o 
:E 
cn cn 
111 

.I 

.I 

.I 

.I 

.I 

.I 

.I 

.I 

.I 

.I 
~- - --·· . 

.I 

.I 

.I 

.I .I 

.I .I 

.I 

.I .I 

Cl: 
11) 
111 
i 
> , 
c 
Cll 

:E 
~ 

.I 

.I 

.I 

./ 

.I 

ESS ln teroperabili ty Matrix 

.I .I 

.I .I 

.I .I 

Cl: cn 
111 
iii 
cn 
> 

.I 

.I 

.I 

./ 

.I 

": o 
a. 
a. 
; 
Cll 
u ·;; 
Cll , .. 
o 
o 

111 

.I 

.. 
Cll 
> ;: 
a 
Cll 
u 
>­CIIC a a 
e!! 
Cll .. :. 
Cll 
.a 
:I cn 

.I 

.I 

.I 

>-= c ·c:; 
o Cll ...... _ 
u "'LI. lllcA. "' ·- ... CCII-
Cll "' .. Cll 
... u 

o .. 
A. 

.I .I 

.I .I 

.I .I 

.I 

o 
cn 
C') 

iii .. o -)( 
:I 
c 
::i 

;r- . --..& 
RQS no 03-~CIS'S - C 1-
Cr. Ml • CORREioS 

.I 1~tl~ Fl~ N° .I 

.I 

Doe: 3690 --

.I 

.I 

.I 

.I 

.I 

.I 

• - 4 • • : ' .. .. •• • ' • ~ • • ~ • • I' • ~ • • ' • ~ 

• •' ' 'r I , , ' _ ~ , , ~ , , ~ , ' ' ' ' 



CONFIGURATION PLANNING 

ESS Technical Support Home Page /f~,.~(~~ 
The ESS Technical Support Home Page contains ilnks to publicat1ons, documentat1on , downloads, ut1lities, and 4r ·"" · ~--:-~- ·.. \ 

resources. l Í-1 ~'· 1 l 
lltlp"ljssddom02 storaqe 1bm corn/tecllsup/INebnav nsf/support/21 05 \ c·, \ r ·__ i 

~~ ESS Licensed Internai Code (LIC) ·~ --

This document contains references to rninimum ESS LIC leveis. In rnany cases. the minirnum levellisted does not represent the 
lates! available LIC levei. 

Customers are encouraged to keep their ESS at lhe lates! LIC levei to take advantage of quality, reliability, and serviceability 
enhancements and to receive problern deterrnination and fi x support. 

ESS LIC levei 1.5.2 or !ater, is the currently recomrnended levei. 

J:.;t Systems Attachment Guide 
.IBM Tota!Storage Enterprise Storage Server Host Systems Attachment Guide should be referenced to obtain detailed 

information on attaching servers to the ESS. 

Host Adapters 
This document contains only limited information regarding host adapter driver leveis and other prerequisites. Host adapter 
firmware, driver, and fix leve i information is documented in the ESS Fibre Channel Host Bus Adapter (HB/:1..) Suppo1·t Matrix. This 
matrix can be found at: 

lltto :/ /ssddom02 .storage. i bm .corn/hba/h ba su pport. pdf 

Additionally, review host adapter vendar docurnentation and web pages to obtain inforrnation regarding host adapter 
configuration planning , hardware and software requirements. driver leveis, and release notes. 

Ernulex: ll ttp :/lwww.ernu lex .corn/ts/dds. lltml 

JN I: http://www.jni .corn/OEM/oem.cfm'IJ 0=4 

Ologic: llttp:/íwww.qlogic.com/supporlioern detail all.asp?oernid-22 

C. 
AN Fabric Products 
~ric product vendor docurnentation and web pages should be reviewed to obtain information regarding configuration planning . 
hardware and software requirements, firmware and driver leveis. and release notes. 

IBM: 

IN RANGE 

McDATA 

Cisco: 

www. ibm. com/storaqeli bmsaniproduc ts/sanfabric. h tml 

vvww.inrange com/ibm/ 

'l:i_I!LW . mç_çi?_lª'-0Ji.D.//t?.!D/ 

www.cisco.com/qo/ibmistoraqe 

SAN Volume Controller 
The IBM SAN Volume Control ler (IBM 2145 Model 4F2) is supported with the ESS Models F1 O. F20. and 800, and requires ESS 
LIC levei 2.2 o. or !ater. Reler to the following web page for spec ific interoperabil ity information on the SAN Vo l0~e Co.níroU ~ r; . ' . . . ,- c J 

!itiO JIWWVV i biT! C(l /ll /Storaac/sLJpport/2 145 • c 'J c'' I •I • 

- '" - \h\>,U0 , I 
·i - ~ 

Fi- N" 1 ') ,a t; f :::~: : --.l:L..!l_ D_u_ 
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IBM SAN Data Gateway (SDG) . ,,.,..,.._.,_ /--· r · ~ ... 
The SAN Data Gateway (IBM 2108 Model G07) is supported with the ESS Models E10, E20 , F10, and F20 for leg,Ç~Cy rn~~n$·'\ 
only These rnstallations are encouraged to migrate to native ESS Frbre Channel support. t '( -~ \ 

' I -,.,· ) 

. (__: ... '\ i ; 
The ESS Model 800 rs not interoperable with the SDG ·~~r\ i\\\- . / 

I I, I 0·/ 
Subsystem Device Driver (SDD) ----- -~>/ 
The SDD provides load balancing and enhanced data availability capability in configurations with more than one 1/0 path 
between lhe host server and lhe ESS. Load balancing can reduce or eliminate 1/0 bottlenecks that occur when many 1/0 
operations are directed to common devices via the same 1/0 path. SDD also helps eliminate a potential single point of failure by 
automatically rerouting l/0 operations when a path failure occurs, thereby supporting enhanced data availability capability. The 
SDD is provided with the ESS at no additional charge. 

Reter to lhe individual server pages within this document for operating system levei requirements and for ESS LIC prerequisites. 

Reter to the IBM TotaiStorage Enterprise Storage Server Subsystem De vice Oriver User's Guide for additional information . 

Addit ional SDD information is also available at: 

tl1!12J.&vww. i bm. comistorª-.Q_EZ}..§l!.QQOrt/tec h §1J12/svvt(;3c hsu p . n sf /~lJ.PPort/sd d u pda tes 

c e ESS Application Program Interface (ESS API) 
The ESS API can help simplify ESS administration and reduce lhe total cosi of ownership by enabling ESS LUN management 
activities through implementation of the Storage Management lnitiative Specification (SMIS), "Biuefin", as defined by the Storage 
Networking lndustry Association (SNIA). lt is implemented through the IBM TotaiStorage Common lnformation Model Agent (CIM 
Agent) for the ESS, a middleware application that provides a CIM-compliant interface. The ESS API and CIM Agent are provided 
with the ESS at no additional charge. 

Reter to the individual server pages within this document for operating system levei requirements and for ESS LIC prerequisites. 
While lhe CIM Agent is available for on ly selected operating system environments, it can be used to manage ali LUNs within an 
ESS. 

Reter to IBM TotaiStorage Common lnformation Model Agent for lhe Enterprise Storage Server: lnstallation and Configuration 
Guide for additional information. 

ESS Command Line Interface (ESS CLI) 
The ESS CLI provides an alternate method to perform ESS logical configuration and storage management functions. With the 
ESS CLI , routine configuration and management tasks can now be automated through their incorporation into scripts and 

( )plications, helping to simplify ESS administration and thereby reducing the total cost of ownership . The ESS CLI is provided 
with lhe ESS at no additional charge . 

• Reler to the individual server pages within this document for operating system levei requirements and for ESS LIC prerequisites. 
While the ESS CLI is available for only selected operating system environments. it can be used to manage ali LUNs within an ESS. 

Reler to IBM TotaiStorage Enterprise Storage Server Command Line Interfaces User's Guide for additional information. 

Copy Services Command Line Interface (CS CLI) 
The CS CLI enables open systems hosts to invoke and manage FlashCopy and PPRC func tions through batch processes and 
scripts. lt provides commands to query lhe status of ESS volumes and to execute copy services tasks that vvere previously 
created using the IBM TotaiStorage Enterprise Storage Server Specialist. The CS CLI is provided with lhe ESS at no addit ional 

charge. r· 
Reler to the individual server pages within this document for operating system levei requireme~ t~~~ ~~r%1JWt·G~fe L sites . 

C.P.Ml · CORRF=IOS 
Reler to IBM TotaiStorage Enterprise Storage Server Command Une Interfaces User's Guide f ' ~ add itio i)j l ~l{~iion 

Additional CS CLI information is also available at fi~. NJ. u [) U 

3 6 9 o .: --t ·l ttp ://ss ci ,~ i orn02 stor aot:: ibrl l .co rn/(ilsk/ess/copvservices . htnl ! 

Doe: 
June 27, 2003 ESS lnieroperabil1ty Mat r1 x 

• • • • ' • .. • • • • ' ' 1 • - • • • ~· \ ~ .. ~ ~ ' ...... 

• I • ' ," • ~. •, ; . ... •• ~-i I ~ • ' . -:! • . . . ~ :t •• ,.,. .. - ' • • • 
1 

> • ; ... •• I • : . ~ . ' . . . f '•I' • • • ' 



I i ,n·A~J ~~ ~ - \'). - .. " i 
' . ( FlashCopy ~ · · ' 

FlashCopy provides a point-in-time copy capability for data on the ESS. FlashCopy is designed to create a p ysiçS!L '> :··i-in-time 
copy of the data, with minimal interruption to applications , and makes it possible to access both the source and target"copies 
immediately. FlashCopy is an optional feature on the ESS. 

Extended Remote Copy (XRC) 
XRC is a combined hardware and software business continuance solution for the zSeries and S/390 environments designed to 
provide asynchronous mirroring between two ESSs at global distances. XRC is an optional feature on the ESS. 

Peer-to-Peer Remote Copy (PPRC) 
PPRC is a hardware-based business continuance solution designed to provide real-time mirroring of logical volumes within an 
ESS or to another ESS. PPRC is an optional feature on the ESS . 

• oupports lhe use oi PPRC lo lhe lollowlog medes. Relec lo Table 3 Ice ESS model support aod UC pmmqulsltes 

PPRC Synchronous Mode 
PPRC synchronous mode can be used for real-time data mirroring. In this mode, updates made on the primary ESS (local site) 
are synchronously shadowed to a secondary ESS (remote site). 

Since this is a synchronous operation, the distance between the primary and secondary ESS will affect the application response 
time. Therefore, when operating in this mode, PPRC has a standard maximum supported distance of 103 km between the 
primary and secondary ESS. 

PPRC synchronous mode can be used at distances beyond 103 km with prior approval from IBM. Approval can be requested 
by submitting a Request for Price Ouotation (RPO). The RPO should include information on distance between sites, the channel 
extension technology, lhe type of telecom line, the amount of network bandwidth, the ESS capacity, anda general description of 
the workload. 

Long Distance Data Copy I Migration 
PPRC can be used for long distance data copy or migration of static volumes. Static volumes are volumes that do not have write 
1/0 activity while the PPRC copy of data from the primary to the secondary is in progress. 

SiL _ there is no write l/0 activity while the PPRC data copy is in progress, the distance between the primary and secondary ESS 
~ot affect application response time. Therefore, when operating in this mode, PPRC can be used with much greater 
Wances between the primary and seconclary ESS (as compared to PPRC synchronous mode). 

PPRC Extended Distance (PPRC-XD) 
PPRC-XD is a non-synchronous long distance copy option suitable for data migration and periodic offsite backup. 

With a non-synchronous operation , the distance between the primary and secondary ESS will have only a minimal effect on the 
application response time. Therefore, PPRC-XD can operate at very long distances. 

Asynchronous Cascading PPRC 

Asynchronous Cascading PPRC can be used to create three-site or two-site long-distance remote copy soluti ~ill,.,_r...:..:..i t ;.:,h ____ ~-
Asynchronous PPRC, the PPRC secondary volume (involved in a PPRC synchronous relationship) can also si Ri@ EJ?'-11~cJlJ~e- Cí~ _ 
as a PPRC primary volume in a PPRC Extended Distance (PPRC-XD) relat1onsh1p to lhe remate site. ÇPMI . CORREIOS 
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PPRC Channel Extension, DWDM, and Network Connectivity Options 

Distances beyond 103 km will require the use of channel extension technology, and the channel extender vendor will determine 
the maximum distance supported. The vendor should be contacted for their distance capabi lity, line quality requirements, and 
WAN attachment capabilities. .1'/t'--c·...,~ 

/ "-~~ '\ 
IBM supports the use of the following products with PPRC: 

• ESCON directors 

• 

• 

Channel extenders 
• CNT UltraNet Storage Director 
• INRANGE 9801 Storage Networking System 
DWDMs (Dense Wave Division Multiplexers) 
• Cisco ONS 15540 
• IBM 2029 Fiber Saver 
• Nortel Networks OPTera Metro 5200 
• Norte I Networks OPT era Metro 5300 

' ''"'"·~ . J i I , ~ ~ . 

i' { \~~'") 1 . 
(\~_. . ·~· I 

I 

--~ 

Reter to Table 3 for ESS LIC prerequisites. Add itionally, the product vendors should also be consulted regarding hardware and 
software prerequisites when using their products in an ESS PPRC configuration. IBM is not responsible for third-party products. 

C 
When using PPRC with channel extenders, IBM supports the use of PPRC over al i the network technologies that are currently 

Jpported by the channel extender products, including Fibre Channel , Ethernet/IP, ATM-OC3, and T1/T3. Evaluation, 

• 
qualification, approval, and support of PPRC configurations using channel extender products are the sole responsibility of the 
channel extender vendar. The vendar should be contacted for their distance capability, line quality requirements, and WAN 
attachment capabi lities. 

Table 3: Minimum ESS LIC Leveis for PPRC 

PPRC 
PPRC Long Dlstance Synchronous 

Data Copy I Migration 
Mode 

ESS Model 800 2.0.0 2.0.0 

ESS Models F1 O and F20 1.3.0 1.5.0 

ESS Models E 1 O and E20 1.3.0 Not supported 

CNT UltraNet Storage Director 1.5.2 1.5.2 

c 'RANG E 9801 Storage Networking 
1.3.0 1.5.0 

_,ystem 

• IBM 2029 Fiber Saver 1.3.0 1.5.0 

Cisco ONS 15540 1.3.4.41 1.5.0 

Norte I Networks OPT era Metro 5200 1.3.0 1.5.0 

Norte I Networks OPT era Metro 5300 1.3.4.4 1 1.5.0 

June 27, 2003 ESS ln teroperabil1ty Matnx 

Asynchronous 
PPRC·XD Cascading PPRC 

2.0.0 2.2.0 

1.5.2 2.2.0 

Not supported Not supported 

1.5.2 2.2.0 

1.5.2 2.2.0 

1.5.2 2.2.0 

1.5.2 2.2.0 

1.5.2 2.2.0 

1.5.2 2.2.0 
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SCSI 

Servers 

AviiON 

• 4900 

• 5000 

June 27, 2003 

DATA GENERAL SERVERS 

Operating Systems 

DG/UX 

• 4.2 

Host Adapters 

Adaptec 

• AHA-2944UW 

• AHA-4944W 

ESS lnteroperabli1ty Matnx 
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DATA GENERAL SERVERS 

General notes: 

• ESS API - CIM Agent: 

• Not available for DG-UX 

• ESSCLI: 

• Not available for DG-UX. 

• CS CLI: 

• Not available for DG-UX. 

• SDD: 

• Not available for DG-UX. 

• Data General servers are not interoperable with lhe ESS Model 800. 
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SCSI 
Servers 

HP Server 

• rp5400 series 

• rp7400 

HP 9000 Enterprise Servers 

• 0-Ciass 

• E-Ciass 

• G-Ciass 

• H-Ciass 

• 1-Ciass 

• K-Ciass 

• L-Ciass 

• N-Ciass 

• T-Ciass 

• V-Ciass 

• Enterprise Parallel Servers 

Fibre Channel 
Servers 

HP Server 

• rp5400 series 

• rp7400 

. rp7410
2 

• rp8400 
2 

• Superdome 
2 

HP 9000 Enterprise Servers 

• 0-Ciass 

• K-Ciass 

• L-Ciass 

• N-Ciass 

• V-Ciass 

HEWLETT·PACKARD SERVERS- HP-UX 

Operating Systems 

HP-UX 

• 10.20 

• 11 .00 
• PVLINKS 
• MC/Serviceguard 11.05/09 

1 

• 11 i 
• PVLINKS 
• MC/Serviceguard 11.12 

and 11 13 

Operating .Systems 

HP-UX 

• 11 .00 
• PVLINKS 
• MC/Serviceguard 11.05/09 

1 

• 11 i 
• PVLINKS 
• MC/Serviceguard 11 12, 

11 .13, and 11.14 

Host Adapters 

Hewlett-Packard 

• A2969A 

• A4107A 

• A4800A 

• A5159A 

• 28696A 

Host Adapters 

Hewlett-Packard 

• A3404A 

• A3591B 

• A5158A 

• A6684A 

• A6685A 

• A6795A 
3 

Fabric Support 

Fabrlc Support 

Cisco 
3 

• MOS 9216 

• MOS 9509 

IBM 

• 2109 Models F16 and F32 
3 

• 2109 Model M12
3 

• 2109 Models SOB and S16 

• 3534 Model F08 
3 

INRANGE 

• FC/9000-64 
4 

• FC/9000-128 
4 

• FC/9000- 256 
5 

McDATA 

• ED-5000 

• ES-3016 and ES-3032 

• lntrepid 
• 6064 
• 6140 

3 

• Sphereon 
• 3216 

3 

• 3232 
3 

• 4500 
3 

1 
MC/Serviceguard 11 05/09 can be used with on ly the K-Ciass, L-C iass, N-Ciass . and V-Ciass servers . f ()S n° 03/2005 - CN -

1 
Requ1res ESS LIC levei 2 O O or later, for the ESS Model 800 and ESS LIC levei 2 1 O or later. for the ESS Models F1b ~~~~; 1 ~::"ÍIOS 

3 
Requ1res ESS LIC levei 1 5 2 or later 

" Fls. N° 
Req Uifes ESS LIC levei 1 3 2 50 or later ----~ .• =-= 

' Requ1res ESS LIC levei 2.1 O. or la ter, for the ESS Model 800, and ESS LIC levei 152, or I ater . for the ESS Models F O ~d &o.9 Q- - -~ tl 
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HEWLETT·PACKARD SERVERS - HP-UX 

General notes: 

• Fibre channel: 

• Requires ESS LIC leve i 1.3 O, or !ater. 

• ESS API- CIM Agent: 

• Not available for HP-UX. 

• ESS CLI: 

• Available for HP-UX 11 .0, or !ater. 

• Requires ESS LIC levei 2.1.0, or !ater. 

• Not available for the ESS Models E10 and E20. 

• CS CLI: 

• Available for ali leveis of HP-UX. 

( HP-UX 11 i requires ESS LIC levei 1.5.2, or la ter . 

• - SOO: 

• Not available for or interoperable with: 
• HP-UX 10.20. 
• HP-UX 11 32-bit. 
• HP-UX 11 i SCSI configurations. 
• MC/Serviceguard 

• HP-UX 11 i requires ESS LIC levei 1.5.2 , or I ater. 

• Multi-path support is natively available in HP-UX (PVLINKS) . 

• The followinq items are not interoperable with the ESS Model 800: 

• Servers: 
• T-Ciass. 

• Operating systems: 
• HP-UX 1 0.20. 

• Host adapters: 
• HP A3404A and HP A3591 B . 

• 
L, h e followinq items are not interoperable with ESS Models E1 O and E20: 

• ESS CLI. 

• Servers: 
• rp5400, rp7400, rp7410, rp8400, and Superdome. 

• Host adapters: 
• HP A6795A 

• Fabric products 
• Cisco MOS 9216 and MOS 9509. 
• IBM 2109 Models F32 and M12. 

• IBM 3534 Model F08. 

• INRANGE FC/9000- 256 
• McOATA lntrepid 6140. 
• McOATA Sphereon 32 16, 3232, and 4500 . 

_f ls. N13 7 3 
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HEWLETT•PACKARD SERVERS - 0PENVMS 

SCSI 
Servers 

AlphaServer 

• 800 

• 1200 

• 2100 

• 4000, 4000A 

• 4100 

• 8200, 8400 

• DS10, DS20, DS20E 

• ES40 

• GS60, GS60E, GS140 

Fibre Channel 
Servers 

AlphaServer 

• 800 

• 1200 

• 4000, 4000A 

• 4100 

• 8200, 8400 

• D$10, DS20, DS20E 

• ES40 

• GS60, GS60E, GS140 

• GSSO, GS160, GS320 

7 
Requ1 res ESS LIC levei 1 5.2. or later. 

8 
Requ1 res ESS LIC levei 2 2 O, or I ater. 

June 27. 2003 

Operating Systems 

OpenVMS 

• 6.2-1 H3 

• 7.1-2 

• 7.2-1 , 7.2-2 
7 

• 7.3 

Operating Systems 

OpenVMS 

• 7.2-2 

• 7.3 

• 7.3-1 
8 

Host Adapters 

StorageWorks 

• KZPBA-CB 

Host Adapters 

StorageWorks 

• KGPSA-CA 

• KGPSA-DA 
8 

ESS lnteroperabiiJ ty Matnx 

Fabric Support 

IBM 

• 2109 Model F16 

• 2109 Models SOB and S16 

• 3435 Model F08 
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HEWLETT·PACKARD SERVERS • 0PENVMS 

General notes: 

• Fibre channel: 

• Requires ESS LIC levei 2.1.0. or !ater. 

• Requires ESS Fibre Channel Host Adapter feature #3021, 3023, #3024, or #3025. 

• Not available for the ESS Models E10 and E20. 

• Copy services: 

• Requires ESS LIC levei 1.5.2, or later. 

• ESS API- CIM Agent: 

• Not Available for OpenVMS. 

• ESS CLI: 

• Not available for OpenVMS. • c _,S CLI : 

• • Available for OpenVMS 7.3, or !ater. 

• Requires ESS LIC levei 2.1.0, or !ater. 

• Not available for the ESS Models E10 and E20. 

• SDD: 

• Not available for OpenVMS. 

• The following items are not interoperable with the ESS Model 800: 

• Operating systems: 
• Open VMS 6.2. 

• The following items are not interoperable with the ESS Models E1 O and E20: 

• Fibre channel. 

• Copy services. 

( • 
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HEWLETT·PACKARD SERVERS - TRU64 UNIX 

c • 

( 

• 

SCSI 
Servers 

AlphaServer 

• 800 

• 1200 

• 2100 

o 4000, 4000A 

• 4100 

• 8200, 8400 

• DS10, DS20, DS20E 

• ES40 

• GS60, GS60E, GS140 

Fibre Channel 
Servers 

AlphaServer 

• 800 

• 1200 

• 2100 

• 4000, 4000A 

• 4100 

• 8200,8400 

• DS10, DS20, DS20E 

• ES40 

• GS60, GS60E, GS140 

• GSBO, GS160, GS320 
1 

1 
ReqUifes ESS LI C levei 1.5.2, or later 

2 
Requ1res ESS LI C levei 2 2 O. or later 

June 27, 2003 

Operating Systems 

Tru64 UNIX 

• 4.00, 4.0E 

• 4.0F, 4.0G 
• ASE 1.6 

• 5.0A 
• TruCiuster 5.0A 

• 5.1 
• TruCiuster 5.1 

o 5.1A 
1 

• TruCiuster5.1A 

Operating Systems 

Tru64 UNIX 

• 4.0F, 4.0G 
• ASE1 .6 

• 5.0A 
• TruCiuster 5.0A 

• 5.1 
• TruCiuster 5.1 

• 5.1A 
1 

• TruCiuster 5.1A 

• 5.1 B 
2 

• TruCiuster 5.1 B 

Host Adapters 

StorageWorks 

• KZPBA-CB 

Host Adapters 

StorageWorks 

• KGPSA-BC 

• KGPSA-CA 

• KGPSA-DA 
2 

ESS lnteroperabil ity Matrix 

Fabric Support 

IBM 

• 2109 Model F16 
1 

• 2109 Models SOB and S16 

• 3534 Model FOB 
1 
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HEWLETT·PACKARD SERVERS - TRU64 UNIX 

General notes: 

• Fibre channel: 

• Requires ESS LIC levei 1.3.3.27 , or !ater. 

• Copy services: 

• Requires ESS LIC levei 1.5.2, or !ater. 

• Not avai lab le for the ESS Models E10 and E20. 

• ESS API- CIM Agent: 

• Not Available for Tru64 UNIX. 

• ESS CLI: 

• Not available for Tru64 UNIX. 

• cr;s CLI : 

Avai lable for Tru64UNIX 4.0F, 4.0G, 5.1, 5.1 A, and 5.1 B . 

• • Requires ESS LI C levei 1.5.2, or !ater. 

• Not available for the ESS Models E10 and E20. 

• SDD: 

• Not available for Tru64 UNIX. 

• Multi-path support is native ly available in Tru64 Uf-..JIX. 

• Boot device support: 

• The ESS can be used as a boot device on servers running Tru64 UNIX 5.0A and 5.1. This function requires ESS LIC 
levei 1.3.3. or !ater. Reter to the IBM Tota!Storage Enterprise Storage Server Host Systems Attachment Guide for 
additional information . 

• The fol lowing items are not interoperable with the ESS Model 800: 

• Operating systems: 
• Tru64 UNIX 4.0 (ali leveis). 

c 
• 

The foll owinq items are not interoperable with the ESS Models E1 O and E20: 

• Copy services . 

CS CLI. 

• Servers: 
• AlphaServers GSBO, GS160, and GS320. 

• Operating systems : 
• Tru64 UNIX 5.1A and 5.18. 

• Fabric products : 
• IBM 3534 Model F08. 

June 27, 2003 ESS lnteroperabili ty Matrr x 
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IBM ISERIES AND AS/400 SERVERS 

( • 

c • 

SCSI 
Servers 

9406 Advanced 5eries 

• 300,310, 320 

• 500,510, 530 

9406 

• 620, 640, 650 

• 720, 730, 7 40 

• 520, 530, 540 

i5eries 

• 820,830,840 

• 5B2, 5B3 

Fibre Channel 
Servers 

i5eries 

• 270 

• 820,830,840,890
1 

• 800, 810, 825, and 870 
3 

1 
Requ1 res ES5 LI C levei 152. or later. 

Operating Systems 

OS/400 

• Version 3 
• V3R1@ 
• V3R2@ 
• V3R6@ 
• V3R7@ 

• Version 4 
• V4R1@ 
• V4R2@ 
• V4R3@ 
• V4R4@ 
• V4R5 

• Version 5 
• V5R1 
• V5R2 

1 

Operating Systems 

OS/400 

• Version 5 
• V5R1 
• V5R2 

1 

Linux 
2 

• SuSE Linux Enterprise Server 

7 for iSeries 

Unitedlinux 1.0 
4 

• SuSE Linux Enterprise 5erver 

8 (SP 1) 

2 Requrres Ltnu x kernel level 2.4.13. and OS/400 V5R2, or later 
3 

Requ1res ES5 LIC levei 1 52, or later and OS/400 V5R2, or later . 

Host Adapters 

Host Adapters 

IBM iSeries 

• FC 0612 

• FC 2766 

" Requ1res Linux kernellevel 2 .4 19, OS/400 V5R2, or later. and ESS LIC levei 2.1 1, or I ater. 

June 27, 2003 ESS lnteroperabil1ly Matrix 

Fabrlc Support 

IBM 

• 2109 Model F16 
1 

• 2109 Models SOB and S16 

• 3534 Model 1 RU 

• 3534 Model F08 
1 
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IBM ISERIES AND AS/400 SERVERS 

General notes: 

• Fibre channel support: 

• Requires E88 LIC Levei 1.3.2, or laler. 

• Copy services: 

• PPRC-XD requires 08/400 Version 5 Release 1, or I ater . 

• E88 API- CIM Agent 

• Not Avai lable for 08/400 

• E88CLI: 

• Not avai lable for 08/400 

• C8 CLI: 

( .. Not avai lable for OS/400 . 

• 
.._,oo: 
• Not avai lable for 08/400. 

• The following items are nol inleroperable with lhe Model 800: 

• Operating systems: 
• 08/400 Version 3 (ali release leveis). 
• 08/400 Version 4 (a li release leveis except V4R5). 

• Fabric products: 
• IBM 3534 Model 1 RU . 

• The following items are not inleroperable with lhe Models F1 O and F20: 

• Operating systems: 
• 8u8E Linux Enlerprise 8erver 7 for i8eries. 

• ( 1e fol lowing items are not inleroperable wilh the Models E1 O and E20: 

• 
• 8ervers 

• i8eries 800, 810, 825, 870, ar.d 890. 

• Operaling systems 
• 08/400 Version 5 Release 2. 
• 08/400 Vers ion 4 (ali release leveis except Release 5). 
• 8u8E Linux Enterprise 8erver 7 for i8eries. 
• Uniledlinux 1 .0. 

• Fabric producls : 
• IBM 2109 Models F1 6, 808, and 816. 
• IBM 3534 Model F08. 

June 27 . 2003 ESS lnteroperabil1ly Matrix 
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IBM NUMA·Q SERVERS 

Fibre Channel 
Servers Operating Systems Host Adapters 

2000 ptx (DYNIX) 
1 

IBM NUMA-O 

• E100 • 4.4. 7, 4.4 .8, 4.4.9 , 4.4 .10 • IOC-021 0-54 

• E200 • 4.5 .1' 4.5.2 , 4.5.3 

• E320 • 4.6.1 

• E400, E410 

• xSeries 430 

1 
ptx general notes 

• ptx 4.47 , 4.4.8, 449, and 4.4.10 interoperabi l1ty 1s avai lable only via RPO (NSBO) 
• ptx 4 4 10 requires ESS LIC levei 1 4 O, or later 
• ptx 4.5.1 requires service pack 3. 

June 27. 2003 ESS lnteroperabi lity Matnx 

Fabrlc Support 

IBM 

• 2109 Models SOB and S16 

r RO:~~~-G3.LJ '13 - C1~­
CP 1 -"- COf\, 10" 

Fts.- No 13 8 () 
3 6 9 o 

Doe: ------
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IBM NUMA·Q SERVERS 

General Notes: 

• NUMA-O support requires ESS LIC levei 1.2.1, or later. 

• ESS API - CIM Agent: 

• Not available for ptx. 

_.. ..... ---....., 
/ ' ·.}\· ..... , 

/ l.l'-Y . 
f . 'JJ \ 

( .· \~~?\t) \ l 

\ ·~. ,<:) '-..__ ; . \. 

............ ~ ... -
•. 

• ESS CLI: 

• Not available for ptx. 

• CS CLI: 

• Available for ali leveis of ptx. 

• SDD: 

• Not available for ptx. 

c e The following items are not interoperable with the ESS Model 800: 

• Operating systems: 
• ptx 4.4. 7, 4.4.8, 4.4.9, and 4.4.1 O. 
• ptx 4.5.1 and 4.5.2. 
• ptx 4.6.1. 

Fls. N° ___ _ 

June 27. 2003 ESS lnteroperabil1ty Matrix Page 20 
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IBM PSERIES AND RS/6000 SERVERS 

SCSI 
Servers 

pSeries 

• 610 Models 6C 1, 6E1 

• 615 Models 6C3 and 6E3 

• 620 Models 6FO, 6F1 

• 630 Models 6C4, 6E4 
1 

• 640 Model 880 

• 650 Model 6M2 
1 

• 655 Model 651 
1 

• 660 Models 6HO. 6H1 , 6M 1 

• 670 Model 671 
1 

• 680 Model S85 

• 690 Model 681 
1 

701 2 

• 397 

• G40 

7013 

• 590,591, 595, 59H 

• J30, J40, J50 

• S70, S7A 

701 5 

• 99J, 99K 

• R20, R24, R30, R40, R50 

• S70, S7A 

70 17 

• S70, S7 A, S80 

7024 

• E20, E30 

7025 

• F30, F40, F50, F80 

• H70 

'026 

• H10, H50, H70, H80 

• M80 

7043 

• 270 

7044 

• 170 

• 270 

1 
ESS LIC levei prerequisites for se rvers: 

Operating Systems 

AIX 

• Version 4 
• 4.2. 1 @ 
• 4.3 .1 @ 
• 4.3.2@ 
• 4.3.3 

• Version 5 
• 5. 1 
• 5.2 

7 

HACMP
2 

• 4.2.2 

• 4.3 .1 

• 4.4.0, 4.4 .1 

• 4.5.0 
3 

• The pSeries 630, 650. and 655 require ESS LIC levei 1.5.2, or !ater . 
• The pSeries 670 requ1res ESS LIC levei 1.5.1, or late r. 
• The pSeries 690 requ1res ESS LIC levei 1.4.0, or later . 

Host Adapters 

IBM pSeries and RS/6000 

• FC 2412 

• FC 6204 

• FC 6207 

................. ......................... ............ ,....!:~.:. Ç-':1';~ . 
Fabrip{SuP.p~~- .'\ 

N/A t .~ . ~~~~, ' \ J 
'·~'\ . ./' _.:(, ) 

I df.'.)/ 
--~· 

ROS n° 03/20"'5 - C~J -
CP I · COR. 10~ 

1382 
Fls. N° _ _ __ _ 

? Reler to Table 4 fo r additronal HACMP support informat1on 

' Req we' ESS LIC l"el 2 0.0. 0< I" e' . lO< lhe ESS Model 800 ood ESS LIC le,el 2. 1.0. 0< I" e'. f O< fhe ESS Mre)b~O Ô d 9o0 
June 27, 2003 ESS lnteroperability Matrix Page 21 
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Fibre Channel 

Servers 

pSeries 

• 610 Models 6C1. 6E1 

• 615 Models 6C3 and 6E3 

• 620 Models 6FO, 6F1 

• 630 Models 6C4, 6E4 
1 

• 640 Model B80 

• 650 Model 6M2 , 

• 655 Model 651 
1 

• 660 Models 6HO, 6H 1, 6M 1 

• 670 Model 671 
1 

• 680 Model S85 

I Model681 
1 

•
13 

S70,S7A 

7015 

o S70, S7A 

7017 

• S70, S7 A, S80 

7025 

• F50, F80 

o H70 

7026 

• H50, H70, H80 

o M80 

7043 

• 270 

7( 
-170 

• 270 

IBM PSERIES AND RS/6000 SERVERS 

Operating Systems Host Adapters 

AIX IBM pSeries and RS/6000 

• Version 4 • FC 6227 

• 4.3.3 • FC 6228 

• Version 5 • FC 6239 
• 5.1 
• 5.2 

7 

HACMP
2 

• 4.3.1 

• 4.4.0 , 4.4.1 

• 4.5.0 
3 

Uniledlinux 1.0 
9 

• SuSE Linux Enterprise Server 

8 (SP 1) 

Fabrlc Support 

Cisco 
5 

• MOS 9216 

o MOS 9509 

IBM 

• 2103 Model H07 
4 

• 2109 Models F16 and F32 
5 

• 2109 Model M12 
5 

• 2109 Models SOB and S16 

• 3534 Model F08 
5 

IN RANGE 

• FC/9000-64 
6 

o FC/9000-128 
6 

• FC/9000- 256 
8 

McOATA 

o E0-5000 

• ES-3016 and ES-3032 

• lnlrepid 
• 6064 
• 6140 

5 

• Sphereon 
• 3216 

5 

• 3232 
5 

• 4500 
5 

4 
The IBM 2103 is supporled for dislance solulions only. Multi p ie inilialors o r largels on lhe same loop are no I supporled. 

5 
Requires ESS LIC levei 1 5.2. or laler. 

6 ROS n° 03/2085 - CN -
Requires ESS LIC levei 1 3 2 50, or later. CP I cor.: 

7 I . 1"\l lOS 
Requires ESS LIC levei 2.0.1. o r la ler, for lhe ESS Model 800 and ESS LIC levei 1 5.2, o r la ler, for lhe ESS Models F1 O and 11'20. 

8 
Requires ESS LIC levei 2 10, or laler, for lhe ESS Model800, and ESS LIC levei 1 52. or laler, fo r lhe ESS Models F10 and Fffl;S, -No 

9 
Requ1res L1nux kernellevel ppc64-2.4 .19-186, and ESS LIC levei 2.1.1, or la ler . Uniled linux 1.0 1s supporled with only ho adapter ~c"J::ijirt~"J--i?;w.~~--
and on ly with IBM or McDATA fabric products . .i t .i -

10
Requires ESS LIC levei 2.1.1' or laler. o3;: 6 9 o --: L 

·-·-------1 
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IBM PSERIES ANO RS/6000 SERVERS 

General Notes: 

• Fibre channel: 
/ 

/ 
!• 

• Requires ESS LIC levei 1.2.0, or later. 

• ESS API- CIM Agent: 

• Available for AIX 5.1. 

• Requires ESS LIC levei 2.1.1, or later. 

• Not available for lhe ESS Models E10 and E20. 

• ESS CLI: 

• Available for AIX 4.3.3, 5.1, and 5.2. 

• Requires ESS LIC levei 2.1.0, or later. 

• Not available for lhe ESS Models E10 and E20. 

CS CLI: 

• Available for AIX 4.3.2, 4.3.3, 5.1, and 5.2. 

• SOO: 

• Available for AIX 4.3.1, or later. 

• Boot device support: 

• The ESS is supported as a boot device on pSeries, RS/6000, and RS/6000 SP servers that support Fibre Channel boot 
capability. This support requires ESS LIC levei 1.4.0, or later, and native Fibre Channel attachment to lhe ESS. Boot 
device support when using SOO requires ESS LIC levei 2.1.0, or later. Reter to lhe IBM Tota!Storage Enterprise Storage 
Server Host Systems Attachment Guide for additional information. 

• The following items are not interoperable with lhe ESS Model 800: 

• Servers: 
• Micro Channel Architecture (MCA) servers, including 7012-397, 7013-59x, 7013-Jxx, 7015-99x, and 7015 Rxx. 

• Operating systems: 
• AIX 4.2.1, 4.3.1 and 4.3.2. 
• HACMP 4.2.2 and 4.3.1. 

• Host adapters: 
• IBM FC 2412. 

• Fabric products: 
• IBM 2103 Model H07. 

• The following items are not interoperable with lhe ESS Models E1 O and E20 

• ESS API. 

• ESS CLI . 

• SOO 
• Boot Oevice Support. 

• Operat ing systems 
• AIX 5.2. 
• HACMP 4.5.0. 
• Unitedlinux 1.0. 

June 27. 2003 ESS lnteroperabil1 ty Matrix 

• Servers : 
• 615 Models 6C3 and 6E3. 

• Fabric products: 
• Cisco MOS 9216 and MOS 9509. 

• 
• 
• 
• 
• 

IBM 2109 Models F32 and M12 . 
IBM 3534 Model F08 . 
INRANGE FC/9000- 256 
McOATA lntrep id~ . 

McOATA Sphere<DW 2 g1 c8@~,~·1fi-J!iid. 't§iqQ 

C íf 1 ~-~: lOS 

Fls. N° -----

3 6 9 o 
Doe: -----;:::---_ 
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IBM PSERIES AND RS/6000 SERVERS 
? ·, / . ,_ ;, .. \J) '\.. 

' . ' ; ·\ \ 

Table 4: AIX and HACMP Support Matrix 

,(> '"'t ) . \-; tt· ~ ~ I I . ) . . (\ .. -' 

\ . :·~J: . · · 

AIX 4.2.1 with HACMP 4.2.2 

AIX 4.3.3 with HACMP 4.2.2 

AIX 4.3.3 with HACMP 4.3.1 

AIX 4.3.3 with HACMP 4.4.0 

•( ......... · ·· ···························· ti/' 4.3.3 with HACMP 4.4.1 

AIX 5.1 with HACMP 4.4.0 

AIX 5.1 with HACMP 4.4.1 

AIX 5.1 with HACMP 4.5.0 

AIX 5.2 with HACMP 4.5.0 

c • 

ESS Model 
800 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

ESS Models 
F10 and F20 

SCSI 
Fibre Channel 

ESS Models 
E10 and E20 

SCSI 

SCSI 

SCSI 
Fibre Channel 

SCSI SCSI 
Fibre Channel Fibre Channel 

SCSI SCSI 
Fibre Channel Fibre Channel 

SCSI SCSI 
Fibre Channel Fibre Channel 

SCSI SCSI 
Fibre Channel Fibre Channel 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

1 
RS/6000 SP w1 th SDD and HACMP 4.4. 1 requi res AIX 5.1 ML2 with ESS LIC levei 1.4.0, or !ater. 

June 27, 2003 ESS lnteroperabil ity Matrix 
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SDD 

Yes 

Yes 

Yes 
1 

Yes 

Yes 
1 

Yes 

Yes 

RUS il0 03.'2005- CN -
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IBM RS/6000 SP SERVERS 

SCSI 
Servers Operating Systems Host Adapters Fabric Support 

9076 Models 2xx, 3xx, 4xx, 50x, 55x , and AIX IBM RS/6000 N/ A 
T70 with the following nades: • Version 4 • FC 2412 

• 4.2 .1@ • FC 6204 
Micro Channel 

• FC 2002: 62MHz Thin Nade 

• FC 2003: 66MHz Thin Nade 

• 4.3.1 @ 
• 4.3.2@ 
• 4.3.3 

• FC 6207 

• FC 6209 

• FC 2004 66MHz Thin Nade 2 
• Version 5 

• 5.1 ML2 
1 

• FC 2005: 77MHz Wide Nade 

• FC 2006: 604 High Nade PSSP 
2 

• FC 2007: 35MHz Wide Nade • 3.1' 3 .1.1 
• FC 2008 120MHz Thin Nade • 3.2 
• FC 2009: 604E High Nade 

• FC 2022 160MHz Thin Nade •( 
PCI 

( • 

• FC 2050: 332 MHz SMP Single Thin 

• FC 2051 : 332 MHz SMP Wide Nade 

• FC 2052: POWER3 SMP Thin Nade 

• FC 2053: POWER3 SMP Wide Nade 

• FC 2054: POWER3 SMP High Nade 

• FC 2055: SP Expansion 1/0 Uni! 

• FC 2056: POWER3 375MHz SMP Thin 

• FC 2057: POWER3 375MHz SMP 

Wide 

• FÇ 2058 POWER3 375MHz SMP High 

' Requires ESS LIC levei 140. or later . 

• \.v. Jv~5 - l,~~ -
~ ~.~1 ..::_ _ÇOi ,j ElOS 

1386 
3690 

.....,., ,..., . 
. \... ______ _ 

2 
Reler to Table 5 for additional PSSP informa ti on . Reler to Table 4 (pSenes and RS/6000 server secti on) fo r HACMP informa tron . 
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Fibre Channel 

Servers 

9076 Models 2xx, 3xx, 4xx, 50x, 55x, and T70 with 

the following PCI nodes: 

• FC 2050: 332 MHz SMP Single Thin Node 

• FC 2051: 332 MHz SMP Wide Node 

• FC 2052: POWER3 SMP Thin Node 

o FC 2053: POWER3 SMP Wide Node 

• FC 2054: POWER3 SMP High Node 

• FC 2055: SP Expansion 1/0 Unit 

• FC 2056: POWER3 375MHz SMP Thin Node 

• FC 2057: POWER3 375MHz SMP Wide Node 

• FC 2058: POWER3 375MHz SMP High Node 

( • 

IBM RS/6000 SP SERVERS 

Operating Systems 

AIX 

• Version 4 
• 4.3.3 

• Version 4 
• 5.1 ML2 

1 

PSSP 
2 

• 3.1.1 

• 3.2 

• 3.4 

IBM 

• 2103 Model H07 
3 

• 2109 Models F16 and F32 
4 

• 2109 Model M12 
4 

• 2109 Models S08 and S16 

• 3534 Model F08 
4 

INRANGE 

• FC/9000-64 
5 

• FC/9000-128 
5 

• FC/9000- 256 
6 

McDATA 

• ED-5000 

• ES-3016 and ES-3032 

• lntrepid 
• 6064 
• 6140 

4 

• Sphereon 
• 3216 

4 

• 3232 
4 

• 4500 
4 

RQS n~ 0J,20C5 - CJ ­
Cf:_ML · CORREIOS 

Fts. No13 8 7 
3 

The IBM 2103 is supported for distance solutions only. Multiple 1n1 tia tors or targets on the same loop are not supported 
4 

Requ1res ESS LIC levei 1 5.2, or !ater 3 6 9 O· J 2 
- ~"'- · 

Doe: 5 
Requires ESS LIC levei 1.3.2.50, or !ater. - -----

6 Requires ESS LIC levei 2.1.0, o r !ater, fo r the ESS Model 800, and ESS LIC levei 1.5.2, orla ter. for the ESS Models F1 O a~n::'::d:iF~2ji'o\. -------1 
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IBM RS/6000 SP SERVERS 

General Notes: 

• Fibre channel: 

• Requires ESS LIC levei 1.2.0, or !ater. 

• ESS API- CIM Agent: 

• Available for AIX 5.1 ML2. 

• Requires ESS LIC levei 2.1.1, or !ater. 

• Not available for the ESS Models E10 and E20. 

• ESS CLI: 

• Available for AIX 4.3.3 and 5.1. 

• Requires ESS LIC levei 2.1.0, or !ater. 

• Not available for the ESS Models E10 and E20. 

CS CLI: 

• Available for AIX 4.3.2, 4.3.3, and 5.1 . 

• SDD: 

• Available for AIX 4.3.3, or !ater 

• Requires ESS LIC levei 1.3.2.50, or !ater. 

• Reter to Table 5 for additional information. 

• Boot device support: 

• The ESS is supported as a boot device on pSeries, RS/6000, and RS/6000 SP servers that support Fibre Channel boot 
capability. This support requires ESS LIC levei 1.4.0, or !ater, and native Fibre Channel attachment to the ESS. Reter to 
the IBM Tota!Storage Enterprise Storage Server Host Systems Attachment Guide for additional information . 

• The following items are not interoperable with lhe ESS Model 800: 

• Servers: 
• Micro Channel Architecture (MCA) servers, including 7012-397, 7013-59x, 7013-Jx, 7015-99x, and 7015 Rxx. 

• Operating systems: 
• AIX 4.2.1, 4.3 .1 and 4.3.2. 
• HACMP 4.2.2 and 4.3.1 . 

• Host adapters: 
• IBM FC 2412. 

• Fabric products: 
• IBM 2103 Model H07. 

• The following items are not interoperable with the ESS Models E10 and E20: 

• ESS API. 

• ESS CLI . 

• Operating systems 
• HACMP 4.5.0 

• Fabric products: 
• Cisco MOS 9216, and 9509. 
• IBM 2109 Model F32. 
• INRANGE FC/9000- 256 
• McDATA lntrepid 6140 . 

• McDAT A Sphereon 4500 

June 27. 2003 ESS lnteroperabll ity Matnx 
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IBM RS/6000 SP SERVERS 

Table 5: AIX, PSSP, and SDD Support Matrix 

AIX 4.3.2 with: 

o PSSP and RVSD 3. 1.0 

o GPFS 1.2 

AIX 4.3.3 with : 

o PSSP and RVSD 3. 1.1 

o GPFS 1 2 

AIX 4.3.3 with: 

o PSSP and RVSD 3.2 

( ~~FS 1.3 or 1 4 .. 

"""" o.1 w1th : 
.PSSP3.4 

o GPFS 1.5 

June 27. 2003 

ESS Model 
800 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

Fibre Channel 

ESS Models 
F10 and F20 

SCSI 

SCS I 
Fibre Channel 

••••••• ••••• '"'• ·• · ·••••••W •••• 

SCSI 
Fibre Channel 

Fibre Channel 

ESS lnteroperability Matnx 

ESS Models 
E10 and E20 

SCSI 

SCSI 
Fibre Channel 

SCSI 
Fibre Channel 

Fibre Channel 

1.2.1.3 

1.2.1 .3 

1.3.1.1 

ROS n° 03.2085 -Ct J -
1 • CO, lOS 

L 1389 
Fls . No ___ _ 

3 6 9 o 
Doe·. ____ _ 
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IBM ZSERIES.AND 5/390 SERVERS 

c • 

c e 

ESCON 
Servers 

zSeries z800 

• IBM 2066 

zSeries z900 and z990 

o IBM 2064 

S/390 Parallel Enterprise Server 

• IBM 9672 Generation 3 

• IBM 9672 Generation 4 

• IBM 9672 Generation 5 
• IBM 9672 Generation 6 

ES/9000 

o IBM 9021 

oiBM9121 

o IBM 9221 

ES/3090 

• IBM 3090 

S/390 Multiprise 3000 Enterprise Server 

• IBM 7060 

S/390 Multiprise 2000 Enterprise Server 

• IBM 2003 

' Requrres ESS LIC levei 1 5.2, or later. 

Operating Systems 

z/OS 

o Version 1 Release 1 

• Version 1 Release 2 

• Version 1 Release 3 

• Version1 Release 4 
1 

z/OS.e 

• Version 1 Release 3 

• Version 1 Release 4 
1 

OS/390 

• Version 1 Release 3 @ 

o Version 2 Release 4 @ 

• Version 2 Release 5 @ 

• Version 2 Release 6 @ 

• Version 2 Release 7 @ 

• Version 2 Release 8 @ 

• Version 2 Release 9 @ 

• Version 2 Release 1 O 

zNM 

• Version 3 Release 1 @ 

• Version 4 Release 1 @ 

• Version 4 Release 2 

• Version 4 Release 3 

• Version 4 Release 4 
5 

VM/ESA 

• Version 2 Release 2 @ 

• Version 2 Release 3 @ 

• Version 2 Release 4 @ 

VSE/ESA 

• Version 2 Release 1 @ 

• Version 2 Release 2 @ 

• Version 2 Release 3 @ 

• Version 2 Release 4 @ 

• Version 2 Release 5 

• Version 2 Release 6 

• Versron 2 Rel ease 7 

Transaction Processing Faci lity (TPF) 
2 

• Version 4 Release 1 

Linux for S/390 

• SuSE Linux Enterprise Server for 

S/390 

• Turbolinux Server 6 for zSeries and 

S/390 

• SuSE SLES 8 for zSeries and 

S/390 
3 

2 
In lhe TPF envi ronment, PPRC and FlashCopy require ESS LI C levei 1.5 O, or later . 

3 
Requires ESS LIC Levei 2 1.1 or later, direct connect only. 

June 27. 2003 ESS lnteroperability Matri x 

Host Adapters 

Ali ESCON host adapter 
features offered on the 
servers are supported. 

Fabric .Support 

IBM 

• 9032 Model 002 

• 9032 Model 003 

• 9032 Model 005 

RQS 11° 03/20C5 - C. J -

C Ml · COF.Rr:IOS 

1390 
-Fls . ~ 

2 ;: 
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FICON 
Servers 

zSeries z800 

o IBM 2066 

zSeries z900 and z990 

• IBM 2064 

S/390 Parallel Enterprise Server 

• IBM 9672 Generation 5 

• IBM 9672 Generation 6 

c 
e 

c • 

IBM ZSERIES AND S/390 SERVERS 

Operatlng Systems 

z/OS 

• Version 1 Release 1 

• Version 1 Release 2 

• Version 1 Release 3 

• Version 1 Release 4 
1 

z/OS.e 

• Version 1 Release 3 

• Version 1 Release 4 
1 

OS/390 

• Version 2 Release 8 @ 

• Version 2 Release 9 @ 

• Version 2 Release 1 O 

zNM 
• Version 3 Release 1 @ 

• Version 4 Release 1 @ 

• Version 4 Release 2 

• Version 4 Release 3 

• Version 4 Release 4 
5 

VM/ESA 

• Version 2 Release 3 @ 

• Version 2 Release 4 @ 

VSE/ESA 

• Version 2 Release 3 @ 

• Version 2 Release 4 @ 

• Version 2 Release 5 

• Version 2 Release 6 

• Version 2 Release 7 

Transaction Processing Facility (TPF) 
2 

• Version 4 Release 1 

Linux for zSeries and S/390 
3 

• SuSE SLES 8 

Host Adapters 

zSeries 

• FC 2315 

• FC 2318 

• FC 2319 

• FC 2320 
Me DATA 

S/390 • ED-5000 

• FC 2314 • lntrepid 6064 

• FC 2316 • lntrepid 6140 
1 

R S Q0
_ 03/20"5 - Cf~ -

~~M I ·1 ~ Í IOS 

Fls. N° _ ___ _ 

3 6 9 O· 
4 

Requires ESS LIC levei 2.1.0. or la ter , for lhe ESS Model 800 . and ESS LI C levei 1.5.2, or I ater, for the ESS Models F1 O amd@~: ______ _ 
5 

Requires ESS LIC levei 2 2 O, or !ater. 
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IBM ZSERIES AND S/390 SERVERS 

Fibre Channel Protocol (FCP) 

Servers 

zSeries z800 

• IBM 2066 

zSeries z900 and z990 

• IBM 2064 

June 27, 2003 

Operating Systems 

Unitedlinux 1.0 

• SuSE SLES 8 (SP 2) 

ESS lnteroperability Matnx 

Host Adapters 

zSeries 

• FC 2315 

• FC 2318 

• FC 2319 

• FC 2320 

/~-J~\ 

• 2109 Models SOB and 

S16 

IN RANGE 

• FC/9000-64 

• FC/9000-128 

Me DATA 

• lntrepid 6064 

• • • k • •• • • • • 

~,· •, 
1 
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IBM ZSERIES AND S/390 SERVERS 

General Notes: 

• ESCON: 

• IBM eServer lntegrated Platform for e-business on zSeries, and S/390 G5 and G6: 
• Supported on ESS Models F20 and F1 O, and requires ESS LIC levei 2.1.1 , o r !ater. 
• Requires zVM Version 4 Release 3. 
• Requires Linux SLES 7, with kernellevel2.4.7. 

• FICON: 

• Requires ESS LIC levei 1.4.0, or later. 

• FICON is not supported on the ESS Models E1 O and E20. 

• Fibre Channel Protocol (FCP): 

c e 
• 

• Requires ESS LIC levei 2.1.1, or I ater. 

FCP is not supported on the ESS Models E10 and E20. 

Multipath support is available with LVM. 

Copy Services 

• Supported in the Linux for zSeries and S/390 environment with SuSE SLES 8. 

ESS API- CIM Agent: 

• Not available for zSeries and S/390 operating systems. 

• ESS CLI: 

• Not available for zSeries and S/390 operating systems. 

• CS CLI : 

• Not available for zSeries and S/390 operating systems. 

• The foll owing items are not interoperable wi th the ESS Model 800: 

( 

• 
• Operating systems: 

• OS/390 leveis 1.3, 2.4, 2.5, 2.6 , 2. 7, 2.8, and 2.9. 
• VM/ESA leve is 2.2 and 2.3. 
• VSE/ESA leveis 2.1 , 2.2, and 2.3. 
• IBM eServer lntegrated Platform for e-business on zSeries . 

• The following items are not interoperable with the ESS Models E1 O and E20: 

• FCP. 

• FI CON. 

• Operating systems: 
• z/OS levei 1 4. 

• z/OS e levei 1.4. 
• zNM levei 4.4. 
• VSE/ESA levei 2.7. 
• IBM eServer lntegrated Platform for e-business on zSeries. 

• Fabric products : 
• McDATA lntrepid 6140. 

• ESS copy serv ices in the TPF environment. 

June 27 , 2003 ESS lnteroperabi lity Matrix 
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INTEL•BASED SERVERS - LINUX 
--------------------------------------------------------------------~~- ~---7~ ' - ,,.:._:(, F'\ 

/ / j/·, ~/;:;/~r\\ . 

i i-'- . ) j l 
Fibre Channel 
Servers 

Pentium Pro or later processors 

• 200 MHz processar or faster 

• 128 MB memory or greater 

• Excludes IBM Netfinity 3000 and 

IBM PC Server 325 

IBM eServer BladeCenter 
8 

o BladeCenter HS20 

(_ 

• 

( 

• 

Operating Systems 

Red Hat Linux 

• 7.1 
1 

o 7.2
1 

o 7.3 
1 

Red Hat Enterprise Linux 

Advanced Server 

o 2.1 
2 

SuSE Linux 

o 7.2 

o 7.3 

SuSE Linux Enterprise Server 

(SLES) 

o 7 
3 

UnitedLinux 1.0 
7 

o SuSE Linux Enterprise Server 

8 (SP 1 and SP 2a) 

Host Adapters 

Emulex 

o LP9002L I LP9002DC 
4 

o LP9402DC 
4 

o LP9802 
4 

IBM BladeCenter 

o PIN 48P7062 

OLogic 

o OLA2300F 

o OLA2310F I QLA231DFL 
4 

o OLA2340IL I OLA2342IL 
5 

1 
Red Hat 7.x requi res kernellevel 2 4.18-24.7xbigmen , and ESS LI C levei 2. 1 1, orla ter. 

t . \ ' A ,; ·· ; .......... . . ·// . l 
Fabric Support .•"::• ' <· , /' 

{ ~' - / 

Cisco 
4 

o MDS9216 

• MOS 9509 

IBM 

o 2109 Models F16 and F32 
4 

• 2109 Model M12 
4 

• 2109 Models SOB and S 16 

• 3534 Model FOB 
4 

IN RANGE 

o FCI9000-64 

• FCI9000-128 

o FCI9000- 256 
6 

McDATA 

o ED-5000 

o ES-3016 and ES-3032 

• lntrepid 
o 6064 
o 6140 

4 

• Sphereon 
o 3216 

4 

o 3232 
4 

o 4500 
4 

2 Red Hat Enterprise Advanced Server 2. 1 requires kernellevel 2.4.9-e. 16 (enterprise or summit for x440 server), or kernel levei 2.4.9-e.24 OU2 
(enterprise), and ESS LI C 21 1, or late r. 

3 
SuSE Linux Enterpri se Server 7 Update requi res kernellevel k_smp-2.4.1 8-224, and ESS LI C levei 2. 1.1, or late r. 

4 
Requires ESS LI C levei 1 5 2. or I ater. 

5 
Requires ESS LIC levei 2.1.0, or later. 

6 f Fls.-JII'· -
7 

Requ1res ESS LIC levei 2.1 O. or later, for the ESS Model 800, and ESS LIC levei 1.5.2 . or later, or the ESS Models F1 a~a F2õ . 

Requ1res SP 1 kernellevel k_smp-2.4.19-233, SP 2a kernellevel k_smp-2.4. 19-304, and ESS LIC levei 2 2 O, or later. _ 
8 

Requires ESS LIC levei 2.1 1, orla ter, and Red Hat Li nux Advanced Server 2.1, kernel level 2.4.9.e. 16. The followmg f '{9~r6uc:9 ~ - ~ . c. ·· 
supported . IBM 2109 Model F16, IBM 3534 Model FOB, INRANGE, and McDATA (exc luding ED-5000) 
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INTEL•BASED SERVERS - LINUX 

General Notes: 

• Linux is inleroperable wilh only lhe ESS Models F1 O, F20, and 800. 

• ESS API - CIM Agenl: 

• Available for Red Hat Linux 7.2. 

• Requires ESS LIC levei 2.1.1, or laler. 

• Nol available for lhe ESS Models E1 O and E20. 

• ESS CLI: 

• Available for Red Hal 7.2, and 7.3. 

• Available for UnitedLinux 1.0 (SLES 8). 

• Requires ESS LIC levei 2.1 .0, or laler. 

• CS CLI: 

( _ 
e· 

• Available for ali leveis of Linux. 

SDD: 

• Available for Red Hat 7.2 and Red Hat Enlerprise Advanced Server 2.1. 

( 

• 

• Available for SuSE 7.3 and SuSE Linux Enterprise Server 7. 

• Available for UnitedLinux 1.0 (SLES 8). 

• SDD is not interoperable with BladeCenter. 

• The following SuSE and Redhat leveis are no longer recommended with lhe ESS. lf problems are encountered with existing 
installations, you may be required to update your Linux configuration to a higher levei before problem determination can take 
place. 

• 

• Red Hat Linux 7.1 running kernellevel 2.4.9. 

• Red Hal Linux 7.2 running kernellevel 2.4.9-31. 

• Red Hat Linux Advanced Server 2.1 running kernellevels 2.4.9-e.8 and 2.4.9-e.1 O (enlerprise). 

• SuSE Linux 7.2 running kernel levei 2.4.9. 

• SuSE Linux 7.3 running kernel levei k_smp-2.4.16-22. 

• SuSE Linux Enterprise Server (SLES) 7 running kernel levei 2.4.18-134. 

The following ilems are not interoperable with the Model 800: 

• Operating syslems: 
• Red Hat Linux 7. 1. 
• SuSE Linux 7.2. 

The following ilems are not interoperable with lhe ESS Models E1 O and E20: 

• BladeCenter. 

• ESS API 

• Host Adapters: 
• Emulex LP9402DC and LP9802. 

• Fabric producls 
• Cisco MOS 9216 and MOS 9509 
• INRANGE FC/9000- 256 

• Operating Syslems 
• Un1tedLinux 1 O. 
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SCSI 

Servers 

Pentium Pro or !ater processors 

• 200 MHz processar or faster 

• 128 MB memory or greater 

•

'bte Channel 
·-·---------- ·------
rvers 

Pentium Pro or later processors 

• 200 MHz processar or faster 

• 128 MB memory or greater 

• Excludes IBM Netfinity 3000 and 

IBM PC Server 325 

( 

• 
1 

Requires ESS LIC levei 1.5.2, or later . 

INTEL•BASED SERVERS - NETWARE 

Operating Systems 

Novell NetWare 

• 4.11@ 

• 4.2 
• Standby Server 

• 5.0 
• Cluster Services 1.00 
• Cluster Services 1.01 

• 5.1 
• Cluster Services 1.01 

e 6.0 I 

Host Adapters 

Adaptec 

• AHA-2944UW 

IBM xSeries I Netfinity 

• PIN 08L6517 
2 

• PIN 59H3900 

Ologic 

• OLA1041 

--· - -·----·-·---·-" __ __ , _____ , ·---
Operating Systems 

Novell NetWare 

• 4.2 
• Standby Server 

• 5.0 
• Cluster Services 1.00 
• Cluster Services 1.01 

• 5. 1 
• Cluster Services 1.01 

e 6.0 I 

• Cluster Services 1.6 

Host Adapters 

Emulex 

• LP9002L I LP90020C 
1 

• LP94020C I 

• LP9802 
1 

IBM xSeries I Netfinity 

• PIN 01 K7297 

• PIN OON6881 

• PIN 19K1246 

• PIN 24P0960 

Ologic 

• OLA2100F 

• OLA2200F 
• OLA2310F I OLA2310FL I 

• OLA2340IL I OLA2342IL I 

Fabric Support 

Fabric Support 

Cisco 
1 

• MOS 9216 

• MOS 9509 

IBM 

• 2103 Model H07 
3 

· 2109 Models F1 6 and F32 
1 

• 2109 Model M12 
1 

• 2109 Models SOB and S16 

• 3534 Model 1 RU 
3 

• 3534 Model F08 ' 

INRANGE 

• FC19000-64 
4 

• FCI9000-128 
4 

• FC19000- 256 
5 

McOATA 

• E0-5000 

• ES-3016 and ES-3032 

• lntrepid 
• 6064 

4 

• 6140 
4 

• Sphereon 
• 3216 

4 

• 3232 
4 

e 4500 I 

• Planned avai labil1ty is 4003 lor the Emulex LP94020C and LP9802 host adapter interoperabillty. ROSno G3/20~5- C,~ -

in 'R\::'05 2 
Host adapter IBM PIN 08L65 17 1ncludes an mcorrect SCSI cable for ESS attachment. Order ESS feature number 9701 \~---1-~ O me rTfj r O ~ 
leature number 9702 1 2802 (20 meter) to obta in lhe correc t SCSI cable to use th1s host adapter with the ESS. _ t} u t 

: Supported for d1 stance solut1 ons only. Mult1ple 1nit1ators or ta rgets on the same loop are not supported Fls. N° _____ _ 
s ReqUires ESS LIC levei 1 52, or later. and NetWare 5 1 or later ' "( 6 9 Q· 

ReqUires ESS LIC levei 2 1 O or later fo r lhe ESS Model 800, and ESS LIC levei 1 52. or later, for the ESS Models F10 f1F2~ 1 t.:'oc: _____ _ 

. ~ . ' ~ 
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INTEL·BASED SERVERS - NETWARE 

General Notes: 

• Fibre Channel support: 

• Requires ESS LIC levei 1.3.0, or later. 

• Clustering support : 

• Requires ESS LIC levei 1.2.0, or later. 

• ESS API - CIM Agent: 

• Not available for NetWare. 

• ESS CLI: 

• Not available for NetWare. 

• CS CLI: 

• Available for NetWare 4.2 and NetWare 5.1, or later. 

• NetWare 6.0 requires ESS LIC 2.1.0, or later. 

SDD: (__ • • Reter to lhe IBM Tota!Storage Enterprise Storage Server Subsystem Oevice Driver User's Guide for support information 
when running NetWare 5.1 and 6.0 with SDD. 

• Requires NetWare 5.1, or later, and ESS LIC levei 2.1.0, or later. 

• Not interoperable with the Emulex LP9002L I LP9002DC, LP9402DC, and LP9802. 

• Not available for lhe ESS Model E10 and E20. 

• NetWare 6.0 c luster services supported on fibre channel on ly. 

• The following items are not interoperable with lhe ESS Model 800: 

c •· 

• Operating systems: 
• NetWare 4.11 and 4.2. 

• Host adapters: 
• IBM PIN 01 K7297 . 
• Ologic OLA1041 and OLA2100F. 

• Fabric products: 
• IBM 2103 Model H07. 
• IBM 3534 Model 1 RU . 

The fo llowing items are no! interoperable with the ESS Models E10 and E20: 

• CS CLI: 
• NetWare 6.0. 

• SDD. 

• Operating systems: 
• NetWare 6.0. 

• Host adapters: 
• Emulex LP90002L. 
• Emu lex LP9002L I LP9002DC. 
• Emulex LP9402DC and LP9802. 
• Ologic OLA2310F I OLA2310FL and OLA2340 I OLA2342L. 

• Fabric products: 
• IBM 2109 Models F32, and M1 2. 
• IBM 3534 Model F08. 

• INRANGE FC/9000- 256 
• McDATA lntrepid 6140. 
• McDATA Sphereon 3216, 3232 , and 4500. 
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INTEL•BASED SERVERS -WINDOWS 

SCSI 
Servers Operating Systems 

Pentium Pro or later 32 bit Microsoft Windows NT 

processors • Server 4.0 

• 200 MHz processar or faster • Server 4.0, Enterprise Edition 

• 128MB memory or greater 

c • 

( 

• 

including Microsoft Cluster Server 

(MSCS) 

Microsoft Windows 2000 

• Server 

• Advanced Server 

including Cluster service 

Microsoft Windows Server 2003 
6 

• Standard Edition 

• Enterprise Edition including cluster 

servi c e 

Host Adapters 

Adaptec 

• AHA-2944UW 

IBM NetfinitylxSeries 

• PIN 08L6517 
1 

• PIN 59H3900 

OLogic 

• OLA1041 

Symbios 

• LSI87510 

RCS nr 0~'2085 - c,~ ­
CPMI • COR"E:::IOS 

Fls. N° 13 9 9 

3 6 9 O· 
Doe: ------

1 Host adapter IBM 08L65 17 inc ludes an incorrec t SCSI cable for ESS attachment. Order ESS featu re number 9701 I 28 i - ( 
number 9702 1 2802 (20 meter) to obtain the co rrect SCSI cable to use th is host adapter with the ESS . 
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INTEL•BASED SERVERS -WINDOWS 

Pentium Pro or I ater 32 bit Microsoft Windows NT Emulex Cisco 

processors • Server 4.0 • LP7000E • MOS 9216 

• 200 MHz processar or faster • Server 4.0, Enterprise Edition • LP8000 • MOS 9509 

• 128 MB memory or greater including Microsoft Cluster • LP9002L 1 LP9002DC 

• Exc ludes IBM Netfinity 3000 and Server (MSCS) • LP9402DC 2 

IBM PC Server 325 • LP9802 2 

IBM eServer BladeCenter 
7 

• BladeCenter HS20 

Microsoft Windows 2000 

• Server 

• Advanced Server 

including Cluster service 

• Datacenter Server 

Microsoft Windows Server 2003 
6 

• Standard Edition 

• Enterprise Editiqn including 

cluster service 

• Datacenter Edition including 

cluster server 

IBM BladeCenter 

• PIN 48P7062 

IBM NetlinitylxSeries 

• PIN 01 K7297 

• PIN OON6881 

• PIN 19K1246 

• PIN 24P0960 

Qlogic 

• QLA2100F 

• OLA2200F 

• OLA2310F I OLA2310FL 
2 

• OLA2340IL/ OLA2342IL 
2 

IBM 

• 2103 Model H07 
3 

• 2109 Models F16 and F32 
2 

• 2109 Model M12 
2 

• 2109 Models S08 and S 16 

• 3534 Model F08 
2 

• 3534 Model 1 RU 
3 

INRANGE 

• FCI9000-64 
4 

• FCI9000-128 
4 

• FCI9000- 256 
5 

McDATA 

• ED-5000 

• ES-3016 and ES-3032 

• lntrepid 
• 6064 

2 

• 6140 
2 

• Sphereon 
• 3216 

2 

• 3232 
2 

• 4500 
2 

2 
Req uires ESS LIC levei 1.5. 2, or later . 

3 
Supported for dislance solulions only. Mull iple inilialors or largels on lhe same loop are nol supporled. 

: Requires ESS LIC levei 1.3.2.50, or laler. ROS r{ 03.L.0~'~5 - C"~ ­
" Requtres ESS LIC levei 2 1 O. or laler, for lhe ESS Model 800. and ESS LIC levei 1.5.2 , or laler , for lhe ESS Models F (;lj1~ft ~ C .' ~íjl.AO~ 

" Requires ESS LI C levei 2.2 O. or laler Windows 2003 is nol supporled on lhe Emulex LP7000E, OLog ic OLA2100 , and IBM PIN O] j<f.} 9H hU t 
adapters, and the Cisco fabric switches. No 

7 
Requires ESS LI C levei 2.1 1, o r later, and is supported on only Windows 2000 (non-clustered configurations) . The f~b~tng fabric produc ts are 
supporled IBM 2109 Model F16, IBM 3534 Model F08, INRANGE, and McDATA (excluding ED-5000) . 
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INTEL•BASED SERVERS -WINDOWS 

General Notes: 

• Fibre channel support: 

• Requires ESS LIC levei 1.2.0, or later. 

• ESS API- CIM Agent: 

• Available for ali leveis of Windows 2000. 

• Requires ESS LIC leve i 2.1.1, or late r. 

• Not available for the ESS Models E1 O and E20. 

• ESS CLI: 

• Available for ali leveis of Windows 2000, and Windows Server 2003. 

• Requires ESS LIC levei 2.1.0, or later. 

• Not available for lhe ESS Models E10 and E20. 

• CS CLI: 

( 
- Available for ali leveis of Windows NT, Windows 2000, and Windows Server 2003. 

• .JD: 

• • Available for ali leveis of Windows NT and Windows 2000 and Windows 2003 (see additional notes on following page) . 

• Load balancing is not available in Windows NT or Windows 2000 cluster configurations. 

• Boot device support: 

• The ESS is supported as a boot device on Windows 2000 servers that support Fibre Channel boot capability. This 
support requires ESS LIC levei 2.2.0, or later, with host adapters OLA231 OF I OLA231 OFL, and OLA2340 I OLA2342L. 
Requires SDD levei 1.4.0.0. Reter to the IBM Tota!Storage Enterprise Storage Server Host Systems Attachment Guide 
for additional information . 

• The following items are not interoperable with the ESS Model 800: 

• Host adapters: • Fabric products: 
• Emulex LP?OOOE. • IBM 2103 Model HO? . 
• IBM01K7297. • IBM 3534 Model 1 RU. 
• Ol ogic OLA 1 041 and OLA21 OOF. 
• Symbios SYM8751D. 

• ( The following items are not interoperable with lhe ESS Models E10 and E20 

BladeCenter . • ESS API. e • ESS CLI . • Fabric products: 
• Operating systems: • Cisco MOS 9216 and MOS 9509. 

• 
• Oatacenter Server . 

Host adapters 
• Emulex LP9002L I LP90020 C. 

• Emulex LP9802 and LP9402DC. 
• Ologic OLA2310F I OLA2310FL and 

OLA2340 I OLA2342L. 

• IBM 2109 Models F32 and M12. 
• IBM 3534 Model F08. 
• INRANG E FCI9000- 256 

• McOATA lntrepid 6140 . 

• McDATA Sphereon 3216, 3232, and 4500 . 

RQS n° C .. ~ ,' - - c; J · 
cpr.11 . co. 

~s~- tt 4,\) 1 

~·----------------~ 

June 27 . 2003 ESS lnteroperabli ity Matrix Page 40 

~ . ' ' 
, • • , :. ,. -;: • ; • , • .. • ,.. , , ' > ' '• : • • r , • • , • , ~ < ~ ', ..,_ • ... \ • • • ••, • , I 



c e 

( 

• 

INTEL•BASED .SERVERS -WINDOWS 

General Notes (cont.): 11 . \ '. /€~~~}~~ 
• 

• 

• 

f . r;.. \ l \ 
Windows NT ! -.. (~ ~ I c \ ;n \ ) 
• Enterprise Edit1on with Microsoft Cluster Server (MSCS) support requires ESS LIC levei 1.3.0, or lat . , ', j · .. , _, 
Windows 2000 ~."V 
• Server and Advanced Server: 

• Requires ESS LIC Levei 1.2.0, or later. 
• Advanced Server with Cluster service support requires ESS LIC levei 1.3.0, or later. 
• When using SDD, Advanced Server with Cluster service support requires ESS LIC levei 1.4.0, or later. The Qlogic 

OLA2100F is not supported in this configuration. 

• Datacenter Server: 
• Requires ESS LIC levei 1.5.0, or laler. 
• When using SDD, Dalacenter Server requires ESS LIC levei 2.0.0, or laler, for lhe ESS Model 800 and ESS LIC levei 

2.1 .0, or later, for lhe ESS Models F1 O and F20. 
• For a lisl of specific ESS configuralions supporled wilh Datacenter Server, reter to the Microsoft Hardware 

Compatibility Listing (HCL) at http://www.microsoft.com/hcl/. Enter "Enterprise Storage Server'' and "Ali Product 
Categories" as the search criterion. Use the IBM RPQ process to request supporl for additional ESS configurations. 

Windows 2003 
• When using clustering with SDD, Windows 2003 is not supported on Emulex LP8000, LP9002L I LP9002DC, 

LP9402DC, LP9802 hosl adaplers. 
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Fibre Channel 

Servers 

Origin Servers 
• 200 
• 2100 
• 2200 
• 2400 
• 2800 

' Cascaded sw1tches are not supported 
3 Requi res ESS LIC levei 2 2.0. or later. 

June 27, 2003 

SGI SERVERS 

Operating Systems Host Adapters Fabric Support 

IR IX SGI 
• 6.5.13 o PCI-FC-1 P-OPT 
• 6.5 .14 o PCI-FC-1 P-OPT -A 
• 6.5.15 • PCI-FC-1POPT-B 3 

• 6.5.16 • PCX-FC-2POPT-B 3 

• 6.5. 17 

ESS lnteroperabillty Ma tnx Page 42 
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General Notes: 

• SGI support requires ESS LI C levei 2. 1.1, or later. 

• ESS API - CIM Agent : 

• Not available for IR IX. 

• ESS CLI : 

• Not available for IR IX. 

• CSCLI: 

• Not available for IR IX. 

• SDD: 

• Not available for IR IX. 

( _ 
e The following items are not interoperable with lhe ESS Models E10 and E20: 

• SG I Servers 

( 

• 

• Origin 200, 2100, 2200, 2400, and 2800 

June 27. 2003 ESS lnteroperability Matnx 

SGI SERVERS 

ROS n° 0J.ill"5 - C -
P. ~I · CO , ' ... ~ ~ 
- 404 

- -Fls .. ~----
-o~: 6 9 (} - .~~ a __ 
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SCSI 
Servers 

Enterprise 

• 220R, 250,420R,450 

• 3000,4000,5000,6000 

• 3500,4500,5500,6500 

• 10000 

Netra 

• 1125 

SPARCcenter I SPARCserver 

• 1000, 1000E 

• 2000, 2000E 

UI 

~1~ 2. 5, 10,20, 30, 60, 80 

• 

June 27. 2003 

Operating Systems Host Adapters 

Solaris Sun 

• 2.5. 1 • X1 062A 

• 2.6 • X1065A 
• VERITAS Volume Manager with DMP • X6541A 
• 3.1 and 3.2 

• VERITAS Cluster Server 
• 1 1.2 and 1.3 

• 7 
• VERITAS Volume Manager with DMP 
• 3.1 and 3.2 

• VERITAS Cluster Server 
• 1.1 .2 and 1 .3 

• 8 
• VERITAS Volume Manager with DMP 
e3.1 .1and3.2 

• VERITAS Cluster Server 
• 1.3 

ESS lnteroperabilrty Mal ri x 

SUN SERVERS 

Fabric Support 

N/A 

ROS no 03 '2085 - C: J -

cP /il _:-cc jt4.'0'$ 
Fls. N° _ _ _ _ _ 

3 6 9 o 
Doe: ____ _ 

Page 44 

. . . - ·-
. ._ ' . . . , - . ' , ' ' . • • • ! . • , . . .. . .J 1,.. I . ' • • . ~ • • . . 



Fibre Channel 

Servers 

Enterprise 

• 220R , 250, 420R, 450 

• 3000,4000,5000,6000 

• 3500,4500,5500,6500 

• 10000 

Netra 

• 1125 

SPARCcenter I SPARCserver 

• 1000, 1000E 

• 2000, 2000E 

Operating Systems 

Solaris 

• 2.6 
• VERITAS Volume Manager with DMP 
• 3.1 and 3.2 

• VERIT AS Cluster Server 
• 1.1.2, 1.3, 2.0, and 3.5 

3 

• 7 
• VERITAS Volume Manager with DMP 
• 3. 1 and 3.2 

• VERITAS Cluster Server 
• 1. 1.2, 1 .3 2.0, and 3.5 

3 

• 8 

SERVERS 

Host Adapters Fabrlc Support 

JNI Cisco 
1 

• FC64-1 063-N • MOS 9216 

• FCC-6562 I FCC2-6562 
3 

• MOS 9509 

• FCX-6562 I FCX2-6562 
3 

• FCI-1063-N IBM 

• FCE-1473-N 
1 • 2103 Model H07 

5 

• FCE-6460-N 
1 • 2109 Models F16 and F32 

1 

• 2109 Model M1 2 
1 

Emulex • 2109 Models SOB and S16 

• LP8000 • 3534 Model F08 
1 

• LP8000S 
4 

( n Fire 

• 

: V120
1 

• Sun Cluster 3.0 with MPxiO 4.1, or 
later 

10 

• VERITAS Volume Manager with DMP 
• 3.1. 1, 3.2, and 3.5 

• LP9002C 
3 INRANGE 

• LP9002L! LP9002DC 
1 • FCI9000-64 

6 

• FCI9000-128 
6 

( 

• 

• V280R 
1 

• V480 
1 

• V880 
1 

• 3800, 

• 4800 
1

, 4810
1
, 6800, 

e12K
2
,15K

2 

Ultra 

• 1 ,2, 5, 1 O, 20, 30, 60, 80 

• VERITAS Cluster Server 
• 1 .3, 2.0, and 3.5 

3 

• 9 3,7 

• VERITAS Volume Manager with DMP 
• 3.5 

• VERITAS Cluster Server 
• 3.5 

1 
Requires ESS LIC levei 1 .5.2, orla ter. 

• LP9002S 
1 

• LP9402DC 
1 • FC19000- 256 

8 

• LP9802 
1 

Me DATA 

Qlogic • ED 5000 

• OLA2200F • ES-3016 and ES-3032 

• OLA231 OF I QLA231 OFL 
1 • lntrepid 

• OLA2340IL I OLA2342IL 
1 

• QCP2340 
9 

• 6064 
• 6140, 

• Sphereon 

Sun 
10 • 3216, 

• 3232, 
• 6727A • 4500, 
• 6767A 

• 6768A 

• 6799A 

2 
Requires ESS LIC levei 2.0 .0, or later, for the ESS Model 800 and ESS LIC levei 2.1.0, or later , for the ESS Models F10 and F20. 

3 
Req uires ESS LI C levei 2.1 .0, or I ater. 

' Requires ESS LIC levei 1.5.0, or later. _________ _.......-......- __.. 
5 

Supported for distance solutions only. Multiple initiators or targets on the same loop are not supported. rRr' r: ~ . ' . 
6 t \~' ' ' \.' 

Requlres ESS LIC level1 3 2 50, or later ~ c· u! • Cu ,, __ .... 
7 

Requ 1res Ventas Filesystem VXFS V 3 5 REV=GA06 - -

ReqUires 2 1 1, or later 
2

_, _r,: 
10 

Requ1res ESS LIC levei 2 2 O, or later Sun Clustenng 3 O w1th MPxiO 1s supported only w1th lhe Sun host adapters 3 6 9 Q ~ ~ 
Doe: : 1 
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SUN SERVERS 

General Notes: 

• Fibre channel support: 

• Requires ESS LIC levei 1.3.0, or later. 

• ESS API- CIM Agent: 

• Not Available for Solaris. 

• ESS CLI: 

• Available for Solaris 8. 

• Requires ESS LIC levei 2. 1.0, or I ater. 

• Not available for lhe ESS Models E 1 O and E20. 

• CS CLI: 

• Available for only Solaris 2.6, 7, 8, and 9. 

• ( ~fJD: 

• 

~ Available for only Solaris 2.6, 7, and 8. (SDD is nol supported in Sun Cluster environmenls.) 

• Solaris 7, or laler is required when using lhe Emulex LP8000. 

• In clustered configurations, VERITAS Cluster Manager and VERITAS Volume Manager with DMP should be used instead 
of SDD. 

• SDD is nol supporled in Sun Clusler environments . 

• VERITAS: 

• Support for VERITAS Volume Manager is limited to Solaris 7 when using ESS LIC levei 1 .O.x, 1.1.x or 1.2.x. 

• The followinq ilems are not interoperable with lhe ESS Model 800: 

• Operaling syslems: 
• Solari s2.5.1. 

• Fabric products: 
• IBM 2103 Model H07. 

• The followinq items are not interoperable wilh lhe ESS Models E10 and E20 

( . -
• 

• 

• 

ESS CLI . 

Servers: 
• Sunfire V120, V280R, V480, V880, 3800, 4800, 4810, 6800, 12K, and 15K. 

Host adapters: 
• JNI FCC2-6562 , FCS-6562 I FCX2-6562 , FCE-1473-N and FCE6460-N. 
• Emulex LP9002C, LP9002L I LP9002DC, LP9002S, and LP9402DC, and LP9802. 
• Ologic OLA2310F I OLA2310FL and OLA2340 I OLA2342L. 
• Sun 6727 A, 6767 A, 6768A, and 6799A 

Operaling Systems: 
• Sun cluster 3.0 and MPx iO. 

Fabric products: 
• Cisco MOS 9216 and MOS 9509. 
• IBM 2109 Models F32, and M12. 
• IBM 3534 Model F08. 
• INRANGE FC19000- 256 
• McDATA lntrepid 6140. 
• McDATA Sphereon 3216, 3232 , and 4500 . 

June 27, 2003 ESS lnteroperabll ity Matrix 
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(_ 

• 

NAS Servers 
1 

NAS Gateway 300 

• 5196 Model GOO 

• 5196 Model G01 

• 5196 Model G02 
3 

• 5196 Model G25 

• 5196 Model G26 

• 5196 Model G27 
2 

NETWORK ATTACHED STORAGE (NAS) 

Fabric Support 

IBM 

• 2109 Models SOB and S16 

• 2109 Models F16, and F32 
3 

IN RANGE 

• FC/9000 

McDATA 

• ED-5000 

ROS n° 03 :0~5 -C -
CPMI • CO ~ LIOS 

' NAS interoperabil1ty requ1res ESS LiC levei 1.3.2.49, or later. 

: Requ1res ESS LI C levei 2 O 1, orla ter , fo r the ESS Model 800 and ESS LIC levei 1 5 2, or I ater, fo r the ESS Models \1fJI$Jd~~- 4 O 8 
Requ1 res ESS LI C levei 1 5 2 or later 
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NETWORK ATTACHED STORAGE (NAS) 

General N otes: 

• The followinq items are not interoperable with the ESS Models E10 and E20 

• NAS Gateway 300 

l • 

c • 

• 5196 Model GOO 
• 5196 Model G01 

• 5196 Model G02 
• 5196 Model G25 
• 5196 Model G26 
• 5196 Model G27 

June 27 . 2003 ESS lnteroperabil1ty Matrix 
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APPENDIX A: ESS HOST ADAPTERS AND CABLES 

Table 6: ESS Host Adapter Features 

Feature 
Number 

3002 

3011 

301 2 

3013 

3019
1 

3020
1 

3021 

3022 

Features Descrlptlon 

SCSI Host Adapter 

Standard ESCON Host Adapter 

Enhanced ESCON Host Adapter 

64-bit ESCON Host Adapter 

Fibre Channel Host Adapter (ínterim NUMA-O) 

Fibre Channel Host Adapter (ínterim) 

Fibre Channel I FICON Host Adapter (long wave) 

Fibre Channel Host Adapter (short wave) 

Fxx I 800 

800 

Exx I Fxx 

Exx I Fxx 

Fxx 

Exx I Fxx 

1.4.0 

2.1.0 

1.1.0 

1.1.0 

( _· 
3023 

3024 e 
Fibre Channel I FICON Host Adapter (short wave) 

2Gb Fibre Channel I FICON Host Adapter (long wave) 

2Gb Fibre Channel I FICON Host Adapter (short wave) 

Fxx 

800 

800 

14.0 

1.2.0 

1.4.0 

2.0.0 

2.0.0 3025 

Table 7: ESS Fibre Channel I FICON Cable Features 

Specify Optional 
Feature Description F e ature Feature Cable Length 

--··---- ~ ··--- --·- ·- ·-· -·------· 
9750 2850 9 micron Fibre Cable (SC connectors) 31 meters 

9751 2851 9 micron Fibre Cable (SC I LC connectors) 31 meters 

9752 2852 9 micron Fibre Cable (LC connectors) 31 meters 

9753 2853 9 micron Fibre Cable (SC I LC connectors) 2 meters (pigtail) 
., 

9760 2860 50 micron Fibre Cable (SC connectors) 31 meters 

9761 2861 50 micron Fibre Cable (SC I LC connectors) 31 meters 

9762 2862 50 micron Fibre Cable (LC connectors) 31 meters 

9763 2863 50 micron Fibre Cable (SC I LC connectors) 2 meters (pigtail) 

( tble 8: ESS SCSI Cable Features 

• Specify Optional Feature Description Feature Feature 
Cable Length 

970 1 2801 Ul tra SCSI 10 meters 

9702 2802 Ultra SCSI 20 meters 

9703 2803 SCSI-2 Fast/Wide 10 meters 

9704 2804 SCSI-2 Fast/Wide 20 meters 

9705 2805 SCSI-2 Fast/Wide (ASI400) 10 meters 

9706 2806 SCSI-2 Fast/Wide (ASI400) 20 meters 

9707 2807 SCSI -2 Fast/Wi de (Sun PCIIHP PCI dual port) 

9708 2808 SCSI-2 Fast/Wi de (Sun PCI/HP PCI dual porl ) 

9709 2809 SCSI-2 Fast/Wide (HP srngle port) 

97 10 28 10 SCSI-2 Fast/Wide (HP sing le port) 

10 mete:::,r::.,s ______ _ 

20 metf s,qQS n° 0.;/'" I r) - l -

10 metJsCPMI · C · .... O 

20 metes Fls. No ____ _ 

1 
Withdrawn from marketi ng . 1 4 1"0 t\ ~ '"i-~ 

o : y_6_~_v _ _ 
June 27 , 2003 ESS lnteroperabrli ty Matrr x 
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APPENDIX B: HOST ADAPTER PRODUCTS 

Table 9: SCSI Host Adapters 

Adapte r 

Adaptec AHA-2944UW 

Adaptec AHA-4944W 

Hewlett-Packard A4800A 

Hewlett-Packard A41 07 A 

Hewlett-Packard A2969A 

Hewlett-Packard A5159A 

Hewlett-Packard 28696A 

IBM AS/400 FC 6501 

IBM Netfinity P/N 59H3900 

1Bf 'letfinity P/N ?8L6517 

.._,,_,-.-6/60?0 FC 2412 

• RS/6000 FC 6204 

IBM RS/6000 FC 6207 

IBM RS/6000 FC 6209 

OLogic OLA1041 

Storage Works KZPBA-CB 

Sun X1062A 

Sun X1065A 

Sun X6541 A 

Symbios SYM8751 O 

( ~ .-

June 27 , 2003 

Description ESS Cable Feature 

PC l-to-Ultra Wide Differential SCSI Host Adapter 9701 or 9702 

~:s~:~;:~~:~p~;;::::i:tl :~dS~~~:~Ii;ferential SCSI Host Adapte r m .,í .• t:,_;_~/~9· .,?7. i~o?.rrr g997770;4~ . .. 

Fast/Wide Differential SCSI-2 (HP-HSC) ~. · Oi3 
• ' i \ C,,,,,, 1 J •• m •••••••• 

20 MB Fast/Wide Differential SCSI-2 (HP-HSC) 

Dual Port Fast/Wide Differential SCSI-2 (PC I} 

Fast/Wide Differential SCSI-2 (HP-PB) 

Tape/Disk Device Controller 

3449 Adapter Card 

Adapter card + cable + terminator 

Enhanced SCSI-2 Differential Fast/Wide Adapter/A 

PCI Universal Differential Ultra SCSI Adapter 

PCI Differential Ultra SCSI Adapter 

PCI SCSI-2 Fast/Wide Differential Adapter 

PC l-to-Ultra SCSI Host Adapter 

Ultra SCSI Differential Adapter (PC I} 

SCSI-2 Fast/Wide Differential (SBus) 

Ultra SCSI (SBus) 

Ultra SCSI-2, Fast/Wide Differential Dual Channel (PC I) 

PCI-to-Fast/U itra Wide Differential SCSI Host Adapter 

ESS lnteroperabil ity Matr ix 

. \ < .... ' . 9(~3ir 9704 

~_yrr or 9708 

9703 or 9704 

9705 or 9706 

9701 or 9702 

9701 or 9702 

9703 or 9704 

9701 or 9702 

9701 or 9702 

9703 or 9704 

9701 or 9702 

9701 or 9702 

9701 or 9702 

9701 or 9702 

9707 or 9708 

9701 or 9702 

, v J ' jQS - CN -
... l . t.O ElOS 
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Table 1 0: Fibre Channel Host Adapters 

Adapte r 

Emulex LP7000E 

Emulex LP8000 

Emulex LP8000S 

Emulex LP9000C 

Emulex LP9002L 

Emulex LP9002DC 

Emulex LP9002S 

Emulex LP9402DC 

Emulex LP9802 

Hewlett-Packard A3404A 

Hewlett-Packard A3591 B 

Hewlett-Packard A5 158A c ' 1wlett-~ac~ard ~~~~4A ... 

A r1e.~ l ~tt~~~~k~r? ~~~~~A 
- Hewlett-Packard A6795A 

IBM iSeries FC0612 

IBM iSeries FC 2766 

IBM Netfinity P/N 01 K7297 

IBM Netfinity P/N OON6881 

IBM NUMA-O IOC-0210-54 

IBM pSeries FC 6227 

IBM pSeries FC 6228 

IBM pSeries FC 6239 

IBM xSeries P/N 48P7061 

IBM xSeries P/N 48P7062 

JNI FC64-1 063-N 

JNI FCC-6562 c-, I FCC2-6562 

• JNI FCX-6562 

JNI FCX2-6562 

JNI FCI-1 063-N 

JNI FCE-1473-N 

JNI FCE-6460-N 

Ol ogic QCP2340 

Ologic QLA2100F 

Ol ogic OLA2200F 

OLogic OLA2300F 

Ologic OLA23 10F 

Ologic OLA2310FL 

OLOQIC OLA2340/L 

Ologic OLA2342/L 

SGI PCI-FC-1 P-OPT 

June 27 , 2003 

Description 

LightPulse Fibre Channel PCI Host Adapter (1Gb) 

LightPulse Fibre Channel SBus Host Adapter (1Gb) ~(~ 
LightPulse Fibre Channel cPCI Host Bus Adapters (2Gb) .' .-. - ·"' ' ~ 1 

LightPulse Fibre Channel PCI Host Adapter (2Gb) \ : <~\A , j 
Light Poloe Fb.e Choooel PCI Hoot Adapte' (2Gb) (two pmto) ~ 
LightPulse Fibre Channel SBus Host Adapter (2Gb) 

LightPulse Fibre Channel PCI-X Host Adapter (2Gb) (two ports) 

LightPulse Fibre Channel PC I-X Host Adapter (2GB) 

1063 Mbps Fibre Channel K Class Adapter (HP-HSC) 

1062 Mbps Fibre Channel Adapter (HP-HSC) 

PCI Tachlite Fibre Channel Adapter 

HSC Tachlite Fibre Channel Adapter 

HSC Tac hlite Fibre Channel Adapter 

PCI Tachli te 2Gb Fibre Channel Adapter 

Linux Direct Attachment 

PCI Fibre Channel Disk Controller 

Netfinity PCI Fibre Channel Adapter 

Netfinity FAStT Host Adapter 

Fibre Channel PCI Adapter 

Fibre Channel Adapter for PCI Bus 

Fibre Channel Adapter 64-Bit for PCI Bus (2Gb) 

Fibre Channel Adapter 64-bit for PCI Bus (2Gb) 

BladeCenter HS20 Fibre Channel Expansion Card 

BladeCenter 2-port Fibre Channel Switch Module 

FibreStar 64-Bit SBus Fibre Channel Host Bus Adapter 

FibreStar CompactPC I-to-Fibre Channel Host Bus Adapter (2Gb) 

FibreStar CompactPCI-to-Fibre Channel Host Bus Adapter (2Gb) (two ports) 

FibreStar PCI-X-to-Fibre Channel Host Bus Adapter (2Gb) 

FibreStar PCI-X-to-Fibre Channel Host Bus Adapter (2Gb) (two ports) 

FibreStar 32-Bit PCI-to-Fibre Channel Host Bus Adapter 

FibreStar 2Gb 64-bit SBus-to-Fibre Channel Host Bus Adapter 

FibreStar 2Gb 64-bit PCI-to-Fibre Channel Host Bus Adapter 

64-Bit 66MHz PCI 2Gb Fibre Channel Adapter 

64-B it PCI -to-Fibre Channel Adapter 

64-Bit PCI -to-Fibre Channel Adapter (33MHz or 66 MHz) 

65-Bit PCI -to-Fibre Channel Adapter (66MHz) 

66MHz PC I-X Fibre Channel Ad apter 

66MHz PCI-X Fibre Channel Adapter (low profi le) 

133MHz PCI-X Fibre Channel Adapter (low profile) 

--------~ oo')"Or-.~c~­ROS n o, L. --- J 

CPMI · Cu ........ c..., 

133MHz PCI-X Fibre Channel Adapter (two ports ; I w_Erofile-N) 0 t-\S. 
Optical SW 1GB Fibre Channel Adapter 

ESS lnteroperabi lity Matnx Ooc:'S 6 9 ~9e s1 
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Table 10: Fibre Channel Host Adapters (cont.) 

Adapter 

SGI PCI-FC-1P-OPT-A 

SG I PCI-FC-1POPT-B 

SGI PCX-FC-2POPT-B 

StorageWorks KGPSA-BC 

StorageWorks KGPSA-CA 

StorageWorks KGPSA-DA 

Sun 6727A 

Sun 6767A 

Sun 6768A 

Sun 6799A 

c • 

Description 

Optical SW 1GB Fibre Channel Adapte r 

Optical SW 2GB Fibre Channel Adapter (two ports) 

64-bit I 33 MHz PCI-to-Fibre Channel Host Bus Adapter 

64-bit I 33 MHz PCI-to-Fibre Channel Host Bus Adapter 

64-bit I 66MHz PCI 2Gb Fibre Channel Adapter 

64-Bit PCI-to-Fibre Channel Adapter (33MHz or 66 MHz) (dual port) 

66MHz PC I-X 2Gb Fibre Channel Adapter 

133MHz PCI-X 2Gb Fibre Channel Adapter (two ports ; low profile) 

64-Bit PCI-to-Fibre Channel Adapter (33MHz or 66 MHz) 

, -r r C{ I ROS nn 0-.~ ' I ,) - • -

CPMI . ~O tiOS 

Fls. W 1.41 ~ 
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APPENDIX C: SAN FABRIC PRODUCTS 

Fibre Channel I FICON intermix support requires ESS LIC levei 1.5.2, or !ater. lmplementation details and operational information 
for using intermix are available at the INRANGE and McDATA websites. 

Table11: SAN Fabric Products 

.~~;,~ 
........ ...........•.. .. ....•.. 

IBM 2103 Model H07 

IBM 2109 Model F16 

IBM 2109 Model F32 

IBM 2109 Model M12 

IBM 2109 Model SOB 

IBM 2109 Model 8 16 

IBM 3534 Model FOB 

IBM 3534 Modei1RU 

INRANGE FC/9000-64 

INRANGE FC/9000-128 

INRANGE FC/9000-256 

McOATA ES-3016 c· DATA ES-3032 

• McOATA Sphereon 32 16 

McOATA Sphereon 3232 

Me OA TA Sphereon 4500 

McOATA E0-5000 

McOATA lntrepid 6064 

McOATA lntrepid 6140 

IBM Machine Type and Model 
or Part Number 

IBM 2062 Model 001 

IBM 2062 Models 007 I TO? 

P/N 2109F16 

P/N 2109F32 

P/N 2109808 

P/N 2109816 

P/N 3534F08 

P/N 3534 1RU 

IBM 2042 Model 00 1 

IBM 2042 Model128 

IBM 2042 Model 256 

IBM 2031 Model 016 

IBM 2031 Model 032 

IBM 2031 Model 216 

IBM 2031 Model 232 

IBM 2031 Model 224 

IBM 2032 Model 00 1 

IBM 2032 Model 064 

IBM 2032 Model 140 

Descriptlon 

Cisco Multilayer Fabric Switch (2Gb, 48-port) 

Cisco Multilayer Oirector (2Gb, 224-port) 

IBM Fibre Channel Storage Hub 

IBM TotaiStorage SAN Switch (2Gb, 16-port) 

IBM TotaiStorage SAN Switch (2Gb, 32-port) 

IBM TotaiStorage SAN Switch (2Gb, 64-port) 

IBM TotaiStorage SAN Switch (1Gb, 8-port) 

IBM TotaiStorage SAN Switch (1Gb, 16-port) 

IBM TotaiStorage SAN Switch (2Gb, 8-port) 

IBM TotaiStorage SAN Managed Hub 

INRANGE FC/9000 Fibre Channel Oirector (2Gb, 64-port) 

IN RANGE FC/9000 Fibre Channel Oirector (2Gb, 128-port) 

INRANGE FC/9000 Fibre Channel Oirector (2Gb, 256-port) 

McOATA ES-3016 Fabric Switch (1Gb, 16-port) 

McOATA ES-3016 Fabric Switch (1Gb, 32-port) 

McOATA Sphereon Fabric Switch (2Gb, 16-port) 

McOATA Sphereon Fabric Switch (2Gb, 32-port) 

McOATA Sphereon Fabric Switch (2Gb, 24-port ) 

McOAT A E0-5000 Fibre Channel Oirector 

McOATA lntrepid 6064 Oirector (2Gb, 64-port) 

McOATA lntrepid 6140 Oirector (2Gb, 140-port) 

r-RQS no Ov 2·J~5 - C.l -
CPMI • CO CIOS 

Fls. No _ __ _ 
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APPENDIX D: REVISION HISTORY 
,/""'f";~ ..-/ ~-.<fJVI\ 

May 13, 2003 \ ._ · 0 , ./ l) \(;~~· '"\ ! 1 

Unless stated otherwise, these 1tems requ1re ESS LJC levei 22.0, or later, which has a planned availability of June 27, 200~·- ·. :. ( >. ·;;/ )3"'---........ 
ESS Copy Services Operating Systems, Path Management, and Clustering (cont.l 

• Peer-to-Peer Remate Copy (PPRC) Version 2 • Unitedlinux 1.0 (Intel) : SLES 8 (including CLI and SDD support) 
• FlashCopy Version 2 • Windows Server 2003 (including CLI support) 

Servers 

• iSeries 800, 81 O, 825, and 870 

• Sun Fire V120, V280R, and V480 

• zSeries 990 

Channel Extenders/DWDMs 

• Nortel Networks OPTera Metro 5200 

~ .10 Systems, Path Manaqement and Clusterinq 

•

éwlett Packard OpenVMS 7.3-1 

ewlett Packard Serviceguard 11 .14 

• Hewlett Packard Tru64 5.1 B 

• Sun Cluster 3.0 including MPxiO 

• Sun VERITAS Cluster Server 3.5 

February 17, 2003 

• Windows 2000 Boot Support (including SDD support) 

• zSeries VSE/ESA Version 2 Release 7 

• zSeries zNM Version 4 Release 4 

Host Adapters 

• Emulex LP9802 and LP9402DC (Intel (NetWare, Windows) Sun) 

• Qlogic QCP2340 (Sun) 

• SGI PCI-FC-1POPT-B 

• Storage Works KGPSA-DA (HP OpenVMS and Tru64) 

• Sun 6727 A, 6767 A, 6768A, and 6799A. 

Unless stated otherwise, these items require ESS LJC levei 2.1 1, or later, which has a planned availability of February 21, 2003 for the Models 

800, F1 O and F20. 

General 

• ESS API : CIM Agent support (AIX, Intel (Linux, Windows 2000) 

• Veritas Cluster server for Sun Solaris 9 

• Linux (Intel) : New kernellevel s 

Other 

End of Service and Support for various Linux/Redhat (Intel ) Leveis . 

Reler to the Linux (Intel) server page for specific information. 

SAN Fabric 

• IN RANGE FC/9000-256 (HP, RS/6000, RS/6000 SP, Intel (Linux, 

Netware, Windows) , and Sun) 

~ ... 2005- CN • 
... 7 •• d • cc 1 to.., 

1 ~ ~ e:- ~i1 u;, 
j ~ 6 9 o 
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November 22, 2002 
Unless slaled olherwise, lhese ilems require ESS LIC levei 2.1 O, orla ler, which h as a planned availabilily of November 22 , 2002 

for lhe Model800 and January 31 . 2003 for lhe Models F10 and F20. 

General 

• Planned availability for ESS Models F1 O and F20 interoperability 

changed to January 31, 2003 for lhe following items. Additionally 

ESS LIC levei has changed to ESS LIC levei 2.1 .O or later. 

• HP rp7410, rp8400, and Superdome 

• HACMP 4.5.0 

• Red Hat Linux 7.2 (Intel) 

• Windows 2000 Datacenter (Intel) 

• SuSE Linux 7.3 (Intel) 

• Sun Fire 12K, and 15K 

Servers 

• IBM pSeries 650 Model 6M2 and pSeries 655 Model 651 

• Sun Fire V880, and 3800 

SAN Fabric 

• IBM 2109 Model F32 (HP, RSI6000, ~Q.t~ktif\t'.~etWare, 
Windows), Sun, and NAS) . / ' ::. .'"" ~'-.. 

• McData Sphereon 4500 (HP, R416000)_n~i:~\. ~tware, 
Windows), and Sun) / ·; (J !~ \ l 

• IBM 2109 Model F16 (NAS) '· \ i c v ) 
\ ·( \ ·c, ' 

NAS Fabric \.__ ·. r · / )~ / 

• NAS Gateway 300, Model G27 ~ .. :: •• /· 

Adapters 

• Emulex LP9002DC (Intel (Linux, Netware, Windows), and Sun) 

o JNI FCC-6562 (Sun) 

( :1erating Systems, Path Management, and Clustering 

• 

; SuSE Linux Enterprise Server 7 (iSeries) 

• AIX 5.2 

• Solaris 9 

October 22, 2002 

Unless stated otherwise, these items require ESS LIC levei 2.1 .0, or later, which has a planned availability of November 22, 2002 for lhe Model 

800 and January 31, 2003 for the Models F10 and F20 

General 

• OpenVMS: Fibre Channel support 
\ 

Configuration Manaqement 

o ESS CLI (AIX, HP-UX, Linux (Intel), Solaris, and Windows 2000) 

Copy Services CLI 

• NetWare 6.0 

( · OpenVMS 

•~perating Systems. Path Management, and Clustering 

• Linux (Intel): Red Hat Advanced Server 2.1 (including copy 

services CLI and SDD) 

• Linux (In te l): SuSE Linux Enterpri se Server 7 (inc luding copy 

services CLI and SDD) 

• NetWare: SDD support 

October 7, 2002 

Servers 

• IBM iSeries 890 

Operating Systems Path Management, and Clustering 

• HACMP 4 5.0 

• HP MC/Serv1ceguard 11.13 

• HP-UX 11 (32-bit support for SCSI) 

Host Adapters 

• Emulex LP9002C (Sun) 

• JNI FCC2-6562 and FCX-6562 I FCX2-6562 (Sun) 

• OLA2340 I OLA2342L (Linux (Intel) . NetWare, and Sun) 

Other 

Removed footnotes for host adapter restrictions; information has 

been moved to the Host Bus Adapter Support Matrix. 

Operating Systems. Path Management, and Clustering (con 't) 

• OpenVMS 7.2-2 

• ziOS and ziOS e Version1 Re leas;,~ ~J no Q:;;;; ~ 5 _C J _ 
[\'• Q<' 

SAN Fabric l CPf.'\1 • cal'\ .... 1 v 

• McDATA lntrepid 6140 (HP, IB pSe'l"ttl s:- ln~ l ~l~etWa e . 

Windows), and Sun F-\-S. No!=-----
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An UltraSca/able, ultra-flexib/e tape library for backup 
and archíva/ solutions 

(_ ' 

• 

c~ • 

IBMTotaiStorageTM 
UltraScalable Tape Library 3584 

IBM Tota!Storage UltraScalable Tape Library 3584 with 16 trames 

Highlights 
IBM TotaiStorage UltraScalable Tape 

Library-A flexible solution 

• Offers 16-frame capacity, From midrange systems to large-scale 
performance, and reliability for 

server-based operations, the IBM 
midrange and network tape 

TotaiStorage UltraScalable Tape Library 
storage environments 

is designed to handle backup, archive, 

• Provides an UltraScalab/e 
and disaster recovery data storage 

solution to help protect your needs with ease. 

technology investment 
Advanced features 

• Patented Multi-path Architecture The IBM TotaiStorage UltraScalable 

helps increase configuration Tape Library 3584 now supports up to 

flexibility with logicallibrary 16 trames housing a maximum of 6,881 

partitioning tape cartridges and 192 Ultrium tape 

drives. Support for lhe IBM TotaiStorage 

• Adheres to widely supported Ultrium 2 Tape Drive more than doubles 

LinearTape-Open'M (LTO) tape drive performance over the first 

Ultrium'M design specifications generation LTO Ultrium Tape Drive and 

is designed to support up to 35MB/sec 
• Offers native switched fabric 2Gb . 

.. . . . . -·-----·- ·- - ._flallve data transfer rales (70MB/sec 
Fibre Channel LTO Ultrium 2 . . . . . 

· w1th 2 1 compress1on). In add1t1on, w1th 
Drives 

lhe use of lhe new IBM TolaiSlorage 

LTO Ullrium 200GB Data Carlridge, lhe 

IBM Tota iSlorage Ullrium 2 Tape Drive 

doubles lhe tape cartridge capacity up 

to 200GB native capacity (400GB with 

2:1 compression) . 

The IBMTotaiStorage Ultrium 2Tape 

Drives can read and write original LTO 

Ultrium data cartridges at first genera­

tion Ultrium 1 capacities with improved 

performance. The Ultrium 2 tape drives 

and cartridges can be resident in the 

same 3584 Library trame with first 

generation Ultrium tape drives and 

Cartridges. The UltraScalable Tape 

Library is designed with a variety of 

advanced features. IBM's Multi-path 

Architecture is designed to simultane­

ously attach heterogeneous servers 

and applications to LTO logical library 

partitions, including mixed Ultrium 

drives and media. 

Remote management capabilities 

using a Web browser provides library 

control and configuration. Simple 

Network Management Protocol 

(SNMP) fun ctionality is also included. 

Hot swap drives, data path fai lover and 

load balancing and redundant power 

supplies offer enhanced availabi lily. 

New control path failover for A IX, dual 

AC power and 110 volt power options 

are also available. ::.:--------, f"R"'" rQ C~~2~"5 - C ~ -
Software support € ... 1 • Q• LI O~ 
You can maximize lhe po\4t 1BJ 
UltraScalable Tarrélti§~aN<b:,!y...;.m~a;:;;n,;,..-__ _ 

aging it with indu try-leadina lé3J.\e _ _i a 
management so l tJ ti~s 9d~~~ivo n® 

LLroc:. _____ _ 
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IBM TotaiStorage UltraScalable Tape Library 3584 at a glance 

Model number 

Characteristics 

Tape drive type 

Number ot trames 

Number ot drives 

Number ot tape cartridges 

Number ot logicallibraries 

Capacityt 2 

Sustained data transfer rate2 

Mer~·red aggregate sustained 

da\_ c2 

. dia :ype 

Dimensions {L32 or 032) 

Max. weight 

Warranty 

Operating environment 

Temperature 

Relative humid ity 

Wet bulb maximum 

Electrical power 

L32- LTO base trame ; 032- LTO expansion trame 

IBM LTO Ultrium 2 o r 1 

One base trame and up to 15 expansion trames 

Up to 192 L32-1 to 12 LTO; 032---0 to 12 LTO 

Up to 6,881: L32-87 to 281 ; 032-396 to 440 

Upto192: L32-upto12;D32-upto12 

2,752 TB compressed , in a 16-frame configuration with tour drives 

L32 {1 -4 drives)-Up to 112.4 TB/trame compressed; 56.2 TB na tive 

032 (O drives)-Up to 176 TB/trame compressed ; 88.0 TB na tive 

LTO Ultrium 2: Up to 70 MB/sec compressed ; 35 MB/sec native 

Up to 474TB/hour w ith 192 LTO Ultrium 2 tape drives (compressed)2 

IBM TotaiStorage LTO Ultrium 200GB Data Cartridge (P/N 08L9870) 

IBM TotaiStorage LTO Cleaning Cartridge {P/ N 35L2086) 

70.9 " H x 28.5"W x 59.8 " O {1800 mm x 725 mm x 1520 mm) 

L32-1236.0 lb (539.4 kg); 032-116191b (5270 kg) 

One year; IBM On-site Repair (IOR) 

16" to 32" C {608" to 89.6" F) 

20% to 80% (non-condensing ) 

230" C (73.4° F) 

8 amps at 200-240 VAC; 16 kVA, 14 kilowatt nominal 

12 amps at 100-127 VAC; 1.2kVA, 1.2 Kilowatt nomina l 

Noise levei 75 bels; 51 d BA operating 

i·~ent and systemss,.pore 

IBM 3584 teatures LTO Fi b~e_Çha n_~_~ __ LVD Ultra2/Wide or Ultra1 60 SCSI and HVD Ul tra SCSI inter­

faces, attaching to IBM @server pSeri es'", IBM @scrver iSeries'", IBM @scrvcr xSe ries'" , RS/6000"' . 

RS/6000 SP, AS/400®, and Netfini ty"' systems, and non-IBM servers and workstations 

Operating systems support3 

Devrce driver support is available fo r A IX®; OS/400®; Windows NT®; Wind ows® 2000; 

Windows 2003; Sun Sola ri s ; and HP-UX. 

' CapaCity depends on the number of drives rnstalled versus the number of tape cartridges used 
2 Based on 2:1 compressron 
' For lates! information, consult Technical Suppor t at www. ibm.com/totalstorage/lto 

Storage Manager or other storage soft­

ware. 

WhyiBM LTO? 

IBM LTO Ultrium drives share best-of­

breed technology Advanced multi-track 

recording capabili ties, state-of-the-art 

magneto-resistive (MR) heads, and a 

sophisticated track following servo 

system work together to produce 

extremely high recording densities. 

New Ultrium 2 drive enhancements 

include digital speed matching, power 

management, channel calibration and 51 2 

data tracks. Erro r correction c ode (ECC) 

For more information 
For more intormation, contact your IBM 

representative or your IBM Business 

Partner. For updated attachment, 

supported operating system, media 

product, and storage management 

software intormation, visit www. ibm.com/ 

totalstorage/lto. 

_,-._ ,-­_ ,___.,_11!11111111!!! _, _,_ --
.. liilillllllilli ~ 
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Note: Before using this information and the product it supports, read the information in 
"Notices" on page xvii. 

Second Edition (June 2003) 

This edition applies to the IBM TotaiStorage Ultrium Tape Drive 3580, IBM TotaiStorage Ultrium 
Tape Autoloader 3581, IBM TotaiStorage Ultrium Tape Library 3582, IBM TotaiStorage Ultrium 
Scalable Tape Library 3583, and IBM TotaiStorage UltraScalable Tape Library 3584. 
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COPVRIGHT LICENSE: 
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Preface 

This IBM Redbook presents a general introduction to Linear Tape-Open (LTO) 
technology and the implementation of corresponding IBM® products. As such it 
describes both general LTO technology specification and specific details of the 
unique design of IBM Ultrium tape drives and libraries. 

In addition to the description of LTO, the reader will find technical information 
about each of the IBM Ultrium products, including generalized sections about 
SCSI and Fibre Channel connections, multi-path architecture configurations, and 
tape technology comparisons with market positioning. 

This book is intended for anyone who would like to understand more about the 
general LTO technology specification and how it came about, as well as the IBM 
implementation of that specification. lt is suitable for IBM clients, business 
partners, IBM specialist sales representatives, and technical specialists. Those 
with no background in computer tape storage products may need to reference 
other sources of information; in the interest of being concise, topics that are 
generally understood (in the opinion of the writers) are not covered in detail. 
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Comments welcome 
Your comments are important to us! 

We want our Redbooks to be as helpful as possible. Send us your comments 
about this or other Redbooks in one of the following ways: 

.... Use the online Contact us review redbook form found at: 

i bm . com/ redbooks 

.... Send your comments in an Internet note to: 

redbook@us.ibm . com 

.... Mail your comments to: 

IBM Corporation, lnternational Technical Support Organization 
Dept. QXXE Building 80-E2 
650 Harry Road 
San Jose, California 95120-6099 
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Summary of changes 

This section describes the technical changes made in this edition of the book and 
in previous editions. This edition may also include minor corrections and editorial 
changes that are not identified. 

Summary of Changes for The IBM LTO Ultrium Tape Libraries Guide, 
SG24-5946-01, as updated on June 9, 2003. 

June 2003, Second Edition 
This revision reflects the addition, deletion, or modification of new and changed 
information described below. 

New information 
... Ultrium 2 drives in existing LTO libraries 
... New model, IBM® TotaiStorage® Ultrium Tape Library 3582 
... New functions (multi-path architecture, control path failover) for LTO libraries 
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lntroduction to Linear 
Tape-Open {LTO). 

1 

The Linear Tape-Open (LTO) program is a joint initiative of IBM, Hewlett-Packard, 
and Seagate Technology. In 1997, the three technology provider companies set 
out to enable the development of best-of-breed tape storage products by 
consolidating state-of-the-art technologies from numerous sources, and in 
November of that year they produced a joint press release about LTO. 

In the tape storage industry, Hewlett-Packard, IBM, and Seagate saw a common 
set of problems affecting customers in the midrange and network server areas. 
Multiple tape options are available, each offering certain strengths in terms of 
capacity, performance, data integrity, reliability, and cost, but no single option 
appears to meet ali of these customer needs effectively. The LTO technology 
objective, therefore, was to establish new open-format specifications for 
high-capacity, high-performance tape storage products for use in the midrange 
and network server computing environments, and to enable superior tape 
product options. 
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1.1 The LTO organization 
The two principal Web sites for marketing, technical, and licensing detail for the 
Linear Tape Open program are 

http://www. lto-technology.com 
http://www.ultrium.com 

Two LTO formats (Uitrium and Accelis) were originally introduced in 1997, and 
licenses for the new technology were made available. Since then, the Accelis 
format has not been actively pursued by manufacturers because it is apparent 
that the Ultrium format meets market needs. The three LTO sponsoring 
companies (IBM, Hewlett-Packard, and Seagate) also took steps to protect 
customer investment by providing a four-generation roadmap, shown in 
Figure 1-1, and establishing an infrastructure to enable compatibility between 
products. At the time of writing, LTO generations 1 and 2 are available. 

L TO Ultrium Road Map 

Generation 1 Generation 2 Generation 3 Generation 4 

Capacity 
100GB 200GB 400GB 800GB (Native) 

Transfer Rate 
10-20MB/s 20-40MB/s 40-SOMB/s 80-160MB/s (Native) 

Media Metal Particle Metal Particle Metal Particle Thin Film 

Figure 1-1 LTO Ultrium roadmap 

lmportant: Hewlett-Packard, IBM, and Seagate reserve the right to change 
the information in this migration path without notice. 

The LTO Ultrium compatibility investment protection is provided based on the 
following principies: 

- An Ultrium drive is expected to read data from a cartridge in its own 
generation and at least the two prior generations. 
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- An Ultrium drive is expected to write data to a cartridge in its own 
generation and to a cartridge from the immediate prior generation in the 
prior generation format. 

Existing compatib ility between the available Ultrium 1 and Ultrium 2 media is 
discussed in 2.4.7, "IBM Ultrium 1 and 2 compatibility" on page 39. 

The three technology provider companies (HP, IBM, and Seagate) have ali made 
significant contributions of time and expertise to the definition of the LTO format 
specifications. Ali have deep knowledge of customer needs and have provided 
expert knowledge and engineering skili in the criticai areas of magnetic recording 
technology, mechanism design, media materiais, and cartridge design. This 
cooperative process has created stronger LTO format definitions than any of the 
individual companies would have developed working alone. 

1.1.1 Open licensing and manufacture 

To answer industry calis for open tape format specifications, LTO format 
specifications have been made available to ali who wish to participate through 
standard licensing provisions. More than 25 companies, including HP, IBM, and 
Seagate, have become LTO technology licensees. The licensees include an 
impressive array of worldwide storage industry leaders such as: 

... Accutronics Inc . 

.,. ADIC 

... Advanced Research Corp. 

... Alps Electric Co. Ltd. 

... Certance 

... EDP/Colorflex 

... EMag Solutions 

.,. EMTEC Magnetics GmbH 

... Exabyte Corporation 

... Fuji Photo Film Company Ltd. 

... Fujitsu Ltd./FCPA lnteliistor 

... Hewlett-Packard Co. 

... Hi/fn 

.,. IBM Corp. 

... lmation Corp. 

... M4 Data Ltd . 

... Matsushita Electric lndustry 

... Maxwell 

... Mitsumi Electric Co. Ltd. 

... Mountain Engineering 11 Inc . 

.,. NEC Corp. 

... Otari Inc. 
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• Ontrack Data Jnternational ,' ' ~<' -!7~~~- J 
~ Overland Data, Inc. ' ·, ~ · · ' 
~ Phillips Semiconductor Gratkorq __ >·-~f/ 
~ Plasmon IDE Inc. ~ 
~ Quantegy Inc. 
~ Seagate Corporation 
~ Sony Corp. 
~ Tandberg Data 
~ TDK Corp. 
~ Verbatim Corp. 

In attracting these other industry leading companies, LTO program technology 
and LTO specified products (tape drives and tape storage cartridges) will reach 
the market from multiple manufacturers, not just the technology provider 
companies. This is criticai to meeting an open market objective and is 
accomplished through open licensing of the technology. 

1.1 .2 License packages 
Three combinations of packages are available for potential licensees: 

~ Ultrium Specijication Document provides the opportunity to review Ultrium 
format specification with a minimal investment and is suitable for those 
companies interested in a feasibility investigation. 

~ Ultrium Tape Cartridge License Package is for those companies interested 
only in designing Ultrium tape cartridges. 

~ Ultrium Tape Mechanism License Package enables the licensee to design 
Ultrium tape drive mechanisms. 

Each license package contains one or ali of the following types of documents: 

~ Formal spec(fication documentation, which provides the technical information 
about the format necessary to develop mechanisms and cartridges that 
interchange between products of the same format. 

~ License documentation, which provides additional technical information about 
tolerance interdependencies and interchange verification testing, and also 
presents a conceptual overview of the design . 

~ The trademark style guide, which describes the use of the Ultrium trademarks 
and Iogas (Figure 1-2 on page 5) . 
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2 
Figure 1-2 LTO trademarks 

1.1.3 Compliance verification 

The technical strategy for accomplishing format compliance verification among 
the licensees has been defined, and an independent Compliance Verification 
Entity (CVE) has been selected. In an effort to promote interchangeability of tape 
cartridges, the TPCs are enlisting the services of a third-party verification test 
company to perform specification compliance verification testing. These tests will 
be required annually for ali companies that use the logo. 

The objective of the compliance testing is to test only the ability to produce 
and/or read and write Ultrium cartridges that meet the format specifications. lt is 
not an objective of this format compliance testing to evaluate Ultrium drive 
quality, MTBF, physical form factor, or other parameters not directly related to the 
LTO program formats and interchangeability. LTO program licensees have wide 
latitude to establish their own mechanical, electrical, and logic designs to meet 
the format specifications. These factors will not be tested as part of the 
compliance verification process. 

For more details about the packages, documentation, or licensing, reter to the 
LTO Web site: 

http://www.lto-technology.com 

1.2 LTO standards 
LTO Technology was originally developed for two open tape format specifications: 
Accelis and Ultrium. The Accelis format (fast-access) is not being developed as 
the Ultrium format provides adequate fast-access performance. 

1.2.1 Ultrium tape formats 

Figure 1-3 on page 6 shows the IBM Ultrium cartridges, which can be 
distinguished by calor: The first generation IBM cartridge is black, and the 
second generation (Uitrium 2) cartridge is purple. 
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complete the round trip. For the next round trip, the heads are again indexed to a 
new position over a new group of eight tracks. 

Because track densities are high, and because the tape is subject to some lateral 
movement as it is moved, it is criticai for performance and data integrity that the 
read/write heads are always positioned precisely over the correct tracks. This is 
accomplished through a technique called timing based servo. This technique 
makes it possible to use high track densities, now and in the future, without 
changing the format of the media, and it providas the ability to read data, even 
with media imperfections. 

In the LTO system, electronic signals are generated through the real-time reading 
of servo data bands that are prerecorded on the LTO tape. These signals enable 
the servo system to dynamically contrai the positioning of the read/write heads 
across the width of the tape. Similar magnetically based, track-following servo 
systems are proven in tens of thousands of tape drives in use today such as the 
IBM Magstar® High Performance Tape Drive. 

The LTO formats also utilize advanced errar correction codes for data integrity. 
These systems are designed to automatically correct most cross-track errors and 
provida data correction even if a full track is lost. Data is further protected by 
demarcation of bad areas of the tape (for example, where servo signals are 
unreliable) and through dynamic rewriting of bad blocks. Cartridge memory is 
embedded in the LTO cartridges. A non-contacting radio frequency module, with 
non-volatile memory capacity of 4096 bytes, providas for storage and retrieval of 
cartridge, data positioning, and user-specified information. 
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Figure 1-3 IBM LTO Ultrium 1 and Ultrium 2 tape cartridges 

The Ultrium tape format specification is the implementation of LTO optimized for 
high capacity and performance with outstanding reliability, in either a stand-alone 
or an automated enviro@Elleot. The Ultrium cartridge uses a larger single-reel 
design (Figure 1-3) . at-i~2':fr(c'fl~pe to provide ultra-high storage capacity. The 
tape is extracted fr.pJil .tiié·cartridge by the tape drive through a leader pin, and 
wound onto a take-up re'el -êontained within the drive itself. This design is focused 
on customer require·ments for very high capacity and performance, and is ideally 
suited for backup, restare, and archive applications. Ultrium drive technology is 
intended to meet the needs of the enterprise on a roadmap, or migration path , 
that extends well into the future. The Ultrium tape format establishes a new 
benchmark for large volume backup and archive. 

1.2.2 LTO core technology 
Multi-channellinear serpentine recording is at the core of the LTO formats. lt 
enables an optimum balance of reliability and data integrity, performance, and 
high capacity. In the LTO recording format, data is written in tracks that run down 
the length of the tape. 

The Ultrium format records either 384 tracks (Uitrium 1) or 512 (Uitrium 2) across 
the half-inch of tape width. This linear recording format has a serpentine 
characteristic. The drive mechanism will make multiple passes from the 
beginning of the tape to the end of the tape and back in arder to read or write the 
full capacity of the cartridge. In the Ultrium 1 format , the 384 tracks are split into 
four bands of 96 tracks each. In Ultrium 2 format, the 512 tracks are split into four 
bands of 128 tracks each. Data is written to the innermost bands first, to provide 
protection to the data recorded earliest in the process, by writing it in the center, 
the most physically stable area on the tape. Data is also verified as it is written. 
On pass one of a round trip down the length of the tape and back, eight tracks 
are read, or written, concurrently. At the end of the tape, pass two of the round 
trip starts. The read/write heads are indexed and positioned over eight new 
tracks, and the tape reverses direction back toward the beginning of the tape to 

6 The IBM LTO Ultrium Tape Libraries Guide 



2 

LTO technology 

This chapter covers the LTO format specifications in general terms, including first 
and second generation Ultrium . The information referring to the data cartridge, 
the format in which datais written, elements of the drive specification relating to 
that format, and the compression algorithm description, are ali part of the 
documented LTO specification. This kind of information will be applicable to ali 
LTO manufacturers' product otferings in order to ensure cartridge 
interchangeability. 

The information relating to the LTO Ultrium drive given in this chapter relates to 
the IBM LTO Ultrium drive, and may not be the same as those from other 
manufacturers in regard to such features as data rate and reliability. 

This chapter also gives an overview of the IBM product offerings, which are 
covered in detail in later chapters. 
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2.1 lnterleaved recording 
The drive uses an interleaved, serpentine, longitudinal recording format. The first 
set of eight data tracks is written from near the physical beginning of the tape to 
near the physical end of the tape. The head then repositions to the next set of 
tracks for the return . This process continues until ali tracks are written and the 
tape is full. 

The format of the recording of the data and servo tracks is defined as part of the 
LTO specification in order to meet the requirement for interchange between 
different manufacturers implementations. 

2.1.1 Servo tracks 

Servo tracks (also called bands) enable accurate positioning of the tape drive 
head over the data track, ensuring that the head does not stray onto an adjacent 
track. They are necessary to support high-data densities on the tape where the 
tracks are very close together. The servo bands are written at time of cartridge 
manufacture, before the cartridge is usable for data storage and retrieval. 

Servo tracks are like lane markings on a multi-lane highway. Imagine how difficult 
it would be to drive on a highway without any lane markings. Lane markings help 
by positioning you on the lane, justas servo tracks support the drive recording 
head to position on the data tracks. 

10 The IBM LTO Ultrium Tape Libraries Guide 
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tape edge guard band servo trame (4 bursts) 
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Beginning of Tape (BOT) to End of Tape (EOT) 

tape edge guard band 

tape reference edge 

Figure 2-1 Servo band position and nomenc/ature 

servo bandO 

I 
I 

' servo band 4 

As shown in Figure 2-1 , tive servo bands, numbered O through 4, make up the 
servo tracking mechanism on the LTO Ultrium tape. They are each located at 
specitic distances trom the tape reference edge 1. Within the servo bands are 
servo stripes, groups ot which make up servo bursts. Four servo bursts make up 
a servo trame; the first two bursts (as written in the forward tape-motion direction) 
contain five servo stripes, and the second two bursts contain four servo stripes. 

Track following 
Each pair of servo bursts is at an angle to each other, and the servo heads move 
such that they keep a constant value for the distance between the bursts. In this 
way the servo is able to follow a straight line within the servo band; any small 
deviation away from the correct path causes a variation (plus or minus) in the gap 
between the bursts (see Figure 2-2 on page 12). Provided that the servo head 
element follows a straight line along the servo band , then the distance "x" shown 
in the figure remains constant. Two servo bands are used simultaneously to 
provide two sources of servo information for increased accuracy. 

1 The reference edge of lhe tape is l he bottom edge when viewing lhe recording side of lhe tape with 
lhe hub of lhe tape to lhe observer's right, as shown in Figure 2-1. 
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Figure 2-2 Magnified servo band showing a pair of servo bursts 

The format specifies six nominal servo positions for Ultrium 1 and eight servo 
positions for Ultrium 2 within each servo band. In addition, the servo head is 
made up of two servo head elements to address a single servo band. This 
means that, using the two elements, the servo head is able to reposition within 
the servo band for the six (Uitrium 1) o r eight (Uitrium 2) forward and reverse 
data wraps within each data band (Figure 2-5 on page 15). The distance 
between each servo position corresponds to the distance apart that the data 
tracks are written. For further information about the drive head and elements, see 
2.4.1, "Drive head" on page 29 and Figure 2-15 on page 29. 

This technology can be very finely tuned and is capable of supporting very high 
track densities using the same servo tracks because the currently used and 
defined six/eight nominal positions are basically definitions of six/eight different 
"x distances" between servo bursts (see Figure 2-2) and nota fixed servo track. 
By defining additional "x distance" positions, it is possible to increase the number 
of tracks on an LTO Ultrium while still using the same technology. With this 
technology, LTO is also able to satisfy the compatibility aspects as described in 
1.1, "The LTO organization" on page 2. The Ultrium 2 drives have to use the six 
defined "x distances" on the Server tracks to read and write in Ultrium 1 Fermat. 

Longitudinal positioning 
The LTO servo band is designed not only for track following but also for recording 
the longitudinal position (LPOS). The absolute location down the length of the 
tape and the manufacturer data are recorded in LPOS "words," approximately 
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every quarter-inch (.7 em) along the tape. The LPOS word consists ot symbols 
constructed trom bit sequences (ones and zeros); these bits are encoded within 
the servo trames. 

Encoding a ONE 

Encoding a ZERO 

Figure 2-3 Encoding bits using the servo stripes within the servo bursts 

Each servo trame encodes one bit using the tirst pair ot servo bursts. When 
servo stripes 2 and 3 (out of the five) are shifted inward (see Figure 2-3), this 
encodes a zero; when servo stripes 2 and 3 are shifted outward, this encodes a 
one. The LPOS word contains 36 bits and thus has a length of 36 servo trames. 

Each of the 5 servo bands on the tape may be uniquely identified by the relative 
positions of the trames down the tape, in adjacent servo bands. The offset of the 
trames between servo band n and servo band n+ I are specific to each servo 
band (O and 1, 1 and 2, 2 and 3, o r 3 and 4 ). Thus the drive can move the head 
directly from the physical beginning of the tape to a specific logical position for 
reading or writing. 

2.1.2 Data tracks 

The area between adjacent servo bands is a data band. There are four data 
bands numbered 2, O, 1, and 3, where data band number 2 is nearest the 
reference edge of the tape and data band 3 is farthest away, as in Figure 2-4 on 
page 14. The data bands are written in sequence beginning with O (in the center 
of the tape) and ending with 3. 
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data band 2 

... direction of forward ff.ff!.[~~~f_f.~Q.QT§.~~( 
tape motion 

tape reference edge 

Figure 2-4 Four data bands written between the servo tracks 

Each data band consists of numbers of tracks that are recorded eight tracks at a 
time from one end of the tape to the other in the following way: 

.... The head is positioned over data band O, and the first set of eight tracks is 
written from the physical beginning of the tape to the physical end. 

.... The head physically repositions (using a different servo position within the 
same servo bands) and switches electronically2 to a second set of eight write 
elements in arder to write eight tracks in the reverse direction back to the 
physical beginning of the tape. 

.... The head physically repositions again, and, switching back to the first set of 
write elements, writes another set of eight tracks to the physical end of the 
tape. 

.... The head continues to switch and index in this manner until ali 96 tracks are 
written and the head is back at the physical beginning of the tape. 

.... The head moves to data band 1 to continue writing the data. 

For Ultrium 1, 96 data tracks coexist in one data band. For Ultrium 2, there are 
128 data tracks in one data band . 

A group of tracks recorded concurrently in the physical forward or the physical 
backward direction is called a wrap. Wraps recorded while the tape is moving 
from BOT to EOT are forward wraps; wraps recorded while the tape is moving 

2 See 2.4.1 , "Drive head" on page 29 for more information about electronic head switching. 
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from EOT to BOT are reverse wraps. The wraps are recorded in a serpentine 
fashion, as described: a forward wrap, then a reverse wrap. They are numbered 
sequentially in the arder that they are processed, starting with wrap o. Thus, for 
Ultrium 1 six forward wraps and six reverse wraps make up a data band. For 
Ultrium 2, eight forward and eight reverse wraps make up a data band. The 
individual tracks within a wrap are interleaved with tracks from other wraps; in 
other words, adjacent tracks are not part of the same wrap. (See Figure 2-5.) 

drection buffers / 
... 1st ... 3rd 

~atirg tra::ks wtten ... 5th 
in different directions) ~ ... 7th ... 9th I grot.p of tracks ... 11th 

12th ... witten by one of 

10th ... ( tha 8 IMite elerrents 

8th ... 
6th ... 
4th ... 
2nd ... ... 1st .. 3rd 

<==:J 
.. 5th ... 7th ( ... 9th ... 11th grot.p of tracks 

forvvard tape rrotion 12th .... witten by aqa::ent 
(BOTtoEOT) 10th ... wite elerrent 

8th ... 
6th ... 
4th ... 
2nd ... 

Figure 2-5 Portíon of data band showíng Ultríum 1 track-wrítíng sequence 

This figure expands on Figure 2-4 on page 14 to illustrate the sequence in which 
the tracks are written. One data band is magnified3 to show an area written by 
two adjacent write head elements (from the total of eight); this is one quarter of 
the width of the data band. You can see that the tracks are written in an inward 
spiral (serpentine) manner; the first and second tracks are farthest away from 
one another while the 11th and 12th tracks are adjacent to one another. 

3 Reter to 2.4.1, "Drive head" on page 29, and Figure 2-15 on page 29, to see lhe structure of lhe 
eight-element head. 
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The space between tracks writte,Q~,j~ ·É?PJlO , .·· directions is called a direction 
buffer. This space is designed to · · · magnetic interference between tracks 
written in opposite directions (cross"track interference). 

Read/verify elements are built into the tape head in the drive. The data is written 
by the write elements and then immediately passes the read/verify elements and 
is checked for errors. lf any errors are found, the block of data is rewritten farther 
down the tape. 

The total number of data tracks across the width of the tape is 384 for Ultrium 1, 
numbered O through 383. For Ultrium 2, 512 tracks are used. Track numbering is 
unrelated to the sequence in which the tracks are written: data track 383/512 is 
the closest to the reference edge of the tape, and data track O is farthest away. 

2.1.3 Linear density 

The linear density for LTO 1 is 4880 bits per mm. The linear density was 
improved for LTO 2 to 7398 bits per mm. 

2.2 Data compression 
The LTO Consortium created a superior data compression technique know as 
LTO Data Compression (LTO-DC). Though an excellent data compression 
algorithm, ALDC (adaptive lossless data compression), already exists, ALDC 
function is not optimized for incompressible data such as encrypted or previously 
compressed data. For incompressible data, it is usually best not to apply any 
data compression algorithm, but rather to simply pass the input data out to the 
compressed data stream directly (pass"thru). Given the variations in data, there 
are times when ALDC is desirable and times when a simple pass-thru is better. 
For instance, if using ALDC"based data compression, it would be best if ali 
segments of incompressible data were to be recorded without expansion by 
using a pass-thru technique instead. Figure 2"6 is a block diagram illustration of 
the LTO-DC data compression technique using the two schemes. 

lilput 

Data 

Figure 2"6 LTO-DC block diagram 
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Note that no standardization of when to scheme swap when compressing da~'.._ _../ 

1 ~~' 
was specified by LTO-DC. LTO-DC was approved by ECMA as SLDC [streaming 
lossless data compression] standard, as explained at: 

http : //www.ecma-international . org/publications/standards/ECMA-32l.htm 

8ecause no standardization is specified, ali vendor implementations may do 
scheme swapping differently. What is specified and tested is that the resultant 
compressed data stream is decompressible by the defined set of LTO-DC rules. 
This enables interchange between drives from the three companies. Each 
vendor's Ultrium drive has been shown to be able to read and decompress the 
LTO-DC streams of the others. 

Embedded codewords 
LTO-DC uses embedded codewords to enable swapping between the two 
schemes. ALDC is referred to as Scheme 1, and pass-thru is referred to as 
Scheme 2. 8oth methods are used. However, only one is used to output any 
given data byte, though different bytes in a record might be output in different 
schemes. Thus, if a given record begins with compressible data it can be output 
in Scheme 1, and if the nature of the data changes inside of the record and it 
becomes incompressible (as embedded control data or an array of 
incompressible data), a scheme swap can be performed to allow outputting the 
incompressible data in Scheme 2. Similarly a scheme swap can be performed to 
revert to Scheme 1 if the data becomes compressible again. A scheme swap is 
denoted in the compressed data stream via one of four embedded codewords. 
As an example, one 13-bit codeword basically means ali following data isto be 
decompressed as Scheme 1 until another scheme swapping codeword is 
encountered. Embedded codewords are also used to delineate record 
boundaries and filemarks. Having record boundaries demarked within the output 
compressed data stream, rather than by pointers maintained in a separate 
directory table, has a number of advantages. First, from a storage point of view, it 
is more efficient as it enables greater capacity. Second, the insertion of these 
codewords enables higher-speed data streaming because they can be managed 
by the compression engine without microprocessor involvement. 8oth of these 
features are especially useful for small records. Typically, backup applications will 
send 512-byte, 4-K8, 32-K8, or 256-K8 records to a backup tape drive. For small 
records such as 512 bytes, the improved format efficiency of the embedded 
contrai is substantial. 8y reducing required microprocessor involvement it allows 
superior transfer rates to the drives. This is why LTO tape drives offer high 
capacity tape backup, as well as drive transfer rates far better than other 
midrange backup tape drives-and are superior even to some costly, high-end 
tape drives. 

The ability to swap between ALDC anda pass-thru mode gives a tape drive the 
power to automatically adapt to the incoming data stream. 
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2.3 Tape cartridge 
----~ . / 

The Ultrium cartridge is a single-reel cartridge. This means the whole tape is 
wrapped around a single reei when the cartridge is not loaded in a drive. During 
the loading process, the threader of the drive catches the leader pin of the tape 
and threads it through the drive and the machine reei. During the read/write 
process the tape is stored on the machine reei and the cartridge. 

Two views of the tape cartridge are shown in Figure 2-7 and Figure 2-8 on 
page 19. 

arrow indicating direction 
of loading into the drive 

sliding door access 
to tape for read/write 

notch for drive load 

notch for robotic 
gripper mechanism 

Figure 2-7 Ultrium cartridge view from top and rear 

The cartridge is approximately 10.2 em long , 10.5 em wide, and 2.2 em high 
(approximately 4 x 4.16 x 0.87 inches). The cartridge contains 1/2-in (12.6 mm) , 
metal-particle tape with a highly dense recording area. The Ultrium 1 spec 
describes four types of cartridges, each with a different tape length and, 
therefore, capacity. At this time, only one cartridge type is generally available, 
with a tape length of 61 O m (2000 feet) providing 100 GB of native data and 200 
GB of compressed data (assuming 2:1 compression) . There is only one standard 
Ultrium 2 cartridge type and hence only one tape length of 61 Om (2000 feet). The 
native capacity of the Ultrium 2 cartridge is 200GB (400GB compressed 
assuming 2:1 compression) . 

Figure 2-8 on page 19 shows some of the components of the cartridge. 
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direction of 
loading into 
drive (front) 

cartridge case cut away 
to show location of LTO-CM 

Figure 2-8 Ultrium cartridge view from top and front 

The labelled parts are: 

rear (label area) 

finger grips 

mechanism 

mis-insertion 
protection 
cut-out 

... Grips: Molded areas on the cartridge casing designed as finger grips for 
manualloading. 

... Label area: Located at the designated area at the rear of the cartridge where 
the adhesive bar code label is applied . 

... Sliding doar: Cartridge doar (shown in Figure 2-7 on page 18) that protects 
the tape from contamination whenever the cartridge is out of the drive. Behind 
the doar, the tape is threaded onto a leader pin (shown in detail in Figure 2-9 
on page 20), which is used to pull the tape from the cartridge for use. A 
locking mechanism prevents the media from unwinding when the cartridge is 
not located in the drive. 

... Notches: Two sets of moulded notches in the cartridge casing located on the 
sides near the rear. The first pai r enables the robotic gripper to pu li the 
cartridge out of the drive mouth once the cartridge has been unloaded; the 
second pair enables the drive to grip the cartridge and pull it into the loading 
position inside the drive. 

... Mis-insertion protection: A cut-out in the front side of the cartridge casing that 
prevents the cartridge from being inserted into the drive in the wrong 
orientation . This feature prevents the use of unsuitable cartridges of similar, 
but not identical, construction . 
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sliding doar (open) 

Figure 2-9 Leader pin attached to the tape medium 

The shell of an IBM branded Ultrium 1 cartridge is black and of an Ultrium 2 
cartridge is purple, providing easy visual distinction between the two media 
types . 

Even though the servo tracks are the same on Ultrium 1 and Ultrium 2 cartridges, 
Ultrium 2 cartridges are required with an Ultrium 2 drive to achieve Ultrium 2 
capability. More information about media compatibility between Ultrium 1 and 
Ultrium 2 is in 2.4.7, "IBM Ultrium 1 and 2 compatibility" on page 39. 

2.3.1 Metal particle medium 

The metal particle tape medium consists of a transparent polyethylene base 
material with two coatings. On one side, the base has two fine coats of a strong 
yet flexible ferromagnetic material, dispersed in a suitable binder; this is the 
surface on which the datais written. The back surface is coated with a 
non-ferromagnetic conductive coating . 

Metal particle media have high coercivity, which is a measure of their ability to 
retain their magnetic properties once the data is written to the tape; this is one of 
the factors in enabling a potentially longer shelf life than other media. 

2.3.2 Cartridge memory (L TO-CM) 

lnformation about the cartridge and the tape is written to the LTO-CM, which is a 
serial EEPROM with both read-only and rewriteable areas. lt is housed inside the 
cartridge casing at the left rear (label side) corner as illustrated in Figure 2-8 on 
page 19, which shows the interior of the cartridge casing . 

The LTO-CM has a capacity of 4096 bytes. lt is used to hold information about 
that specific cartridge, the media in that cartridge, and the data on the media. A 
copy of this information is also kept in the first data set within the user data area, 
and is given the data set number zero. 
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Communication between the drive and the LTO-CM uses a contactless l~le~e( ~\) 
radio frequency (RF) field generated (in the IBM implementation) by the dri~~ 
The LTO-CM is non-volatile storage updated using the RF field; it requires no 
additional power source. This type of technology has an expected shelf life of 
more than 30 years. 

There are a number of distinct data fields within the LTO-CM, shown in Table 2-1. 
The fields align to 32-byte boundaries, as this is the defined block access size. 

Table 2-1 Data fields stored in the LTO-CM 

LTO-CM information Read/write 

LTO-CM manufacturer's data 

Tape labela Read-only 

Media manufacturer information 

lnitialization datab Restricted write capability 

Cartridge status and tape alert flags 

Usage information 

Tape write pass 

Tape directory Read or write 

End-of-data information 

Mechanism related 

Application specific datac 

Vendor unique data 

a. Thts fteld contatns tnformatton about the tape, tncludtng a 1 0-byte fteld wtth the 
tape serial number; it is a read-only area and does not contain the volume label, 
which could be changed if the tape is reinitialized. 
b. This is a restricted-write field that is updated with changes when the tape is 
reinitialized. 
c. This is a field for application data (such as the volume label) to be stored in the 
CM. However, currently there is no SCSI function available to support writing to 
that area. 

Although transparent to the user, keeping this kind of information enhances the 
efficiency of the drive and cartridge. Data and block locations are stored in 
memory; for example, the end-of-data location is stored, so that when the tape is 
next loaded, the drive can use the fast locate function to move directly to the 
recording area and begin recording . Storing data about the age of the cartridge , 
how many times it has been loaded , and how many errors it has accumulated 
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aids in determining the reliability of the cartridge. lt is of particular value if this 
data is stored with the cartridge itself, so that whenever it is mounted on any host 
system, the history is accessible. 

This is not the first tape product where information has been kept on the 
cartridge; however, previously it has been written onto the tape medium itself in a 
non-user-accessible portion of the tape before the beginning-of-tape (BOT) 
marker, for example, as in the IBM 3590 tape drive. 

2.3.3 Barcode label 

Each data and cleaning cartridge processed by an Ultrium tape library should 
bear a barcode label. (This is mandatory for libraries that have an installed 
barcode reader such as the IBM 3584.) 

The label, as shown in Figure 2-1 O, contains a human-readable volume serial 
number or volume label, and a machine-readable barcode. 
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Figure 2-10 Barcode /abel example 

The bar code format is: 

"" Quiet zones (at each end of the bar code) 

"" A start character (indicating the beginning of the label) 

... A six-character volume label 
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~ A two-character cartridge media-type identifier (L 1 or L2), which identifies the 
cartridge as an LTO cartridge ('L:) and indicates that the cartridge is the first 
('1 ') or second generation ('2') 

~ A stop character (indicating the end of the label) 

When read by the library's barcode reader, the barcode identifies the cartridge's 
volume label to the tape library. The barcode volume label also indicates to the 
library whether the cartridge is a data, cleaning, o r diagnostic cartridge. 

Tape cartridges are often supplied with the labels already attached, or you can 
attach a label yourself. Operators must handle the cartridges and barcode labels 
in accordance with the instructions in the operator guides supplied with the 
products. You must ensure that labels are removed cleanly, reapplied carefully, in 
good condition, and not obscured or damaged. The Ultrium cartridge features a 
recessed area forthe label (see Figure 2-7 on page 18). The label must be 
applied only in the recessed label area; if it extends outside of the area it can 
cause loading problems in the drive. 

2.3.4 Volume label format 

The LTO cartridge label uses the USS-39 barcode symbols. A description and 
definition is available from the Automatic ldentification Manufacturers (AIM) 
specification document Uniform Symbol Specitication (USS-39) and ANSI 
MH 1 O.BM-1993 ANSI Bar code Specification. 

A cartridge's volume label consists of exactly 6 characters, starting from the left. 
Except for cleaning and diagnostic cartridges, these 6 characters are limited to 
the following ASCII characters: 

~ Upper-case A-Z (ASCII character code: 41 h-5Ah) 
~ 0-9 (ASCII character code: 30h-39h) 

The volume label must consist of exactly six, ali upper-case alphabetical, ali 
numeric, or alphanumeric characters, such as ABCGVE, 123621, or F8H5N9. lt 
cannot consist of fewer than six characters. 

A volume label format af CLN Unn represent a universal cleaning cartridge. A 
volume label of the form CLN vnn is used for a unique cleaning cartridge, where v 
is an alphanumeric identifier that represents the vendar af a drive-unique 
cleaning cartridge. (An IBM-unique cleaner cartridge uses the label farmat 
CLNinn.) This identifier is lagged in the vendar infarmatian pages in the Ultrium 
tape drive. 

A volume label af the farm DG(space)vnn is used for diagnastic and service 
cartridges. The drive uses the 'v' to determine if the drive-unique diagnostic 
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cartridge is loaded. The 'nn' represents a specific cartridge and is logged in the 
vendar information pages in the Ultrium tape drive. 

The internai and externai labels on a cartridge need not match; this means that 
the volume label on the bar code label need not match the volume label recorded 
on the tape in the tape label area when it is initialized. However, it is generally 
preferable for them to match to avoid confusion. 

You will find more detailed information in the LTO Label specification at: 

http://www.storage.ibm .com/media/ 

2.3.5 Write protect switch 

The write protect switch is located at the front of the cartridge to the left of the bar 
code label (see Figure 2-7 on page 18). The position of the write-protect switch 
on the tape cartridge determines whether you can write to the tape; you cannot 
write to the tape when the switch is pushed to the right. When the write protect 
switch is set to inhibit writing, a visual lock mark such as a padlock will be visible. 

In most cases, backup and recovery host application software is used to achieve 
the most benetit trom using an LTO system. lt is better to rely on the host 
application software to write-protect your cartridges rather than manually setting 
the write protect switch. This allows the host software to identity a cartridge that 
no longer contains current data and is eligible to become a scratch cartridge. lf 
the switch is set and the host application sets the cartridge to scratch status, the 
tape drive will not be able to write new data to the tape. 

2.3.6 Cleaning the cartridge 

Cartridges that are physically dirty on the outside ot the casing can reduce the 
reliability ot an Ultrium tape library as well as cause the loss ot recorded data. lt 
dirt appears on the cartridge, you can wipe the outside surtaces with a lint-free 
cloth, which may be lightly moistened with the manutacturer's recommended 
tape unit cleaner or equivalent. 

When cleaning a tape cartridge, do not allow anything wet (including the cleaning 
fluid) to contact the tape inside the casing . Make sure that ali cartridge surtaces 
are dry before the cartridge is inserted in a drive. 

2.3.7 Cartridge life 

The magnetic tape inside the cartridge is made of highly durable materiais. 
However, the tape wears after repeated cycles. Eventually, such wear can cause 
an increase in tape errors, records of which are stored in the LTO-CM. This 
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means that cartridge performance can be tracked and monitored, enabling 
predictive failure analysis and enhancing data integrity. This tracking is dane 
automatically, and the drive issues a message when errors on the tape exceed a 
certain threshold. 

The IBM Ultrium Data Cartridge has a usable life of 5000 load and unload cycles 
in a typical office computer environment. 

The data recorded on the cartridge has an archive storage life of 30 years 
minimum with less than 5% loss in demagnetization, when the cartridge is stored 
at 16° C to 25° C, 20% to 50% non-condensing humidity, and wet bulb 
temperature of 26° C maximum. 

2.3.8 Cleaning cartridge 

To support customer and application requirements and expectations for cleaning, 
each LTO drive vendar used to provide its own cleaning cartridge specifically for 
its Ultrium drives. To avoid potential interoperability problems, the LTO 
consortium decided to introduce a universal cleaning cartridge. IBM offers only 
the universal cleaning cartridge. 

The IBM Ultrium LTO tape drive was intentionally designed to not require 
cleaning but rather to be self-monitoring and self-cleaning. Therefore the IBM 
recommendation is not to manually clean the tape drive regularly, but rather to 
use the automatic cleaning function provided with the library or by your 
application. Each drive determines when it needs to be cleaned and alerts the 
library or your application. 

The cleaner cartridge can be used a maximum of 50 times to prevent 
recontamination of drive surfaces. 

2.3.9 Cartridge handling 

Tape cartridges are tough packages made of inexpensive materiais capable ot 
storing tremendous amounts of data and approaching data densities of hard 
disks. They can survive for years in library environments where they are being 
gripped and poked, loaded and unloaded. But we recommend treating tape 
cartridges in a similar fashion to hard disk drives. Here are some suggestions to 
protect your data on tape cartridges. 

Ensure that proper procedures are in place to cover media handling, and make 
sure that anyone who handles cartridges has been trained in those procedures. 
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Media shipping and handifng:~;!cedures 
Ship cartridges in their original packaging, or preferably, ship/store in jewel 
cases. Use only recommended shipping cases that securely hold the cartridges 
in their jewel cases for transportation. Turtle Cases from Perm-A-Store at 
www.turtlecase.com, shown in Figure 2-11, have been tested and found to be 
satisfactory. 

Figure 2-11 Turtle case 

Never ship a cartridge in a commercial shipping envelope without boxing or 
packaging. lf shipping in cardboard or similar boxes: 

~ Double-box the cartridges with padding between the boxes, as shown in 
Figure 2-12 on page 27. 

~ Pack snugly so cartridges do not rattle around. 

~ lf possible, place cartridges in polyethylene plastic wrap or bags to help seal 
out dust, moisture, and other contaminants. 

26 The IBM LTO Ultrium Tape Libraries Guide 



.. 

Figure 2-12 Double box 

Media shipping and handling: inspecting 
lf you receive media, inspect it before use: 

,. lnspect packaging for evidence of potential rough handling. 

,. lnspect cartridge for damage before using/storing. 

,. Check leader pin for correct seating. 

,. When there is evidence of poor handling or shipping, ensure the cartridge 
leader pin (Figure 2-13) is undamaged before inserting the cartridge in a drive 
or library, as a bad cartridge can damage a drive. 

Figure 2-13 Correct /eader pin p/acement 

lf the pin is loose or bent, then look for cartridge damage and use the IBM Leader 
Pin Re-Attachment Kit- Part Number 08L9129 to correctly seat the pin. 

Summary 
,. Package appropriately for shipping. 
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.,. lnspect for damage or rough handling and-take appropriate action . 
.,. Do not put damaged media in drives or libraries; use data recovery services . 
.,. For specific media types, check your product's Planning and Operator Guide . 
.,. With simple care and handling you can get the most out of your tape media. 

2.4 IBM LTO Ultrium common subassembly 
Some elements of the Ultrium drive designare covered by the LTO format 
specification, such as anything related to writing the specified data format that 
enables tape interchange. However, there is no strict LTO definition in terms of 
how the drive module is constructed, so in this area, manufacturer's drives may 
differ from each other in performance and specification, such as data rate or 
quality design points. This section therefore relates specifically to the IBM LTO 
implementation. However, we emphasize again that the IBM LTO Ultrium 
cartridges are compatible with those of ali other licensed manufacturers. 

The IBM LTO Ultrium common subassembly drive (Figure 2-14} is a 
high-performance, high-capacity tape drive. The drive records data using the 
specified linear serpentine recording format on 1/2-inch tape housed within the 
LTO Ultrium cartridge. The data tracks are located using preformatted servo 
tracks, as outlined in 2.1.1, "Servo tracks" on page 1 O. 

Figure 2-14 IBM LTO U/trium common subassembly 

The original basic unit was the first-generation IBM LTO series of products. The 
second-generation IBM LTO is a further development with a high amount of 
reuse, making the IBM Ultrium 2 drive very reliable. These units are a common 
subassembly and so do not have an IBM machine type. The subassembly is not 
available for end-user customers to purchase, but only as a part number used in 
the assembly of other IBM machine types. lt does not have its own power supply 
but is powered by the library, trame, or casing into which it is integrated. 
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The IBM machine types that integrate the subassembly are described in 2.5, 
"The IBM LTO Ultrium family of tapes and libraries" on page 44, and in more 
detail in late r chapters. The subassembly is sold on the OEM market to other LTO 
library manufacturers. The common subassembly is a single field replaceable 
unit (FRU): that is, if it fails the whole unit is replaced and no parts or 
subassemblies within the unit are replaced when the drive is maintained by a 
service representativa. 

2.4.1 Drive head 
When the cartridge is inserted into the drive, a threading mechanism pulls the 
leader pin and attached tape (see Figure 2-9 on page 20) out of the cartridge, 
across the read/write head, and onto a non-removable take-up (machine) reei. 
The head can then read or write data from or to the tape. 

The drive has a 2 x 8 element head, reading or writing data eight tracks ata time 
(see Figure 2-15) . The head is sized to cover the width of a data recording band 
(approximately a quarter of the tape width ; see Figure 2-4 on page 14). Unlike 
the IBM 3590, for example, it does not cover the whole width of the tape. 

8 data tracks 

g, ~ ~ ~ ~ ~ 7 ~ 
~ 

012345 

servo positions 
within servo band 

2 x 8 head elements 

2 x 2 servo elements 

~ o 
(0 

v 

I 
o 1 2 3 4 5 

servo positions 
within servo band 

Figure 2-15 Eight-element head (one set of heads shown) and servo e/ements 

The wri~e elements are immediately followed by read/verify elements, so there 
are in fact two sets of eight head elements (eight write elements and eight read 
elements) to allow the tape to write in the forward and reverse directions down 
the length of the tape. The head switches electronically from one set to another 
as the tape changes direction, as in Figure 2-16 on page 30, which shows two 
enlarged pairs of head elements and the direction indicators. Two sets of heads 
(r-w and w-r) are required because the tape is written and read in both directions. 
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Figure 2-16 Allocation o f read and write heads for forward and reverse wrap 

The mechanism for writing data is explained in section 2.1.2, "Data tracks" on 
page 13. 

There are four servo elements used, two for each set of eight read/write 
elements. The head actually uses both servo tracks at each edge of the data 
band it is writing for increased accuracy in track-following, so there are two servo 
elements at each end of the head. As an example, Figure 2-15 on page 29 
shows a diagram of the top servo element 1 following servo position 3, which 
would be used for the sixth wrap (a reverse wrap) in a data band; the diagram is 
not to scale. lf you need more information about this topic, an animated 
explanation can be found in the LTO Ultrium technology primers on the LTO Web 
site at: 

http://www. lto-technology.com/newsite/html/about_tech.html 

Note that the animation is designed to provide a basic understanding of LTO 
technology and does not provide the same levei of detail outlined here. 

2.4.2 Data compression 

As describes in 2.2, "Data compression" on page 16, the implementation of the 
data compression may be different from vendar to vendar. 

One implementation appears to only perform scheme swapping on a record 
basis. For example, if the compressed data stream output for a given record is 
larger for Scheme 1 than for Scheme 2, then the entire record is output in 
Scheme 2. The second implementation seems to react to data on an ongoing 

30 The IBM LTO Ultrium Tape Libraries Guide 



c · 

/ .. 
" / 

basis so that if the drive perceives that the nature of the data in a record has 
changed from compressible to incompressible then a Scheme 2 swap is enabled 
and the incompressible data from there on is output in Scheme 2. This is not 
always advantageous because the incompressible data may again transition to 
compressible even before that scheme swap has occurred. Each scheme swap 
codeword output is 13 bits long. Therefore, to swap to a scheme and swap back 
costs 26 bits. The compression gain following the first scheme swap may benefit 
more than 26 bits over the previous scheme; if so, the swap was well-advised. lf 
not, then the scheme swap actually increased the size of the output compressed 
data stream and reduced the compression rather than increase it. There is a 
chance of this occurring if data compressibility is inferred by having the data 
compression engine observe how data that has already been output from the 
compression engine was compressed-that is, only by viewing data in the past. 
The only way to adapt via scheme swapping within records, without being 
susceptible to inadvertent data expansion, isto use the IBM-patented scheme 
swapping technique. This method is preferred since it effectively looks at data 
ahead , rather than behind. In the IBM implementation , a scheme swap is not 
automatically generated unless there appears to be more compression gain 
within the look ahead buffer than it costs to scheme swap, and then swap back. 
This is advantageous as small bursts of compressible data within an otherwise 
incompressible file may not make it worthwhile to scheme swap. lf a scheme 
swap is optimal , the IBM implementation puts the scheme swap out where the 
change in data compressibility occurs, giving maximum advantage. For more 
information, see: 

http://www . storage.ibm.com/hardsoft/tape/lto/prod_data/whitepaper_compression .pdf 

This pape r shows how the IBM LTO-DC embodiment achieved superior data 
compression to another vendor's LTO drives by performing scheme swapping 
simultaneously with changes in the compressibility of the data, enabled by 
effectively looking 64 bytes ahead in the input data stream. 

2.4.3 Interfaces 

The IBM LTO Ultrium drive is available with a choice of interfaces, either SCSI 
LVD or HVD, or FC. When ordering an IBM product offering, you choose the drive 
interface. You cannot change the interface on the drive; if you want a different 
interface, you must replace the drive assembly. 

Common interfaces for tape drives 
Historically, SCSI connections were used for attachment of tape drives and 
libraries to open systems. Fibre Channel connections using SANs are becoming 
increasingly common . 
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SCSI single ended · -~ ·" 0Ji.,r: , ' 
This was the most common form of S~-a: . Many removable drives, 
scanners, and almost ali 50-pin SCSI devices fit into this category. Often you do 
not see "SE" or "single-ended" written on the documentation; if a device does not 
specifically say LVD, Ultra2 Wide, differential, or some similar definition, then it is 
probably single-ended. Typically, single-ended devices support a total bus length 
of 1.5 meters (5 ft) or less. 

IBM high-performance SCSI tape drives (IBM 3590, IBM 3570, and LTO Ultrium 
drives) are ali differential-attached drives, not single-ended. 

SCSI differential (HVD) 
HVD (often referred to as just "differential") uses differential signaling. The idea 
behind differential signals is that each bus signal is carried on a pair of wires. The 
first wire of the pai r carries the same type of signal as single-ended SCSI. 
However, the second wire of the pair carries its logical inversion. The receiver of 
the signals takes the difference of the pai r (hence the name) , which makes it less 
susceptible to noise and capable of supporting greater cable lengths. HVD and 
single-ended SCSI are completely incompatible with each other. 

In general , IBM HVD tape devices support an overall bus length of 25m, using 
point-to-point or multi-drop interconnection (daisy-chaining). For each 
daisy-chain device you have to reduce the maximum cable length by 0.5 m. 

SCSI differential (LVD) 
This newer differential interface implementation , LVD uses less power than the 
HVD differential interface, and allows the higher speeds of Ultra-2 SCSI. LVD 
requires 3.3 V de instead of 5 V de for HVD. 

LVD is sometimes referred to as Ultra-2 Wide SCSI , which is a general marketing 
te rm for 16-bit Fast-40 or 80 MB/s. Only LVD and HVD could potentially run in 
Ultra-2 Wide mode, and only LVSD in current commercially available products. 

IBM LVD tape devices support a bus length of 25m point-to-point, and 12m 
using multi-drop interconnection (daisy-chaning). For each daisy-chain device 
you have to reduce the maximum cable length by 0.5 m. 

The tern,s fast , wide , and ultra indicate characteristics that are separate from 
those implied by differential , single-ended, and high or low voltage. Table 2-2 on 
page 33 shows th e SCSI terms used to describe different host and device 
adapters and what they imply in terms of bus width and speed . 
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Table 2-2 SCSI terms and characteristics 

SCSI term Bus width Speed {MB/s) Max. length Max. devices 
(bits) 

SCSI 8 5 6m 7 

Fast SCSI 8 10 3m 7 

Fast Wide 16 20 3m 15 
SCSI 

Ultra (Wide) 16 40 25m 15 
SCSI 
HVD 

Ultra (Wide) 16 80 25m I 12m 15 
SCSI2 
LVD 

Ultra 160 SCSI 16 160 25m I 12m 15 
LVD 

Note that a faster bus does not imply that an attached device will support that 
data rate, but that multiple devices can operate on the bus at that maximum 
speed. For a detailed table of SCSI terms and related specifications, reter to the 
SCSI Trade Association Web site at: 

http://www.scsita .org/terms/scsiterms.html 

To ensure best performance, if possible, avoid daisy-chaining. 

FC-AL 
The first FC-connected tape drives, such as IBM 3590 and IBM Ultrium 1, used 
Fibre Channel- Arbitrated Loop (FC-AL) attachment. Because IBM tape devices 
support public loop, those devices were seen in a SAN fabric as regular devices 
with a WWN, when connected to a switch supporting FC-AL login, such as 
Brocade and lnrange Switches and Directors. 

FC switched fabric - N-Port 
Newer tape devices, such as IBM Ultrium 2, use switch fabric connection 
(N-Port) . This eliminates the need for edge loop-switches that support FC-AL 
login, such as the MC-Data ES1 000. 

Connector types 
When ordering cables, pay careful attention to the type of connector on both the 
cable and device, so that everything will correctly plug in together. These are the 
major connector types. 
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SCSI HD68 
The HD68 connector is the normal 68-pin SCSI connector. Ali IBM LTO SCSI 
Drives, except the drives in the 3584, have an HD68 connector. Before June 12, 
2001 , ali LTO tape drives in the 3584 used HD68 connectors. 

-~~, 
/ ." #'"""Jr).. ! !.. \ 
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Figure 2-17 HD68 connector 

SCSI VHDCI 
The VHDCI (Very High Density) connector is a mini-SCSI connector, about half 
the width of the HD68 connector. Ali IBM LTO drives in the 3584 have a VHDCI 
connector. 

Figure 2-18 VHDCI connector 

FCSC 
The duplex SC connector is a low-loss, push/pull fitting connector. The two fibers 
each have their own part of the connector. The connector is keyed to ensure 
correct polarization (transmit to receive and vice-versa) when connected. Most 
1 Gb SAN devices, including IBM Ultrium 1 FC drives, use SC connectors. 

FCLC 
Connectors that plug into SFF or SFP devices are called LC connectors. A 
duplex version is also used so that the transmit and receive are connected in one 
step. The main advantage of these LC connectors over SC connectors is that 
they use a smaller form factor and so manufacturers of Fibre Channel 
components can provide more connections in the same amount of space. 

Most 2Gb SAN devices, including IBM Ultrium 2 FC drives, use LC connectors. 
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Available interfaces for IBM Ultrium 1 
IBM Ultrium 1 drives offer these connection types: 

~ Ultra2/Wide Low Voltage Differential (LVD) SCSI using VHDCI connector 
~ Ultra/Wide High Voltage Differential (HVD) SCSI using VHDCI connector 
~ FC-AL, 1 Gbps using se connector 

Available interfaces for IBM Ultrium 2 
IBM Ultrium 2 drives offer these connection types: 

~ Ultra 160 Low Voltage Differential (LVD) SCSI using VHDCI connector 
~ Ultra/Wide High Voltage Differential (HVD) SCSI using VHDCI connector 
~ Switched fabric 2 Gbps using LC connector 

2.4.4 Performance 

IBM LTO drives provide high performance and will continue to improve with each 
new generation of products. lf you run applications that are highly dependent on 
tape-processing speed, you can exploit the significant performance provided by 
the Ultrium tape drives. 

IBM Ultrium 1 
The IBM LTO Ultrium 1 tape drive has these performance characteristics: 

~ 15 MB/s native sustained data transfer rate 
~ 30 MB/s sustained data transfer rate at 2:1 compression 
~ 60 MB/s maximum sustained data rate (at maximum compression) 
~ 100 MB/s burst data transfer rate for Fibre Channel 
~ 80 MB/s burst data transfer rate for Ultra-2 SCSI LVD drives 
~ 40 MB/s burst data transfer rate for Ultra SCSI HVD drives 
~ 20 s nominalload-to-ready time 
~ 18 s nominal unload time 
~ 73 s average search time to first byte of data 
~ 110 s maximum rewind Time 
~ 4 m/s read/write speed 
~ 6 m/s search/rewind speed 
~ 32 MB buffer 

IBM LTO Ultrium drives provide efficient tape operations and relief to users who 
have difficulty completing tape activities in the time available. lf you have limited 
system backup windows, or if you have large amounts of disk data to back up, 
Ultrium tape drives are ideal. 

By using the built-in data-compression capability of the Ultrium drive, you can 
potentially achieve greater data rates than the uncompressed data rate. 
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However, the actual throughput is a function of man components, such as the 
host system processar, disk data rate, block size, data compression ratio, SCSI 
bus capabilities, and system or application software. lnstalling multiple tape 
drives in general (or more than two in the case of IBM LTO) on a single SCSI bus 
may adversely affect data transfer rates. 

IBM Ultrium 2 
The IBM LTO Ultrium 2 drives provide more than twice the performance over IBM 
Ultrium 1 with sustained data rates of 35 MB/s native and 70 MB/s with 2:1 
compression. IBM Ultrium 2 has faster load and unload time, faster data access 
time, faster rewind time, and faster cartridge fill time compared with IBM 
Ultrium 1. 

The IBM LTO Ultrium 2 tape drive has these performance characteristics: 

... 35 MB/s native sustained data transfer rate 

.,. 70 MB/s sustained data transfer rate at 2:1 compression 

.,. 110 MB/s maximum sustained data rate (at maximum compression) 

... 200 MB/s burst data transfer rate for Fibre Channel 

... 160 MB/s burst data transfer rate for Ultra 160 SCSI LVD drives 

.,. 40 MB/s burst data transfer rate for Ultra SCSI HVD drives 

.,. 15s nominal load-to-ready time 

.,. 15 s nominal unload time 

... 49s average search time to first byte of data 

... 80 s maximum rewind Time 

... 6.2m/s read/write speed 

... Bm/s search/rewind speed 

... 64 MB buffer 

2.4.5 Partial Response Maximum Likelihood (PRML) 

The IBM patented linear tape implementation of a Partia! Response Maximum 
Likelihood (PRML) channel technology increases linear densities up to 33% and 
consequently data throughput. The key to PRML.:s space-saving capability is that 
on a read-back operation, the magnetic flux transitions are sampled and the 
sampling feeds logic algorithms that reconstruct the user's data stream, rather 
than using the flux transitions themselves. The previous method of data encoding 
was RLL (Run Length Limited) encoding, also patented by IBM for use in earlier 
tape drives. Figure 2-19 on page 37 compares both methods. 
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IBM Linear lmplementation of PRML Encoding 

RLL t-fBits stored on tape 
-Simple Peak 010010101001010 

Detection } 

PRML Bits stored on tape 
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Use r Data 
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Figure 2-19 IBM linear implementation of PRML encoding 

2.4.6 IBM Ultrium 2: additional improvements 

With the IBM 
implementation of 
PRML encoding, 
storing the same 
data uses up to 
33% less tape 

On top of the improved performance and capacity, IBM Ultrium 2 provides 
additional benefits. 

Dynamic speed matching 
The Ultrium 2 Tape Drive performs dynamic speed matching to adjust the drive's 
native data rate as closely as possible to the net host data rate (after data 
compressibility has been factored out). This provides the dual benefit of reducing 
the number of backhitch repositions and improving throughput performance. 

The drive can run in tive different speeds: 4/8, 5/8, 6/8, 7/8, and full speed. This 
results in data transfer rates of 17.5 MB/sec, 21.9 MB/sec, 26.3 MB/sec, 
30.6 MB/sec, and 35 MB/sec. 

At net host data rates of 17-32 MB/sec, the average throughput performance 
benefit is 13% when compared with speed matching disabled. At speeds below 
17 MB/sec, the drive's 64MB internai buffer masks the performance degradation 
of repositions. At speeds greater than 32 MB/sec, the drive operates at its fastest 
possible speed (same speed as speed matching disabled). At net host data rates 
of 1-32 MB/sec, the average reposition reduction benefit is 68% when compared 
to speed matching disabled. 

Figure 2-20 on page 38 shows the throughput improvement in MB/sec with 
speed matching enabled relative to speed matching disabled_ The statistics show 
that at each host data rate from 17-32 MB/sec, speed matching enabled 
improves throughput Data points from 1-16 and from 33-40 were removed for 
clarity. At those data points, there is no difference between speed matching 
enabled vs. disabled as explained in the previous paragraph. 
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Speed Matching Comparison 
Throughput 

35 ,--------------------------------------------, 

17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 

Host Data Rale MB/sec 

Figure 2-20 Speed matching comparison: MB!sec 

Speed On 

Disabled 

lf an LTO 1 cartridge is used in an LTO 2 drive, then the LTO 2 drive operates at 
5.34 m/sec with no speed matching. While running at 5.34 m/sec, the LTO 2 drive 
will read and write at 20 MB/sec because of the smaller linear density. There is 
no need for speed matching when using LTO 1 media, because at the buffer size 
of 64 MB, the backhitch is transparent. This means that after a start/stop of the 
drive, the repositioning time is less than the time to fill up the buffer. 

Power management 
The Ultrium 2 Tape Drive power management function contrais the drive 
electronics to be either completely turned off or to be in a low-power mode. 
These power medes occur only when the circuit functions are not needed for 
drive operation. 

Channel calibration 
The Ultrium 2 tape drive channel calibration feature allows for customization of 
each read/write data channel for optimum performance. The customization 
enables compensation for variations in the recording channel transfer function, 
media characteristics, and read/write head characteristics. 

Separate writing of multiple filemarks 
Separate writing of multiple filemarks means that any write command of two or 
more filemarks will cause a separate data set to be written containing ali 
filemarks after the first. This feature h as two advantages. First, it improves 
performance if a subsequent append overwrites somewhere after the first 
filemark. Second, writing multiple filemarks typically indicates a point where an 
append operation might occur after the first of these filemarks. This change 
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prevents having to rewrite datasets containing customer data and the first 
filemark if such an append occurs. 

2.4.7 IBM Ultrium 1 and 2 compatibility 

IBM Ultrium 2 tape drives (both standalone and in IBM Ultrium libraries) support 
both Ultrium 1 and Ultrium 2 cartridges. An Ultrium 1 cartridge in an Ultrium 2 
drive will be written at the same 1 00 GB native capacity, but with improved 
performance (20 MB/s). Ultrium 1 drives cannot read or write an Ultrium 2 
cartridge. lf you put an Ultrium 2 cartridge in an Ultrium 1 drive, then you will get 
an "Unsupported Cartridge Format" failure. Figure 2-21 shows the compatibility. 

Ultrium 1 
Cartridge 

/"' 
J xxxxxxl1 I 

Ultrium2 
Cartridge 

/"' 

I Read'writ ""/ e 
Ultrium 1 format 

IBf\11 Ultrium 1 
Tape Drive 

SCSIIrq.jry 
ULT3500-lD1 

IBf\11 Ultrium 2 
Tape Drive 

s::;$1 I nquiry 
UL T3500-TD2 

Ultrium 2 Lq;p 

* Native sustaired data rate, native cap:ICity 

Figure 2-21 IBM Ultrium 1 and 2 compatibility 

2.4.8 Operating the Ultrium drive 

The IBM subassembly itself has a simple status LED indicator, an unload push 
button , and a single-character display (see Figure 2-22 on page 40) . 
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drive mouth 

one-character rFl'l 
display ----+-----~ lldJ 

Figure 2-22 Front of subassembly showing operator pane/ indicators 

The status LED uses calor and lighting to indicate that: 

... The tape is in motion for reading or writing. 

... The drive is rewinding, locating, or unloading the cartridge. 

... The drive is in maintenance mode. 

... A failure occurred and the drive or media requires service. 

... A microcode update is occurring. 

The unload push button enables the operator to: 

... Unload a cartridge 

status LED 
indicator 

o 

unload push 
button 

... Enter maintenance mode and execute maintenance operations 

... Force a drive dump operation 

The single-character display indicates errors and communicates messages, such 
as requests for cleaner tapes. lt is also used by the operator for diagnostic and 
maintenance functions. 
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2.4.9 Reliability 

The IBM LTO Ultrium tape format differs from earlier IBM products. Reliability and 
availability features include: 

~ Data integrity 

The drive performs a read after write, for verification. lncorrectly written data, 
such as the result of a tape defect, is automatically rewritten by the drive in a 
new location. Data rewritten as the result of media defects is not counted 
against the drive error performance. 

The drive will never record incorrect data to the tape media without posting an 
error condition. 

~ Power loss 

No recorded datais lost as a result of normal or abnormal power loss while 
the drive is reading or writing data. lf power is lost while writing data, only the 
data block currently being written may be in error. Any previously written data 
will not be destroyed. 

~ Error correction 

Data integrity features include two leveis of error correction that can provide 
recovery from longitudinal media scratches. 

~ lntegrated head cleaner 

The head of the drive must be kept clean to prevent errors caused by 
contamination. During the load process, a brush integrated into the drive 
mechanism cleans the head before it is used with the tape. This keeps the 
head and media free of debris on a continuing basis and is expected to lead 
to less requirement for drive-cleaning operations. 

~ Surface control guiding 

IBM's patented Surface Control Guiding Mechanism guides the tape along 
the tape path using the surface of the tape rather than the edges to control 
tape motion. Through grooved rollers (see Figure 2-23 on page 42) , an air 
cushion builds between the tape and the rollers that keep it in the right 
position. This results in less tape damage (especially to the edges of the tape) 
and less debris from damaged edges that can accumulate in the head area, 
and helps minimize the chance of physical damage to the tape media. 
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Figure 2-23 Surface contra/ guiding 

~ Flat lap head 

The flat head improves contact between the read and write recording 
elements and the tape, giving higher quality recording and readback of data. 

Figure 2-24 Flat lap head 

Surface control guiding and the flat lap head are designed to help minimize 
debris generated as the tape moves through its path, resulting in increased 
reliability in reading and writing data. This also potentially increases the life 
expectancy of the media by not using the edges of the tape to guide it over 
the read/write head. Historically, this also was a major source of debris on the 
tape rath . 

~ Statistical Analysis and Reporting System 

Statistical Analysis and Reporting System (SARS) is another IBM exclusiva. 
Only IBM LTO drives provide this levei of preventive diagnostic reporting. The 
Ultrium drive uses this reporting system to assist in isolating failures between 
media and hardware. SARS uses the cartridge performance history saved in 
the CM module and the drive performance history kept in the drive flash 
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EEPROM to determine the most likely cause of lailure.lt then can\~'u-s...t~ 
drive to request a cleaner tape, to mark the media as degraded, and to . 
indicate that the hardware has degraded. SARS reports the results of its 
analysis in the form of Tape Alert if needed (see Figure 2-25) . 

Mechanism Area 
- Summary 
- Mount 

Queue 

Host/Server 

- Summary 
- Mount 

Ou eu e 

ORAM 
- Current 

Mount 

Usage lnfo Area 
i4--- ...: Summary 

- Mount 
Queue 

Combines Cartridge/Drive Histories; Checks and Updates Each Mount!Dísmount 
to Continuously Monitor Reliability Data to Support Data lntegrity 

Figure 2-25 Statistica/ Analysis and Reporting System 

2.4.10 Cleaning the drive 

In addition to the integrated head-cleaning mechanism, IBM recommends that 
the drive be cleaned regularly, with automatic cleaning enabled where supported 
in the libraries. Regular cleaning avoids drive shutdowns because of improper 
maintenance or contaminants that cause the drive to fail. 

In the unusual event that the drive head becomes clogged, it may be necessary 
to use the specially labeled IBM LTO Ultrium cleaning cartridge supplied with 
each Ultrium tape drive product. The cleaning cartridge is good for 50 cleaning 
operations. lf cleaning proves necessary, the LTO-CM memory in a cleaning 
cartridge is used to track the number of times that the cartridge has been used. 
After the cartridge has been used 50 times, the drive will mark the cleaning 
cartridge as expired. This also protects you from accidentally reinserting a 
cleaning cartridge that has been used 50 times. 
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Note: The use of cleaning cartridges is not necessary (and is discouraged) for 
normal operation of Ultrium tape drives. See 3580 Ultrium Tape Drive Setup, 
Operator, and Service Guide, GA32-0415, for information about drive 
cleaning. 

2.5 The IBM LTO Ultrium family of tapes and libraries 
The IBM Ultrium family of tapes and libraries (pictured in Figure 2-26) comprises 
tive different product offerings, ranging from a stand-alone unit to a highly 
scalable automated library. 

Figure 2-26 The IBM Ultrium family of tapes and libraries 
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They are ali based on a common tape drive subassembly packaged in different 
robotic and stand-alone environments . 

.,.. The IBM Tota/Storage Ultrium Tape Drive 3580 is a stand-alone desktop 
single-drive unit without autoloader. Tapes are mounted manually one at a 
time. 

.... The IBM Tota/Storage Ultrium Tape Autoloader 358I is also a single-drive 
unit, but it has a seven-cartridge autoloader within the device. lt is a 
stand-alone desktop unit; however, optional additional hardware is available 
for installation in a standard 19-inch rack. 

.... The IBM Tota/Storage Ultrium Tape Library 3582 is a small robotic library, 
accommodating one to two drives and providing space for up to 23 Ultrium 
cartridges. The IBM 3582 may be stand-alone or, with an optional feature, 
housed in a rack . 

.,.. The IBM TotalStorage Ultrium Scalable Tape Library 3583 is a small robotic 
library, accommodating from one to six drives and providing space for up to 
72 Ultrium cartridges. The IBM 3583 may be standalone or, with an optional 
feature, housed in a rack . 

.,.. The IBM Tota!Storage UltraScalable Tape Library 3584 is a larger modular 
library with the potential to house a maximum of 192 tape drives in as many 
as 16 trames. There is a trade-off between cartridge capacity and installed 
drives, so that a fully-configured library with 192 drives and a 1 0-cartridge 1/0 
station has a cartridge capacity of 6167; with a minimal drive configuration the 
cartridge capacity can reach a maximum of 6881. 

Storage and tape management for the IBM LTO Ultrium family is provided by 
software such as IBM Tivoli Storage Manager and other similar software 
offerings. 

These products, while ali part of the same family, are distinct offerings. The drive 
and cartridge technology and formats are the same, and the cartridges are 
interchangeable between the libraries, as dictated by the LTO format standards. 
However, the machine types (for example, 3583 and 3584) are not upgradeable 
from one to another, nor can the Ultrium drives be exchanged between different 
libraries. Thus, if you purchase an IBM 3583 with six drives and later on instai! an 
IBM 3584, you cannot transfer the Ultrium drives from the 3583 to the 3584. 

Detailed descriptions of these products can be found in Chapter 4, "IBM 
TotaiStorage Ultrium Tape Drive 3580" on page 79, through Chapter 8, "IBM 
TotaiStorage UltraScalable Tape Library 3584" on page 159. 

The IBM LTO family of products is sold directly through IBM and its Business 
Partners . 
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2.6 Multi-path architecture 
This patented multi-path architecture was introduced with the IBM Magstar MP 
3575 library. lt provides a way to share a tape library between a number of 
servers without the need to implement application software to control and 
serialize tape drives and media. lt is also implemented in the IBM 3582, 3583, 
and 3584 libraries. 

Multi-path architecture is an IBM unique feature . The IBM 3582, 3583, and 3584 
LTO libraries feature the second generation of the architecture introduced with 
the Magstar MP 3575 library. lt uses the SCSI-3 Move Media command set that 
is featured in midrange and open libraries. The key benefit is that multi-path 
architecture removes the need for a dedicated serve r plus middleware to control 
the use of a library by many different hosts utilizing different operating systems, 
as each drive has its own path to the control unit. 

Conventional tape libraries use a dedicated host port to communicate to the 
library, such as to send mount request commands. IBM LTO tape libraries use 
the same path to communicate with both the drives and the library controller, as 
shown in Figure 2-27. This is not one dedicated path, but it may be any path to 
any tape drive. 

• Single Contrai, 
Path ' 

• Drive Management 

• Conventional Tape Library 
With Dedicated Host Port 

• Host System r 
• Data and • Drive Management and 

Contrai Paths Multiple Contrai Paths 

• IBM 3584 Tape Library With 
LUN-1 Multi-Path Architecture 

Figure 2-27 Conventional tape /ibrary vs. multi-path architecture 

For conventional tape libraries, the control path is a single point of failure. In 
contrast, the IBM LTO tape libraries offer as many control paths as there are 
drives installed in the library, so in the event of individual control path failure you 
can communicate with your library over different, redundant control paths. As 
shown in Figure 2-28 on page 47, if one path to a drive is broken because of a 
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defective switch port, cable, or HBA, communication to the library contr:~~-ã6{' , · 
still occur using one of the other available paths. In conjunction with automatic 
Contrai Path Failover, this constitutes a unique high-availability option. 

Serve r 

smcO 

smc1 

Figure 2-28 Redundant control paths to the library contro/ler 

As well as the redundant contrai path, multi-path architecture offers the additional 
benefit of built-in partitioning. With the partitioning feature of the IBM LTO 
libraries, you can divide the physicallibrary into several smaller logicallibraries, 
which are independent from each other. The maximum number of logicallibraries 
varies by model type. A logical library must contain at least one tape drive and 
can comprise more than one tape drive sharing the same cartridge cells. 

With this partitioning option, the library can be shared between multiple 
heterogeneous hosts. Each logical library has its own drives, cartridges, and 
contrai paths. Because of barriers between the logicallibraries, cartridges cannot 
be moved from one logical library to another. Figure 2-29 on page 48 shows 
three logicallibraries with two drives each and some cartridge storage slots 
dedicated to each of the heterogeneous servers. 
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Figure 2-29 IBM LTO tape library partitioned into three /ogicallibraries 
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Tape storage market 
direction 

3 

Tape systems traditionally have been associated with the mainframe computer 
market, because they have represented an essential element in mainframe 
systems architectures since the early 1950s as a cost-ettective way to store large 
amounts of data. The mid-range and client/server computer market has, in 
contrast, made very limited use of tape technology until quite recently. 

Over the past few years, however, the growth in the demand for data storage and 
reliable backup and archiving solutions has greatly increased the need to provide 
manageable and cost-ettective tape library products. The value of using tape for 
backup purposes hasonly gradually become obvious and important in these 
environ ments. 

In this chapter, we will review the technologies, formats, and standards that you 
will see for tape products in today's market. We discuss a number of products 
from non-IBM vendors and, although we have reviewed the material carefully, we 
would remind you that the vendors of those products are the definitive source of 
information. 

© Copyright IBM Corp. 2000, 2003. Ali rights reserved. 
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3.1 Current tape 
Two basic tape technologies have been utilized. Until the middle of the 1980s, ali 
computer tape systems utilized linear recording technology, a technology that 
uses a stationary head writing data in a longitudinal way (see Figure 3-3 on 
page 54 for an example of longitudinal technology) . 

In the middle of the 1980s, helical tape technology (which had been developed 
for video applications) became available for computer data storage, a technology 
that uses heads rotating on a drum and writing data in an angle. Helical tape 
systems found natural applications in backing up magnetic disk systems where 
their cost advantages substantially outweighed their operational disadvantages 
(see Figure 3-4 on page 55 for an example of helical-scan technology). 

3.1.1 Helical versus longitudinal 

The first compute r tape systems used linear recording technology. This 
technology provides excellent data integrity, rapid access to data records, and 
reasonable storage density. 

The first implementation of linear recording technology used magnetic tapes on 
open reels. Later, the tape was protected inside cartridges, using one or two 
reels. Linear technology drives write each data track on the entire length of the 
tape. Data is first written onto a track along the entire length of the tape, and 
when the end is reached, the heads are repositioned to record a new track again , 
along the entire length of the tape, now travelling in the opposite direction. This 
continues back and forth until the tape is full. On linear drives, the tape is guided 
around a static head. 

On helical scan systems, by contrast, the tape is wrapped around a rotating drum 
containing read/write heads. Dueto the more complicated path, mechanical 
stress is placed on the tape. When contrasted with linear tape systems, helical 
tape systems have higher density (and, therefore, lower media cost), but lower 
data transfer rates (dueto the smaller number of active read/write heads), less 
effective access to random data records, increased maintenance requirements, 
and reduced data integrity. 

Both linear and helical tape systems have advanced substantially over the past 
decade. Linear systems have improved significantly in the areas of storage 
density (and , therefore , cost) , and operational convenience (with a variety of 
removable cartridge systems such as 3590, QIC, DLT, and now LTO replacing 
reei-to-reei systems). Helical systems have improved in the areas of transfer rate 
and data integrity with the implementation of both channel and errar correction 
coding technologies. 
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Over the past few years, one of the most significant advances in tape technolõgyri >· ,,. 
for compute r applications has been the maturation of serpentine linear recording 
systems which, for the first time, has permitted linear recording systems to 
provide recording density that is comparable with that of helical systems. The first 
commercially successful serpentine linear tape system for professional 
applications was DLT. Another important improvement is the use of servo tracks, 
first introduced by IBM on the Magstar 3590 tape. Servo tracks on the tape 
cartridge are recorded at the time of manufacture. These tracks enable the tape 
drive to position the read/write head accurately with respect to the media while 
the tape is in motion. 

Most linear mediais manufactured using metal particle (MP) technology. As with 
most tape products, metal particle media comprises severallayers: a substrate 
that provides the base for other layers, the magnetic layer where data is stored, 
and a back coat that contrais the media's frictional characteristics. 

The most advanced implementations of 8 mm format (Mammoth and AIT) use 
AME (Advanced Metal Evaporative) media. The AME magnetic layer is 100% 
cobalt and is a much thinner, pure magnetic layer that doesn't contain any 
binders or lubricants. These qualities give AME tapes greater potential data 
density so that more information can be stored on less tape surface. 

Future generations of linear tape media (including LTO) will use the same AME 
magnetic layer technology, offering increased data densities. 

We felt that the fundamental difference between linear recording and helical scan 
technologies is so important that it would be worthwhile to summarize ali of the 
available current technologies (see Table 3-1 ). 

Table 3-1 Tape technology overview 

Na me Recording Media width Type 
technology 

1/2-inch reels linear 1/2 inch single hub 

OIC linear 1/4 in and 8 mm dualhub 

DAT/4 mm helical-scan 4mm dualhub 

DOS helical-scan all4mm dual hub 

Bmm helical-scan Bmm dualhub 

Mammoth helical-scan Bmm dualhub 

AIT helical-scan Bmm dual hub 

Ecrix VXA helical-scan Bmm dualhub 
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Na me Reco ini _"'../ Media width Type 

technologT 

DLT linear 1/2 inch single hub 

IBM 3480/90 linear 1/2 inch single hub 

IBM Magstar MP linear 8mm dual hub 
3570 

IBM Magstar 3590 linear 1/2 inch single hub 

STK 9840 linear 1/2 inch dualhub 

STK 9940 linear 1/2 inch dualhub 

LTO Ultrium linear 1/2 inch single hub 

3.1.2 Tape reels (1/2-inch) 

3.1.3 QIC 

The first data backup device (and the ancestor of magnetic tape devices with a 
1/2-inch-wide tape format) used magnetic tape reels, shown in Figure 3-1. Reei 
tapes h ave been around for many years. They can support densities from 800 bpi 
to 6250 bpi (bits per inch) and were manufactured and sold in many different 
lengths and brands. The most common densities used were 1600 and 6250 bpi, 
but most of these devices have been replaced today. 

Figure 3-1 Tape ree/s, 1/2-inch 

The quarter-inch-tape cartridge (QIC) was first introduced in 1972 by the 3M 
company as a means to store data from telecommunications and data acquisition 
applications. As time passed, the comparatively inexpensive QIC drive became 
an accepted data storage system, especially for stand-alone PCs. 

QIC cartridges (shown in Figure 3-2 on page 53) look much like audio tape 
cassettes with two reels inside, one with tape and the other for take-up. The reels 
are driven by a belt built into the cartridge. A metal rod, known as a capstan, 
projects from the drive motor and pinches the tape against a rubber drive wheel. 

52 The IBM LTO Ultrium Tape Libraries Guide 



Figure 3-2 Q/C cartridge 

The QIC format employs a linear (or longitudinal) recording technique in which 
datais written to parallel tracks that run along the length of the tape. The number 
of tracks is the principie determinant of capacity. The cartridges come in two 
varieties, DC600 cartridge and DC2000 mini cartridge, the latter being the more 
popular. The encoding method used is either MFM (Modified Frequency 
Modulation) or RLL (Run Length Limited), and is similar to the way a hard drive 
encodes data. 

When a backup is started, directory information from the file allocation table is 
loaded into a memory buffer in the system's RAM, along with the appropriate 
files. 8oth sets of data are sent to the tape drive controller, each file being 
prefaced by a header containing the directory information. lf the controller has 
built-in errar correction, an error correction code (ECC) is appended to the data 
in the controller. Otherwise, the software adds the code before sending the data 
to the controller. 

The controller contains its own buffer. Once the backup data containing the ECC 
is in this buffer, the backup software is free to load more data into system 
memory. The drive's controller then sends the data as required to the tape drive 
mechanism. 

QIC uses a linear read/write head similar to those found in domestic cassette 
recorders (Figure 3-3 on page 54). The head contains a single write head 
flanked on either side by a read head. This allows the tape drive to verify data 
just written when the tape is running in either direction. lf the data just written is 
verified by the read head, the buffer is flushed out and new datais acquired from 
the system memory. 
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Figure 3-3 Q/C head diagram 

QIC standards 
As the QIC standards of the time failed to keep up with the storage media 
explosion of the mid-1990s, the QIC cartridge underwent an evolution that 
increased capacities by both lengthening and widening the tape. The 
Sony-inspired move to a wider format tape was a noteworthy development. 

One of the drawbacks with QIC is incompatibility. The format has suffered from 
an overabundance of standards over the years-there are more than 120 
currently-and not ali QIC drives are compatible with ali standards. 

Tandberg Data remains the only drive manufacturer in this segment with its 
Scalable Linear Recording (SLR} technology. Their most recent drive, the 
SLR1 00, provides 50GB (native) and 100GB (with 2:1 compression) capacity 
on a single data cartridge. The maximum data transfer rates are 5 MB/s 
uncompressed and 1 O MB/s (with 2:1 compression) . 

3.1.4 Digital Data Standard (4 mm) 

The Digital Audio Tape (DAT} standard was created in 1987 and, as its name 
implies, was originally conceived as a CD-quality audio format offering three 
hours of digital sound on a single tape. The Digital Data Standard (DOS) is based 
on DAT and uses a similar technology. The cartridge design is common, but 
different tape formulations have been developed. In 1988, Sony and HP defined 
the DOS standard, transforming the format into one that could be used for digital 
data storage. 

DAT technology is a 4 mm tape that uses helical scan recording technology. This 
is the same type of recording as that used in videocassette recorders and is 
inherently slower than the linear type. The tape in a helical scan system is pulled 
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from a two-reel cartridge and wrapped around a cylindrical drum containing two 
read heads and two write heads, arranged alternately. The read heads verify the 
data written by the write heads. The cylinder head is tilted slightly in relation to 
the tape and spins at 2,000 revolutions per minute. The tape moves in the 
opposite direction to the cylindrical spin, at less than one inch per second, but 
because it is recording more than one line at a time it has an effective speed of 
150 inches per second (reter to Figure 3-4). 

Short diagonal tracks, about eight times longer than the width are written across 
the width of the tape. These each contain about 128KB of data and an errar 
correction code. 

2000 rpm ~ [ 2 Write and 
5 

d 2 Verify heads 
egrees~ ~ spaced at 

~ - 90 degrees 
• Verify B 

Figure 3-4 He/ical-scan recording diagram 

Wrlte A• 

.5 ips 

Data recorded in 
angled stripes 
across lhe tape 

A read head verifies the data. I f errors are present the data is rewritten; otherwise 
the contrai ler buffer is flushed ready for the next segment. The second write head 
writes data at a 40-degree angle to the first one. 

Even though the first and second writes overlap, they are magnetically encoded 
with different polarities so they are only read by the correct read head. The 
"criss-cross" pattern packs more data onto the tape, enabling helical scan 
systems to achieve very high data densities. A directory of files is stored in a 
partition at the front of the tape. 

Justas with linear recording, the performance would be greatly improved if 
additional read/write heads were added, but this is difficult with helical scan 
devices, because of the design of the rotating head. The fact that the heads may 
only be added in pairs makes it difficult to fit the wiring inside a single cylinder, 
and this limits the potential performance of helical scan devices. Because of the 
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When restoring from the backup, the backup software first reads the entire 
directory of the tape's contents. lt then winds the tape to the appropriate spot and 
reads the contents into the controller's buffer. The controller uses the CRC code 
to make sure the information is correct. lf errors are detected, the ECC can be 
used to fix them. Once the data has been verified as correct, the buffer contents 
are passed to system memory. 

DDS-3 uses the same helical scanning head but adds a technology commonly 
used for hard disk drives, called PRML (Partial Response, Maximum Likelihood), 
which is used to weed out the data from electronic noise. The latest DDS-4 
format, proposed by Hewlett-Packard and Sony, was endorsed by the DDS 
Manufacturers Group in April 1998. The extra 16 GB compressed capacity 
realized in this fourth-generation technology is achieved by reducing the track 
pitch from 9.1 microns to 6.8 microns and increasing the length of the media to 
150 m. As with previous DDS specifications, the DDS-4 standard provides 
backward read and write compatibility with the earlier formats. 

Table 3-2 shows current DDSstandards, ali of which are backward-compatible. 

Tab/e 3-2 DOS standards 

Standard Capacity Maximum Data Transmission Rate 

DOS 2GB 0.55 MB/s 

DDS-1 2/4 GB 0.55/1 .1 MB/s 

DDS-2 4/8 GB 0.55/1.1 MB/s 

DDS-3 12/24 GB 1.1/2.2 MB/s 

DDS-4 20/40 GB 2.4/4.8 MB/s 

3.1.5 The 8 mm format 

Designed for the vídeo industry, 8 mm tape technology was created to transfer 
high-quality calor images to tape for storage and retrieval and now has been 
adopted by the computer industry. Similar to DAT, but with greater capacities, 
8 mm drives are also based on the helical scan technology. A drawback to the 
helical scan system is the complicated tape path. Because the tape must be 
pulled from a cartridge and wrapped tightly round the spinning read/write cylinder 
(Figure 3-5 on page 57), a great deal of stress is placed on the tape. 
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Figure 3-5 An 8 mm tape path 

There are two major protocols that use different compression algorithms and 
drive technologies, but the basic function is the same. Exabyte Corporation 
sponsors standard 8 mm and Mammoth formats, while Seagate and Sony 
represent a new 8 mm technology known as Advanced lntelligent Tape (AIT). 

Mammoth tape format 
This is a SCSI-based 8 mm tape technology, designed for open system 
applications. lt is a proprietary implementation of the 8 mm standard format 
available since 1987 and uses Advanced Metal Evaporative (AME) media. This 
media has a coating over the recording surface that seals and protects the 
recording surface. 

The Exabyte Mammoth tapes have an 3.5-inch form factor. The first generation 
provide 20GB (native) and 40GB (with 2:1 compression) capacity on a single 
8 mm data cartridge . The maximum data transfer rates were 3 MB/s 
uncompressed and 6 MB/s (with 2:1 compression). 

With the Mammoth-2 technology the capacity and data rate have been increased 
to 60GB (120GB with 2:1 compression) and 12 MB/s uncompressed (24 MB/s 
with 2:1 compression) . Mammoth-2 drives are read compatible with the previous 
models. 

Advanced lntelligent Tape (AIT) format 
The AIT format was developed by Sony. Available in a 3.5-inch form factor, 
Sony's AIT-1 drives and media provide 25GB (native) and 50GB (with 2:1 
compression) capacity on a single 8 mm data cartridge. The maximum data 
transfer rate is 3 MB/s native. 
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Sony's latest AIT-3 format, made available in 2001, doubles the capacity and 
performance of the prior generation to 100GB (200 GB with 2:1 compression) 
and 12 MB/s native. AIT-3 drives are backward-compatible with the AIT-2 and 
AIT-1 models. 

AIT drives feature an Auto Tracking Following (ATF) system, which provides a 
closed-loop, self-adjusting path for tape tracking. This servo tracking system 
adjusts for tape flutter, allowing data tracks to be written much closer together for 
high-density recording. AIT provides Fast/Wide SCSI technology with data 
transfer rates of up to 12 MB/s (native), 24.0 MB/s (with 2:1 compression). AIT 
uses the Adaptive Lossless Data Compression technology (ALDC) compression 
algorithm. The 8 mm standard has various drive generations, ali of wh ich are 
backward-compatible, shown in Table 3-3. 

Tab/e 3-3 Standards for 8 mm 

Standard Capacity Maximum Data Transmission Rate 
(compressed) 

Standard 8 mm 3.5/7 GB 0.53 MB/s 

Standard 8 mm 5/10 GB 1 MB/s 

Standard 8 mm 7/14 GB 1 MB/s 

Standard 8 mm 7/14 GB 2 MB/s 

Mammoth 20/40 GB 6 MB/s 

Mammoth-2 60/120 GB 24 MB/s 

AIT-1 25/50 GB 6 MB/s 

AIT-2 50/100GB 12 MB/s 

AIT-3 100/200 GB 24 MB/s 

3.1.6 Digital Linear Tape (DLT) 

DLT drives appeared in 1985 when Digital Equipment Corporation needed a 
backup system for their MicroVAX systems. 

The system uses a square cartridge that contains tape media but no take-up 
reei. The take-up reei was built into the drive itself. This design eliminated the 
additional space typically associated with cassette and cartridge drives such as 
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QIC or 8 mm. The drive itself had to be made larger than most to accommodate 
the internai take-up reei. Called the TK50, the new tape drive was capable of 
storing 94 MB per cartridge. 

Using a ferrite read/write head, the TK50 recorded data in linear blocks along 22 
tracks. The TK50's read/write head actually contained two sets of read/write 
elements. One set was used when reading and writing forward, and the other 
when reading and writing backward. 

The TK50 started recording at the beginning of the tape, recording on one track. 
When it reached the end, the system recorded back to the beginning along a new 
track. After every two tracks that were written, the system moved the head up the 
width of one track and began the process again. The read-after-write capability of 
the system ensured basic data accuracy. The drive fit into a full-height, 5.25" 
drive bay. 

In 1987, Digital released the TK70. This tape drive offered 294 MB of storage on 
the same square tape cartridge, a threefold improvement over the TK50. This 
was accomplished by increasing the number of tracks to 48 and by increasing 
density on the same 1/2-inch tape. 

In 1989, Digital introduced the TF85, the first true DLT system. The TF85 (later to 
be called the DLT 260) incorporated a new feature that enabled the system to 
pack 2.6 GB onto a 1 ,200-foot tape (CompacTape 111, now known as DLTtape 111). 

The DLT Tape Head Guide Assembly was incorporated for the first time in the 
TF85 drive. Six precision rollers provided long tape life. The six-roller head guide 
assembly gave the TF85 a much shorter tape path than helical-scan systems 
(Figure 3-6). 

W:.E·IP REEI. 

Figure 3-6 DLT tape path mechanism 

The read/write head was equipped with an additional write element. The 
elements now were arranged in a write/read/write pattern. This pattern enabled 
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the TF85 to read after writing on two 
directions. This is the multi-channel serpéntine recording depicted in Figure 3-7. 

Figure 3-7 DLT 2000 recording head design 

Two years later, Digital introduced the TZ87, now known as the DLT 2000 tape 
drive. This system offered 1OGB of native capacity on a single CompacTape 111 
cartridge (shown in Figure 3-8) and now known as DLTtape 111, 2MB of 
read/write data cache memory, and a data transfer rate of 1 .25 MB/s. This was 
the first generation of DLT. 

Figure 3-8 DLT cartridge 

In 1994, Ouantum acquired the Storage division of DEC (Digital Equipment 
Corporation). In late 1994, Quantum released the DLT 4000. By increasing real 
density (bits per inch) from 62,500 to 82 ,000 , and tape length by 600 additional 
feet (DLTtape IV), the capacity of the DLT 4000 grew up to 20GB (40GB 
compressed) on a single 1 /2-inch DLTtape IV cartridge. The new DLTtape 
system provided data transfer at 1.5 MB/s (3 MB/s compressed) and was fully 
read/write compatible with previous generations of DLTtape drives. 

DLT 2000 and DLT 4000 drives write data on two channels simultaneously in 
linear tracks that run the length of the tape, as shown in Figure 3-9 on page 61 . 
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Figure 3-9 DLT 2000/4000 linear recording format 

The DLT 7000 appeared in 1996. This drive offered a total storage capacity ot 
35 GB native, 70 GB compressed on the 1 ,800 toot DLTtape IV cartridge. The 
DLT 7000 incorporated a 4-channel head that gives the drive a transter rate ot 
5 MB/s ot data in native mode (Figure 3-10}. 

Figure 3-10 DLT 7000/8000 tape head 

Quantum's latest DLT product is their DLT 8000 drive. This tape drive teatures a 
native transter rate of up to 6 MB/s, with a native capacity ot 40 GB. The DLT 
7000/8000 drives incorporate the Symmetric Phase Recording technology that 
writes data in an angled pattern (Figure 3-11). 

Figure 3-11 Symmetric Phase Recording techno/ogy 

The DLT standard has various generations of tape drive, ali of which are 
backward-compatible. We have summarized the specifications in Table 3-4 on 
page 62. 
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Tab/e 3-4 DL T drive standards 

DLT drive generation Capacity Maximum data transmission rate 

DLT2000 10/20 GB 1.25 MB/s 

DLT2000XT 15/30 GB 1.25 MB/s 

DLT4000 20/40 GB 1.5 MB/s 

DLT7000 35/70 GB 5 MB/s 

DLT8000 40/80 GB 6 MB/s 

3.1.7 SuperDLT (SDLT) 
SuperDLT (SDLT) is a new format specification designed by Quantum 
Corporation as an evolution of the DLT standard. lt uses Laser Guided Magnetic 
Recording (LGMR) technology. This technology includes the Pivoting Optical 
Servo (POS). This optically assisted servo system is implemented on the unused 
reverse side of the media and uses a laser to read the servo guide. SDLT uses 
100% of the media for data recording. 

SDLT uses Advanced Metal Powder (AMP) media containing embedded 
information for the Pivoting Optical Servo system. 

The recording mechanism is made of Magneto-Resistive Cluster (MRC) heads, a 
cluster of small magneto-resistive tape heads. 

The first SDLT drive, the SDLT 220, was introduced in late 2000. lt provides a 
capacity of 110GB (native) and 220GB (with 2:1 compression). The native data 
transfer rate is 11 MB/sec. This first drive was not backward-read-compatible 
with earlier models. In 2001 Quantum released a version of the SDLT 220 drive 
that was backward-read-compatible with the DLTtape IV cartridge. 

Quantum's latest SDLT 320 drive carne available in 2002. lt increased the native 
capacity to 160 GB (320 G B with 2:1 compression) and the na tive transfer rate to 
16 MB/sec (32 MB/sec with 2:1 compression). The SDLT 320 is backward read 
compatible with DLTtape IV cartridges and uses Super DLTtape I media. 
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3.1 .8 IBM 3480 

The second generation of IBM magnetic tapes and the first one to use an 
enclosed cartridge containing 1/2-inch tape, the IBM 3480, was announced on 
March 22, 1984. The tape was stored in a now-familiar cartridge, which was 
smaller, much more robust, and easier to handle than tape reels. The cartridge 
capacity was 200 MB, and the channel data rate was 3 MB/s, writing 18 tracks in 
one direction. 

3.1.9 IBM 3490 

The 3490 replaced the 3480 tape technology, using the same tape cartridge 
media. The IBM 3490E, with a tape capacity of 800MB uncompacted (2.4 GB 
compacted) and a channel data rate of 3 MB/s, increased the capacity of the 
3480 fourfold by using a double-length tape and by writing data in both directions: 
18 tracks to the end of tape, and 18 tracks back to the start of the tape. 

During this second generation, several steps were taken to automate tape 
processing and to reduce or eliminate human intervention. Automatic cartridge 
loaders and automated tape libraries, such as ~he StorageTek Silos and the IBM 
3495 and 3494 libraries, were introduced to reduce or eliminate the need for tape 
operators. Software packages, such as CA-1 , TLMS, and the DFSMS 
Removable Media Manager (DFSMSrmm™), were implemented to manage the 
tape volumes automatically. 

The IBM 3490 and compatible drives were probably the first family of tape 
products that were mostly used with automatic tape libraries rather than being 
installed as stand-alone drives operated manually. 

Applications still used tapes directly, and the lmproved Data Recording Capability 
(IDRC), which compacts the data, reduced the number of tape volumes used. 

Magnetic disks were now widely used for online data, and these 
second-generation tape systems therefore became primarily a medium for 
backup and were introduced as an archive medium. The process of archiving 
was also automated with products such as Hierarchical Storage Manager (HSM) 
and DFSMShsm™ (a component of DFSMS/MVS®) using tape as the lowest 
levei in a storage hierarchy. Of course , tape was still used as an interchange 
medium, but networks were also used for that purpose. 
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3.1.1 O IBM Magstar 3590 

IBM Magstar tape technology was first introduced in July 1995. The original 
cartridg_e maintained the externai form factor of the 3490 (Figure 3-12), had a 
céij}aéfty · 10'-GB uncompacted (30GB compressed), and the data rate was 

~
·:M .. B/s. t ~rh(e models and new media increased these figures. The data 

orr;na,t ·s n ~ atible with the 3490. 
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Figure 3-12 Magstar 3590 tape cartridge 

The Magstar 3590 drive (se e Figure 3-13 on page 65) incorporates a new 
longitudinal technology, Serpentine lnterleaved Longitudinal Recording. Data is 
written in each direction in turn, and to increase capacity further by providing 
multiple sets of tracks in parallel, the concept of head indexing is introduced. The 
entire set of heads is slightly shifted after one pass, and ali subsequent passes 
(for a total of eight) are used to write data tracks adjacent to the existing ones. 
This means a significant improvement in the tape capacity and transfer rates 
without changing the tape speed (2 m/s) and media length (600 m). A buffer is 
used, and the datais compressed before it is written to tape. In addition, the drive 
can complete a stop-start cycle in approximately 100 ms. The performance is 
significantly improved for both start-stop and streaming applications. 

With the IBM TotaiStorage Enterprise Magstar 3590 Model H and the Extended 
Length Cartridges made available in 2002, the capacity and data rate have been 
increased to 60GB (180GB assuming 3:1 compression) and 14 MB/s native 
respectively, while maintaining backward compatibility for reading with the base 
models. 
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Figure 3-13 Magstar 3590 tape drive 

This design incorporates some innovations such as servo tracks on the tape to 
guide the read/write heads along the data tracks and the implementation of an 
improved error correcting code (ECC). A portion of the tape within each cartridge 
is reserved for statistical information; it is continually updated after each read or 
write, providing statistics that can be used to obtain drive and media information 
and identify problems with a particular tape or drive as early as possible. 

Metal particle media 
A chromium dioxide medium was used in the IBM 3480 and 3490 cartridges. The 
IBM 3590 High Performance Tape Cartridge uses a metal particle medium, which 
has a significantly increased coercivity and therefore permits a much higher data 
recording density in comparison with chromium dioxide media. The linear density 
is proportional to the medium's coercivity, and therefore the linear density of the 
IBM 3590 tape is approximately three times that of the IBM 3480 and 3490. The 
track density is also improved approximately fourfold. Advances in the metal 
particle coatings and media binders afford reliability and magnetic stability equal 
or superior to chrome media. 

3.1.11 STK 9840 

lntroduced in late 1998, the STK T9840 tape drive (dubbed "Eagle") is based on 
linear technology and targeted at the high-end, enterprise server market. The 
dual-hub cartridge (shown in Figure 3-14 on page 66) has a native capacity of 
20 GB and a maximum data rate of 1 O MB/s. To maintain compatibility with 
existing enterprise system automation products (mainly the STK silos), the 
cartridge maintains the externai form factor of the 3490/3590 cartridge. 

In 2001, StorageTek introduced a second-generation 9840 drive, the T9840B. 
Tape speed during read/write operations doubled, from 2 m/sec on the T9840A 
to 4 m/sec on the T9840B, and maximum data transfer rate nearly doubled, to 19 
MB/sec. The capacity is still 20GB (native) and 40GB (with 2:1 compression). 

Chapter 3. Tape storage market direction 65 

·--.. ,. 

RQS r.c 0'5 20J5- C.J ­
CPMI · CO, , !O 

Fls: N° 14 6 6 
3 6 9 o 

Doe: ----- -



Data on both drives is written 16 tracks ata time in a total of 18 passes, for a total 
of 288 tracks. In addition to the data tracks, the tape contains tive bands of tive 
servo tracks each (25 tracks total) that are pre-written on the tape. 

Figure 3-14 STK 9840 tape cartridge 

3.1.12 STK 9940 

The STK T9940 is based on T9840 technology. The biggest differences between 
these two drives are the data cartridge and the loader mechanism for the 
cartridge. TheT9940 cartridge has the same form factor and dimensions as the 
T9840 cartridge, but the T9940 cartridge contains a single reei of media, and the 
tape path, take-up reei, and tape guidance system are located inside the drive. 
The first-generation T9940A drive has a capacity of 60 GB (native) and 120 GB 
(with 2:1 compression). The na tive data transfer rate is 1 O MB/sec. 

The StorageTek T9940B format, made available at the end of 2002, increased 
the capacity and data transfer rate of the prior generation to 200 GB (400GB 
with 2:1 compression) and 30 MB/s native. the T9940B drive is backward-read­
compatible with the T9940A model. 

3.1.13 LTO Ultrium 

The Linear Tape-Open (LTO) standard was released as a joint initiative of IBM, 
Hewlett-Packard, and Seagate Companies. As result of this initiative, two LTO 
formats (Uitrium and Accelis) were defined. 
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The consortium of these companies is known as the Technology Provide 
Companies. The new technology specifications are detailed at an LTO Web site: 

http://www. lto-technology.com 

The IBM LTO Ultrium 1 drive provides a single-media capacity of up to 100 GB 
(200GB with 2:1 compression) data storage per cartridge anda sustained data 
rate of up to 15 MBps (uncompressed), while the newly released IBM LTO 
Ultrium 2 drive has doubled media capacity to 200GB (400GB with 2:1 
compression) data storage per cartridge and more than doubled sustained data 
rate to 35 MBps (uncompressed). 

For a detailed description of the LTO Ultrium tape format specification, see 1.2.2, 
"LTO core technology" on page 6. 

For a detailed description of the IBM LTO Ultrium drive, see 2.4, "IBM LTO 
Ultrium common subassembly" on page 28. 

3.1.14 Libraries 

System administrators are clamoring for technologies that enable them to 
efficiently and economically manage the explosive growth in stored data. As the 
amount of data increases, the backup process takes longer and longer. 

The solution to this problem is to use a device that integrates the tape drive with 
some levei of automation. The challenge is to choose the right solution in terms 
of size and automation levei. 

System administrators industry-wide have recognized the need for automating 
the backup-and-restore process to the extent that little or no human intervention 
is required. This has come to be known as lights-out backup. This process can 
be dane off-shift, or concurrently with other applications during normal 
operations. Multi-drive tape libraries are the only available technology that offer 
both the reliability and low cost to make lights-out backup practical. 

The hardware options for automation are autoloaders and a range of multi-drive 
automated tape libraries. We distinguish between them below. 

Autoloaders 
Autoloaders have one tape drive and typically are used to access a small number 
of tapes once a day. Most are designed for purely sequential operations. These 
units place no emphasis on performance. 
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Automated tape libraries 
Automated tape libraries have one or more tape drives, but typically are used 
with at least two tape drives. Ali tape cartridges are accessible to ali drives, thus 
making concurrent reading and writing operations possible. 

Throughput can be increased by adding additional drives. Libraries can 
exchange tapes in a few seconds, substantially improving file-restare response 
times. Tape libraries are mandatory for lights-out operations and other higher 
performance tape storage applications. Tape libraries also offer the security of 
knowing that other drives will take over if one should fail. 

Multi-drive automated tape libraries and ultra-scalable tape libraries combined 
with storage-management software, including concurrent backup, archive, and 
HSM, otfers the most robust solution to manage and protect huge amounts ot 
corporate data. Automated tape libraries allow random access to large numbers 
ot tape cartridges and concurrent use ot two o r more drives, rather than manually 
loading one tape atter another or using a single-drive sequential autoloader. 

Enterprise tape libraries 
Enterprise tape libraries are automated tape libraries that provide enhanced 
leveis of automation, scalability, reliability, availability and serviceability. They 
typically have the capacity to house dozens of drives and hundreds ot tapes. 
Equipped with high-performance robotic mechanisms, bar code scanners, and 
support for cartridge 1/0 ports, these libraries otten ofter redundant components 
and a high degree of tlexibility through a modular design. Some models add 
support for multiple SCSI, FC-AL, FCP, and ESCON®, or FICON™ connections 
to allow connection to more than one host platform. At the top ot the line of the 
enterprise tape libraries are products such as the IBM TotaiStorage Enterprise 
Tape Library 3494 and the IBM TotaiStorage UltraScalable Tape Library 3584 
that are designed to be shared between two or more heterogeneous host 
systems. Ali the hosts have access to the contrai functions of the tape library 
robotics. Simply put, the library is shared in a physical way, with each system 
thinking it really owns the entire library. 

3.2 Current SAN technologies 
A SAN (Storage Area Network) is a high-speed network that enables the 
establishment of direct connections between storage devices and processors 
(servers) within the distance supported by Fibre Channei.The SAN can be 
viewed as an extension to the storage bus concept that enables storage devices 
and servers to be interconnected using elements similar to Local Area Networks 
(LANs) and Wide Area Networks (WANs) : routers, hubs, switches, directors, and 
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gateways. A SAN can be shared between servers or dedicated to one server. lt 
can be local or extended over geographical distances. 

In today's SAN environment the storage devices in the bottom tier are centralized 
and interconnected, which represents, in effect, a move back to the central 
storage model of the host or mainframe. 

Figure 3-15 shows a tiered overview of a SAN connecting multiple servers to 
multiple storage systems. 

~[i] ' ~ ~ ~twork & LANS 

~ 

Figure 3-15 Overview of a SAN 

A SAN facilitates direct, high-speed data transfers between servers and storage 
devices, potentially in any of the following three ways: 

.,.. Server to storage: This is the traditional model of interaction with storage 
devices. The advantage is that the same storage device may be accessed 
serially or concurrently by multiple servers . 

.,.. Server to server: A SAN may be used for high-speed, high-volume 
communications between servers . 

.,.. Storage to storage : This outboard data movement capability enables data to 
be moved without server intervention, thereby freeing up server processar 
cycles for other activities such as application processing. Examples include a 
disk device backing up its data to a tape device without server intervention, or 
a remate device mirroring across the SAN. 

Chapter 3. Tape storage market ~rection 6_9_~-

t, .1." ,, ,,._,/A2J - CJ -
! C 1.. • C , ElOS 



3.2.1 SAN definition 
The Storage Network lndustry Association (SNIA) defines SAN as a network 
whose primary purpose is the transfer of data between computer systems and 
storage elements and among storage elements. A SAN consists of a 
communication infrastructure, which provides physical connections, and a 
management layer, which organizes the connections, storage elements, and 
computer systems so that data transfer is secure and robust. The term SAN is 
usually (but not necessarily) identified with block 1/0 services rather than file 
access services. 

lt can also be a storage system consisting of storage elements, storage devices, 
computer systems, and/or appliances, plus ali contrai software, communicating 
over a network. 

Note: The SNIA definition specifically does not identify the term SAN with 
Fibre Channel technology. When the term SAN is used in connection with 
Fibre Channel technology, use of a qualified phrase such as Fibre Channel 
SAN is encouraged. According to this definition, an Ethernet-based network 
whose primary purpose isto provide access to storage elements would be 
considered a SAN. SANs are also used for system interconnection in clusters. 

3.2.2 Fibre Channel architecture 

Today, Fibre Channel is the architecture on which most SAN implementations are 
built. Fibre Channel is a technology standard that enables data to be transferred 
from one network node to another at very high speeds. Current implementations 
transfer data at 100 MB/s or 200 MB/s. Data rates of 1000 MB/s have been 
tested and many companies have products in development that will support this. 
The Fibre Channel standard is accredited by many standards bodies, technical 
associations, vendors, and industry-wide consortia. There are many products on 
the market that take advantage of its high-speed, high-availability characteristics. 

Fibre Channel was completely developed through industry cooperation, unlike 
SCSI, which was developed by a vendar and submitted for standardization after 
the fact. 

Note: The word Fibre in Fibre Channel is spelled in the French way rather 
than the American way because the interconnections between nodes are not 
necessarily based on fiber optics, but could be based on copper cables. lt is 
also the ANSI X3T11 technical committee's preferred spelling. This is the 
standards organization responsible for Fibre Channel and certain other 
standards for moving electronic data in and out of computers. Even though 
copper-cable-based SANs are rare, the spelling has remained . 
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3.2.3 Topologies 

Fibre Channel interconnects nades using three physical topologies that can 
themselves have variants . These topologies are: 

... Point-to-point: The point-to-point topology consists of a single connection 
between two nades. Ali of the bandwidth is dedicated for these two nades. 

... Loop: In the loop topology, the bandwidth is shared between ali the nades 
connected to the loop. The loop can be wired node-to-node; however, if a 
node fails or is not powered on, the loop is out of operation. This is overcome 
by using a hub. A hub opens the loop when a new node is connected and 
closes it when a node disconnects. A major drawback in this technology is the 
Loop lnitialization Process (LIP}, which needs to occur every time a node is 
removed from the loop or a new node is added to the loop. The LIP process 
disrupts the loop and can cause data disruptions. 

... Switched: A switch enables multiple concurrent connections between nodes. 
This is generally referred to as a switched fabric. Switched fabric is more 
reliable than a loop because there is no need for the LI P process. New nades 
can be added and removed without any disruption to the Fibre Channel 
processes. 

3.2.4 Tape solutions in a SAN environment 
Connectivity to tape is essential for most backup processes. However, manual 
tape operations and tape handling are expensive. Studies show that automation 
of tape processing saves money and increases reliability. Enterprises have long 
had to utilize staff to remove these tapes, transport them to a storage site, and 
then return them to the tape drive for mounting when needed . Customer tape 
planning initiatives are directed at more efficient utilization of drives and libraries, 
as well as minimization of manual labor associated with tape processing. 

The biggest issues with SCSI tape implementations are the limited cable length 
and the limited possibilities to share drives between several systems. For LVD 
SCSI the total cable length is limited to 25 m using point-to-point interconnection 
(such as one host connected to only one tape drive). With multi-drop 
interconnection (one host connected to more than one tape drive on the same 
SCSI bus) the total cable length is 12m for LVD SCSI and 25m for HVD SCSI. 
Most SCSI tape drives currently have only one SCSI port and hence can only be 
attached on one SCSI bus. This severely limits the number of hosts that can 
physically allocate the drive without recabling. 

SANs enable greater connectivity of the tape libraries and tape drives, as well as 
tape sharing, which will be discussed later in this chapter. With Fibre Channel the 
distance between the server (or data point) and the connected tape node can be 
up to 1 O km. Fibre Channel enables multi pie host scenarios without recabling . 
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"' lf software to manage tape-d'r ot available, we would have to 
isolate (ar zone) the drives to unique hosts using functions commonly available 
on SAN gateways o r switches. With the proper management software, each drive 
can talk to each host, and connections can be dynamic without recabling. 

Backup solutions can utilize SAN technology in a number of ways to reduce the 
costs of their implementation and at the same time increase their performance. 

Sharing tape devices on a SAN environment 
The tape world has three distinct means of sharing: 

~ Library sharing 
~ Drive sharing 
~ Media sharing 

Library sharing 
Library sharing occurs when multiple servers attached to a tape library share 
both the library and the robotics. The tape drives within the library may or may 
not be shared (pooled) among the attached servers. Tape library sharing is a 
prerequisite for tape-drive sharing. 

Drive sharing 
The sharing of one or more tape drives between multiple servers is called drive 
sharing. To share drives between heterogeneous applications within a tape 
library, the tape library must provide multiple paths to the robotics and also must 
have the capability to define the library's drives and slots as multiple logical 
libraries. The server attached to each partition has no knowledge of any drives or 
slots outside the partition. 

Media sharing 
Media sharing today is only possible in a homogeneous environment between 
servers that use the same backup server and the same library to back up their 
data. For systems that are not backed up by the same backup serve r it is only 
possible to share a tape scratch pool. 

Figure 3-16 on page 73 shows the multi-path architecture of the 3584 LTO tape 
library. Every drive can have a path defined to the SCSI Medium Changer (SMC). 

The library on the left has been partitioned into three logicallibraries. In the AIX 
and NT partitions, only the first drive has a library contrai path defined. 

The iSeries is unique in that every IOP/IAP has to have a library contrai path 
defined. The iSeries attached to the left-hand library has two SCSI buses and 
therefore, two library contrai paths defined. These three servers are sharing the 
3584 LTO tape library but not the drives. 
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The library on the right has not been partitioned, and has only one logicallibrary. / 
Every iSeries SCSI bus has a library contrai path defined to allow contrai of the 
3584 robotics. The iSeries supports the attachment of one Ultrium 1 LTO tape 
drive and of up to 15 Ultrium 2 LTO tape drives per SCSI bus. 

The iSeries Servers attached to the right-hand library are also sharing the library 
even thoughit has not been partitioned. Through BRMS the iSeries Servers are 
sharing the library and media, but no tape-drive pooling is being done. 
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Figure 3-16 IBM 3584 multi-path architecture 

IBM LTO in SAN environment 
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The new IBM LTO Ultrium 2 Tape Drives are available with a Fibre Channel 
interface for either point-to-point or Fibre Channei-Arbitrated Loop attachment. 
These options remove the need to use a SAN data gateway. The device can be 
attached directly to SAN switches or FC-AL hubs. 

For IBM LTO Ultrium 1 Tape Drives, SAN attachment must occur via a SAN data 
gateway. For drives with LVD interfaces, attachment must be through the SAN 
Data Gateway Router, 21 08-R03. For drives with HVD interfaces, attachment 
must be through either the SAN Data Gateway Router, 21 08-R03, or the SAN 
Data Gateway for Tape, 21 08-G07. 

In each case, the server will require a supported Fibre Channel HBA. 
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Backup software for SAN environments 
lmplementing backup solutions in a SAN topology requires software developed to 
enable the sharing of tape drives ata logicallevel. The major benefits of this 
software are: 

... Direct connection of the tape drive to the server for high speed 

... Sharing the drive with another server to save money 

Ali you need is the proper traffic contrai feature ata software levei. 

The development of backup software solutions supporting tape-sharing on SAN 
is an ongoing process, and many of the back-up software vendors have already 
delivered products or plan to deliver such a product. IBM has made tape-sharing 
available for IBM Tivoli Storage Manager since Version 3.7 (October 1999). 

Using electronic vaulting for disaster recovery 
Another important aspect of using tape in a SAN is the opportunity to exploit tape 
connectivity for disaster recovery enhancements. Today most enterprises take 
their tape backups offsite for disaster recovery. The tape is actually created in a 
locally attached tape library, then ejected from the library, and finally removed to 
an offsite location . Ali of this requires manual intervention and is error-prone. A 
major reason for failed recoveries is caused by a tape being mis-placed. 

Fibre Channel SANs enable the backup server to create tapes easily and safely 
in a remotely attached tape library. This is called electronic vaulting. lt removes 
ali of the manual effort, as the tape is already offsite, and prevents a major cause 
of disaster-recovery failure. Currently, most enterprises staff tape operations to 
handle the tapes as they come and go from offsite storage. Fibre Channel allows 
for greater distances, so it becomes much easier to put a remate tape library at 
another location to create the backup tape copy. With this method, outlined in 
Figure 3-17 on page 75, no manual handling is necessary. 
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SAN technology provides an alternative path for data movement between the 
backup client and the server. Shared storage resources (disk, tape) are 
accessible to both the client and the server through the SAN. Data movement is 
off-loaded from the LAN and from the server processar and allows for greater 
scalability. LAN-free backups decrease the load on the LAN. 

Managed Systemfor SANis a feature of IBM Tivoli Storage Manager that enables 
LAN-free data movement. The Tivoli Storage Manager client data moves directly 
to and from a storage device attached to a SAN. A Tivoli Storage Manager 
storage agent is installed on the client machine and shares storage resources 
with the Tivoli Storage Manager server. The storage agent can write directly to 
storage media in a format that is consistent with that used by the server. The 
Tivoli Storage Manager server or servers controls the storage devices and keeps 
track of the data that the client has stored. Tivoli Storage Manager continues to 
use a LAN connection to exchange control information, such as policy 
information and data about the objects that are backed up. Using the SAN for 
client data movement decreases the load on the Tivoli Storage Manager server 
and allows the server to support a greater number of simultaneous client 
connections. See Figure 3-18 on page 76. 
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Figure 3-18 Tivoli Storage Manager LAN-free backup 

The storage agent communicates with the server via the LAN to obtain and store 
database information and to coordinate device and volume access. The server 
determines if the client is requesting access to storage for which the client has a 
SAN path defined. lf a SAN path is defined, the client (by means of the storage 
agent) transfers data on that path. lf a failure occurs on the SAN path, failover 
occurs and the client uses its LAN connection to the Tivoli Storage Manager 
server and moves the client data over the LAN. 

Server-free backup 
Server-free data movement providas a way to back up and restare large volumes 
of data between client-owned disks and storage devices in a method that 
reduces overhead on the backup server and the backup client, and that 
minimizes data transfer on the LAN. This is dane by making use of the SCSI-3 
extended copy command. The command is issued and initiated by the server and 
carried out by a data mover device (e.g. SAN Data Gateway) that exists on the 
SAN. The data mover device is responsible for moving the data either from a 
SAN-attached client-owned disk to a SAN-attached tape drive, or from a 
SAN-attached tape drive to a SAN-attached client-owned disk, which frees the 
server and the client from the operation. The process is shown in Figure 3-19 on 
page 77. 
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Server-free backup/restore capability was introduced into IBM Tivoli Storage 
Manager in Version 5 for certain platforms. For more information on server-free 
capabilities of Tivoli Storage Manager, see the support page at 
http : //www- 3.ibm . com/ software/tivoli/products/storage-mgr-san/platforms.html 
and the redbook IBM Tivoli Storage Manager Version 5. 1 Technical Guide, 
SG24-6554. 

TSM Clients 
- Storage Agent 

LAN 

TSM Library Manager Server 

Figure 3-19 Tivoli Storage Manager server-free backup 
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IBM TotaiStorage Ultrium 
Tape Drive 3580 

4 

The IBM TotaiStorage Ultrium Tape Drive 3580 is the smallest in the family of 
IBM Ultrium tape solutions. lt is an externai, stand-alone, SCSI-attached tape 
drive that attaches to iSeries, pSeries, xSeries, RS/6000® SP, and other UNIX 
and PC servers supporting OS/400®, IBM AIX, Sun Solaris™, HP-UX, Microsoft 
Windows NT, Microsoft Windows 2000, Microsoft Windows 2003, and Red Hat 
and SuSE Linux using a suitable SCSI adapter. 

The IBM 3580 Ultrium tape drive is a very cost-effective solution for 
save-and-restore and archiving functions, and it provides an excellent migration 
path from SDLT, 1/4-inch, 4 mm, or 8 mm tape drives. 
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4.1 Model description 
The IBM 3580 is a large-capacity, high-performance Ultrium tape drive available 
as six separate model types, depending on the capacity and SCSI 1 interface 
required. 

Figure 4-1 IBM 3580 mode/ L 11/L 13/L23 or H11/H13/H23 Ultrium tape drive 

There are six model types: 

.,.. IBM 3580-LI I and IBM 3580-LJ3 have 1OOGB native capacity with a 
Low-Voltage Differential (LVD) Ultra2 SCSI attachment that connects to LVD 
fast/wide adapters . 

.,.. IBM 3580-HJJ and IBM 3580-HJJ have 100GB native capacity with a 
High-Voltage Differential (HVD) Ultra SCSI attachment that connects to HVD 
fast/wide adapters . 

.,.. IBM 3580-L23 has 200GB native capacity with a Low-Voltage Differential 
(LVD) Ultra2 SCSI attachment that connects to LVD fast/wide adapters . 

.,.. IBM 3580-H23 has 200GB native capacity with a High-Voltage Differential 
(HVD) Ultra SCSI attachment that connects to HVD fast/wide adapters. 

The IBM 3580 models L11, L 13, H11, and H13 ali use the Ultrium 1 LTO 
cartridge, which has a capacity of 100GB (200GB with 2:1 compression), andare 
capable of sustaining a data rate of up to 15 MB/s (uncompressed). 

1 Reler to 2.4.3, "Interfaces" on page 31 for an explanation oi HVD and LVD. 
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The IBM 3580-L 11 and IBM 3580-L 13 are functionally identical. The only 
difference is that the IBM 3580-L 13 has a three-year Customer Element 
Exchange warranty. The IBM 3580-H11 and IBM 3580-H13 are functionally 
identical; the only difference is that the IBM 3580-H13 has a three-year Customer 
Element Exchange warranty. 

The IBM 3580-L23 and H23 use the Ultrium 2 LTO cartridge, which has a 
capacity of 200GB (400GB with 2:1 compression), andare capable of sustaining 
a data rate of up to 35 MB/s (uncompressed). 

Note: Although the IBM 3580 Ultrium tape drive provides the capability for 
high tape performance, other components of the system may limit the actual 
performance achieved. Also, the actual degree of compression achieved is 
highly sensitive to the characteristics of the data being compressed. 

4.2 Feature codes 
The IBM 3580 Ultrium tape drive can be ordered with the following feature codes 
(Table 4-1 ). We have not included the various cabling options; reter to the product 
publications for detailed information about configuring and ordering it. 

Tab/e 4-1 IBM 3580 feature codes 

Feature code Description Comments 

1748 Custom QuickShip 

8001 One 1OOGB data cartridge Plant only; see Media 
section for details. 

8101 One 200GB data cartridge Plant only; see Media 
section for details. 

8002 One cleaning cartridge Plant only; see Media 
section for details. 

8723 Rack mount kit 

9210 Attached to HP-UX 

9211 Attached to Sun 

9212 Attached to Windows 

9213 Attached to other non-IBM 

9215 Attached to Linux 
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Feature code Description Comments 

9400 Attached to AS/400® 

9600 Attached to AIX 

4.3 SCSI attach ment 
The SCSI interface (HVD or LVD) on each IBM 3580 Ultrium tape drive is chosen 
by selecting the appropriate model number (model H11/13/23 or L 11/L 13/23). 

The IBM 3580 Ultrium tape drive can be attached to IBM pSeries, IBM xSeries, 
IBM RS/6000 SP systems, IBM iSeries, AS/400, and non-IBM servers, 
workstations, and personal computers that support Ultra/Wide SCSI HVD and 
Ultra2/Wide SCSI LVD interface specifications. The interface you choose will 
depend on the available adapter in the host, which must be of the same type as 
the drive interface. 

The IBM 3580 Ultrium tape drive also may be compatible with other servers, 
operating systems, and SCSI adapters. Contact your local IBM representative for 
a current list of supported open system configuration and software vendors or 
visit http: I !www . i bm. com/ s torage/ lto. 

4.4 SCSI cabling 
A SCSI cable is required for each IBM 3580 connection to a SCSI bus. A single 
2.5 m SCSI cable is available as a no-charge feature; if an alternate length is 
required it should be included in the initial arder. A SCSI terminator is included 
with each drive. 

An interposer (a connector that matches the pin pattern of the host adapte r to the 
pin pattern of the cable) also may be required for attachment to particular server 
adapters. 

4.4.1 Cables 

A single SCSI cable is available as a no-charge feature (either #9702 or #9703) 
specified only with the initial IBM 3580 arder. lt is not orderable as a 
miscellaneous equipment specification (MES) for installation !ater. Feature #9702 
supplies a 2.5 m universal SCSI cable with HD68 connectors at each end; 
feature #9703 supplies a VHDCI connector at one end and HD68 at the other. 
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Additional SCSI cables are available as optional features on t~~M 35~0- fó·~/ 
LVD and HVD attachment to host adapters. - - -

The following cables have an HD68 connector at each end: 

~ Feature #5301, 0.4 m (1.4 feet) SCSI cable 
~ Feature #5302, 2.5 m (6.6 feet) SCSI cable 
~ Feature #5305, 5 m (16.5 feet) SCSI cable 
~ Feature #531 O, 1 O m (33 feet) SCSI cable 
~ Feature #5318, 18m (60feet) SCSI cable 
~ Feature #5325, 25 m (82 feet) SCSI cable 

The following cables have a VHDCI connector at one end and an HD68 
connector at the other end: 

~ Feature #5602, 2.5 m (6.6 feet) SCSI cable 
~ Feature #5604, 4.5 m (14.5 feet) SCSI cable 
~ Feature #5610, 10m (33feet) SCSI cable 
~ Feature #5620, 20m (66 feet) SCSI cable 
~ Feature #5625, 25 m (82 feet) SCSI cable 

4.4.2 lnterposers 
An interposer may be required to connect host adapters that do not have HD68 
connectors to the SCSI cables. The following chargeable interposers are 
available: 

~ Feature #2895 interposer to connect iSeries adapter #6501. 

~ Feature #5099 interposer to connect a mini-68-pin VHDCI connector to the 
68-pin HD68 connector on the SCSI cable. The interposer (a 0.3 m cable) has 
a male mini-68-pin VHDCI connector on one end anda tema/e 68-pin HD68 
connector on the other. 

4.4.3 SCSIIength limitations 

The overall LVD SCSI cable length is limited to 25m (81 feet) using point-to-point 
interconnection. lf using multi-drop interconnection, then the overall LVD SCSI 
cable length is limited to 12 m (39 feet). The stub length at each device must not 
exceed 0.1 m (0.33 feet). 

The overall HVD SCSI cable lengths are limited to 25m (81 feet) using 
point-to-point or multi-drop interconnection. The stub length at each device must 
not exceed 0.2 m (0.66 feet). 
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4.5 Upgrades 
The IBM 3580-L 11/L 13 and IBM 3580-H11/H13 cannot be upgraded to IBM 
3580-L23 and IBM 3580-H23, respectively. 

IBM 3580 drives cannot be installed into IBM 3581, 3582, 3583, or 3584 units. 

4.6 Environmental specifications 
The IBM 3580 is designed to be placed on or beside the attached host server or 
installed in a standard 19-inch rack. 

4.6.1 Physical dimensions 

The IBM 3580 is a relatively small single tape drive enclosure: 

~ Width: 17.1 em (6.75 in) 
~ Depth: 33.3 em (13.1 in) 
~ Height: 14.6 em (5. 75 in) 
~ Maximum weight: 6.6 kg (14.3 lbs) 

4.6.2 Operating environment 

The IBM 3580 can be installed in a normal office environment and does not need 
to be in a specialized machine room. Reter to the product publications for specitic 
intormation. 

4. 7 Host platforms and device drivers 
The tollowing no-charge specity codes indicate the server plattorm to which the 
IBM 3580 Ultrium tape drive is attached: 

~ #9210, attached to HP-UX 
~ #9211, attached to Sun System 
~ #9212, attached to Windows NT or Windows 2000 System 
~ #92-13, attached to other non-IBM system 
~ #9215, attached to Linux system 
~ #9400, attached to AS/400 System 
~ #9600, attached to RS/6000 

A device driver is additional code on the host server platform that enables it to 
recognize and talk to a peripheral device (in this case, the IBM 3580). Sometimes 
the driver code is supplied as part of the operating system code (for example, in 
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OS/400), sometimes a software patch is required, and sometimes the driver is 
installed separately from a CD or diskette (either anOS CD or provided with a 
vendor application). 

Ultrium 1 
The IBM 3580 is shipped with device drivers to support Ultrium 1 drives in the 
following operating environments at the minimal leveis shown: 

~ AIX Versions 4.3.2 or later 
~ Sun Solaris 2.6, 7, and 8 
~ Windows NT 4.0 with Service Pack 6 
~ Windows 2000 build 2195 or greater 
~ HP-UX 11.0 
~ OS/400 V4R4 

Ultrium 2 
The IBM 3580 is shipped with device drivers to support Ultrium 2 drives in the 
following operating environments at the minimal leveis shown: 

~ AIX Versions 4.3.3, 5.1 
~ Sun Solaris 7, 8, and 9 
~ Windows NT 4.0 with Service Pack 6 
~ Windows 2000 (build 2195) 
~ Windows 2003 
~ HP-UX 11.0, 11 i 
~ OS/400 V5R1, V5R2 
~ Linux Red Hat 7.2 (32 and 64 bit kernels), Red Hat 7.3, Red Hat Advanced 

Server 2.1, SuSE Linux Enterprise Server Update 

Tip: The device driver CD or diskette that is shipped with the IBM 3580 may 
not contain the device drivers with the most recent levei or the device drivers 
for ali supported systems. Always check the following FTP site for the latest 
device drivers: 

ftp://ftp.software.ibm .com/storage/devdrvr/ 

4.7.1 Device driver installation 

lnstall the IBM device drivers for the IBM 3580 as follows: 

~ lf you intend to use the IBM 3580 with a commercial software application 
(such as IBM Tivoli Storage Manager, VERITAS Backup Exec, or Legato 
NetWorker), reter to that application's installation instructions to install the 
device driver and configure the IBM 3580. 
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... lf you do not intend to use the IBM "· a commercial software 
application, install the tape and medium device driver from the CD that is 
shipped with the drive. Reter to the installation instructions in the IBM SCSI 
Tape Drive, Medium Changer, and Library Device Drivers lnstallation and 
User's Guide GC35-0154, which is supplied on the CD with the driver code. 

Note: lf you use the IBM 3580 with a commercial software application, IBM 
recommends that you install any IBM supplíed device driver only if instructed 
to do so in the installation instructions supplíed by the vendar of the 
applícatíon. Otherwíse, íf the applicatíon supplíes its own driver code, then 
conflícts could occur over whích driver contrais the dríve. Many examples of 
usíng the Ultríum dríves are gíven in the Redbooks lmplementing IBM LTO in 
Linux and Windows, SG24-6268, and Using IBM LTO Ultrium with Open 
Systems, SG24-6502. 

4.8 Storage applications 
The software to manage the IBM 3580 Ultrium tape drive is not provided with the 
libraries. Additional software support is available through library management 
software products that must be obtained separately from IBM, IBM Business 
Partners, or independent software providers. A list of compatible software is 
available at the Web site: 

http://www . storage.ibm.com/hardsoft/tape/conntri x/pdf/lto_isv_matri x.pdf 

You will find details for each application including Ultrium support and specific 
Ultrium models and attachment methods. You should also contact your storage 
application vendar for more detailed information of specific versions and 
platforms supported. 

4.9 Performance considerations 
For best performance, it is recommended to attach only one tape drive per SCSI 
bus. This may not be a realistic objective, but minimizing the number of devices 
per bus will improve performance. Attaching other SCSI devices on the same 
SCSI bus as the IBM 3580 Ultrium tape drive may affect performance of those 
devices. 

iSeries configurators allow only one drive per input/output port for maximum 
performance. lnstalling more than one Ultrium tape drive on an input/output port 
may affect system performance. 
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Although the compression technology can increase the amount of data stored on 
the media, the actual degree of compression achieved is highly sensitive to the 
characteristics of the data being compressed. 

4.10 Media 

4.11 

One Ultrium cleaning cartridge and one Ultrium data cartridge are included with 
each IBM 3580 drive order2 . With the initial arder, additional data and cleaning 
cartridges may be ordered as chargeable features for the IBM 3580: 

~ Feature #8001 provides a single 100MB Ultrium 1 Data Cartridge. 
lt is a chargeable feature, and a maximum of tive can be ordered. 

~ Feature #8101 provides a single 200MB Ultrium 2 Data Cartridge. 
Additional cartridges can be ordered using part number #08L9870. 

~ Feature #8002 provides a single Ultrium Cleaning Cartridge. 
lt is a chargeable feature, and a maximum of three can be ordered. 

Subsequent to the initial arder, additional supplies can be ordered from the IBM 
media business ar a third-party media vendar. Reter to Appendix A, "LTO Ultrium 
tape media" on page 223 for details about how to arder supplies and cartridges, 
with ar without labels. 

IBM 3580 Ultrium tape drive initial set-up 
This section covers some of the major items required to implement, manage, and 
operate the IBM 3580 tape drives. lt does not cover ali of the tasks, nor do we 
intend to cover ali the specific commands. For more details, reter to IBM 3580 
Ultrium Tape Drive Setup, Operator and Service Guide, GA32-0415, IBM 
TotaiStorage LTO Ultrium 2 Tape Drive 3580 Setup and Operator Guide, 
GA32-0460, and the Redbooks lmplementing IBM LTO in Linux and Windows, 
SG24-6268 and Using IBM LTO Ultrium with Open Systems, SG24-6502. 

4.11.1 SCSIID 

lf you attach multiple IBM 3580 SCSI devices in the same chain , they should 
each use different SCSI lOs starting with the lowest number on the first device as 
depicted in Figure 4-2 on page 88. The last device of that SCSI chain must have 
a valid terminator. The SCSI ID set-up button is located at the rear of the 
IBM 3580. 

2 Ali media and cleaning ca rtridges are warranted separately from lhe IB M 3580 Ultrium tape drive. 
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SCSIID#1 

SCSIID#2 , 

SCSIID #3'1 

Figure 4-2 SCSI/O set-up example 

4.12 Operator displays and buttons 
The IBM 3580 Ultrium tape drive has a simple operating interface consisting of: 

~ A status light 
~ A message display 
~ A single character display 
~ A push button 

4.12.1 Status light 

The status light (labeled 2 in Figure 4-3 on page 90) provides information about 
the state of the IBM 3580 tape drive. The light can be green or amber, and, when 
lit, solid or flashing. These are the possible conditions of the status light and an 
explanation of what each condition means: 

~ Off: The IBM 3580 tape drive has no power, or is powered off, or if C displays 
simultaneously in the single-character display (see label 3 in Figure 4-3 on 
page 90) , it needs cleaning . 

~ Green/solid: The IBM 3580 tape drive is idle. 

~ Green/flashing: The IBM 3580 tape drive is reading or writing data, rewinding 
the tape , locating data on the tape, or unloading the tape. 

~ Yellow/solid: The IBM 3580 tape drive is in maintenance mode, or is running 
power-on self-test diagnostic routines. 
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,.. Yetlow/flashing: One of the following applies: 

- lf the light flashes once per second, an errar occurred and the tape drive 
or media may require service. Note the code on the single-character 
display. Reter to the Setup and Operator Guides (GA32-0415 for Ultrium 1 
or GA32-0460 for Ultrium 2). 

- lf the light flashes twice per second, the tape drive is updating firmware. 

- lf the light flashes four times per second, the tape drive detected an error 
and is performing a firmware recovery. lt resets automatically. 

4.12.2 Message display 

The message display (labeled 4 in Figure 4-3 on page 90) is a liquid crystal 
display (LCD) that provides information about the status of the tape drive and 
errar conditions. 

The message display consists of two rows, with 20 characters available in each 
row. During operation, the IBM 3580 tape drive continuously queries the drive 
and updates the display with status messages. When in an idle (non-operating) 
state, the tape drive displays the following messages: 

Ultrium Tape Drive 
Drive Empty 

4.12.3 The single-character display 

The IBM 3580 tape drive features a light-emitting diode (LED) display (labeled 3 
in Figure 4-3 on page 90 below). The LED presents a single-character code for: 

,.. Errar conditions and informational messages 
,.. Diagnostic or maintenance functions (while in maintenance mode only) 

For the list of messages, reter to the Setup and Operator Guides (GA32-0415 for 
Ultrium1 ar GA32-0460 for Ultrium 2). 

lf multiple errors occur, the code with the highest priority (represented by the 
lowest number) displays first. When the error is corrected, the code with the next 
highest priority displays, and so on, until no errors remain. 

The single-character display is blank during normal operation of the IBM 3580 
tape drive. 
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Figure 4-3 Front view of the IBM 3580 tape drive 

4.12.4 Unload push button 

The unload push button (labeled 1 in Figure 4-3) enables you to perform several 
functions. You can: 

.... Rewind the tape from the cartridge and eject the cartridge from the tape drive. 

.... Place the tape drive in maintenance mode 

.... Scroll through the maintenance menus 

.... Exit from the maintenance mode. 

Attention: lf you press the Unload button during operation , the IBM 3580 tape 
drive ends the current job, and unloads and ejects the tape cartridge. 

4.13 Drive cleaning 
Ali IBM Ultrium tape drives have an integrated cleaning mechanism that brushes 
the head at cartridge load time and again when unloading a cartridge. Along with 
this, the drives have a cleaning procedure that uses a special cleaning cartridge. 

To clean the head, insert the cleaning cartridge into the tape load compartment. 
The tape drive performs the cleaning operation automatically. When the cleaning 
operation is finished, the drive ejects the cartridge. 
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Attention: When cleaning the drive head, use only the IBM LTO Ultrium 
Cleaning Cartridge or an IBM-approved cleaning cartridge. 

The IBM 3580 needs cleaning when the IBM 3580 tape drive status light (label 2 
in Figure 4-3 on page 90) is OFF and C displays simultaneously in the 
single-character display (label 3 in Figure 4-3 on page 90). This is the only 
occasion when a cleaning cartridge should be used. For normal operation, the 
integrated cleaning mechanism ensures that the head remains clean. 

4.14 Firmware upgrade 
Each IBM Ultrium Tape drive contains IBM Licensed Internai Code, often referred 
to as firmware. At installation time, you should make sure the latest firmware 
levei is installed on your IBM LTO tape drive. As the IBM 3580 is designated as a 
Customer Setup Machine, it is the customer's responsibility to have current 
firmware installed. 

Determine the latest levei of firmware available from the Web site: 

http://www-l.ibm. com/support/docview.wss?rs=543&org=ssg&doc=S4000055&loc=en-us 

Follow the instructions for updating your firmware in the Setup and Operator 
Guides (GA32-0415 for Ultrium 1 or GA32-0460 for Ultrium 2) o r from : 

http://ssddom02 .storage.ibm.com/techsup/webnav.nsf/support/ltofaqs_updatefw_dri 
vefw 
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IBM TotaiStorage Ultrium 
Tape Autoloader 3581 

5 

The IBM TotaiStorage Ultrium Tape Autoloader 3581 (see Figure 5-1 on page 95) 
is the second product in the IBM LTO Ultrium family. lt is an externai, single-drive, 
SGSI-attached, stand-alone or rack-mounted autoloader that attaches to iSeries, 
AS/400, pSeries, RS/6000, RS/6000 SP, xSeries, Netfinity®,Microsoft Windows 
NT, Microsoft Windows 2000, Windows 2003, Sun Solaris, HP-UX, and Linux 
systems using a SCSI adapter. 

The IBM TotaiStorage Ultrium Tape Autoloader 3581 uses a single IBM LTO 
Ultrium tape drive. The autoloader contains seven tape slots 1 providing a media 
capacity of up to 700GB (1.4 TB with 2:1 compression) per autoloader, and is 
capable of sustaining a data rate of up to 15 MBps (uncompressed). 

The IBM TotaiStorage Ultrium Tape Autoloader 3581 is an excellent solution for 
customers who use tape and require a larger capacity or higher performance 
tape backup, with or without random access, than is provided by their current 
tape system. With its higher capacity and performance, the 3581 is an excellent 
replacement for other externally attached DLT, SDLT, 1/4-inch, 4 mm, or 8 mm 
tape devices for the iSeries, AS/400, pSeries, RS/6000, RS/6000 SP, xSeries, 
and Netfinity families of workstations and servers. 

1 When the optional barcode reader is installed the cartridge capacity is reduced to six. 
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For capacity and performance requirements beyond a single IBM Ultrium drive 
and seven IBM Ultrium tape cartridges, consider other solutions in the IBM 
Ultrium familysuch as the IBM TotaiStorage Tape Library 3582 , IBM TotaiStorage 
Ultrium Scalable Tape Library 3583, or IBM TotaiStorage UltraScalable Tape 
Library 3584. 
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5.1 Model description 
The IBM TotaiStorage Ultrium Tape Autoloader 3581 is a high-performance 
Ultrium tape autoloader. lt is available as four separate model types, depending 
on the capacity and required SCSI2 interface. 

Figure 5-1 IBM Tota/Storage Ultrium Tape Autoloader 3581 

The four models are: 

~ IBM 3581-L17 and IBM 3581-L13 have seven cartridge slots, a .7 TB native 
data capacity with a Low-Voltage Differential (LVD) Ultra2 SCSI attachment 
that connects to LVD fast/wide adapters. 

~ IBM 3581-Hl7 and IBM 3581-L13 have seven cartridge slots, a .7 TB native 
data capacity with a High-Voltage Differential (HVD) Ultra SCSI attachment 
that connects to HVD fast/wide adapters. 

The IBM 3581-L17, -L13, -H17, and -H13 ali use the same Ultrium 1 LTO 
cartridge, which has a capacity of 1OOGB (200GB with 2:1 compression) , andare 
capable of sustaining a data rate of up to 15 MB/s (uncompressed). 

2 Reler to2.4.3, "Interfaces" on page 31 for an explanation of HVD and LVD. 
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The IBM 3581-L 17 and IBM 3581-L 13 are functionally identical, as are the IBM 
3581-H17 and IBM 3581-H13. The only difference is that the IBM 3581-L 13 and 
the IBM 3581-H13 have a three-year Customer Element Exchange warranty. 

Note: Although the IBM TotaiStorage Ultrium Tape Autoloader 3581 provides 
the capability for high tape performance, other components of the system may 
limit the actual performance achieved. Also, the actual degree of compression 
achieved is highly sensitive to the characteristics of the data being 
compressed. 

5.1.1 Feature codes 

The IBM 3581 can be ordered and/or upgraded with the following feature cedes 
(Table 5-1). We have not included the various cabling options; refer to the product 
publications for detailed information about configuring and ordering the IBM 
TotaiStorage Ultrium Tape Autoloader 3581. 

Table 5-1 IBM 3581 feature codes 

Feature Code Description Comments 

1748 Custom QuickShip 

7003 5U rack mount option Plant or field install 

7004 Barcode reader 

8001 One 1OOGB data cartridge Plant only, see Media 
section for details. 

8002 One cleaning cartridge Plant only, see Media 
section for details. 

9210 Attached to HP-UX 

9211 Attached to Sun 

9212 Attached to Windows 

9213 Attached to other non-IBM 

9400 Attached to AS/400 

9600 Attached to AIX 

5.1.2 Access mode 

The IBM 3581 can be operated in sequential or random-access modes. In 
sequential mode, the IBM 3581 loads cartridges one after another, controlled by 

96 The IBM LTO Ultrium Tape Libraries Guide 



the hardware when it receives the unload command from the host server. In 
random-access mede, the IBM 3581 relies on application software for cartridge 
management. 

5.1.3 SCSI devices 

Although it has only a single tape drive, the 3581 appears as two SCSI devices 
on the SCSI bus. In other words, the autoloader and the drive have separate 
SCSI addresses. 

The IBM 3581 only operates on a single path, and contrai of the autoloader is 
handled by a single server. Connection to multiple servers can be achieved when 
using SAN technology and appropriate application software for cartridge 
management, such as IBM Tivoli Storage Manager V3.7 or higher. 

5.1.4 Adding and removing cartridges 
The IBM 3581 does not have a cartridge 1/0 station. In arder to insert and 
remove cartridges from the slots you have to open the autoloader doer. The IBM 
TotaiStorage Ultrium Tape Autoloader 3581 can contain up to seven tape 
cartridges: 

~ Five cartridges in the front, slots 1 through 5 
(referred to as front slots; see label 1 in Figure 5-2) 

~ Two cartridges in the rear, slots 6 and 7 
(referred to as rear slots; see label 2 in Figure 5-2) 

Figure 5-2 IBM 3581 cartridge slots 

2 

1 
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5.1.5 Operation 
The IBM 3581 autoloader is designed for easy, unattended operation. An optional 
barcode reader makes tape inventory tasks more efficient. lndicators on the 
operator's panel provide information about: 

~ Power 
~ Autoloader and drive activity 
~ Errar status 
~ Message information 

Push buttons provide display, mode, and power contrais. 

5.2 SCSI attach ments 
The SCSI interface (HVD ar LVD) on each IBM TotaiStorage Ultrium Tape 
Autoloader 3581 is chosen by selecting the appropriate model number (H17/13 
orl17/13). 

The IBM TotaiStorage Ultrium Tape Autoloader 3581 can be attached to iSeries, 
AS/400, pSeries, RS/6000, xSeries, Netfinity, HP, Sun, UNIX, and PC servers 
that support Ultra/Wide SCSI HVD and Ultra2/Wide SCSI LVD interface 
specifications. The interface you choose will depend on the available adapter in 
the host, which must be of the same type as the drive interface. 

SCSI cables and appropriate interposers, as required, should be ordered for 
attachment to a server. A power cord feature code should also be specified. 

The IBM TotaiStorage Ultrium Tape Autoloader 3581 also may be compatible 
with other servers, operating systems, and SCSI adapters. Contact your local 
IBM representative for a current list of supported open system configuration and 
software vendors. You also may reter to the lnteroperability Matrix (List of 
Supported Servers) on this Web site: 

http://www.storage.ibm.com/tape/lto/3581/358lopn.pdf 

5.3 SCSI cabling 
A SCSI cable is required for each 3581 connection to a SCSI bus. A single 2.5 m 
SCSI cable is available as a no-charge feature; if an alternate length is required it 
should be included in the initial arder. A SCSI terminator is included with each 
autoloader. An interposer (a connector that matches the pin pattern of the host 
adapter to the pin pattern of the cable) also may be required for attachment to 
particular server adapters. 
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5.3.1 Cables 

A single SCSI cable is available as no-charge feature #9702 or #9703 only with 
the initiaiiBM 3581 arder. These no-charge features cannot be ordered later as a 
miscellaneous equipment specification (MES); however, the same cables can be 
ordered later as chargeable MES upgrades using feature codes #5302 and 
#5602. Feature #9702 supplies a 2.5 m SCSI cable with HD68 connectors at 
each end; feature #9703 differs in that one end has a VHDCI connector. 

Additional SCSI cables are available as optional features on the IBM 3581 for 
LVD and HVD attachment to host adapters: 

... Feature #5301 , 0.4 m (1.4 feet) SCSI cable 

... Feature #5302, 2.5 m (8.2 feet) SCSI cable 

... Feature #5305, 5 m (16.5 feet) SCSI cable 

... Feature #531 O, 1 O m (33 feet) SCSI cable 

... Feature #5318, 18 m (60 feet) SCSI cable 

... Feature #5325, 25 m (82 feet) SCSI cable 

The cables can be used with an HVD Ultra SCSI bus or LVD Ultra2 SCSI bus and 
have an HD68 connector on each end. A SCSI terminator is included with each 
Ultrium autoloader. 

The following cables differ in that they have a VHDCI connector at one end: 

... Feature #5602, 2.5 m (8.2 feet) SCSI cable 

... Feature #5604, 4.5 m (14.5 feet) SCSI cable 

... Feature #561 O, 1 O m (33 feet) SCSI cable 

... Feature #5620, 20 m (66 feet) SCSI cable 

... Feature #5625, 2 5m (82 feet) SCSI cable 

5.3.2 lnterposers 

An interposer is required to connect host adapters that do not have HD68 
connectors to the SCSI cables. The following chargeable interposers are 
available: 

... Feature #2895 interposer to connect iSeries adapter #6501 . 

... Feature #5099 interposer to connect a mini-68-pin VHDCI connector to the 
68-pin HD68 connector on the SCSI cable. 

This interposer (a 0.3 m cable) has a male mini-68-pin VHDCI connector on 
one end and a female 68-pin HD68 connector on the other. 
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5.3.3 SCSI length limitations 
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interconnection is multi-drop. This means that the overall LVD SCSI cable length 
is limited to 12m (39 feet) . The stub length at each device must not exceed 0.1 m 
(0.33 feet). 

The overall HVD SCSI cable lengths are limited to 25m (81 feet) using multi-drop 
interconnection. The stub length at each device must not exceed 0.2 m (0 .66 
feet). 

5.4 Upgrades and optional features 
The IBM 3581 H17/13 and L 17/13 are single tape drive autoloaders and cannot 
be upgraded to any other models. 

Two additional optional features are available: 

... Feature #7003, 5U Rack Mount Option 
The IBM 3581 can be installed as a stand-alone single unit, or two units can 
be mounted side-by-side in a standard 19-inch rack, requiring 5 ElA units of 
rack space. This chargeable feature providas the necessary hardware to 
mount the autoloader in the rack. 

... Feature #7004, Barcode Reader 
This optional chargeable feature enables the IBM 3581 autoloader to read 
cartridge information contained in a barcode label on the IBM Ultrium 
cartridges. User-installed application software providas the inventory 
management functions enabled by the barcode reader feature. 

Note: lnstalling feature #7004 reduces the autoloader capacity to six 
data cartridges. The barcode reader connects to the interface 
connector on the inside top panel of the IBM 3581 . This location 
prevents you from using cartridge storage slot 1 (see Figure 5-2 on 
page 97) . When you install the barcode reader, you reduce the capacity 
of the autoloader to six cartridge storage slots. The front storage slots 
are still numbered 1 through 5, but the autoloader's menu functions and 
the server's application software cannot select or use slot 1. 

This is illustrated by observing that, with the barcode reader installed, 
the operator LOAD SLOT function uses storage slots 2 and 3 as the 
cartridge source locations to load slots 6 and 7; without the barcode 
reader installed, the LOAD SLOT function uses storage slots 1 and 2 as 
the source locations. See Figure 5-2 on page 97 for slot locations. 
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5.5 Environmental specifications 
The IBM 3581 is a medium-sized desktop or stand-alone unit that optionally ean 
be integrated into a standard 19" raek for spaee optimization. Two IBM 3581 s ean 
be installed side-by-side in a rack using 5 ElA space units. 

5.5.1 Physical dimensions 

The IBM 3581 models H17/13 and L17/13 are medium-sized single tape drive 
autoloaders: 

.,. Width: 21.9 em (8.62 in) 

.,. Oepth: 58.1 em (22.87 in) 

.,. Height: 19.0 em (7.48 in) 

.,. Maximum weight: 13.0 kg (28.7 lbs) 

5.5.2 Operating environment 

The IBM 3581 ean be installed in a normal office environment and does not need 
to be in a specialized machine room. 

5.6 Host platforms and device drivers 
The following no-charge speeify eodes indieate the server platform to which the 
IBM 3581 is attached . 

.,. #921 O, attached to HP-UX 

.,. #9211, attaehed to Sun system 

.,. #9212, attached to Windows NT system 

.,. #9213, attaehed to other non-IBM system 

.,. #9400, attached to iSeries system 

.,. #9600, attaehed to RS/6000 system 

A deviee driver is additional code on the host server platform that enables it to 
recognize and talk to a peripheral device (in this case, the IBM 3581 ). Sometimes 
the driver eode is supplied as part of the operating system eode (sueh as, in 
OS/400), sometimes a software patch is required, and sometimes the driver is 
installed separately from a CO or diskette (either an OS CO or provided with a 
vendo r application). 
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Ultrium 1 
The IBM TotaiStorage Ultrium Tape Autoloader is shipped with device drivers to 
support Ultrium 1 drives in the following operating environments at the minimal 
leveis shown: h;-::.: ~~'~·: ... , 

.,. AIX Versions 4.3.2 o r late r ~~. :'" ~, :_ '\ 

.,. Sun Solaris 2.6, 7, and 8 J · j\~ \ \ 
: ~:~~~:= ~;o~~~~h2~;~v~:g;:~~~~ t, I~~\)_, } 
.,. Windows 2003 ' ~\ ,.._pPT . ·~ / 
.,. HP-UX 11.0 
.,. OS/400 V4R4 

Tip: The device driver CO or diskette that is shipped with the IBM 3581 may 
not contain the device drivers with the most recent levei o r the device drivers 
for ali supported systems. Therefore you should always check the following 
FTP site for the latest device drivers: 

ftp://ftp . software.ibm .com/storage/devdrvr / 

5.6.1 Device driver installation 
lnstall the IBM device drivers for the IBM 3581 as follows: 

.,. lf you intend to use the IBM 3581 with a storage management application 
(such as Tivoli Storage Manager, VERITAS Backup Exec, or Legato 
NetWorker), reter to that application's installation instructions to install the 
device driver and configure the IBM 3581. 

... lf you do not intend to use the IBM 3581 with a commercial software 
application , install the tape and medium device driver from the CO that is 
shipped with the autoloader. Reter to the installation instructions in the IBM 
SCSI Tape Drive, Medium Changer, and Library Device Drivers lnstallation 
and User's Guide, GC35-0154, which is supplied on the CO with the driver 
code. 

Note: lf you use the IBM 3581 with a commercial software application , IBM 
recommends that you install an IBM-supplied device driver only if instructed to 
do so in the installation instructions supplied by the vendar of the application. 
Otherwise, if the application supplies its own driver code, conflicts could occur 
over which driver controls the tape subsystem. Many examples of using the 
Ultrium drives are given in the Redbooks lmplementing IBM LTO in Linux and 
Windows, SG24-6268, and Using IBM LTO Ultrium with Open Systems, 
SG24-6502. 
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5. 7 Storage applications 
The software to manage the IBM 3581 is not provided with the libraries. 
Additional software support is available through library management software 
products that must be obtained separately from IBM, IBM Business Partners, or 
independent software vendors. A list of compatible software is available at: 

http://www.s t orage . i bm. com/h ard soft/tape/conntri x/pdf/lto_isv_matr ix .pd f 

You will find details for each application including Ultrium 1 and Ultrium 2 support 
and specific Ultrium models and attachment methods. You should also contact 
your storage application vendar for more-detailed information of specific versions 
and platforms supported. 

5.8 Performance considerations 
For best performance, it is recommended to attach only one tape drive per SCSI 
bus. This may not be a realistic objective, but minimizing the number of devices 
per bus will improve performance. Attaching other SCSI devices on the same 
SCSI bus as the IBM 3581 drive may affect performance of those devices. 

iSeries configurators allow only one drive per input/output port for maximum 
performance. lnstalling more than one Ultrium tape drive on an input/output port 
may affect system performance. 

Although the compression technology can increase the amount of data stored on 
the media, the actual degree of compression achieved is highly sensitive to the 
characteristics of the data being compressed. 

5.9 Media 
One Ultrium cleaning cartridge and one Ultrium data cartridge are included with 
each autoloader order3 . With the initial arder, additional data and cleaning 
cartridges may be ordered as chargeable features for the IBM 3581: 

.... FeattJre #8001 provides a single 100MB Ultrium Data Cartridge. 
lt is a chargeable feature, and a maximum of seven can be ordered. 

.... Feature #8002, provides a single Ultrium Cleaning Cartridge. 
lt is a chargeable feature, and a maximum of three can be ordered. 

3 All media and cleaning ca rtridges are wa rranted separately from the IBM TotaiStorage Ultrium Tape 
Autoloader 358 1. 
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Subsequent to the initial arder, additional supplies can be ordered from the IBM 
media business ora third-party media vendar. Reter to Appendix A, "LTO Ultrium 
tape media" on page 223 for details about ordering supplies and cartridges, with 
or without labels. 

5.1 O IBM 3581 initial setup 
The following section covers some of the major items required to implement, 
manage, and operate the IBM 3581 tape library. lt does not cover ali tasks and 
we do not intend to cover ali of the specific commands. For more details, reter to 
the Setup and Operator Guide and to the Redbooks lmplementing IBM LTO in 
Linux and Windows, SG24-6268, and Using IBM LTO Ultrium with Open 
Systems, SG24-6502. 

5.10.1 SCSI ID 

The IBM 3581 consists of two SCSI devices: the autoloader and the drive. The 
default settings for the SCSI lOs as displayed on the message display panel are 
LdR ld 14 (for the autoloader) and dRV ld 3 (for the drive). Depending on your 
requirements, you may need to change the SCSIID default settings for your 
installation. When setting a SCSI ID: 

... Do not select an ID that is already in use. 

... Do not select the SCSI ID of the server SCSI adapter card. The SCSI ID of 
the server SCSI adapter card is usually higher than any device on the SCSI 
bus. Generally, the SCSI ID for the server adapter is set to 7. 

... Do not use F, as it is reserved for internai use by the SCSI library. 

... Unless you choose another operation , the IBM 3581 times out 30 seconds 
after each operation and LdR REAdY appears in the message display (label 1 
in Figure 5-3 on page 1 06). 

... Functions and messages in the message display can only be scrolled 
forward. To select a previously viewed function , continue to scroll through the 
choices until the function that you want appears on the message display. 

... As with the IBM 3580, the IBM 3581 can be part of a SCSI chain. The same 
rules apply for SCSI addresses as for the IBM 3580. 

Reter to the Setup and Operator Guide for details about determining and 
changing the SCSI lOs. 

4 The message display panel displays a D as a lower case letter so we have shown lhe message as 
it would appear. 

104 The IBM LTO Ultrium Tape Libraries Guide 



5.1 0.2 Element numbers 

Element numbers (also called element addresses) identify the physicallocation 
within the autoloader. This information is required by storage management 
applications such as the Tivoli Storage Manager. 

The three types of elements in the IBM 3581 are shown in Table 5-2: 

Table 5-2 IBM 3581 e/ement numbers 

Element Element number 

Picker (media transport element) 57 hexadecimal 

Tape drive (data transfer element) 52 hexadecimal 

Storage element 01 - 07 hexadecimal 

The IBM 3581 has one storage element for each of the cartridge storage slots. 

A host application controls movement within the autoloader by issuing one of 
these SCSI commands: · 

.,. MOVE MEDIUM 

This SCSI command tells the autoloader to move a cartridge from the source 
element to the destination element. The elements are identified using the 
element numbers shown in Table 5-2. So; for example, a MOVE MEDIUM 
command could be issued to tell the library to move a cartridge from the 
picker to the drive . 

.,. POSITION TO ELEMENT 

This SCSI command positions the picker to a specified element number. 

5.1 0.3 Operator displays and buttons 

Management of the IBM 3581 is performed by using the status lights, message 
display panel, and push buttons on the contrai panel behind the front door. 

Status lights 
The IBM TotaiStorage Ultrium Tape Autoloader 3581 features three status lights 
on the operator panel (label 2 in Figure 5-3 on page 1 06) : 

... POWER: The green POWER light comes on whenever you turn on the power. 

... ACTIVITY: The amber ACTIVITY light indicates robotic or drive activity. A 
slowly blinking light indicates robotic activity; a rapidly blinking light indicates 
drive activity. 
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.... ALARM: The red ALARM light comes on whenever an errar occurs. To 
resolve the errar reter to the Setup and Operator Guide. 

Figure 5-3 IBM 3581 front víew 

5.1 0.4 Message display 

The IBM TotaiStorage Ultrium Tape Autoloader 3581 offers a one-line, 
1 0-character front pane I with a liquid crystal display (LCD) that provides 
operational information as well as diagnostics and messages. 

The LCD message display (label 1 in Figure 5-3) provides information about the 
status of the IBM TotaiStorage Ultrium Tape Autoloader 3581 and any errar 
conditions. When in an idle (non-operating) state, the autoloader message panel 
displays LdR REAdY. In addition, the following characters (shown in Figure 5-4 
on page 1 07) may appear on the left si de of the display: 

.... DC: lndicates that data compression is selected on the drive. 

.... WP: lndicates that a write-protected data cartridge is loaded in the drive. 

.... CT: lndicates that the drive head needs to be cleaned. 

The large field in the center of the display indicates the number of the storage 
slot from which the picker removed a cartridge for loading into the drive. 
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Whenever an errar occurs, E displays in this field and the errar message is 
displayed on line 1 . 

The activity bars on the right (in conjunction with the activity light) indicate robotic 
and drive activity: 

~ The bottom bar blinks when no activity is taking place. 

~ A slow interval between the bars appearing and disappearing indicates 
robotic activity. 

~ A fast interval between the bars appearing and disappearing indicates drive 
activity. 

The seven numeric fields at the bottom of the display indicate the current 
cartridge inventory. Each will appear only if a cartridge is present in that storage 
slot, as shown in Figure 5-4. 

Figure 5-4 IBM 3581 message display 

5.1 0.5 Drive status messages 

During operation, the IBM 3581 places messages about the drive's status in the 
message display. These messages can appear: 

~ CLEANING: The drive is cleaning the head with the cleaning cartridge. 
~ EJECTING: The drive is unloading the tape. 
~ ERASING: The drive is erasing the tape. 
~ LOADING: The drive is loading the tape. 
~ LOCATING: The drive is locating the position on the tape. 
~ READING : The drive is reading from the tape. 
~ REWINDING: The drive is rewind ing the tape. 
~ WRITING: The drive is writing to the tape. 

lf an errar occurs during operation , the IBM 3581 halts the current operation and 
displays an errar code in the message display. The following list provides the 
most common errors codes and gives a description of each: 

~ CT FAILED: Cleaning tape failed to clean drive. 
~ DEST FULL: The destination location was full . 
~ DRIVE BUSY: The drive is busy and cannot unload the tape. 
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~ DRIVE FULL: The drive was full ~. > p L '• 
~ DRIVE PGRM: The attempt to set drive parameters failed. 
~ DRIVE POST: The drive failed its Power-On Self Test (POST). 
~ FRONT SLOT: A front slot sensor was not tripped. 
~ FRONT TAPE: A front tape sensor was not tripped. 
~ LDR INIT: The autoloader could not complete its initialization. 
~ PCKR EMPTY: The picker was empty. 
~ PCKR FULL: The picker was full. 
~ REAR SLOT: A rear slot sensor was not tripped. 
~ REAR TAPE: A rear tape sensor was not tripped. 
~ ROBOT POST: The robotics failed its Power-On Self Test (POST). 
~ SRC EMPTY: The source location was empty. 
~ SLOT EMPTY: No slot beam was detected. 
~ PWR SWITCH: The front power switch was pressed. 
~ SLOT FULL: A cartridge was already in the slot. 

This list is not complete. See the Setup and Operator Guide for the full errar list. 

5.1 0.6 Control buttons 

The contrai buttons are push buttons on the operator pane! that let you interact 
with the menus on the message display (Figure 5-5 on page 1 09): 

MODE: 

NEXT: 

SELECT: 

PREVIOUS: 

Scrolls through the commands that you can use to 
operate the IBM 3581 (label 1 in Figure 5-5 on page 1 09). 
Highlights the next item or value in the currently displayed 
menu (label 2 in Figure 5-5 on page 1 09) 
Selects the currently displayed operation (label 3 in 
Figure 5-5 on page 1 09) . 
Highlights the previous item or value in the currently 
displayed menu (label 4 in Figure 5-5 on page 1 09). 

To operate a button, press and release it. You can use the contrai buttons to: 

~ Load a tape cartridge into a drive (LOAd dRV) 

~ Eject a tape cartridge from the drive and put it into the storage slot that it was 
loaded from (EJECT dRV) 

~ Load slot 6 from slot 1, or load slot 7 from slot 2 (LOAD SLOT) 

~ Move a cartridge from slot 6 to slot 1 or from slot 7 to slot 2 (EJECT SLOT) 

~ Eject a tape cartridge that was left in the media picker into an empty 
destination slot (EJECT PCKR) 

~ Set the SCSI ID of the autoloader or the drive (SET SCSI) 
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Note: The procedure for loading slots 1 through 5 differs from loading slots 6 
and 7. lf you are loading seven cartridges, load slots 6 and 7 first. See 
"lnserting a Cartridge into Slots 6 and 7" of the chapter "Operating the IBM 
3581 Tape Autoloader" in the Setup and Operator Guide, which also contains 
a complete list of commands. 
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Figure 5-5 IBM 3581 operator pane/ 
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5.1 O. 7 Operating modes 

The IBM 3581 operates in both random access mode (in which the server's 
application software manages the cartridges) and sequential access mode (in 
which the autoloader's firmware manages the cartridges). 

Change between random and sequential mode through the Diagnostic Menus. 

Select CHG MODE to toggle between the random access and sequential access 
modes. The IBM 3581 can operate in either mode: 

~ In random access mode, the autoloader allows the server's application 
software to select any data cartridge in any arder. You can logically divide 
cartridge usage to satisfy particular data storage needs. For example, you 
can assign one or more cartridges to specific data functions (such as certain 
directories or network servers), or you can assign specific cartridges to 
individual users or groups (such as Sales or Engineering). 

~ In sequential access mode, ali cartridges present are considered to be a 
single volume. The autoloader's firmware predefines the selection of the 
cartridges. After initialization, the firmware causes the autoloader to always 
load the first cartridge found (counting from 1 through 7) into the drive. After 
the server's application software has filled this cartridge and unloaded the 
drive, the autoloader automatically returns the cartridge to its storage slot and 
loads the next cartridge in arder. Empty storage slots are ignored. The 
autoloader continues this process until the volume is full. 

Note: While in sequential access mode, the autoloader's robotics are not 
logically connected to the SCSI bus and do not respond to SCSI commands. 

To change the mode of operation: 

1. Ensure that LdR REAdY appears on the message display. 
2. Press and hold the NEXT button and then the MODE button until diAG MENU 

displays (approximately 5 seconds) . 
3. Press and hold MODE until CH MOdE appears on the message display. 
4. Press SELECT to display the current mode of operation. 
5. Press NEXT or PREVIOUS to toggle the mode between SEQUENTIAL and 

RANdOM. 
6. Choose the mode that you want and press SELECT. CYCLE PWR blinks on 

the message display. lf you changed to random mode, LdR REAdY then 
displays; if you changed to sequential mode, SEQ REAdY then displays. 

7. To activate the new mode of operation, cycle power (turn off, then on) to the 
IBM 3581 . 

The complete list of mode set-up commands is in the Operator and Setup Guide. 
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5.11 Drive cleaning 
Ali IBM Ultrium tape drives have an integrated cleaning mechanism that brushes 
the head at load time and again when unloading a cartridge. There is also a 
cleaning procedure using a special cleaning cartridge. 

Attention: When cleaning the drive head, use only the IBM LTO Ultrium 
Cleaning Cartridge or an IBM-approved cleaning cartridge. 

The IBM 3581 internai tape drive determines when the head needs to be cleaned 
and alerts you by displaying CT on the message display (label 1 in Figure 5-3 on 
page 1 06). This is the only occasion when a cleaning cartridge should be used. 
The IBM 3581 supports three methods of cleaning the drive: 

,... Host cleaning 
Host cleaning enables the server software to detect the need to clean an 
Ultrium Tape Drive and to contrai the cleaning process. The cleaning 
cartridge must be stored in one of the available storage slots within the 3581 . 

,... Automatic cleaning (AUTOCLEAN) 
Automatic cleaning enables the 3581 to automatically respond to any tape 
drive's request for cleaning and to begin the cleaning process. Automatic 
cleaning makes the cleaning process transparent to any host application 
using the autoloader. lf the server application does not support the host 
cleaning function, use the autoclean function. 

,... Manual cleaning 
Manual cleaning requires you to select a menu option from the autoloader's 
display. Manual cleaning is always supported, regardless of whether host 
cleaning o r automatic cleaning is enabled or disabled. 

In ali methods, the autoloader performs the cleaning after you unload the data 
cartridge from the drive and before the next load. 

Note: Whenever you enable host application cleaning or the autoloader's 
autoclean function, the tape capacity of the autoloader is reduced to six tapes 
without the barcode reader and to tive cartridges with the barcode reader 
feature installed. The extra slot is used for storing the cleaning cartridge within 
the IBM 3581 . 

Proper instructions for cleaning the IBM 3581 tape drive can be found in 
"Performing Diagnostic and Maintenance Functions" in the Setup and Operator 
Guide. 
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5.12 Firmware upgrade 
Each IBM Ultrium Tape drive and library contains IBM Licensed Internai Code, 
often referred to as firmware. At installation time, you should make sure the latest 
firmware is installed on your IBM LTO Autoloader. As the IBM 3581 is designated 
as a Customer Setup Machine, it is the customer's responsibility to have the 
current firmware installed. 

Determine the latest levei of firmware available from the Web site: 

http://www-l.ibm.com/support/docview.wss?rs=54l&context=STCVQ6N&q=ssgl*&uid=ssg 
1S4000042&loc=en_US&cs=utf-8&lang=en+en 

Follow the instructions for updating your firmware in the IBM 3581 Ultrium Tape 
Autoloader Setup, Operator, and Service Guide, GA32-0412, o r from: 

http://ssddom02 . storage . ibm . com/techsup/webnav.nsf/support/ltofaqs_updatefw_dri 
vefw 
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6. 

IBM TotaiStorage Ultrium 
Tape Library 3582 

The newest member of the IBM Ultrium family is the IBM TotaiStorage Ultrium 
Tape Library 3582, shown in Figure 6-1 on page 114. lt is a high-performance, 
reliable, scalable tape subsystem. Designed for tape automation, the IBM 
TotaiStorage Ultrium Tape Library 3582 (IBM 3582) can be attached to iSeries, 
pSeries, xseries, Intel (running Windows or Linux), Sun SPARC, 
Hewlett-Packard, and other open systems using SCSI or Fibre Channel 
attachment. lt uses IBM Ultrium 2 tape drives for faster data transfer and 
reliability in automated library service. Each aspect of the library subsystem has 
been optimized for repeated, reliable unattended tape handling. 
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6.1 Model description 
The IBM 3582 tape library houses one or two IBM Ultrium 2 tape drives, which 
each have a native data transter rate ot 35 MBps and a cartridge capacity ot 200 
GB. The drives feature data compression hardware using an adaptation of the 
IBM LZ1 compression algorithm that provides an effective data rate of up to 70 
MBps and a cartridge capacity of up to 400GB (with 2:1 compression) on IBM 
Ultrium 2 media. Multiple drive models provide additional enhanced functions 
such as faster transfer of data, simultaneous backup, concurrent read-write 
operations, and fault tolerance through Contrai Path Failover. 

The IBM 3582 has one 1/0 slot plus additional cartridge capacity of 23 slots (24 
slots in ali), allowing a native capacity of 4.8 TB of uncompressed data. With 
compression (assuming 2:1 ), the IBM 3582 can store 9.6 TB of data. These 
capacities assume that the 1/0 slot has been configured as an additional storage 
slot, increasing the overall library capacity. 

The IBM 3582 is an excellent high-performance, entry-level choice for entry-level 
and midrange systems. 

Figure 6-1 IBM Tota!Storage Ultrium Tape Library 3582 

The IBM TotaiStorage Ultrium Tape Library 3582 supports three Ultrium 2 drive 
types: Ultrium 2 LVD, Ultrium 2 HVD, and Ultrium 2 FC. The drives can be 
intermixed. The IBM 3582 comes standard with multi-path architecture and the 
ability to partition the library into two logical libraries. The library can be 
configured as a stand-alone unit or mounted in an industry-standard 19-inch 
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Table 6-1 IBM 3582 model summary 

Model Cartridge Data Data IBM Ultrium 
slots capacity capacity tape drives 

(native) (compressed) 

3582-L23 23a 4.4 TB 8.8TB 1-2 

a. Plus one 1/0 Stat1on slot that can be ass1gned as a storage slot. lf th1s 1s done, 
the library capacity is 4.8 TB (9.6 TB compressed). 

6.1.1 Tape drives 
The IBM 3582 libraries use IBM LTO Ultrium 2 tape drives. lt is mandatory to 
have at least one IBM Ultrium drive installed in the library. An additional drive 
may be added at the initial order or as a field upgrade performed by the 
customer. 

The installed drives may be any mixture of LVD, HVD, or FC. The drives are 
ordered for plant o r field installation using chargeable feature cedes: 

.,. Feature #81 03 provides one IBM Ultrium 2 tape drive with a Low Voltage 
Differential (LVD) Ultra2/Wide SCSI Connection . 

.,. Feature #8104 provides one IBM Ultrium 2 tape drive with a High Voltage 
Differential (HVD) Ultra/Wide SCSI Connection . 

.,. Feature #8105 provides one IBM Ultrium 2 tape drive with a Native 2Gb Fibre 
Channel Connection. 

Each IBM Ultrium tape drive contains the electronics and logic for reading and 
writing data, contrai of the tape drive, management of the data buffer, and error­
recovery procedures. Ali tape drives are packaged as a common assembly that 
is a Field Replaceable Unit (FRU), designed for quick removal and replacement. 

6.1.2 Cartridge storage 
As well as the installed tape drives, the library enclosure contains cartridge 
storage slots, arranged in two rows. The row toward the front of the library is 
made of two removable magazines of seven slots each . The row toward the rear 
of the library contains nine slots (Figure 6-3 on page 116). The magazines are 
designed so that tape cartridges can only be inserted in the proper orientation. 
Once inserted, the tape cartridges will be retained in the magazine so that they 
remain in place even when the magazine is inverted and shaken lightly. The 
magazines can only be inserted one way into the mounting columns in the library. 
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In Figure 6-2, one magazine is loaded and the other is removed. 

Figure 6-2 IBM 3582 seven-slot magazines 

Nine storage 
slots Ultrium 2 Drive 

Figure 6-3 IBM 3582 rear-mounted storage s/ots 
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6.1.3 Barcode scanner 

A barcode scanner is provided as standard with the IBM 3582-L23, and it does 
not affect the slot capacity of the libraries. The barcode scanner is used during 
the inventory process to locate ali cartridges inserted into the library. This action 
is repeated every time the front doar is opened to ensure that the inventory is 
updated if a cartridge has been manually added, moved, or removed while the 
doar was open. 

6.1.4 1/0 station 

This facility enables the insertion and ejection of cartridges without interrupting 
the normal operation of the library. There is a single-slot 1/0 station where a 
cartridge can be inserted or ejected by opening the 1/0 station doar. 

6.1.5 Robotic system 

In conjunction with the library contrai microcode, the robotic system identifies 
and moves cartridges between the storage slots, tape drives, and the 1/0 station. 
lt has a number of components: 

.,.. A cartridge picker for placing cartridges in storage slots, tape drives, or the 1/0 
station 

.,.. A bar code scanner used to set up the library initially when it identifies the 
types of storage arrays and tape drives installed in the library, and in normal 
operation for reading the externallabels on the cartridges, when it !acates and 
categorizes ali cartridges installed in the library 

.,.. X-axis and Z-axis drive motors for moving the picker assembly inside the 
library enclosure 

6.1.6 Library control and operation 

The library contrai unit contains the electronics and logic for autochanger 
operations. lt controls ali operations in the IBM 3582 library, including the 
interaction between the library and operators. The contrai unit Licensed Internai 
Code creates and maintains the library configuration, the physicallocation of the 
robotic system, and the inventory of cartridges. The database is kept in the flash 
memory of the library contrai hardware. 

Requests issued from the server result in cartridge movement in the library. The 
primary requests issued are for mounting and dismounting cartridges to and from 
the tape drives and for inserting and ejecting cartridges. The host has records of 
the physicallocation of a cartridge in the library, and the physicallocation is also 
managed by the library. 
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In addition to requesting movement of cartridges in the library, the host can 
obtain status, performance, configuration information, and information about the 
cartridges stored in the IBM 3582 tape library. 

Each cartridge must have a machine- and operator-readable externai barcode 
label to identify a media cartridge in the library during initial inventory and any 
time a cartridge is added to the library. The library stores the physical location of 
the cartridge in an inventory database based on the cartridge label. Ali host 
application requests for operations involving movement or use of a cartridge 
need only reference the physical location of the cartridge (using an element 
number as described in 6.1 0.2, "ldentifying library location element numbers" on 
page 125) for the library to perform the request. 

6.1. 7 Operator pane I 

An LCD operator control panel on the front of the machine provides status 
information and menu options. From this panel the operator can initiate actions 
such as moving and loading tape cartridges or invoking diagnostics. 

6.1.8 Maintenance 

The cartridge storage slots, cartridge picker, and tape drives are accessed for 
maintenance purposes by opening the front door of the library. The tape drives , 
power supplies, and host interface board are reached from the back of the library. 

6.2 Feature cedes 
The IBM 3582 can be ordered and/or upgraded with the feature codes shown in 
Table 6-2. We have not included the various cabling options; reter to the product 
publications for detailed information about configuring and ordering. 

Tab/e 6-2 IBM 3582 feature codes 

Feature Description Comment 

1660 RMU/Specialist 

1680 Contrai Path Failover 

2200 Standalone Kit 

7003 Rack Mount Kit 

8101 1 data cartridge Plant only, see Media 
section for details. 
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Feature Description Comment 

8002 1 cleaning cartridge Plant only, see section 
Media for details. 

8103 Ultrium 2 LVD drive 

8104 Ultrium 2 HVD drive 

8105 Ultrium 2 Native FC drive 

8203 CSU Ultrium 2 LVD drive Customer Setup 

8204 CSU Ultrium 2 HVD drive Customer Setup 

8205 CSU Ultrium 2 Native FC Customer Setup 
drive 

8110 20 data cartridges 

9210 Attached to HP-UX 

9211 Attached to Sun 

9212 Attached to Windows 

9213 Attached to other non-IBM 

9215 Attached to Linux 

9400 Attached to AS/400 

9600 Attached to AIX 

6.3 Physical attachments 
The IBM 3582 tape library can be attached to IBM iSeries, IBM pSeries, IBM 
RS/6000 and SP systems, IBM xSeries and non-IBM servers, workstations, and 
personal computers that support the Ultra/Wide SCSI HVD, Ultra2/Wide SCSI 
LVD, and Fibre Channel interface. 

SCSI cables and appropriate interposers, as required , should be ordered for 
attachment to a server. A power cord feature code also should be specified. 

The IBM 3582 may be compatible with other servers, operating systems, and 
SCSI adapters. Contact your local IBM representative for a current list of 
supported open system configuration and software vendors, or go to: 

http : //www.sto r age .ibm. com/tape/ l to/3582/3582o pn . pd f 
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6.4 SCSI cabling 
A SCSI cable is required for each library connection to a SCSI bus. lf no cable is 
available, one should be specified on the initial arder for each library or drive. A 
SCSI terminator is included with each cable. An interposer (a connector that 
matches the pin pattern of the host adapter to the pin pattern of the cable) also 
may be required for attachment to particular server adapters. 

6.4.1 Cables 

A host-to-library SCSI cable is available as no-charge feature #9704 or #9705 
specified only with the initiaiiBM 3582 arder. One of these cables is supplied with 
each library ordered. Features #9704 and #9705 cannot be ordered as a 
miscellaneous equipment specification (MES) for !ater installation; however, the 
same cables may be ordered as chargeable MES upgrades after installation by 
using feature codes #5305 and #5604. Feature #9704 supplies a 4.5 m SCSI 
cable with an HD68 connector at one end and a VHDCI connector at the other 
end; feature #9705 supplies a 5 m SCSI cable with HD68 connectors at each 
end. 

Additional SCSI cables are available as optional features on the IBM 3583 for 
LVD and HVD attachment to host adapters: 

~ Feature #5302, 2.5 m (8.2 feet) SCSI cable 
~ Feature #5303, 0.7 m (2.3 feet) SCSI cable 
~ Feature #5305, 5 m (16.5 feet) SCSI cable 
~ Feature #531 O, 1 O m (33 feet) SCSI cable 
~ Feature #5318, 18 m (60 feet) SCSI cable 
~ Feature #5325, 25 m (82 feet) SCSI cable 

The cables can be used with an HVD Ultra SCSI bus or LVD Ultra2 SCSI bus and 
have an HD68 connector on each end. A SCSI terminator is included with each 
Ultrium library. 

The following cables differ in that they have a VHDCI connector at one end: 

~ Feature #5602, 2.5 m (8.2 feet) SCSI cable 
~ Feature #5604, 4.5 m (14.5 feet) SCSI cable 
~ Feature #561 O, 1 O m (33 feet) SCSI cable 
~ Feature #5620, 20m (66 feet) SCSI cable 
~ Feature #5625, 25 m (82 feet) SCSI cable 
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6.4.2 lnterposers 

An interposer is required to connect host adapters that do not have HD68 
connectors to the SCSI cables. The following chargeable interposers are 
available: 

.,.. Feature #2895 interposer to connect iSeries to adapter #6501 

.,.. Feature #5099 interposer to connect a mini-68-pin VHDCI connector to the 
68-pin HD68 connector on the SCSI cable. 

This interposer (a 0.3m cable) has a male mini-68-pin VHDCI connector on 
one end anda female 68-pin HD68 connector on the other. 

6.4.3 SCSIIength limitations 

The overall LVD SCSI cable length is limited to 25m (81 feet) using point-to-point 
interconnection. lf using multi-drop interconnection, then the overall LVD SCSI 
cable length is limited to 12 m (39 feet). The stub length at each device must not 
exceed 0.1 m (0.33 feet). 

The overall HVD SCSI cable lengths are limited to 25m (81 feet) using point­
to-point or multi-drop interconnection. The stub length at each device must not 
exceed 0.2 m (0.66 feet) . 

6.5 Environmental specifications 
The IBM TotaiStorage Ultrium Tape Library 3582 is a stand-alone, medium-sized 
library unit that can be placed on a desk or in a rack. 

The IBM 3582 has one or two drives and 23 cartridge slots, plus a single-slot 1/0 
station. The physical dimensions are: 

.,.. Width: 45.5 em (17.9 in) 

... Depth: 65.4 em (25.8 in) 

.,.. Height: 19.3 em (7.7 in) for a stand-alone library on casters 

.,.. Maximum weight: 30.3 kg (66.7 lb) with two drives 

.,.. Four ElA units high (if rack-mounted) 

6.6 Host platforms and device drivers 
The following no-charge codes indicate the server platform to which the IBM 
3582 is attached: 

.,.. Feature #921 O attached to HP-UX 
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,... Feature #9211 , attached to Sun system 
,... Feature #9212, attached to Windows NT or Windows 2000 system 
,... Feature #9213, attached to other non-IBM system 
,... Feature #9215, attached to Linux system 
,... Feature #9400, attached to iSeries system 
,... Feature #9600, attached to xSeries 

A device driver is additional code on the host server platform that enables it to 
recognize and talk to a peripheral device (in this case, the IBM 3582). Sometimes 
the driver code is supplied as part of the operating system code (such as in 
OS/400), sometimes a software patch is required, and sometimes the driver is 
installed separately from a CD or diskette (either anOS CD or provided with a 
vendar application) . 

The library is shipped with the device drivers to support the following operating 
environments at the minimal leveis shown: 

,... AIX Versions 4.3.3 or later 
,... Sun Solaris 2.6, Solaris 7, or 8 
,... Windows NT 4.0 with Service Pack 6 
,... Windows 2000 (9215) 
,... Windows 2003 
,... HP-UX 11.0, 11 .i (64 bit) 
,... OS/400 V5R1 or later 
,... Linux Red Hat 7.2 (32 and 64 bit kernels) , Red Hat 7.3, Red Hat Advanced 

Server 2.1, SuSE Linux Enterprise Server Update 

Tip: The device driver CD or diskette that is shipped with the IBM 3582 may 
not contain the device drivers with the most recent levei or the device drivers 
for ali supported systems. Always check the following FTP site for the latest 
device drivers: 

f tp : / /f tp . software.ibm.com/storage/devdrvr/ 

6.6.1 Device driver installation 

lnstall the IBM device drivers for the IBM 3582 as follows: 

,... lf you intend to use the IBM 3582 with a commercial software application 
(such as IBM Tivoli Storage Manager, VERITAS Backup Exec, or Legato 
NetWorker) , reter to that application's installation instructions to install the 
device driver and configure the IBM 3582. 

,... lf you do not intend to use the IBM 3582 with a commercial software 
application, install the tape and medium device driver from the CD that is 
shipped with the drive. Reter to the installation instructions in the IBM SCSI 
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Tape Drive, Medium Changer, and Library Device Drivers lnstallation and 
User's Guide GC35-0154, which is supplied on the CO with the driver code. 

Note: lf you use the IBM 3582 with a commercial software application, IBM 
recommends that you instai! any IBM-supplied device driver only if instructed 
to do so in the installation instructions supplied by the vendar of the 
application. Otherwise, if the application supplies its own driver code, then 
conflicts could occur over which driver contrais the drive. Many examples of 
using the Ultrium drives are given in the Redbooks /mplementing IBM LTO in 
Linux and Windows, SG24-6268, and Using IBM LTO Ultrium with Open 
Systems, SG24-6502. 

6. 7 Storage appl ications 

The software for managing the IBM 3582 is not provided with the library. lt is not 
really feasible to use the IBM 3582 without some additional application software 
to manage the slots and cartridge inventory. Additional software support is 
available through library management software products, which can be obtained 
separately from IBM, IBM Business Partners, or independent software providers. 
A list of compatible software is available at the Web site: 

http : //www.storage.ibm.com/hardsoft/tape/conntri x/pdf/lto_isv_matri x .pdf 

You will find details for each application including Ultrium 1/2 support and specific 
Ultrium models and attachment methods. Contact your storage application 
vendar for more-detailed information about specific versions and platforms 
supported. 

6.8 Media 
One Ultrium cleaning cartridge and one Ultrium data cartridge are included with 
each 3582 drive arder 1. With the initial arder, additional data and cleaning 
cartridges may be ordered as chargeable features for the IBM 3582: 

... Feature #81 01 provides a single 200 GB Ultrium 2 Data Cartridge. 
Up t'J 19 #81 01 features can be ordered. The cartridges come with a barcode 
label but it is not affixed. 

... Feature #8002 provides a single Ultrium Cleaning Cartridge. 
lt is a chargeable feature, and a maximum of three can be ordered. 

... Feature #8110 provides a pack of twenty 200GB Ultrium Data Cartridges 
with un-attached barcode labels. 

1 Ali media and cleaning cartridges are warranted separately from the IBM 3582. 
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Subsequent to the initial arder, additional supplies may be ordered from the IBM 
media business ora third-party media vendar. Reter to Appendix A, "LTO Ultrium 
tape media" on page 223 for details about ordering supplies and cartridges, with 
or without labels. 

6.9 lnstallation and performance considerations 
iSeries configurations allow only one drive per input/output port for maximum 
performance. lnstalling more than one Ultrium tape library on an input/output port 
may affect drive performance. 

lnstalling more than one Ultrium drive on a SCSI bus may affect tape drive 
performance. For optimal performance, it is recommended that no more than one 
IBM Ultrium drive be attached to an individual SCSI bus. 

lntermixing of other SCSI devices on the same SCSI bus as the IBM 3582 
Ultrium tape library may affect performance of those devices. 

While IBM Ultrium tape drives provide the capability for high tape performance, 
other components of the system may limit the actual performance achieved. The 
compression technology used in the tape drive can typically double the amount 
of data that can be stored on the media; however, the actual degree of 
compression achieved is highly sensitiva to the characteristics of the data being 
corr\pressed. 

The IBM 3582 Ultrium tape library has multi-path architecture; see 2.6, 
"Multi-path architecture" on page 46 for more information. This means the library 
can be logically divided into two separate physicallibraries with a drive each, a 
seven-slot magazine each, and a pre-determined number of slots in the rear 
storage area of the IBM 3582. lf the 1/0 slot is defined it can be shared. 

6.1 O IBM 3582 initial set-up 
The following section covers some of the major items required to implement, 
manage, and operate the IBM 3582 tape library. lt does not cover ali tasks and 
we do not intend to cover ali of the specific commands. For more details, reter to 
the IBM 3582 Ultrium Tape Library Setup, Operator, and Service Guide, 
GA32-0548. 
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6.10.1 SCSIID 

The IBM 3582 has one or two SCSI devices/addresses: the two drives. The 
default settings for the SCSI lOs are O and 1. Depending on your requirements, 
you may have to change the SCSI ID default settings for your installation. 

The IBM 3582 uses a path through one or more of the tape devices to access the 
tape library robot. The tape device is LUN O, and the library robot will be LUN 1. 
A SCSI ID does not have to be set for the library robot. 

The IBM 3582 is a SCSI target device and it can be connected to a single-ended, 
Low Voltage Differential or High Voltage Differential SCSI bus. The SCSI bus 
must be terminated, anda terminator is shipped with each library. 

6.1 0.2 ldentifying library location element numbers 

6.11 

To manipulate the media within the library, the host must reference each 
movement with source and target designations. This is done via element 
addressing, which specifies precisely which slots within the library are to be 
used. Table 6-3 shows the element addressing scheme used for the IBM 3582 
tape library. 

Tab/e 6-3 IBM 3582 element numbering 

Column Element numbers 

Picker 1 

1/0 station 16 

Drives 256-257 

Storage 4096 - 4116 

Drives are addressed from bottom to top. 

The 1/0 station is addressed from top to bottom. Storage slots are addressed 
from top to bottom, column by column. 

Operator displays and buttons 
Normally, the host issues commands to the IBM 3582 tape library. Operator 
contrai is provided via the Operator Panel. The operator is responsible for: 

.,. Starting the IBM 3582 tape library 

.,. Shutting down the IBM 3582 tape library 

.,. Handling media 
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Reter to the IBM TotaiStorage Ultr1 ._, -=- Library 3582 Setup, Operator and 
Service Guide, GA32-0458, for general procedures. 

6.11.1 Operator Panel 

The Operator Panel provides communication between the operator and the IBM 
3582 tape library. Visual indications and push buttons enable the operator to 
contrai the IBM 3582 tape library. 

As shown in Figure 6-4, the IBM 3582 tape library operator panel is divided into 
two areas: 

1. Operator Panel Keyboard: 
The Operator Panel Keyboard is a five-button keypad that lets you contrai the 
library operations interactively. Using the Operator Panel, you can set library 
options, check library status, and diagnose errors. 

2. Operator Panel Display: 
The Operator Panel Display is an LCD on the library front pane I that is used to 
display icons and text. 

Figure 6-4 IBM 3582 opera for pane/ 

Menu options 
Figure 6-5 on page 127 shows the layout of the menu options on the operator 
pane L 
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Figure 6-5 IBM 3582 top-level menu options 

Each menu is accessible through the Operator Panel push buttons. Reter to the 
Operation chapter in the IBM TotaiStorage Ultrium Tape Library 3582 Setup, 
Operator and Service Guide, GA32-0458, for ali menu items. 

Using commands that require an offline state 
Some commands require that the library be in an offline state. lf any such 
commands are attempted while the library is in an online state, the operator will 
be requested to take the library offline. 

Operator intervention message 
lf a problem causes an operator intervention message to appear, reter to the 
Troubleshooting and Diagnostics section in the IBM TotaiStorage Ultrium Tape 
Library 3582 Setup, Operator and Service Guide, GA32-0458. 
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6.12 Library mode 
The library operates in one of two modes: random mode or sequential mode. 

Sequential mode is used with applications that recognize the tape drives but not 
the medium changer. Tape cartridge locations and loading are managed by the 
library, and data is written to tapes in the order in which they are stored in the 
library. 

Random mode is used with applications that recognize the medium changer and 
drives. The application manages the tape loading, slot positioning, and the order 
in which cartridges are used. 

Libraries usually are set up using random mode. 

6.13 Drive cleaning 
Ali of the IBM Ultrium Tape Drives have an integrated cleaning mechanism that 
brushes the head at load time and again when unloading a cartridge. Drives also 
have a cleaning procedure that uses a special cleaning cartridge, should this 
become necessary. 

Attention: When cleaning the drive head, use only the IBM LTO Ultrium 
Cleaning Cartridge or an IBM-approved cleaning cartridge. 

A specially labeled IBM LTO Ultrium Cleaning Cartridge is supplied with each 
IBM 3582 tape library. The drive determines when the drive head needs to be 
cleaned, and alerts you by displaying CT on the message display. 

6.14 Firmware upgrades 
Each IBM Ultrium tape drive and tape library contains IBM Licensed Internai 
Code, often referred to as firmware. At installation time, you should make sure 
the current firmware is installed on your IBM LTO tape drives and library. As the 
IBM 3582 is designated as a Customer Setup Machine, it is the customer's 
responsibility to have the current firmware installed. Determine the latest levei of 
firmware available from the IBM Technical Support Web site: 

http://ssddom02 . storage.ibm.com/techsup/webnav.nsf/support/3582 

Follow the instructions for updating your firmware in the/BM 3582 Ultrium Tape 
Library Setup, Operator, and Service Guide, GA32-0548. 
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IBM TotaiStorage Ultrium 
Scalable Tape Library 3583 

The fourth member of the IBM Ultrium family is the IBM TotaiStorage Ultrium 
Scalable Tape Library 3583, shown in Figure 7-1 on page 130. lt is a 
high-performance, reliable, scalable tape subsystem. Designed for tape 
automation, the IBM TotaiStorage Ultrium Scalable Tape Library 3583 (IBM 
3583) can be attached to iSeries, pSeries, xSeries, AS/400, RS/6000, Netfinity, 
and non-IBM servers, workstations, and personal computers that support SCSI 
HVD, SCSI LVD, and Fibre Channel interfaces. lt uses IBM Ultrium tape drives for 
fast data transfer and reliability in automated library service. Each aspect of the 
library subsystem has been optimized for repeated , reliable unattended tape 
handling. 
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Figure 7-1 IBM Tota/Storage Ultrium Sca/ab/e Tape Library 3583 

The IBM 3583 tape library houses from one to six IBM Ultrium tape drives, which 
can have a native data transfer rate of up to 35 MBps and a cartridge capacity of 
up to 200 GB, depending on whether it is an Ultrium 1 or Ultrium 2 drive. Any 
combination of Ultrium 1 or Ultrium 2 drives may be installed. The drives feature 
data compression hardware using an adaptation of the IBM LZ1 compression 
algorithm, which provides an effective data rate of up to 70 MBps anda cartridge 
capacity of up to 400GB (with 2:1 compression) on IBM Ultrium 2200GB media. 
Multiple-drive models provide additional enhanced functions such as fast transfer 
of data, simultaneous backup, concurrent read-write operations, Control Path 
Failover, and fault tolerance. The Multi-Path Architecture enables a single library 
to be shared by multiple homogeneous or heterogeneous applications. 

The IBM 3583 models feature cartridge capacities of 18, 36, and 72 cartridges; 
that is, capacities of 3.2 TB, 7.2 TB, and 14.4 TB of uncompressed Ultrium 2 
data. With compression (assuming 2:1 ), the largest model of the 3583, the Model 
L72, can store 28.8 TB of Ultrium 2 data. 

The IBM TotaiStorage Ultrium Scalable Tape Library 3583 is an excellent choice 
if your application is experiencing growth in online storage requirements and you 
are considering a tape automation solution for your data storage needs. 
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7.1 Model description 
The IBM 3583 supports up to six IBM LTO Ultrium tape drives. lt comes standard 
with remate library management, multi-path architecture, and the ability to 
partition the library into three logical libraries. The library can be configured as a 
stand-alone unit or can be mounted in an industry-standard 19-inch rack. 
Additional optional teatures include Contrai Path Failover for AI X. The Library 
3583 comes in three different models. The major difference between the models 
is the number of storage cells shipped with the initial arder: 

.... IBM 3583 Model Ll8 is supplied with space for 18 cartridges. 

.... IBM 3583 Model L36 is supplied with space for 36 cartridges. 

.... IBM 3583 Model L 72 is supplied with space for 72 cartridges. 

The models are summarized in Table 7-1: 

Tab/e 7-1 IBM 3583 model summary 

Model Cartridge Native Data Native Data 
Slots Capacity with Capacity with 

Ultrium 1 Ultrium 2 

L18 18a 1.8 TB 3.6TB 

L36 36b 3.6 TB 7.2TB 

L72 72c 7.2TB 14.4 TB 

a. Plus one 1/0 Stat1on slot 
b. Plus one 1/0 Station slot 
c. lncluding twelve 1/0 Station slots 

IBM Ultrium 
Tape Drives 

1-6 

1-6 

1-6 

The model numbering is an indication of how many cartridge slots the model was 
originally shipped with . However, ali of the IBM 3583 models are the same 
physical size, and the two smaller models, L 1 8 and L36, can be field-upgraded to 
hold up to 72 cartridges by the addition of upgrade teatures. The effect of these 
upgrades is shown in Table 7-3 on page 142. 

7.1.1 Tape drives 

The IBM 3583 libraries support the IBM LTO Ultrium 2 tape drives as well as the 
Ultrium 1 tape drives. Both types of tape drives and cartridges can be resident in 
the same 3583 trame. lt is mandatory to have at least one IBM Ultrium drive 
installed in any of the libraries. Up to tive more drives may be added either on the 
initial arder or as field upgrades. 

The installed drives may be any mixture of LVD, HVD, or 2 Gbps switched fabric 
Fibre Channel attached up to a total of six. However, LVD, and HVD interfaces 
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.cannot be connected on the same SCSl bus. The drives are ordered·for plant o r 
field installation using chargeable teature codes: 

·• Feature #8003 provides one IBM Ultrium 1 tape drive with a Low Voltage 
Differential (LVD) Ultra2/Wide SCSI adapter. 

• Feature #8004 provides one IBM Ultrium 1 tape drive with a High Voltage 
Differential (HVD) Ultra/Wide SCSI adapter. 

~ Feature #81 03 providas one IBM Ultrium 2 tape drive with a Low Voltage 
Differential (LVD) Ultra160 SCSI interface. 

-~ Feature #8104 providas one IBM Ultrium 2 tape drive with a High Voltage 
Differential (HVD) Ultra!Wide SCSf interface. 

~ Feature #8105 provides one IBM Ultrium 2 tape drive with a Fibre Channel 
Interface. 

Each IBM Ultrium tape drive contains th& electronics and logic for reading and 
writing of data, contrai of the tape drive, management of the data butfer, and errar 
q-ecovery procedures. Ali tape drives are packagect as a common assembly that 
!:Js a Field Replaceable Unit (FRU), designed for quick remova! and replacement. 
·rhe cartridge capacities are unaffected by the number of drives installed. 

7 .1.2 Camrlge storage 

·As well as the installed tape drives, the library enclosure contains cartridge 
storage slots that aro arranged in columns (from one to three depending on the 
library model). Each of the three storage columns has provision for an additional 
tixed slot located at the top of each column. This slot is reserved for futura use. 

The tape cartridges are stored in removable magazines, which are installed into 
~h e columns in the library (three magazines to each column). The magazines are 
.designed so that tape cartridges can only be inserted in the proper orientation. 
~once inserted, the tape cartridges will be retained in the magazine so that they 
remain in place even when the magazine is inverted and shaken lightly. The 

·magazines can only be inserted one way into the mounting columns in the library. 

7 .1.3 Barcooe reader 

~~\ barcode reader is provided as standard with ali IBM 3583 models, and it does 
:{·,·:c.t affect the slot capacityotthe libraries. The barcode reader is used during the 
inventory process to locate ali cartridges inserted in the library. This action is 

't~:teated every time the front doar is opened to ensure that the inventory is 
:~idated, should a cartridge have been manually added, moved, or removed 
.W:1ile the doar was open. 
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7.1.4 1/0 station 

This facility allows the insertion and ejection of cartridges without interrupting the 
normal operation of the library. There are two types of 1/0 station: 

... The single-cartridge station, where the cartridge can be inserted o r ejected by 
opening the 1/0 station doar 

... The 12-cartridge station, where 12 cartridges are contained in two removable 
magazines that can be inserted or ejected by opening the 1/0 station doar 

Models L 18 and L36 have the single-cartridge 1/0 station for tape cartridges and 
can be upgraded to a 12-cartridge station by the feature #8012. The model L72 
has the 12-cartridge station installed as standard equipment. 

7.1.5 Robotic system 

In conjunction with the library contrai microcode, the robotic system identifies 
and moves cartridges between the storage slots, tape drives, and the 1/0 station. 
lt has a number of components: 

... A cartridge picker for placing cartridges in storage slots, tape drives, or the 1/0 
station 

... A barcode reader used to set up the library initially when it identifies the types 
of storage arrays and tape drives instalied in the library, and in normal 
operation for reading the externallabels on the cartridges, when it locates and 
categorizes ali cartridges instalied in the library 

... A picker assembly for mounting the cartridge picker and the bar code scanner 

... Y-axis and Z-axis drive motors for rotating the picker assembly, and moving it 
vertically, inside the library enclosure 

7.1 .6 Library contrai and operation 

The library contrai unit contains the electronics and logic for autochanger 
operations. lt contrais ali operations in the IBM 3583 libraries, including the 
interaction between the library and operators. The contrai unit Licensed Internai 
Code creates and maintains the library configuration , the physicallocation of the 
robotic system , and the inventory of cartridges. The database is kept in the flash 
memory of the library contrai hardware. 

Requests issued from the server result in cartridge movement in the library. The 
primary requests issued are for mounting and dismounting cartridges to and from 
the tape drives and for inserting and ejecting cartridges. The host has records of 
the physical location of a cartridge in the library, and the physical location is also 
managed by the library. 
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In addition to requesting movement oh~~~n the library, the host can 
obtain status, performance, configuration information, and information about the 
cartridges stored in the IBM 3583 tape library. 

Each cartridge must have a machine- and operator-readable externai barcode 
label to identify a media cartridge in the library during initial inventory and any 
time a cartridge is added to the library. The library stores the physical location of 
the cartridge in an inventory database based on the cartridge label. Ali host 
application requests for operations involving movement or use of a cartridge 
need only reference the physicallocation of the cartridge (using an element 
number as described in 7.11.3, "Eiement numbers" on page 150) for the library to 
perform the request. 

7 .1. 7 Operator pane I 

An LCD operator contrai pane! on the front of the machine provides status 
information and menu options. From this pane! the operator can initiate actions 
such as moving and loading tape cartridges or invoking diagnostics. 

7.1.8 Remote Management Unit 
The Remate Management Unit (RMU) feature provides connectivity to Ethernet 
10/100 LAN systems including Simple Network Management Protocol (SNMP). lt 
allows library contrai, and configuration from authorized network attached 
consoles via a Web browser. 

7.1.9 Library partitioning 

The IBM 3583 library multi-path architecture (see 2.6, "Multi-path architecture" on 
page 46 for more information) allows homogeneous or heterogeneous open 
systems hosts to share the library's robotics without storage management 
middleware ora dedicated server acting as a library manager. 

The library can be partitioned into as many as three logical libraries in order to 
share the library between different software platforms and applications (such as 
Windows 2000 and UNIX) . Partitioning in this way means that they are able to 
share the library robotics independently of each other. Each logical library has its 
own distinct drives, cartridge storage slots, and contrai paths. lf the application 
supports it, both Ultrium 1 and Ultrium 2 drives and media are allowed in the 
same logical library. Cartridges under library contrai are not shared between 
logicallibraries, nor allowed to be moved between logical libraries. lnput/output 
(1/0) slots are shared on a first-come-first-served basis. 
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For more information about the multi-path and partitioning capabilities of th~~· 
3583 tape library reter to the library partitioning sections in these Redbooks: 

.... Using IBM LTO Ultrium with Open Systems, SG24-6502 

.... lmplementing IBM LTO in Linux and Windows, SG24-6268 

7.1.10 Multiple control paths 

In addition to creating multiple logicallibraries, you can also configure any logical 
library to have more than one control path. When you configure additional control 
paths, additional library sharing configurations and availability options are made 
possible. Access to the logical library is on a first-come, first-served basis, and 
each control path for a logicallibrary can accept commands while the library is in 
use by another control path. By default, each logicallibrary control path is 
available to servers through logical unit number 1 (LUN 1) of the first drive that is 
defined within that logicallibrary. 

Note: A logical unit number (LUN) is a number used by a server to identify a 
drive. The LUN for the Sequential Access device is always LUN O of the drive, 
and the LUN for the Medium Changer device is always LUN 1. Ali other LUNs 
are invalid addresses. 

The IBM 3583 offers an optional control path failover feature that enables the 
host device driver to resend the command to an alternate contrai path; for 
example, to LUN 1 of the second drive in the same logical library. With control 
path failover installed, the alternate control path can include another HBA, SAN, 
or library contrai path drive. The device driver initiates errar recovery and 
continues the operation on the alternate control path without interrupting the 
application. Only AIX hosts are currently supported for this feature. 

7.1 .11 SAN Data Gateway Module 

The SAN Data Gateway Module (feature #8005) functions as an interface 
between LVD SCSI Ultrium 1 tape drives (#8003) in the library and Fibre Channel 
devices on the SAN. lt provides attachment support for Fibre Channel interfaces 
using a Shortwave Gigabit Interface Convertor (GBIC) with SC connectors. The 
SAN Data Gateway Module is manageable over the IP network. lt has an 
Ethernet 10/ 100 interface with an RJ-45 connector. 

7.1.12 Maintenance 

The cartridge storage slots, cartridge picker, and tape drives are accessed for 
maintenance purposes by opening the front door of the library. The tape drives, 
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power supplies, and host interface board are accessed from the back of the 
library for maintenance. 

7.2 Feature codes 
The IBM 3583 can be ordered and/or upgraded with the feature codes in 
Table 7-2. We have not included cabling options; reter to the product publications 
for detailed information about configuring and ordering the IBM 3583. 

Tab/e 7-2 IBM 3583 feature codes 

Feature Description Comment 

1450 Multi-Path - Field Specify Field only 

1660 RMU/StorWatch™ Specialist Field only 

1680 Control Path Failover for AIX Automatic control path failover to a 
pre-configured redundant control 
path in the event of the loss of a 
host adapte r o r control path drive, 
without aborting the current job in 
progress 

8001 IBM LTO Ultrium 1 00 GB Data Plant only, see Media section for 
Cartridge details. 

8002 IBM Ultrium Cleaning Cartridge Plant only, see Media section for 
details. 

8003 LTO Ultrium 1 LVD Drive Sled 

8004 LTO Ultrium 1 HVD Drive Sled 

8005 SAN Data Gateway Module Attachment support for Fibre 
Channel interfaces using a 
Shortwave 2 GBps Gigabit 
Interface Convertor (GBIC) with 
SC connectors. LVD SCSI 
attachment is via a VHDCI 
connector. 

8006 Rack mount option 

8007 18-slot Tape Storage Column Adds 18 slots 
Maximum: 
- Model L 18: two 
- Model L36: one 

8008 Redundant power module Redundant DC power module 
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Feature Description Comment 

8010 20-pack of IBM LTO Ultrium 
1 00 GB Data Cartridges 

8012 12-cartridge 1/0 station Adds 18 slots in the door ( 12 of 
them can be used for 
non-disruptive exchange of 
cartridges) 
Maximum: 
- for L 18 and L32: one 
- standard on L 72 

8013 6-cartridge magazine Plant only 

8101 IBM LTO Ultrium 200GB Data Plant only, see Media section for 
Cartridge details. 

8103 LTO Ultrium 2 LVD Drive Sled 

8104 LTO Ultrium 2 HVD Drive Sled 

8105 LTO Ultrium 2 Fibre Drive Sled 

8110 20-pack of IBM LTO Ultrium Plant only, see Media section for 
200 GB Data Cartridges details. 

9210 Attached to HP-UX 

9211 Attached to Sun 

9212 Attached to Windows 

9213 Attached to other non-IBM 

9215 Attached to Linux System 

9400 Attached to AS/400 

9450 Multi-Path - Plant Specify Plant only 

9600 Attached to AIX 

7.3 Physical attachments 
In each of the different IBM 3583 tape library models, the interface (LVD, HVD, or 
Fibre Channel) on each of the drives is chosen by selecting the appropriate drive 
type (indicated by feature code numbers: #8003 for an LVD Ultrium 1 drive, 
#8004 for an HVD Ultrium 1 drive, #81 03 for an LVD Ultrium 2 drive, #81 04 for an 
HVD Ultrium 2 drive, and #81 05 for a FC Ultrium 2 drive). 

Chapter 7. IBM TotaiStorage Ultrium Scalable Tape Library 3583 137 

l. 

RQS 11° O.J. ~O"~ - C,J­
Cf-,1 -;,·i ":1._6\v: 

·--· J o~ 
Fls. ·N~ -----

Doe: 3 6 g O 



The IBM 3583 tape library can be attached to the iSeries, pSeries, xSeries, 
AS/400, RS/6000, RS/6000 SP systems, Netfinity and non-IBM servers, 
workstations, and personal computers that support the Ultra!Wide SCSI HVD, 
Ultra2/Wide SCSI LVD, and Fibre Channel interface. 

SCSI or FC cables and appropriate interposers, as required, should be ordered 
for attachment to a server. A power cord feature code should also be specified. 

The IBM 3583 may be compatible with other servers, operating systems, and 
adapters. Contact your local IBM representativa for a current list of supported 
configurations. You may also reter to the lnteroperability Matrix (List of Supported 
Servers) on this Web site: 

http://www.storage.ibm .com/tape/lto/3583/3583opn . pdf 

Another resource is the IBM SSG HBA & SAN lnteroperability Matrix on: 

http://s sddom02 .sto rage.ibm.com/hba/hba_support . pdf 

7.4 Cabling 
Cables are required to attach tape drives in the IBM 3583 to each server 
connection (up to the number of tape drives installed). 

An interposer also may be required for attachment to various server adapters. 
One or more of the following Fibre Channel or SCSI cables should be specified 
on the IBM 3583. 

7.4.1 Fibre Channel cables 

A Fibre Channel cable is required to attach an IBM 3583 with the San Data 
Gateway Module feature (#8005) or the Fibre Drive feature (#81 05) to host Fibre 
Channel adapters, switches, or other Fibre Channel components. The 
short-wave, multimode GBICs that are installed in the San Data Gateway Module 
are SC Duplex connectors. 

Note: When feature #8005 is ordered as a plant feature, one of the no-charge 
features #9706 (5 m SC-SC Fibre Channel cable) or #9707 (7 m LC-SC Fibre 
Channel cable) can be selected to provide the fiber optic cable needed to 
connect to the host Fibre Channel adapte r. When feature #8005 is ordered as 
an MES feature, one of the cables listed below should be ordered if needed. 
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The IBM LTO Ultrium 2 Fibre Tape Drive (#81 05) comes with an LC Duplex 
connector. One 2 m LC-LC Fibre Channel drive-to-patch panel cable is included 
with each Fibre Drive feature (#8105) . 

Additional FC cables are available as optional features on the IBM 3583 for Fibre 
Channel attachment to host Fibre Channel adapters, Fibre Channel switches, or 
other Fibre Channel components: 

... Feature #5907 - 7 m SC-LC Fibre Channel Cable 

... Feature #5913 - 13m SC-LC Fibre Channel Cable 

... Feature #5922 - 22 m SC-LC Fibre Channel Cable 

... Feature #5961 - 61 m SC-LC Fibre Channel Cable 

... Feature #6005 - 5 m LC-LC Fibre Channel Cable 

... Feature #6013 - 13 m LC-LC Fibre Channel Cable 

... Feature #6025 - 25 m LC-LC Fibre Channel Cable 

... Feature #6061 - 61 m LC-LC Fibre Channel Cable 

7 .4.2 SCSI cables 

A host-to-library SCSI cable is available as no-charge feature #9704 or #9705 
only with the initiaiiBM 3583 arder. One of these cables is supplied with each 
library ordered. Features #9704 and #9705 cannot be ordered later as an MES; 
however, the same cables can be ordered after installation as chargeable MES 
upgrades by using feature codes #5305 and #5604. Feature #9704 supplies a 
4.5 m SCSI cable with an HD68 connector at one end and a VHDCI connector at 
the other end; feature #9705 supplies a 5 m SCSI cable with HD68 connectors at 
each end. 

Additional SCSI cables are available as optional features for LVD and HVD 
attachment to host adapters. These cables have HD68 connectors on both ends: 

... Feature #5302, 2.5 m (8.2 feet) SCSI cable 

... Feature #5303, 0.7 m (2 .3 feet) SCSI cable 

... Feature #5305, 5 m (16.5 feet) SCSI cable 

... Feature #531 O, 1 O m (33 feet) SCSI cable 

... Feature #5318, 18 m (60 feet) SCSI cable 

... Feature #5325, 25m (82 feet) SCSI cable 

The following cables differ in that they have a VHDCI connector at one end: 

... Feature #5602 , 2.5 m (8 .2 feet) SCSI cable 

... Feature #5604, 4.5 m (1 4.5 feet) SCSI cable 

... Feature #561 O, 1 O m (33 feet) SCSI cable 

... Feature #5620, 20m (66 feet) SCSI cable 

... Feature #5625, 25m (82 feet) SCSI cable 
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One SCSI differential terminator and 0.5 ~ere;drive-to-drive cable is included 
with each SCSI drive feature (#8003, #8004, #81 03 and #81 04). 

7.4.3 lnterposers 
An interposer is required to connect host adapters that do not have HD68 
connectors to the SCSI cables. The following chargeable interposers are 
available: 

.,. Feature #2895 interposer to connect iSeries and AS/400 to adapter #6501 . 

.,. Feature #5099 interposer to connect a mini-68-pin VHDCI connector to the 
68-pin HD68 connector on the SCSI cable. This interposer (a 0.3 m cable) 
has a male mini-68-pin VHDCI connector on one end anda female 68-pin 
HD68 connector on the other. 

7.4.4 Terminator 
An inline terminator is required when attaching the 3583 library to 
Hewlett-Packard V-Ciass systems with adaptar A4800A. 

The following inline terminator is available: 

.,. Feature #5098, lnline HVD SCSI Terminator 

7.4.5 Cable length limitations 
The native Fibre Channel drive and the San Data Gateway Module are capable 
of 2 Gbps speed. They automatically switch to a 1 Gbps speed if they are 
attached to a 1 Gbps host Fibre Channel adapter, switch, or other Fibre Channel 
components. With 1 Gbps speed the maximum cable length is limited to 300 m 
(984 feet), and with 1 Gbps speed to 500 m (1640 feet). 

The overall LVD SCSI cable length is limited to 25m (81 feet) using point-to-point 
interconnection (for example, one host connected to only one tape drive). lf using 
multi-drop interconnection (such as one host connected to more than one tape 
drive on the same SCSI bus), then the overall LVD SCSI cable length is limited to 
12 m (39 feet). The stub length at each device must not exceed 0.1 m (0.33 feet) . 

The overall HVD SCSI cable lengths are limited to 25m (81 feet) using point­
to-point or multi-drop interconnection . The stub length at each device must not 
exceed 0.2 m (0.66 feet) . 
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7.5 Upgrades and optional features 
You can add MES features to each model type in the IBM 3583 family in order to 
add capacity in terms of drives and cartridge cells, and to add the 12-cartridge 
1/0 station. This effectively takes the place of model upgrades as there are no 
upgrades available for the IBM 3583 series. 

In other words, you cannot upgrade an IBM 3583-L 18 to an IBM 3583-L36 or 
L72. Similarly, an IBM 3583-L36 cannot be upgraded to an IBM 3583-L72. 

7.5.1 Upgrade features 

You can expand any IBM 3583 model to the maximum capacity of the largest 
model (L72) with the addition of MES features. 

Adding drives: 
You can add IBM LTO Ultrium drives to any library model to a maximum of six 
drives in total. The drives may be LVD, HVD, or Fibre in any combination. To 
install an LVD drive, add feature #8003 (Uitrium 1) or #81 03 (Uitrium 2), to add an 
HVD drive, add #8004 (Uitrium 1) or #81 04 (Uitrium 2), and to add a Fibre drive, 
add #81 05 (Uitrium 2). 

Adding cartridge capacity: 
You can add an additional 18 tape cartridge slots to either of the smaller IBM 
3583 models using feature #8007. You can add one or two of these features to 
model L 18 (for a total of 36 or 54 cartridge slots), and you can add one feature to 
model L36 (for a total of 54 cartridge slots) . 

You can install a 12-cartridge 1/0 station to models L 18 and L36 by adding 
feature #8012 . This feature accommodates the 12 cartridges in two six-slot 
cartridge magazines that are accessed by opening the 1/0 station door. In 
addition to the two magazines, this feature supplies six additional fixed slots in 
the library door for a total of 18 additional slots. This feature in combination with 
feature #8007 provides the maximum slot capacity and function for the two 
smaller IBM 3583 models. 

Table 7-3 on page 142 shows how to upgrade the capacity o f 3583-L 18 and 
3583-L36 libraries by adding extra 18-slot tape storage columns (feature #8007) 
and by adding the 12-cartridge 1/0 station (feature #8012). You may choose to 
set up the 12-cartridge l/O station as storage slots o r l/O slots . 
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3583 Extra tape Single 12 cartridge VO 12 cartridge VO 
model storage cartridge 1/0 station defined as station defined as 

columns station storage l/O 

l18 o 18 storage 36 storage 24 storage 
1 1/0 o 1/0 121/0 

L18 1 36 storage 54 storage 42 storage 
1 1/0 o 1/0 121/0 

L18 2 54 storage 72 storage 60 storage 
1 1/0 o 1/0 121/0 

L36 o 36 storage 54 storage 42 storage 
1 1/0 o 1/0 121/0 

L36 1 54 storage 72 storage 60 storage 
1 1/0 o 1/0 121/0 

L72 Not available not available 72 storage 60 storage 
o 1/0 121/0 

7.5.2 Optional features 

Two optional features are available: 

... Feature #8006, raek mount option 
The IBM 3583 libraries ean be installed either stand-alone or in a standard 
ElA 19-ineh raek. They oeeupy the full width of the raek and require 14 units of 
raek spaee (24.5 in or 62.2 em). This is the ehargeable feature that provides 
the neeessary hardware to mount the library in the raek. 

... Feature #8008, redundant power module 
This ehargeable feature supplies a redundant DC power module for 
eustomers requiring an extra levei of back-up protection. You can arder one of 
these features per library. 

7.6 Environmental specifications 
The IBM 3583 Sealable is a stand-alone, medium-sized library unit that can be 
placed on a desk or the floor. 

IBM 3583 models have from one to six drives and up to 72 cartridge slots. The 
physieal dimensions are: 

... Width: 48.1 em (18.9 in) 

... Depth: 73.5 em (28.9 in) 
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~ Height: 68.5 em (27.0 in) for a stand-alone library on casters 
~ Maximum weight: 116.6 kg (257 lb) with six drives and 72 cartridges 

7.7 Host platforms and device drivers 
The following no-charge specify codes indicate the server platform to which the 
IBM 3583 is attached: 

~ Feature #9210, attached to HP-UX 
~ Feature #9211 , attached to Sun system 
~ Feature #9212, attached to Windows NT system 
~ Feature #9213, attached to other non-IBM system 
~ Feature #9215, attached to Linux system (Model L23 and H23) 
~ Feature #9400, attached to iSeries system 
~ Feature #9600, attached to RS/6000 system 

A device driver is addit ional code on the host server platform that enables it to 
recognize and talk to a peripheral device (in this case, the IBM 3583) . Sometimes 
the driver code is supplied as part of the operating system code (for example, in 
OS/400) , sometimes a software patch is required, and sometimes the driver is 
installed separately from a CD or diskette (either anOS CD or provided with a 
vendar application) . 

Ultrium 1 
The IBM 3583 is shipped with the device drivers to support Ultrium 1 drives in the 
following operating environments at the minimal leveis shown: 

~ AIX Versions 4.3.2 or later 
~ Sun Solaris 2.6, 7, and 8 
~ Windows NT 4.0 with Service Pack 6 
~ Windows 2000 build 2195 or greater 
~ HP-UX 11.0 
~ OS/400 V4R4 

Ultrium 2 
The IBM 3583 is shipped with the device drivers to support Ultrium 2 drives in the 
following operating environments at the minimallevels shown: 

~ AIX Versions 4.3.3 or later 
~ Sun Solaris 7, 8, 9 
~ Windows NT 4.0 with Service Pack 6 
~ Windows 2000 build 2195 or greater 
~ Windows 2003 
~ HP-U X 11.0, 11.i 
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.,.. OS/400 V5R1 or later 

.,.. Linux distributions: Linux Red Hat 7.2 32-bit and 64 bit Kernels, Linux Red Hat 
7.3, Red Hat Advanced Server 2.1, SuSE Linux Enterprise Server Update 

Tip: The device driver CD or diskette that is shipped with the IBM 3583 may 
not contain the device drivers with the most recent levei o r the device drivers 
for ali supported systems. Always check the following FTP site for the latest 
device drivers: 

ftp://ftp.software.ibm.com/storage/devdrvr/ 

7.7.1 Device driver installation 

lnstall the IBM device drivers for the IBM 3583 as follows: 

.,.. lf you intend to use the IBM 3583 with a commercial software application 
(such as IBM Tivoli Storage Manager, VERITAS Backup Exec, or Legato 
NetWorker), reter to that application's installation instructions to insta li the 
device driver and configure the IBM 3583 . 

.,.. lf you do not intend to use the IBM 3583 with a comrnercial software 
application, install the tape and medium device driver from the CD that is 
shipped with the drive. Reter to the installation instructions in the IBM SCSI 
Tape Drive, Medium Changer, and Library Device Drivers lnstallation and 
User's Guide, GC35-0154, which is supplied on the CD with the driver code. 

Note: lf you use the IBM 3583 with a commercial software application, IBM 
recommends that you install any IBM-supplied device driver only if instructed 
to do so in the installation instructions supplied by the vendar of the 
application. Otherwise, if the application supplies its own driver code, then 
conflicts could occur' over which driver contrais the drive. Many examples of 
using the Ultrium drives are given in the redbooks lmplementing IBM LTO in 
Linux and Windows, SG24-6268, and Using IBM LTO Ultrium with Open 
Systems, SG24-6502. 

7.8 Storage applications 
The software to manage the IBM 3583 is not provided with the libraries. 
Additional software support is available through library management software 
products that must be obtained separately from IBM, IBM Business Partners, or 
independent software vendors. A list of compatible software is available at: 

http://www.storage.ibm.com/hardsoft/tape/conntrix/pdf/lto_isv_matrix . pdf 
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Vou will find details for each application including Ultrium 1 and Ultrium 2 
support, and specific Ultrium models and attachment methods. Vou should also 
contact your storage application vendar for more detailed information of specific 
versions and platforms supported. 

7.9 Media 
One Ultrium cleaning cartridge and one Ultrium data cartridge are included with 
each library order 1. With the initial order, additional data and cleaning cartridges 
may be ordered as chargeable features for the IBM 3583: 

.,. Feature #8001 provides a single 100 GB Ultrium data cartridge. 
lt is a chargeable feature, and a maximum of 19 can be ordered . 

.,. Feature #8002 provides a single Ultrium cleaning cartridge. 
lt is a chargeable feature anda maximum of three can be ordered . 

.,. Feature #801 O provides a pack of twenty 100 GB Ultrium data cartridges. 
lt is a chargeable feature, and the maximum of one can be ordered . 

.,. Feature #8101 provides a single 200GB Ultrium 2 Data Cartridge. 
Up to 19 can be ordered. The cartridges come with a barcode label but it is 
not affixed . 

.,. Feature #811 O provides a pack of twenty 200 GB Ultrium Data Cartridges 
with unattached barcodes labels. lt is a chargeable feature, and a maximum 
of four can be ordered. 

Note: Ali of the media features are available only with the initial order. They 
cannot be ordered as an MES feature. After the initial order, additional 
supplies can be ordered from the IBM media business ora third-party media 
vendar. Reter to Appendix A, "LTO Ultríum tape media" on page 223 for detaíls 
about ordering supplíes and cartridges, with or without labels. 

c· 7.10 lnstallation and performance considerations 
iSeries configurators allow only one drive per inpuVoutput port for maximum 
performance . lnstalling more than one Ultrium tape library on an input/output port 
may affect drive performance. 

lnstalling more than one Ultrium drive on a SCSI bus may affect tape drive 
performance. For optimal performance, it is recommended that no more than one 
IBM Ultrium drive be attached to an individual SCSI bus. 

1 Ali media and cleaning cartridges are wa rranted separately from the IBM TotaiStorage Ultrium 
Scalable Tape Library 3583. 
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lntermixing of other SCSI devices on the same SCSI bus as the IBM 3583 may 
affect performance of those devices. 

While the IBM Ultrium tape drives provide the capability for high tape 
performance, other components of the system may limit the actual performance 
achieved. The compression technology used in the tape drive can typically 
double the amount of data that can be stored on the media; however, the actual 
degree of compression achieved is highly sensitive to the characteristics of the 
data being compressed. 

The weight of the IBM 3583, depending on the number of drives and cartridges, 
may be up to 257 lbs (116.6 kg). lf more than one library is mounted in a rack, a 
tipping hazard could be created. Customers are advised to take necessary safety 
precautions when mounting the libraries in the racks. 

7.11 IBM 3583 initial set-up 
The following section covers some of the major items required to implement, 
manage, and operate the IBM 3583. lt does not cover ali tasks and we do not 
intend to cover ali of the specific commands. For more details, reter to the IBM 
3583 Ultrium Scalable Tape Library Setup and Operator Guide, GA32-0411 . 

7.11.1 SCSIID and LUN assignment 

The SCSI ID and LUN assignment in the IBM 3583 tape library depends on 
whether the multi-path feature is installed. 

lf the multi-path feature is installed, the Logical Unit Number (LUN) for the tape 
drive is always LUN O, and the LUN for the Medium Changer device is always 
LUN 1. Ali other LUNs are invalid addresses. 

Note: The Medium Changer SCSI ID is the same as the SCSI ID for the first 
drive. You can enable additional drives to optionally provide Medium Changer 
(LUN 1) addressing by configuring more than one logicallibrary or by enabling 
additional control paths. 

lf the multi-path feature is not installed, the IBM 3583 tape library uses a 
separate SCSI device address for the robot so you will have to define a SCSI ID 
for the tape library unit. In this case the LUNs for both the library and the tapes 
are always LUN O. 
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Note: Do not use SCSI ID F as it is reserved for internai use by the SCSI 
library. SCSI ID 7 is also otten used by the host SCSI adapter. 

The IBM 3583 consists of up to seven SCSI devices: the library and up to six 
drives. The default settings for the SCSI lOs are 6 for the library and O through 5 
for the drives. Depending on your requirements, you may need to change the 
SCSI ID default settings for your installation. 

The IBM 3583 is a SCSI target device and can be connected to a single-ended 
LVD or HVD SCSI bus. Both ends of the bus must be terminated anda terminator 
is shipped with each library. The design of an IBM 3583 enables the SCSI type 
(single-ended, LVD, or HVD) to be configured at the customer site via a switch 
located on the SCSI Interface PCBA. Although the IBM 3583 can be attached to 
a wide SCSI bus, it is nota wide SCSI device and its SCSIID must be in the 
range of O to 7. 

7.11.2 ldentifying library locations 

The convention shown in Table 7-4 is used to identify the coordinates of each 
library element (storage, slots, or drives). 

Table 7-4 IBM 3583 storage s/ot coordinates 

First digit Second digit Third digit 

Column Magazine Row 

The columns are numbered from 1 to 5 starting from the 1/0 station column and 
continuing clockwise (see Figure 7-2 on page 148). 
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Drive 
Column3 

Storage Pícker Storagé 
ColtJmn2 Assembly Column4 

Storage 

110 Stafion Column5 

Front Column 1 

Doar 
Figure 7-2 IBM 3583 storage columns: top view 

The magazines within each column are designated A to C from top to bottom 
(label 1 in Figure 7-3 on page 149). 

The rows within each magazine are numbered from 1 to 6 from top to bottom 
(label 2 in Figure 7-3 on page 149). 

The drives within the drive column are designated from A to F from bottom to top 
(la bel 3 in Figure 7-3 on page 149). 

The fixed slots in the storage columns (label 4 in Figure 7-3 on page 149) are 
reserved for future functions. 

So, to illustrate this convention, consider the coordinates: 

1-A-6 

These coordinates would reter to the slot found in column 1, the top-most of the 
three magazines, and the bottom slot within that magazine. 
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Figure 7-4 on page 150 shows the actual picture of an IBM 3583 with a view of 
the front door opened showing 1/0 station column 1. This diagram also shows a 
good view of the 12-slot 1/0 station option. 

Note: The only components accessible in a non-disruptive mode are the 
magazines located in the 1/0 station door (label 1 in Figure 7-4 on page 150). 
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Figure 7-4 IBM 3583 front view, open doar 

7.11.3 Element numbers 

To manipulate the media within the library, the host must reference each 
movement with source and target designations. This is done via element 
addressing, which specifies precisely which slots within the library are to be 
used. Table 7-5 shows the element addressing scheme used for the IBM 3583. 

Table 7-5 IBM 3583 element numbering 

Column Element numbers 

Picker 1h (1) 

Single-Siot 1/0 Station 10h (16) 

Multi-Siot 1/0 Station 1 Oh - 1 Bh (16 - 27) 

Drives 100h- 105h (256- 261) 

Storage 1 OOOh - 1 047h (4096- 4167) 

Drives are addressed from bottom to top. 

The 110 station is addressed from top to bottom. Storage slots are addressed 
from top to bottom, column by column. 
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7.12 Operator panel and RMU 
Normally, the host issues commands to the IBM 3583 tape library. Operator 
control is provided via the Operator Panel or via the TotaiStorage Specialist Web 
interface on the Remote Management Unit (RMU). The operator is responsible 
for: 

.,.. Starting the IBM 3583 

.,.. Shutting down the IBM 3583 

.,.. Handling media 

.,.. Updating firmware 

.,.. Cleaning drives 

For detailed information about operator tasks reter to the Operating Procedures 
chapter in the IBM 3583 Ultrium Scalable Tape Library Setup and Operator 
Guide, GA32-0411 . 

7.12.1 Operator panel 
The operator panel provides communication between the operator and the IBM 
3583. Visual indications and push buttons enable the operator to control the IBM 
3583. 

As shown in Figure 7-5 on page 152, the IBM 3583 operator pane I is divided in to 
six discrete areas: 

.,.. 1/0 Station status: 
The 1/0 Station status area provides constant information about the 1/0 
Station (label1 in Figure 7-5 on page 152). The information provided will state 
whether the 1/0 station is locked. The status of the 1/0 door and a physical 
representation of an occupied 1/0 station slot is indicated by a blacked-out 
are a . 

.,.. Library status: 
The library status area displays informational status such as the library's 
online or offline status and the library reports status or messages to solicit 
operator intervention (label2 in Figure 7-5 on page 152). 

... Messages: 
The message area displays six lines of text, graphic representations, or a 
combination of both (la bel 3 in Figure 7-5 on page 152). Each text line can be 
up to 20 characters long. The display communicates interactive dialogs, 
special messages, alerts, and library configurations. More details are covered 
in Using the Operator Panel Menu in the IBM 3583 Ultrium Scalable Tape 
Library Setup and Operator Guide, GA32-0411 . 
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~ Drive status: 
The drive status area (label 4 in Figure 7-5) provides constant information 
about the drives, such as: 

- Presence of tape drive (illustrated by a black outlined box for each drive) 
- Power to the tape drive 
- Cleaning requirements 
- Compression 
- Write protection 
- Tape activity 

~ Soft keys: 
The soft keys reference the push buttons located beneath which are used to 
pertorm commands displayed in the soft keys area and to move through the 
various displays of the operator panel (label 5 in Figure 7-5). 

~ Push buttons: 
The actual physical buttons that pertorm the commands referred to by the soft 
keys located above each one of them (label 6 in Figure 7-5). 

I ~:~.. li Slau• 

D D 
Figure 7-5 IBM 3583 tape library operator pane/ 
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Menu options 
Each menu is accessible through the Operator Panel push buttons. Figure 7-6 
shows the flowchart of the IBM 3583 library menu options. For more information 
about these functions refer to the Operating Procedures chapter in the IBM 3583 
Ultrium Scalable Tape Library Setup and Operator Guide, GA32-0411 . 
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CreateiErase FMR Tape 
Remove or Replace Drlve 

Figure 7-6 IBM 3583 flowchart of library functions 

Menu guidelines 
Ali of the the menus and their options are grouped according to function. As 
shown in Figure 7-7 on page 154, some options are followed by special 
characters, based on the following system: 

~ A keyword leading to another menu is suffixed by a small black arrow. 
~ A keyword leading to a dialog box is suffixed with three closely spaced dots. 
~ A keyword leading to an immediate action has no suffix. 
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111 Command~ J FJ I System ... 111 Back 

Figure 7-7 IBM 3583 soft key symbols 

~ Most fields on the menus, submenus, dialogs, and screens are read-only. 
Those fields that are writable are shown in reverse video (Figure 7-8). 

D UltriumTape Library 
ONLINE 

THU 04/03/03 09:32 ~~~ [hl QD Sel lhe new values. 
DRTE TIME ~~~ [hl 

é!) 
Year : §.f Hour: 09 ~~~ [hl Month: Min : 32 
Day : 03 Sec : 36 ~~~ [hl Sync interface : No 

r· ·· ·····u~·-··· ·· · ·"1 r····c;~~~-····· ·1 r·····~~~t ...... ] r··c~~~~·i····] 
Figure 7-8 IBM 3583 operator pane/: input field 

Note: The information menus are not updated dynamically. To view changes, 
reselect the menu that was changed. 

Using commands that require an offline state 
Some commands require that the library be in an offline state. lf any such 
commands are attempted while the library is in an online state, the operator will 
be requested to take the library offline. 

Operator intervention message 
lf a problem causes an operator-intervention message to appear, reter to 
Operator lntervention Messages in the Errar Messages appendix of the IBM 
3583 Ultrium Scalable Tape Library Setup and Operator Guide, GA32-0411 . 

7.12.2 RMU with TotaiStorage Specialist 

The Remate Management Unit (RMU) providas remate access to the Ultrium 
Scalable Tape Library over a network. You can attach the library to the network 
through a 10/100 Ethernet port on the RMU. Ali available functions are 
accessible without the need of a dedicated server or separata software. You can 
access the library through any server on the network by entering the IP address 
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or IP name in a Web browser. The operator pane! page ot the TotaiStorage 
Specialist Web interface is protected by a password and is a direct interface to 
the operator pane! ot the attached library. 

As shown in Figure 7-9 on page 156, the IBM 3583 TotaiStorage Specialist Web 
interface has three discrete trames: 

.,.. Left navigation: 
The left navigation trame (label 1 in Figure 7-9 on page 156) contains 
hyperlinks where you can log out the current user, display a briet description 
of the tabs from the center navigation frame, open the library's online 
documentation, download the SNMP MIB file, display contact information for 
technical support, and display the current version ot the RMU firmware . 

.,.. Center navigation: 
The center navigation frame (label 2 in Figure 7-9 on page 156) h as tab-style 
hyperlinks for Status information, Configuration, Firmware, Diagnostics file, 
Operator pane!, and Logs. lf you select a tab other than the Status tab, then 
you have to enter a logon name and password. · 

.,.. Top intormation: 
The top intormation frame (label 3 in Figure 7-9 on page 156) contains 
information for you to identify the tape library that you are remotely managing. 
The trame shows the URL identifier and library type. The URL identifier is the 
hostname given to the library during initial contiguration. The library type is 
the ID string of the library and is taken from standard inquiry data. 

More details are covered in Operator Pane! and RMU section in the IBM 3583 
Ultrium Scalable Tape Library Setup and Operator Guide, GA32-0411 . 
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Ultrium Tape Libra Specialist 
Name : BE324 (IBM ULT3583-Tl J 

Configura!ion firmware Oiagnostics file Operator pane! Logs 

IBM ULl358J.:n, Library Status On line 

Ori ve Status LTO: 4 drives 

RMU User No cut7ent user 

Hostname BE324 

IP Address 9 .11 .202.142 

MAC Address 00 :30:8C :01 :50 :AC 

Ubrary Serial # 7816196 

SNMP Dff 

SNMP AJerts Off 

Library Firmv..-are 

RMU Firmware 1708.00011 

Figure 7-9 IBM 3583 Tota/Storage Specialist Web interface 

7.13 Random access 
The library operates in random access mode, which means that you can access 
any cartridge in any sequence. This mode normally requires software that 
generates commands that are sent to the library. The server's application 
software manages the cartridges (and thus the data). 

7.14 Drive cleaning 
Ali of the IBM Ultrium Tape Drives have an integrated cleaning mechanism that 
brushes the head at load time and again when unloading a cartridge. Along with 
this, drives have a cleaning procedure using a special cleaning cartridge , should 
this become necessary. 
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Attention: When cleaning the drive head, use only the IBM LTO Ultrium 
Cleaning Cartridge ar an IBM-approved cleaning cartridge. 

With each IBM 3583 tape library, a specially labeled IBM LTO Ultrium Cleaning 
Cartridge is supplied to clean the drive head. The drive determines when the 
head needs to be cleaned, and alerts you by displaying CT on the message 
display. 

7.15 Firmware upgrades 
Each IBM Ultrium tape drive and tape library contains IBM Licensed Internai 
Code, often referred to as firmware. At installation time, you should make sure 
the current firmware is installed on your IBM LTO tape drives, library and RMU. 
As the IBM 3583 is designated as a Customer Setup Machine, it is the 
customer's responsibility to have the current firmware installed. Determine the 
latest levei of firmware available from the Web site 

http://www- l.ibm . com/support/docview.wss?rs=547&context=STCVQ6Y&q=ssgl*&uid=ssg 
1S4000044&loc=en_US&cs=utf-8&lang=en+en 

Follow the instructions for updating your firmware in the Operating Procedures 
chapter in the IBM 3583 Ultrium Scalable Tape Library Setup and Operator 
Guide, GA32-0411, or from 

http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/ltofaqs_updatefw_dri 
vefw 
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8 

IBM TotaiStorage 
UltraScalable Tape Library 
3584 

Designed for automated tape handling, the IBM TotaiStorage UltraScalable Tape 
Library 3584 (IBM 3584) shown in Figure 8-1 on page 160 is the largest member 
of the IBM Ultrium family of tape library storage solutions. Each aspect of the 
subsystem is designed to optimize data access and reliability. IBM LTO Ultrium 
tape drives are compact, high-performance storage devices that support the 
operations required by today's network and e-business servers. The IBM 3584 
supports IBM LTO Ultrium 1 and IBM Ultrium 2 drives. 

The IBM TotaiStorage UltraScalable Tape Library 3584 provides tape storage 
solutions for the large, unattended storage requirements from today's mid-range 
up to enterprise open systems environment. Combining reliable, automated tape 
handling and storage with reliable, high-performance IBM LTO Ultrium tape 
drives, the IBM 3584 offers outstanding retrieval performance with typical 
cartridge move times of less than three seconds. 

The IBM 3584 can be partitioned into multiple logicallibraries. This makes it an 
excellent choice for consolidating tape workloads from multiple heterogeneous 
open-system servers. 
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Figure 8-1 IBM 3584 UltraScalable tape library L32 

The IBM 3584 is a modular tape library consisting ot trames that house tape 
drives and cartridge storage slots. You can install a single-trame base library and 
add up to 15 additional trames, tailoring the library to match your system capacity 
and performance needs trom 14 TB to 1376 TB (28 TB to 2752 TB with 2:1 
compression), and using up to 192 IBM LTO Ultrium tape drives. The high 
granularity ot the IBM 3584 library contigurations, and its teatures and capacities 
are designed to match a wide variety ot customer requirements. 

The IBM 3584 is an excellent choice it you: 

,.. Are experiencing rapid growth in online storage requirements 

,.. Are considering tape autoloaders and tape libraries with software for 
automatic backup, archive, or fast-access tape operation to accommodate 
growth and reduce manual operations 

,.. Have standardized on IBM LTO Ultrium format tape 

,.. Are looking for an IBM LTO Ultrium tape solution requiring large cartridge 
capacity and fast data streaming transfer capability 
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8.1 Model description 
Two IBM 3584 frame models can be installed together to make up the library: 

... IBM 3584 Library Unit L32, the base frame for the IBM 3584 library, which 
can be installed on its own or in combination with the model 032. 

... IBM 3584 Expansion Unit D32, up to 15 of which can be installed with the 
model L32 base frame. Note that the capacity expansion feature on the L32 is 
required ( either feature #1603 o r #1653) before adding 032 frames. 

An IBM 3584 library can consist of a single frame (which must be the L32 model), 
or multiple frames, up to 16 in total. You must install a model L32 before you can 
add model 032s to the library, and you cannot install more than one L32 in a 
single library. 

Note: lf you are familiar with the IBM TotaiStorage Enterprise Automated Tape 
Library 3494, then you may see that the IBM 3584 has the same form factor 
and looks broadly similar. However, it is not the same frame or internai 
components as the IBM 3494. You cannot mix IBM 3584 and IBM 3494 frames 
in the same library assembly, as the two libraries function in completely 
different ways. 

8.1.1 IBM 3584 Library Unit L32 
The IBM 3584 Library Unit L32, shown in Figure 8-2 on page 162, can be 
installed on its own as a complete library enclosure, or it can have up to 15 
expansion trames attached to it. This frame provides the major library 
components for the whole library, whether it has a single or multiple frames. lt 
also provides cartridge storage capacity and tape drives. The 032 expansion 
frames must be added to the right of the L32 frame. 
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Viewing Windows 

Firsl Box In String provides: 
• Robot 
• Drives 
• Cartridge Storage 
•l/O station (10 cartridges) 
• Operator Centreis 
• Host Attachm ent 

Auto-C allbratmg 
SCSI Med1um Changer Interface 

1/0 Station 
(1 O Cartridges) 

Operator Panel 
with Touch-S c reen 

Liquid C rystal Disp lay 

Figure 8-2 IBM 3584-L32 base trame view from front left 

The number of cartridge storage slots ranges from 87 to 281, with the base trame 
standard of 141 slots, installed in the rear. Additional slots can be added on the 
doar side for a maximum of 281 cartridge slots. The additional slots have to be 
enabled with the Capacity Expansion feature (FC #1603 or #1653), which 
enables use of the slots on the doar. This gives a maximum data capacity for the 
L32 of 56 TB native (up to 112 TB with a 2:1 data compression) if you are using 
LTO 2 Technology. See 8.2.12, "Capacity" on page 181 for precise guidance on 
model L32 cartridge slot storage capacities. 

At least one tape drive must be installed in the model L32 with the option to 
instai! 11 more drives for a maximum of 12 tape drives in the L32 trame. As you 
add drives, there is an incrementai reduction in storage slots once you exceed 
four installed drives. 

Each L32 has a standard 1 0-slot cartridge input/output station for importing or 
exporting cartridges from the library without requiring re-inventory or interruption 
of library operations. Optional features can provide 20 additional input/output 
slots. The lockable library door can be opened for bulk-loading IBM LTO Ultrium 
tape cartridges. Re-inventory of the cartridges is dane in less than 60 seconds 
per trame each time the library doar is closed . A barcode reader mounted on the 
autochanger scans the cartridge labels at less than one minute per trame. A doar 
lock is included to restrict physical access to cartridges in the library. 
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8.1.2 IBM 3584 Expansion Unit 032 
The IBM 3584 Expansion Unit 032, shown in Figure 8-3, cannot be installed 
without the L32 base trame, which must be the tirst trame in the library. The L32 
trame also must have the capacity expansion teature (FC #1603 or #1653) 
installed as a prerequisite to install additional 032 trames. The 032 provides 
cartridge storage space and houses additional drives. Up to 1 5 expansion trames 
can be added to the L32 base trame. 

When no drives are installed, the 032 has 440 installed cartridge storage slots. 
An L32 base trame and 15 032 expansion trames with a minimal drive 
contiguration provides a maximum capacity ot 6881 storage slots with a total 
capacity ot 1376 TB without compression using IBM Ultrium 2. 

Figure 8-3 IBM 3584-032 library expansion trame viewed from the right 

Each IBM 032 houses up to 12 drives; the minimum number ot installed drives is 
zero. In other words, you do not have to install tape drives in the model 032, but 
can use it solely to expand the number ot storage slots in the library. 

lt one or more tape drives are installed in the 032 then the Frame Contrai 
Assembly Feature is also required (#1452) . This teature provides the hardware 
and tirmware required to support IBM LTO Ultrium drives within the 032 , and 
also provides a redundant AC line teed for the L32 accessor. 
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The base L32 ··is' always on the left and as many as 15 additional 032 expansion 
trames can be added to the right side. Ouring the installation of additional 032 
trames, the x-rail of the L32 trame where the accessor resides will be extended, 
so that the accessor can move through the new installed trame. 

A fully configured IBM 3584 with one L32 trame and 15 032 trames (see 
Figure 8-4) supports up to 192 drives. As you add drives to each 032, there is an 
incrementai reduction of storage slots for each set ot tour tape drives you install. 

Figure 8-4 IBM 3584 with 16 trames 
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8.2 Library components 
The major IBM 3584 library components are shown in Figure 8-5. 

Figure 8-5 IBM 3584 library showing the major library components 

1. Library trame 7. IBM LTO Ultrium drive 
2. x-Rail system 8. Front doar 
3. Cartridge accessor 9. Doar safety switch 
4. Oual-gripper transport mechanism 
5. Accessor contro/ler 

10. 110 station 
11. Operator pane/ and controller 

6. Cartridge storage s/ots 

8.2.1 Tape drives 
The IBM 3584 library houses IBM LTO Ultrium drives. Both Ultrium 1 and 
Ultrium 2 drives may be installed in the same frame. 
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IBM LTO Ultrium drives may be attached to a SCSI host system using HVD, LVD, 
or FC connectors. The particular drive interface is specified by the ordering 
feature code on the IBM 3584 model type: 

... Feature #1454, LTO Ultrium 1 LVD Drive Canister 

... Feature #1455, LTO Ultrium 1 HVD Drive Canister 

... Feature #1456, LTO Ultrium 1 FC-AL Drive Canister 

... Feature #1474, LTO Ultrium 2 LVD Drive Canister 

... Feature #1475, LTO Ultrium 2 HVD Drive Canister 

... Feature #1476, LTO Ultrium 2 Fibre Drive Canister 

At least one of these drive features must be ordered on the initial L32 for a new 
library, and a maximum of 12 of these features may be added to each library 
trame model type. The features may be intermixed. 

Although the IBM LTO Ultrium drive modules are the same for ali IBM LTO 
libraries, the tape drive assembly used in the IBM 3584 libraries (Figure 8-6) is 
packaged uniquely. Therefore, the drives cannot be interchanged between library 
models. The tape drive assembly contains the drive power supply and the LTO 
drive (HVD, LVD or FC) itself. Each drive power supply is strong enough to 
support two tape drives. 

LTOdrive 

Figure 8-6 IBM 3584 LTO Ultrium tape drive assembly 

For redundancy reasons, two drive power supplies deliver power for each two 
drives, as shown in Figure 8-7 on page 167. lf one drive power supply fails, then 
the second power supply provides power for both drives, and both drives 
continue running. 
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Figure 8-7 Redundant drive power supply 
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8.2.2 Library control systems: trame control assembly 

A library contrai system is required for a library to operate. Conventionallibraries, 
such as the IBM 3494, use a single library controller that handles ali of the 
different inputs and controller output commands. The IBM 3584 uses a system of 
distributed embedded controllers. There are controllers, each with its own 
processar, for the operator panel, the accessor controller that handles the 
accessor and gripper, XY controller for the X and Y movements and medium 
changer controller for handling the commands coming from the host (Figure 8-8) . 

Distributed Control System 

Accessor XV 
controller controller 

Operator Medi um 
panel changer 

controller controller 

Figure 8-8 IBM 3584 distributed contrai system 
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The four controllers are in different locations. The operator pane! controller is 
located directly on the Operator Pane!. The accessor and XY controllers are 
attached to the accessor. The medi um changer controller, which is hosted within 
the frame controller assembly, is mounted in the rear of the frame (Figure 8-9). 

Accessor 
controller 

Figure 8-9 IBM 3584 distributed contra/ system 

----- Medium changer 
controller 

For redundancy, the medium changer controller, which is part of the frame 
controller assembly (FCA), is required in each 032 frame where at least one tape 
drive is installed (Figure 8-1 O on page 169). lt is optional in a 032 with no tape 
drives. 
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Frame 1 Frame 2 Frame 3 

Figure 8-10 Redundant medium changer contra/ler 

The frame controller assembly (FCA) (see Figure 8-11 on page 170) is a canister 
containing : 

~ Medium changer controller 
~ AC outlets for tape drive power supplies 
~ DC power supplies for the whole library controlller 
~ Circuit breakers 
~ lncoming main AC power 

The FCA for the L-Frame contains two DC power supplies; actually, only one DC 
power supply is needed to operate the whole IBM 3584 library. Before support 
was provided for 16 trames, ali additional FCAs in D-Frames included one extra 
DC power supply for redundancy. With support for 16 frames, the additional 
FCAs in the D-Frames no longer have a default-installed DC power supply. 

With support for 16 frames, however, you can arder additional DC power supplies 
(FC #1902) for the 032 trames. This makes sense if not using the Dual AC power 
options (FC #1901 ); see 8.5.4, "Power and cooling specifications" on page 191. lf 
you wish, an IBM Customer Engineer can put one of the two DC power supplies 
from the L-Frame into another FCA in a D-Frame to provide redundancy for both 
AC and DC power. 
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Medium changer 
controller 

AC outlets for 
drive power 

Circuit breakers 

Figure 8-11 Frame contra/ler assembly 

The advantages of a distributed contrai system are: 

.,. lmproved reliability 
- Reduces single points of failure 
- Smaller FRU components 

.,. Simplified library repair 
- Functionality is isolated to a single area of the library . 

.,. Easier upgrades 
- Distributed components only require power and communication wires. 
- Modular design for "building block" approach . 

.,. More performance than a single library controller 
- Each major library component has its own processar. 

8.2.3 Operator interface 

The operator interface is located on the front of the L32 trame (see Figure 8-2 on 
page 162) and provides a set of indicators and contrais that allows an operator to 
perform operations and determine library status. The pane I consists of the library 
power switch , a power-on indicator, a touch-screen LCD and controller, and the 
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controller for the 1/0 station. The operator panel controller is located inside tfle 
library behind the operator panel (number 11 in Figure 8-5 on page 165). lt is a 
logic card that facilitates communication between the operator panel and the 
accessor controller. The operator panel controller posts status and information 
about the sensing and locking of the 1/0 station to the operator panel LCD. 

The operator panel touch screen (Figure 8-12) consists of the touch keys area 
and the activity and status screen. The activity screen displays LmultCD on the 
touch screen when the library is ready (that is, when host applications may 
interact with the library). The first line on the screen shows the current levei of 
library firmware and the panel screen number. The left field on the second line 
indicates that the library is either ready, not ready (not interacting with host 
applications), or initializing. The right field indicates the status of one or more 1/0 
stations. The activity screen also shows the current activity in a large font, and 
provides a history of preceding operations in a smaller font. Operations are listed 
from top to bottom with the most recent at the top. The activity screen 
automatically displays an errar message when an errar condition is detected. 
See 8.9, "Operator displays and buttons" on page 196 for more information. 

Status & VO port 

Current activity 

History 

Figure 8-12 Operator pane/ 
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8.2.4 Robotic cartridge accessor 

The cartridge accessor is the assembly that moves tape cartridges between 
storage slots, tape drives, and the 1/0 station (number 3 in Figure 8-5 on 
page 165). The accessor assembly moves horizontally through the library frames 
using a rail system (number 2 in Figure 8-5 on page 165); it uses both top and 
bottom rails. 

The accessor assembly consists of a dual gripper (number 4 in Figure 8-5 on 
page 165 and in more detail in Figure 8-13) mounted on a vertical pole. The 
gripper can move up and down vertically, and also rotates to access cartridge 
slots on both the back walls and front doors of the library frames. A barcode 
reader is mounted on the accessor and can scan the cartridges in one frame in 
less than a minute. 

Figure 8-13 IBM 3584 accessor assembly 

X- and Y -axis motion assemblies 
These assemblies include a controller (circuit board) for the Controller Area 
Network interface, servo motor, pinion drive gear, and lead screw. These 
assemblies provide the motive force to move the accessor side to side (on the 
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X-axis) and up and down (on the Y-axis). The controller part of this assembly is 
referred to as the XY controller. 

Pivot assembly 
This group of parts provides a mounting platform for the gripper mechanism and 
the barcode reader. This assembly is capable of 180-degree rotation around the 
vertical axis. 

Cartridge gripper 
This electromechanical device (mounted on the pivot assembly) gets or puts 
cartridges from or to a storage slot, tape drive, or 1/0 station. The gripper is 
independently controlled and can grip a single cartridge. There are two grippers 
on the pivot assembly (Gripper 1 and Gripper 2) . 

Many libraries offer support for different drives and media, such as LTO, DLT, or 
AIT. Typically, they use a universal gripper for cartridge handling; clam shell 
grippers are a common design approach. The main problem with this approach is 
performance and reliability. A "catch-all" gripper cannot be optimized for each 
different media type. The LTO cartridge was designed with automation in mind, 
and IBM was a key player in this effort. The cartridge contains automation 
handling features, such as the notches seen in Figure 8-14. The IBM 3584 
gripper takes advantage of the handling features and uses hooks tor handling the 
cartridge. This approach offers significant performance improvements as 
described in 8.3, "Performance" on page 186, and is more reliable than a 
catch-all gripper. 

• Two grippers 
for mixed 
media or 
added 
redundancy 

/ 

\ 
~· Hooksfor 

cartridge 
handling 

Figure 8-14 IBM 3584 Gripper 

" Notch for 
automation 
handling 

• Notch for 
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The use of a dual-gripper accessor reduces the time taken to move cartridges in 
the library and can improve overall performance on large libraries. lt increases 
redundancy and reliability. Note that library functions are controlled by host 
application software, and to make use of the dual gripper function, the software 
itself must be able to use two grippers simultaneously. lf it does not, then the 
library will function as if it had only a single gripper. lf only one gripper is used at 
a time, the library periodically switches between both grippers to balance use. 

Barcode reader 
The barcode reader reads the barcode on a label that is attached to a cartridge 
or at the rear of every storage slot (which indicates an empty storage slot). The 
barcode reader is mounted on the pivot assembly, and is used during inventaries, 
audits, insertions, and inventory updates. The inventory is updated whenever the 
doar is opened, and determines whether cartridges have been added to, 
removed from, or moved within the library). 

Because ali storage slots have empty storage cell labels, the library can easily 
and quickly recognize if there is a labelled cartridge or an empty storage slot in 
every location. This eliminates the need to reread or manually intervene in 
storage cells if no label is readable. Without this approach the library cannot 
differentiate between a slot that is unlabeled, badly labelled, or empty. 

Calibration sensor 
This provides a means to locate certain positions within the library very precisely 
during the calibration operation. The calibration sensor is mounted on the 
underside of Gripper 1. Ali positions are calculated from these locating positions. 

8.2.5 Rail assembly 

The cartridge accessor moves through the library on a rail assembly (number 2 
in Figure 8-5 on page 165). The system consists primarily of a main rail 
assembly and support rail, and a trough for the power and contrai cable. The 
main rail assembly includes a main bearing way with a rack gear. lts support rail 
is an L-shaped rail that runs along the top of the trames and provides smooth 
transport for the cartridge accessor. The power and contrai cable is kept clear of 
the accessor in a covered trough at the bottom rear of the library. 

8.2.6 Library centric WWN convention 

Every device in a SAN environment uses a unique WWN for identification in the 
SAN. In a conventional library, if the drives are swapped then the WWN will also 
be changed and hence you have to reconfigure both the SAN and the server. lf 
you are using persistent binding on your server, a server reboot is also 
necessary. 
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The IBM 3584 assigns the WWNs to the drives. This technique is referred to as 
"library centric world wide names." Every potential drive slot is assigned with a 
unique WWN. lf a drive is replaced, then the new drives gets the same WWN as 
the old one. This is controlled by the FCA. Because of this library behavior, you 
can easily identify the position of the drive in the library by the WWN. The last 
two digits represent the drive's location in the library. The last digit indicates the 
drive row, starting from 1, and the second last indicates the trame, counting 
from O. The remaining digits are encoded with the vendar lO and the library serial 
number, ensuring that every drive has a unique WWN. Figure 8-15 shows the 
drive WWNs in an IBM 3584. 

5805 0763 0041 8001 
5005 0763 0041 0002 
5005 0763 0041 0.003 
5005 0763 0041 8004 
5005 0763 0041 0.005 
5005 0763 0041 0006 
5005 0763 0041 0007 
5005 0763 0041 8008 

[ UP ] [DO;JN] 

Figure 8-15 Drive WWNs of an IBM 3584 

8.2. 7 Contrai path failover 

Panel 0126 

Alternate path support, currently available only for AIX hosts, configures multiple 
physical contrai paths to the same logical library within the device driver and 
provide;:; automatic failover to an alternate control path when a permanent error 
occurs on one path. This is transparent to the running application. 

For example, considera simple multi-path architecture connection consisting of 
two HBAs in an AIX host that are connected to a library with two or more drives 
(Figure 8-16 on page 176). Two drives have the control ports enabled. The two 
HBAs are connected to the first and second control port drives, respectively. This 
simple configuration provides two physical control paths to the library for 
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redundancy if one path from an HBA to the library fails. When the AIX server is 
booted or cfgmgr is run, each HBA detects a contrai port to the library and two 
medi um changer devices, smcO and smc1, will be configured. Each logical 
device is a physical path to the same library; however, an application can open 
and use only one logical device ata time, either smcO or smc1. 

Figure 8-16 Redundant contra/ paths to the library contra/ler 

Serve r 

FC 
adapte r 

smcO 

smc1 

Without the Atape (device driver) alternate pathing support, if an application 
opens smcO and a permanent path errar occurs (because of an HBA, cable, or 
drive contrai port failure), the current command to the library fails. lt is possible to 
initiate manual failover by changing the device path to the alternate path (smc1 ), 
but this is a manual operation and the last failing command has to be re-sent. 

When the alternate pathing support is enabled on both smcO and smc1 , the 
device driver configures them internally as a single device with multiple paths. 
The application can still open and use only one logical device ata time (either 
smcO or smc1 ). lf an application opens smcO anda permanent path errar occurs, 
the current operation continues on the alternate path without interrupting the 
application . 

8.2.8 StorWatch 

The library's Web interface, known as the IBM TotaiStorage UltraScalable Tape 
Library Specialist, enables operators and administrators to manage storage 
devices from any location in an enterprise. The IBM 3584 StorWatch Specialist 
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allows direct communication with an IBM 3584 and provides a full range of end 
user, operator, and administrator tasks, which can be executed remotely. 

The StorWatch Specialist requires a Category 5 Ethernet cable (not supplied 
with the tape library). 

Multiple simultaneous Web clients 
Each Ethernet capable medium changer controller (MCC) on the IBM 3584 
allows five simultaneous StorWatch users. 

Individual Web login lOs and passwords 
For the IBM 3584, the Web use r interface supports a list of users that can access 
various areas of the Web user interface. Each user has a 30-character name, a 
15-character login ID, a 15-character password, and an access levei. The access 
levei defines the levei of Web access that the user is allowed. The two leveis of 
access are "user'' for non-destructive Web access and "super user" for more 
advanced functionality such as moving cartridges and configuring the library. 
User and super user login IDs cannot create, modify, or change any login IDs. 
Any login ID can change their own password . The speciallogin ID "admin" can 
create, modify, and destroy ali login IDs except the admin ID. 

Multiple simultaneous Web clients and individual Web ID functions can be made 
available to existing IBM 3584 libraries by upgrading to the latest firmware. 

8.2.9 1/0 station 

Each L32 trame h as a standard 1 0-slot cartridge input/output station for 
importing or exporting cartridges from the library without requiring a re-inventory 
or interruption of library operations. An optional feature (FC # 1657) provides 20 
additional input/output slots. 

8.2.1 O Reliability 

The IBM 3584 is designed for high availability and reliability. Most essential 
components are redundant, so there is no single point of failure. Most of these 
components have been described previously. Here is a summary of the 
high-availability features and components of the IBM 3584: 

.- Redundant grippers 

- A failure of one gripper will cause the library to switch to a second gripper . 

.- Redundant library power 

- Each drive frame provides one additional power supply. 
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- A single t'~~ontains one redundant power supply. 

• Optional redundant trame power available 

- The library can operate on a single power supply. 

- The library automatically monitors and contrais redundant power 
distribution. 

... Redundant drive power 

- Each drive bay power module supplies redundant power to another drive 
bay. 

... Redundant contrai paths 

- Any LTO drive can be used as a library contrai path. 

- Automatic control path tailover available for AIX. 

... Redundant copies ot Vital Library Data 

- lncludes contiguration data, calibration data, setup data, etc. 

One processar card contains the primary copy and another processar card 
contains a backup copy. 

- Backup/restore process is completely automated 

... Redundant copies ot library tirmware 

- Each processar card contains the tirmware for every other processar card . 

- Component replacement is simplitied. 

- Each processar card contains two copies ot operational firmware . 

Protects the library trom potentially harmtul tirmware update disruptions. 

- Helps reduce the risk ot memory tailures. 

... Closed loop servo systems 

- lncludes horizontal motion , vertical motion, pivot motion, gripper extend, 
and retract motion. 

Each servo system uses teedback. 

- Velocity and position are monitored. 

- AII')WS higher performance (as shown in Table 8-5 on page 187). 

• Knowing velocity and position allows greater contrai. 

- Closed loop is more reliable. 

- Collisions and gripper damage can be avoided by monitoring position and 
velocity. 
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8.2.11 Service 

This section describes support and service for the IBM 3584. 

Call-home 
The library calls an IBM Support Center when an errar occurs. The library 
reports codes indicating the replacement parts that may be required and the 
urgency of the problem . No-charge feature #271 O (Remate Support Facility) 
provides a modem and cable (15.2 m or 50 feet). The customer must provide an 
analog phone line to use the call-home feature. This phone line should be Glose 
to the library (within 15.2 m; 50 feet). 

lf a second 3584 (L32) library is installed close (within 15.2 m or 50 feet) to the 
first one, you can arder feature #2711 (Remate Support Switch) for the second 
library. This feature provides a modem switch in arder to share the modem from 
the first library. The benefit is that a single phone line can service both libraries. 

For the third and every subsequent 3584, installed Glose to the first one (within 
15.2 m or 50 feet), you can arder feature #2712 (Remate Support Attachment). 
This provides cabling for connecting to the Remate Support Switch. A maximum 
of 14 libraries can be connected to the switch. 

lf the additional libraries are not close together, then feature #271 O and a phone 
line is required for each one. 

Firmware 
As described in 8.2.2, "Library contrai systems: trame contrai assembly" on 
page 167, the IBM 3584 has four contrai assemblies. Each of them has the 
complete firmware image stored on flash ROMs. The same firmware image is 
stored on each card, avoiding the need to keep multiple code images in sync. A 
node card may only use a small portion of the firmware image, but it has the 
whole image in its flash . The node card firmware provides the ability to 
communicate with other node cards. The node cards can determine the levei of 
firmware on other node cards and can request a copy of the firmware from 
another node card. This ability enables the cards to operate automatically ata 
consistent firmware levei throughout the library subsystem. 

When a node card completes its Power-On Self Test (POST), it asks ali of the 
other node cards to report their firmware leveis. lf it determines that another node 
card has a higher version of firmware, it will obtain the firmware from that node 
card and update its flash ROM before coming online. This ensures that when a 
node card FRU containing down-level firmware is installed in the library, it will be 
updated automatically. 
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Each nade card contains two complete copies of the firmware in flash ROM for 
redundancy. lf a problem such as a power failure interrupts a firmware update, 
the nade card can automatically switch to the backup copy. Another attempt can 
then be made to update the firmware. The update process always overwrites the 
damaged or oldest firmware image first, so the nade cards should always have a. 
usable levei of firmware. 

During replacement of tape drives, the library automatically detects the firmware 
version of the newly installed drive and, if needed, updates the drive firmware. 

This behavior of the IBM 3584 avoids any potential for replacement parts 
containing a wrong firmware version. 

SNMP 
Occasionally, the IBM 3584 may encounter a situation that should be reported, 
such as an open doar that causes the library to stop. Because many servers can 
attach to the IBM 3584 by differing attachment methods, the library provides a 
standard TCP/IP protocol called Simple Network Management Protocol (SNMP) 
to send alerts about conditions (such as an opened doar) over a TCP/IP LAN 
network to an SNMP monitoring server. These alerts are called SNMP traps. 
Using the information supplied in each SNMP trap, the monitoring server 
(together with customer-supplied software) can alert operations staff of possible 
problems or operator interventions that occur. Many monitoring servers (such as 
Tivoli NetView®) can be used to send e-mail or pager notifications when they 
receive an SNMP alert. 

The monitoring server must be loaded with systems management software that 
can receive and process the trap, or the trap will be discarded. SNMP trap 
support does not provide a mechanism for the operator to gather more 
information about a problem or to query the library about its current status. 

lf your systems management software includes an SNMP compiler, you may not 
need to manually interpret SNMP traps but you will need the library's 
Management lnformation Base (MIB). The MIB contains units of information that 
specifically describe an aspect of a system, such as the system name, hardware 
number, or communications configuration . Obtain the MIB for the IBM 3584 from: 

ftp://ftp .software.ibm .com/storage/358x/ 3584 

Configuration 
The IBM 3584 automatically configures and calibrates itself as initiated from the 
operator pane! or StorWatch. New hardware is automatically discovered. This 
eliminates the user or IBM engineer from entering invalid data. 
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8.2.12 Capacity 

The overall size of an IBM 3584 library trame (either L32 or 032), allows for up to 
1 O storage columns: five columns located on the back wall of the trame and five 
on the interior of the doar (see Figure 8-17 on page 182 and Figure 8-18 on 
page 184). Each column is made up of 44 slots, so the maximum available 
cartridge storage capacity of the 032 trame is 440 (44 times 1 0). 

In practice, some installed library components take up space inside the library 
trames, which reduces the space available for cartridge slots. Some of these 
library components are installed as standard (for example, in the model L32 
where the maximum capacity is 281 ), and some are variable, for example the 
installation of drives in either frame model type). 

This section explains the layout of the cartridge slots in the interior of each of the 
model types and provides tables to calculate the library capacity for various 
configurations. 

Model L32 
In the Model L32, the robotic home position utilizes the area to the left of the 
trame and prevents access to any cartridge slots in that area. This means that 
there are eight cartridge slot columns in the model L32, four on the back wall of 
the frame and four on the inside of the door. In addition, the 1/0 station takes up 
space on the inside of the doar, and the drive positions take up space on the 
back wall, further reducing the cartridge slots available. 

The layout of the cartridge slots and columns is shown in Figure 8-17 on 
page 182. The columns are numbered with those on the back wall designated as 
numbers 1, 3, 5, and 7, while those inside the doar are numbers 2, 4, 6, and 8. 
Therefore column number 1 faces column number 2, 3 faces 4, and so on. 

In arder to provide a less expensive entry levei tape solution, only columns 1, 3, 
5, and 7 (those on the back wall) are accessible in the standard L32 trame. lf 
greater capacity is needed, arder a chargeable feature (the capacity exparision 
feature, feature codes #1603 or #1653) to make columns 2, 4, 6, and 8 available 
to store cartridges (noting that some of the slot positions in columns 2 and 4 are 
occupied by the cartridge 1/0 station, as shown in Figure 8-17 on page 182). The 
capacity expansion feature must be added before expanding the library with any 
032 expansion trames. 

Chapter 8. IBM TotaiStorage UltraScalable Tape Library 3584 181 

ROS n Gv ..:. J" - r , _ 

CP1: . -· C~ ti '- .; 
·-· 1;} 4 ~ 

Fls. N°-

Doe: ---- -



t 
Not accessible without 
expansion feature 

-~.t i~fh'. 

íll 
l 

Cd:m--~ 5 ;·md ·,; c (·:< ~m~!· S :-md 7 

~+· I ~ 

Figure 8-17 IBM 3584-L32 base trame showing cartridge slot components 

The tape drives inside the L32 trame take up space in columns 5 and 7 on the 
right side of the back wall of the library as shown in Figure 8-17. As the drives are 
added, there is an incrementai reduction in cartridge storage space. At least one 
drive must be installed in the L32 trame, and since drive positions are reserved in 
sets of four, this removes one-third of the cartridge slots from columns 5 and 7. 
When you install the fifth drive, this removes another third of the slots from 
columns 5 and 7, until finally, when the ninth drive is installed, the drive positions 
take up ali of the space where columns 5 and 7 would have been located. 

The very first slot in the L32 trame (column1 row 1) at the top left side of the back 
wall is always reserved for a diagnostic cartridge. 
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The next two tables summarize the available slots in the Model L32, both without 
the capacity expansion feature (Table 8-1) and with it (Table 8-2). 

Table 8-1 IBM 3584-L32 slot capacity without capacity expansion feature 

Column # 1 to 4 drives 5 to 8 drives 9 to 12 drives 

1 (back wall) 43 43 43 

3 (back wall) 44 44 44 

5 (back wall) 27 13 o 

7 (back wall) 27 13 o 

2,4,6,8 (door) Not accessible Not accessible Not accessible 

Total 141 113 87 

Table 8-2 IBM 3584-L32 slot capacity with capacity expansion feature 

Column # 1 to 4 drives 5 to 8 drives 9 to 12 drives 

1 (back wall) 43 43 43 

3 (back wall) 44 44 44 

5 (back wall) 27 13 o 

7 (back wall) 27 13 o 

2 (door) 26 26 26 

4 (door) 26 26 26 

6 (door) 44 44 44 

8 (door) 44 44 44 

Total 281 253 227 

Model 032 
In the Model 032, all1 O columns are available for use with cartridge slots. A D32 
may be added to the library without any installed drives, so 1 O columns of 44 
slots each are available giving a total storage capability of 440 cartridges. 

The columns are arranged and numbered similarly to the L32, but with two 
additional columns available. The layout of the cartridge slots and columns is 
shown in Figure 8-18 on page 184. The columns are numbered: the back wall 
columns are numbers 1, 3, 5, 7, and 9, while those inside the door are numbers 
2, 4, 6, 8, and 1 O. As in the L32, column number 1 faces column number 2, 3 
faces 4, and so on. 
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Ali 1 O columns are accessible as soon as the 032 is installed; there is no need 
for any capacity-expansion feature for this trame. However, note that the L32 
must be fully configured for capacity before adding any model 032 trames to it. In 
other words, the L32 must have the capacity expansion feature installed. 

The robotic home position is in the L32 and there is only one 1/0 station per 
library, which is also located in the door of the L32, so the installation of tape 
drives is the only factor reducing the available cartridge storage slots in the 032. 

The capacity expansion feature may be ordered either for installation at the 
manufacturing plantas feature #1653 oras a field upgrade, feature #1603. 
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Figure 8-18 IBM 3584-032 expansion trame showing slot components 
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The tape drives in the 032 are located (as in the L32) on the right side of the 
back wall of the library, as shown in Figure 8-18 on page 184. However, the 
standard layout of hardware components in the L32 differs from the 032, so 
space utilization is also slightly different. The tape drives in the 032 use space 
only in column 9 so that even with the maximum 12 drives installed, only the 44 
slots in column 9 are unavailable. 

As drives are installed in the 032, there is an incrementai reduction in cartridge 
storage space in column 9. Again the drive positions are reserved in sets of four, 
so that installing the first drive in the frame removes one-third of the cartridge 
slots from columns 9. lnstalling the fifth drive in the frame removes another third 
of the slots in column 9, until finally when the ninth drive is installed, the drive 
positions take up ali of the space where column 9 would have been located. 
Table 8-3 summarizes the available slots in the 032 frame. 

Tab/e 8-3 IBM 3584-032 cartridge slot capacity 

Column # O drives 1 to 4 drives 5 to 8 drives 9 to 12 drives 

1 (back wall) 44 44 44 44 

3 (back wall) 44 44 44 44 

5 (back wall) 44 44 44 44 

7 (back wall) 44 44 44 44 

9 (back wall) 44 27 13 o 

2 (door) 44 44 44 44 

4 (door) 44 44 44 44 

6 (door) 44 44 44 44 

8 (door) 44 44 44 44 

10 (door) 44 44 44 44 

Total 440 423 409 396 

8.2.13 Adding and removing cartridges 
A 1 0-cartridge 1/0 station 1 on the front door of the IBM 3584 Model L32 enables 
insertion and remova/ of cartridges from the library enclosure without interrupting 
library operation . Figure 8-2 on page 162 shows the position of the 1/0 station 
from outside the library, and the internai side of the frame door is shown as 
number 1 O of Figure 8-5 on page 165. 

1 An optional additional 20-cartridge 1/0 station is available. 
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The 1/0 station is controlled by the host application software that uses the library 
or trom the operator pane i. lnsertion ot cartridges into the 1/0 station alerts the 
application software, which registers the additional cartridges and their status in 
its database and then instructs the accessor to move the new cartridges into 
library slots. The slot location ot each cartridge is held in the host application 
software database. 

For bulk-loading ot cartridges (more than 1 0), you can open any library trame 
doar and insert cartridges in any available slots in the trame. When the doar is 
closed, the library will perform a cartridge inventory operation, which checks to 
determine whether each cartridge storage slot in the trame is empty or tu li and 
scans the cartridge barcode labels. When the library performs an automatic 
inventory in this way, the inventory will occur only for those trames whose doors 
had been opened. 

A cartridge inventory operation occurs whenever you: 

~ Power on the library 
~ lssue the SCSI command lnitialize Element Status with Range2 

~ Select lnventory from the Manual Operations menu 
~ Select the appropriate menus from the UltraScalable Specialist Web interface 
~ Glose the front doar after manually accessing the library 

When the library performs an automatic inventory because the front doar was 
closed, the inventory occurs only for those trames whose doors have been 
opened. A doar lock is provided to restrict physical access to cartridges in the 
library. This can be used to secure the cartridges and prevent unauthorized 
library access. Although the time required for the library to inventory cartridges is 
less than 60 seconds per trame, the doar lock reduces the possibility of trames 
being opened in errar and causing unnecessary inventory activity. 

There is also a satety switch in the trame doar (number 9 in Figure 8-5 on 
page 165) that shuts down the power to the cartridge accessor whenever the 
front doar is opened. 

8.3 Performance 
The performance capability of a tape library solution depends on both the 
individual bandwidth capability ot the drives and data bus and the speed ot the 
robotic handling. The degree of importance for each ot these elements depends 
on the quantity of data transferred during one operation. For example, when 
reading or writing large files {larger than 800 MB) to tape, then the data rate of 

2 The 3584 library tracks lhe logicallocation of ali elements in lhe library by performing an automatic 
inventory as required (thus, lhe SCSI lnitialize Element Status command is allowed but ignored). 
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the tape drive will be the overriding contributor to the speed of the operation. 
However, for reading or writing many small files (25 MS or less) to different tapes 
then the cartridge move and load times become the overriding contributor. 

The following elements contribute to the high-performance capabilities of IBM 
3584 libraries: 

~ Library bandwidth 
You see the bandwidth of the IBM 3584 in Table 8-4 relating to the drive 
performance given in 2.4.4, "Performance" on page 35. Values in the 
compressed column assume a compression of 2:1. 

Tab/e 8-4 IBM 3584 bandwidth 

Tape drives LTO Ultrium 1 LTO Ultrium 1 LTO Ultrium 2 LTO Ultrium 2 
na tive compressed native compressed 

72 3.8 TB/h 7.7 TB/h 9.0 TB/h 18.1 TB/h 

192 10.3 TB/h 20.7 TB/h 24.1 TB/h 47.4 TB/h 

~ Cartridge move time 
In a single-frame IBM 3584, the typical time to move a cartridge from a 
cartridge storage slot to a tape drive, for example, is less than 2.5 seconds, 
For a six-frame configuration it only increases to 4.5 seconds, and for the 
maximum 16 frames, the average move time is still only 9 seconds, as shown 
in Table 8-5. 

Table 8-5 Library performance 

Library configuration Average move times Mounts per hour 

1 Frame 2.4 seconds 600 

2 Frames 2.5 seconds 515 

4 Frames 3.0 seconds 405 

6 Frames 3.8 seconds 340 

8 Frames 4.9 seconds 265 

12 Frames 6.5 seconds 205 

16 Frames 8.0 seconds 165 

Here are some thoughts about the relationship between drives per library and 
mounts per hour: 

- lf you do mainly full backups that fill entire cartridges ata time, an 
Ultrium 1 drive needs about 111 minutes and an Ultrium 2 about 95 
minutes to fi li a cartridge. This means that you have to mount an Ultrium 1 
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drive 0.54 times~peTfíÔUr and an Ultrium 2 drive 0.63 times per hour. Even 
in a 16-frame library with 192 drives, you should not encounter any 
performance problems stemming from the mount capability of the library. 

- lf you mount a cartridge, read or write a small piece of data, unmount the 
cartridge, and repeat, then a drive is busy for approximately three minutes 
to execute this cycle (load, search, read/write, rewind, unload). This 
means you might mount a cartridge not more than 20 times per hour. In 
this worst-case scenario, you may see mount performance affecting library 
performance. 

8oth of these theoretical cases should help you determine how many tape 
drives you should instai! in the library to avoid mount performance problems . 

.,. Library inventory time 
During normal use of the IBM 3584, for bulk loading of cartridges the library 
will perform an inventory operation to check the (possibly new) content of the 
cartridge storage slots. During this time, the accessor is occupied scanning 
the bar code labels and empty slots. 

The inventory process for the IBM 3584 is performed very efficiently, usually 
taking less than 60 seconds per trame. 

8.4 Upgrades and optional features 
The IBM 3584 has a number of optional additional features. These enhance the 
library by providing extra functions, additional capacity, higher reliability, and 
greater serviceability. 

8.4.1 Upgrade features 

You can install an entry-level system with moderate capacity then upgrade it as 
capacity requirements increase by ordering extra features. A single-frame, 
single-drive system can be expanded over time to become a fully configured 
16-frame 192-drive library. 

Adding cartridge capacity 
You can add capacity to an installed library in several ways: 

.,. The #1603 capacity expansion feature can be applied to a standard model 
L32 (one without #1603 or #1653 already installed). This feature enables lhe 
use of 140 cartridge storage cells on lhe inside of the door . 

.,. Model 032 expansion trame can be added to lhe base L32 trame to provide a 
maximum ot 440 extra storage slots. To provide lhe tu li capacity ~ou must add 
#9001 to indicate that the trame isto be supplied without drives . Up to 15 
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032 trames ean be added to the base trame for up to 6,600 additional storage 
slots in inerements of 440. 

Adding drives to the library 
The minimum requirement for an IBM 3584 (either single or multiple trame) is 
that it eontain at least one tape drive in the L32 base frame. 

To add a drive to the library, you ean arder any of these features, whieh ean be 
intermixed within the library: 

... Feature #1454, LTO Ultrium 1 LVO Drive Canister 

... Feature #1455, LTO Ultrium 1 HVD Drive Canister 

.,. Feature #1456, LTO Ultrium 1 FC-AL Drive Canister 

... Feature #1474, LTO Ultrium 2 LVD Drive Canister 

... Feature #1475, LTO Ultrium 2 HVD Drive Canister 

... Feature #1476, LTO Ultrium 2 Fibre Drive Canister 

The maximum number of drives per frame (L32 or 032) is 12, ereating a total of 
192 drives in a 16-frame library. Be aware that as you add drives to a frame, you 
inerementally lose eartridge storage slots (see 8.2.12, "Capacity" on page 181 ). 

8.4.2 Optional features 

For more information about available features, see the sales manual for the IBM 
3584. You ean aeeess the sales manual at: 

http : //www . ibmlink. i bm.com/ussman 

8.5 Environmental specifications 
The IBM 3584 is designed to be a stand-alone tape subsystem eonsisting of one 
or more trames and eapable of modular expansion to provide large eapaeities. 
The trames join end to end, with the base trame on the left (viewed from the 
front) and the expansion frames extending to the right. 

8.5.1 Physical dimensions 

The IBM 3584 trames have the same physieal dimensions but their weights vary 
aeeording to the number of installed drives, roboties, and tape eartridges: 

... Width: 72.5 em (28.5 in) 

... Depth: 152 em (59.8 in) 

... Height: 180 em (70 .9 in) 

3 Adding drives to the trames incrementally reduces th e capaci ty 
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Each frame has a set of casters and four leveling jackscrews. The nominal height 
from the bottom of the jackscrews to the top of the frame is 1840 mm (72.4 in), 
and can be varied by ±40 mm (±1 .6 in). The shipping height of the IBM 3584 (on 
its casters and with jackscrews raised) is 1800 mm (70.9 in) 

When planning for the installation, consider the space implications in your 
computer room for the possibility of adding more trames in the future . 

.- Weights4: 

- IBM 3584-L32 with 1 drive, no cartridges: 423 kg (932 lb.) 
- IBM 3584-L32 with 12 drives, 227 cartridges: 570 kg (12561b.} 
- IBM 3584-032 with no drives, no cartridges: 355 kg (784 lb.) 
- IBM 3584-032 with 12 drives, 396 cartridges: 558 kg (1229 lb.) 

8.5.2 Floor requirements 

lnstall the library on a raised or solid floor. The floor must have a smooth surface 
and, if raised, must not have ventilation panels beneath the leveling jackscrews. lf 
carpeted, ensure that the carpet is approved for computer-room applications. To 
accommodate unevenness in the floor, you can raise or lower the leveling 
jackscrews to the following specifications: 

.- Maximum allowable variance must not exceed 7 mm (0.27 in) per 76 mm 
(3 in) . 

.- Maximum out-of-level condition must not exceed 40 mm (1.6 in) over the 
entire length and width of the library. 

The floor on which the library is installed must be able to support: 

.- Up to 4.8 kilograms per square em (68.6 lb per square inch) of point loads 
exerted by the leveling jackscrews 

.- Up to 211 kilograms per square meter (43.4 lbs per square foot) of overall 
floor loading 

The number of point loads exerted depends on the number of trames that make 
up the library. There are four point loads per frame (located at the corners of 
each frame). 

4 The weighl wilh cartridges assumes a carlridge weighl of 0.209 kg (0.460 Jb) for a standard 
carlridge. The aclual weighl of lhe library varies, depending on lhe configuralion and carlridge 
capacity. 
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8.5.3 Operating environment 

The IBM 3584 is designed to operate in the following environment: 

.,.. Temperature: 16° to 32° C (61 ° to 89° F) 

.,.. Relative Humidity: 20% to 80% 

.,.. Wet Bulb: 23° C (73.4° F) maximum 

8.5.4 Power and cooling specifications 

Power and cooling for the IBM 3584 components are provided by the housing 
trame. Each base and expansion trame that contains drives has its own trame 
control assembly (FCA), which receives power from a customer-supplied outlet 
and, in turn, provides AC power to ali tape drives within the trame. The FCA for 
the L32 contains two DC power supplies; actually, only one DC power supply is 
needed to operate the entire library. Before support was provided for 16-frames, 
ali additional FCAs in D32s included one additional DC power supply for 
redundancy. With support for 16-frames, the additional FCAs in the D-Frames no 
longer have a default-installed DC power supply. 

Additional DC power supplies can nevertheless be ordered or made available for 
extra trames, as explained in 8.2.2, "Library control systems: trame control 
assembly" on page 167. 

The FCA is not required in expansion trames that contain no tape drives. 

Each frame receives single-phase (200-240 V ac) power on its own power cord 
from a customer-supplied outlet. Certain countries or regions require two-phase 
power to achieve the 200-240 V ac required by the trame. Countries in North 
America have the option of operating at 100-127 V ac power (FC 9951). 

A new Dual AC Power feature (FC 1901 ), supporting either 11 O V ac o r 220 V ac, 
is available for the IBM 3584, providing two independent line cords that may be 
connected to two independent customer branch circuits. A power switch 
connects to one of two customer power feeds and passes ali AC power to the 
trame from that teed. The switch monitors the AC line voltage from the feed it is 
using and automatically switches to the alterna te AC power feed if the incoming 
voltage drops below a preset levei. 

Table 8-6 on page 192 lists the power requirements for the L32 and 032 trames. 
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Table 8-6 Power requirements for the IBM 3584 

Power requirement Model L32 or 032 

220 V ac line cord 110 V ac line cord 

AC line voltage 200 to 240 V ac 1 00 to 127 V ac 
(nominal) (nominal) 

AC line frequency 50 to 60Hz 50 to 60Hz 

Nominal power 1.4 kW 1.2 kW 

Line current 8.0 A 12.0 A 

kVA 1.6 kVA 1.2 kVA 

Heat output 4.8 kBtu/hr 4.1 kBtu/hr 

lnrush current 200 A (peak for 1 /2 1 00 A (peak for 1 /2 
cycle) cycle) 

Note: Values shown for trames with 12 IBM LTO Ultrium tape drives ihstalled. 

·8.6 Host platforms and device drivers 
The IBM 3584 is supported on many operating systems. For a current list of host 
software versions and release leveis that support the 3584, reter to: 

http : //www.storage . ibm.com/tape/lto/3584/3584opn.pdf 

The following no-charge specify codes indicate the server platform to which the 
IBM 3584 is attached. These features are used by IBM for device driver 
distribution: 

~ Feature #921 O, attached to HP-UX 
~ Feature #9211, attached to Sun System 
~ Feature #9212, attached to Windows System 
~ Feature #9213, attached to other non-IBM system 
~ Feature #9215, attached to Linux System 
~ Feature #9400, attached to iSeries System 
~ Feature #9600, attached to pSeries 

You are not limited to one platform-attach feature as the library may be attached 
to more than one of these platforms. You cannot add more than one of each 
feature; in other words, if you have two or more Windows servers, only one 
feature #9212 is required . The device driver will be delivered on a CO that 
contains ali available device drivers for each OS and the documentation. 

192 The IBM LTO Ultrium Tape Libraries Guide 



o 

Tip: The device driver CO or diskette that is shipped with the IBM 3584 may 
not contain the most recent device drivers. Always check the following FTP 
site for the latest device drivers: 

ftp : // ft p.software.ibm .com/storage/devdrvr/ 

8.6.1 Device driver installation 

lnstall the IBM device drivers for the IBM 3584 as follows: 

... lf you intend to use the IBM 3584 with a commercial software application 
(such as IBM Tivoli Storage Manager, VERITAS Backup Exec, or Legato 
NetWorker), reter to that application's installation instructions to install the 
device driver and configure the IBM 3584 . 

.,. lf you do not intend to use the IBM 3584 with a commercial software 
application, install the tape and medium device driver from the CO that is 
shipped with the drive. Refer to the installation instructions in the IBM SCSI 
Tape Drive, Medium Changer, and Library Device Drivers lnstallation and 
User's Guide, GC35-0154, which is supplied on the CO with the driver code. 

Note: lf you use the IBM 3584 with a commercial software application, IBM 
recommends that you install any IBM-supplied device driver only if instructed 
to do so in the installation instructions supplied by the vendar of the 
application. Otherwise, if the application supplies its own driver code, then 
conflicts could occur over which driver contrais the drive. Many examples are 
given in the Redbooks lmplementing IBM LTO in Linux and Windows, 
SG24-6268, and Using IBM LTO Ultrium with Open Systems, SG24-6502. 

8. 7 Storage applications 
Software to exploit the IBM 3584 is not provided with the library. Additional 
software support is available through products that must be obtained separately 
from IBM, IBM Business Partners, or independent software vendors. A list of 
compatible software is available at: 

http : //www. st orage .ibm. com/ hardsof t/tape/conntri x/ pdf/ l to_i sv_matri x. pdf 

You will find details for each application including Ultrium 1 and Ultrium 2 support 
and specific Ultrium models and attachment methods. You should also contact 
your storage application vendar for more information about specific versions and 
platforms supported. Many examples of third-party software applications with 
IBM LTO drives and libraries are given in the Redbooks lmplementing IBM LTO in 
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Linux and Windows, SG24-6268, and Using IBM LTO Ultrium with Open 
Systems, SG24-6502. 

8.8 IBM 3584 initial setup 
The following sections cover some of the major items required to implement, 
manage, and operate the IBM Ultrium tapes and libraries. We do not cover ali 
tasks, and we do not intend to cover ali of the specific commands. For more 
details, reter to the IBM 3584 UltraScalable Tape Library Planning and Operator 
Guide, GA32-0408. 

8.8.1 SCSI ID 

The IBM 3584 uses multi-path architecture, so it has no direct SCSI connection 
to a host system. When the host communicates with the library, it must send the 
communication via a contrai path to a drive designated as LUN 1. A contrai path 
is the drive SCSI port through which a host system sends its commands to a 
logicallibrary within the IBM 3584. (Reter to 2.6, "Multi-path architecture" on 
page 46 for an explanation of the concept of logical libraries.) When you add 
multiple contrai paths to the IBM 3584 library, any single, configured logical 
library can be accessed by multiple host systems. 

Additional contrai paths also reduce the possibility that failure in one contrai path 
will cause unavailability of the entire library. 

Note: The setup and SCSI configuration of the IBM 3584 are usually 
performed by an IBM service representative. 

8.8.2 Element number 

Element numbers identify the physicallocation within the library. This information 
is required mostly for storage applications, such as IBM Tivoli Storage Manager, 
which translate the device to a name that the robotic understands. 

In the IBM 3584, each SCSI storage element is assigned a SCSI element 
address. A SCSI storage element is a physicallocation capable of holding a tape 
cartridge (such as an 1/0 slot, drive, or storage slot). The element numbering is 
split into three sections: 

~ The tape drive sequence 
~ The 1/0 station sequence 
~ The cartridge slot sequence 
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Note: The numbering is contiguous for the cartridge slot sequence. However, the 
addition, removal, or movement of one or more tape drives affects the element 
numbering of the cartridge slots. 

Table 8-7 shows the element numbers for tape drives in each IBM 3584 trame up 
to six frames. For element numbers up to the maximum 16 frames, see the IBM 
Tota/Storage UltraSca/ab/e Tape Library Planning and Operator Guide, 
GA32-0408. 

Table 8-7 IBM 3584 tape drive element numbers 

Orive Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6 
number (L32) (032) (032) (032) (032) (032) 

1 257 269 281 293 305 317 

2 258 270 282 294 306 318 

3 259 271 283 295 307 319 

4 260 272 284 296 308 320 

5 261 273 285 297 309 321 

6 262 274 286 298 310 322 

7 263 275 287 299 311 323 

8 264 276 288 300 312 324 

9 265 277 289 301 313 325 

10 266 278 290 302 314 326 

11 267 279 291 303 315 327 

12 268 280 292 304 316 328 

Each element in the IBM 3584 (the cartridge storage slots, 1/0 storage slots, and 
tape drives) has two addresses: 

.,.. Physical address 

.,.. SCSI element address 

When initiating an operation such as moving a tape cartridge or performing 
manual cleaning, you can use the physical or logical address to specify a location 
in the library. 
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The physical address consists of trame, column, and row identifiers that define a 
unique physical location in the library. The address is represented as: 

.,.. Fx,Cyy,Rzz for a storage slot (where F equals the trame and x equals its 
number, C equals the column and yy equals its number, and R equals the row 
and zz equals its number) . 

.,.. Fx,Rzz for a tape drive and 1/0 storage slot (where F equals the trame and x 
equals its number, and R equals the row and zz equals its number). 

The SCSI element address consists of a bit and hex value that defines to the 
SCSI interface a logicallocation in the library. This logical address is represented 
as xxxx (X'yyy'), where xxxx is a bit value and yyy is a hex value. lt is assigned 
and used by the host when the host processes SCSI commands. The SCSI 
element address is not unique to a storage slot, drive, or 1/0 slot; it varies, 
depending on the quantity of drives in the library. 

For example, the storage slot address F2,C03,R22 means: 

.,.. F2: trame 2 (first expansion trame) 

.,.. C03: column 3 (second column from left on drive side) 

.,.. R22: row 22 (22nd position down from the top of the column). 

Each drive has a unique address to indicate its physical location. The drive 
address consists of two values, a trame number and a row number: 

.,.. Frame number: Represented as Fx, where F equals the trame and x equals 
its number. Regardless of whether any drives are installed, the trame number 
for the base trame is 1 and increments by one for each adjacent expansion 
trame . 

.,.. Row number: Represented as Rzz, where R equals the row and zz equals its 
number. The row number is 1 for the top drive position in the trame, and 
increments by one for each row beneath the top drive. Regardless of whether 
drives are installed, the row numbering is the same for every trame. 

A drive address of F2,R1 O means trame 2 (that is, the first expansion trame), row 
10 (10th drive position from the top of the column). 

8.9 Operator displays and buttons 
The IBM 3584-L32 operator display is a touch screen with integrated touch 
buttons. The display default setting will return to the basic main menu after five 
minutes of inactivity. The screen has three sections (Figure 8-19 on page 197): 

.,.. The menu title and panel number 

.,.. The informational section 

... The selectable buttons 
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Navigate through the operator panels by pressing the touch screen buttons: 

~ BACK: 
Will take you back to the previous screen. You may need to press the BACK 
button severa! times to return to the main status screen. 

~ UP and DOWN: 
lf you are on a menu pane!, these keys will navigate up and down within the 
current pane!, scrolling one line when pressed once. lf you keep the UP or 
DOWN keys pressed, scrolling will speed up. The longer you hold the keys, 
the faster will the scrolling be. 

lf you are selecting a value, the keys will increment or decrement the value. 

~ ENTER: 

............. 

The selected item is shown using reverse video. No action is processed until 
the ENTER key is pressed. 

The default display is the Activity Status Display. The information in the Activity 
screen is replaced automatically by an errar message whenever the Ultriur'n tape 
library detects that: 

~ A permanent error has occurred. 
~ A drive requires cleaning, and automatic cleaning has been enabled. 
~ A drive requires cleaning, and no cleaning cartridge is present in the library. 

Activity 
Vel"lllon 1.01 

ONUNE 

Panel 0001 
L/0:10 

Load 613FRBL 1 
Lced 613FRBL 1 - drtve [F3,R07) 
Eject RB123Sl1 to 110 [F1,RCJ7) 
Unload ABCX14L 1 - drive lf4,R12) 
Error3401 
Lced CI..N001 L 1 - drtve [F4.R12) 
Move ABCX14L 1 (F4,C02,RCJ3] 

Inseri GHY78CL 1 -1/0 [F1,R01] 
Unload 78GFD4l1 - drtve [F2,RCJ9] 

Legand · [F=F111ma, C=Col~n. R=Raw) 

[MENU] [PAUSE] 

Figure 8-19 IBM 3584-L32 operator display 

Other commands or options will appear on various screens. From the main 
activity screen , you can access the Library Main Menu by pressing the MENU 
key, or pause the library for maintenance operation with the PAUSE key. 
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The PAUSE key causes the library to park the cartridge accessor in an area that 
gives clear access to the library's interior (if you need to open the front doar). lf 
you accidentally press the PAUSE key, wait for the 30-second time-out. The 
library will automatically resume operation. 

Attention: lf you press the PAUSE key, then open the front doar, the library 
rejects requests for new operations. 

When selecting a criticai command, such as pressing the PAUSE key, a 
confirmation screen will be displayed. You will see a text message with two keys, 
CONTINUE and CANCEL. The CONTINUE key will proceed and execute your 
command, and the CANCEL key will return to your previous screen. 

The screens on the operator panel fali into six categories: 

.,.. Library status: 
Provides information about the accessor, the cartridge locations, the drives, 
and the slots . 

.,.. Manual operations: 
Enables manual intervention such as cartridge movements, cleaning, and 
inventory . 

.,.. Settings: 
Displays and changes configuration set-up variables such as cleaning mode, 
date, enabling/disabling of drives, and virtuallibrary configuration . 

.,.. Statistics: 
Reports usage information about the accessor, drives, and cleaning 
cartridges . 

.,.. Vital Product Data (VPD): 
Describes the library, drives, and accessor. 

This includes such information as the machine types, model numbers, serial 
numbers, and the levei of firmware . 

.,.. Service: 
Places the library into service mode for repairs or upgrades to be carried out. 

8.1 O Sequential versus random access 
The IBM 3584 is designed to operate only in random mode under the contrai of a 
storage application. Sequential mode is not supported. 
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IBM xSeries LTO tape 
products 

9 

The xSeries Family of servers also features IBM Ultrium Libraries. Designed for 
tape automation, the IBM 3607-26X Autoloader and IBM 4560SLX Tape Library 
can be attached to xSeries servers and other Intel/Windows servers. They use 
the LTO Ultrium tape drives for faster data transfer and reliability in automated 
library service. 
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9.1 IBM 3607-26X and 

Figure 9-1 IBM 3607 -26X Autoloader 

The IBM 3607 -26X Autoloader h ouses one Ultrium 1 tape drive with a na tive data 
transfer rate of 15 MBps and a cartridge capacity of 100GB. The drives feature 
data compression hardware using an adaptation of the IBM LZ1 compression 
algorithm, which provides an effective data rate of up to 30MBps anda cartridge 
capacity of up to 200GB (with 2:1 compression) on Ultrium 1 media. 

The IBM 3607 -26X h as one l/O slot and a cartridge capacity of 16 slots, allowing 
a native capacity of 1.6 TB of uncompressed data. With compression (assuming 
2:1 ), the 3607-26X can store 3.2 TB of data. 

The IBM 3607-26X Autoloader is an excellent high-performance, entry-level 
choice for small to midrange systems. 

Table 9-1 3607 -26X Autoloader model summary 

Model Cartridge Data Data Ultrium 1 
slots capacity capacity tape drives 

(native) (compressed) 

3607-26X 16a 1.6 TB 3.2 TB 1 

a. Plus one (1) 1/0 Stat1on slot 
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Figure 9-2 IBM 4560-SLX Modular Tape Library 

The IBM 4560-SLX Modular Tape Library houses up to two Ultrium 1 tape drives 
in a module. 

Ultrium 1 drives have a native data transfer rate·of 15 MBps and a cartridge 
capacity of 100 GB. The Ultriüm 1 drives feature data compression hardware 
using an adaptation of the IBM LZ1 compression algorithm that provides an 
effective data rate of up to 30 MBps and a cartridge capacity of up to 200 GB 
(with 2:1 compression) on Ultrium 1 media. 

The IBM 4560-SLX has one 1/0 slot and a cartridge capacity of 30 slots allowing 
a native capacity 3 TB of uncompressed data. With compression (assuming 2:1 ), 
the 4560-SLX can store 6 TB of data. 

The IBM 4560-SLX provides excellent tape storage scalability for mid range to 
high-end xSeries systems. lt is expanded by configuring additional modules with 
the Elevator Link Option and the Elevator Link Extension Option. These features 
allow the library to grow to eight modules in total. This provides a maximum slot 
capacity of up to 240 slots when ali eight modular units are installed. The 
Elevator options allow the library to pass cartridges between the modules, 
increasing the number of slots. 

Table 9-2 4560-SLX Modular Tape Library with Ultrium 1 drives 

Model Cartridge Data Data Ultrium 2 
slots capacity capacity tape drives 

(native) (compressed) 

4560-SLX 30a 3TB 6TB 2 
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Model Cartridge Data Data Ultrium 2 
slots capacity capacity tape drives 

(native) (compressed) 

4560-SLX with 60 6TB 12TB 4 
one expansion 
module 

4560-SLX with 240b 24TB 48TB 16 
seven 
expansion 
modules 

a. Plus one 1/0 Stat1on slot 
b. Plus eight 110 station slots 

9.1.1 Tape drives 

The 3607-26X uses one LTO Ultrium 1 tape LVD drive. The 4560-SLX can use up 
to two Ultrium 1 tape LVD drives per module. The drive part number is: 

~ Ultrium 1 Drive - P/N 59P6658 

lf Fibre Channel connectivity is required for the 4560-SLX, a Fibre Channel Card 
Adaptar (P/N 59P6657) can be installed into the library. 

Each Ultrium tape drive contains the electronics and logic for reading and writing 
data, control of the tape drive, management of the data buffer, and error recovery 
procedures. Ali tape drives are packaged as a common assembly that is a Field 
Replaceable Unit (FRU), designed for quick remova! and replacement. 

9.1.2 Barcode reader 

A barcode reader is provided as standard with the 3607-26X and 4560-SLX, and 
it does not affect the slot capacity of the libraries. The barcode reader is used 
during the inventory process to locate ali cartridges inserted in the library. This 
action is repeated every time the front door is opened to ensure that the 
inventory is updated if a cartridge has been manually added, moved, or removed 
while the door was open. 

9.1 .3 1/0 station 

This facility allows the insertion and ejection of cartridges without interrupting the 
normal operation of the library. There is a single-slot 1/0 station where a cartridge 
can be inserted or ejected by opening the 1/0 station door. 
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9.1.4 Robotic system 

In conjunction with the library contrai micracode, the robotic system identifies 
and moves cartridges between the storage slots, tape drives, and the 1/0 station. 
lt has severa! components: 

,.. A cartridge picker for placing cartridges in storage slots, tape drives, or the 1/0 
station 

,.. A barcode reader used to set up the library initially when it identifies the types 
of media and tape drives installed in the library, and in normal operation for 
reading the externai labels on the cartridges when it locates and categorizes 
ali cartridges installed in the library 

,.. X-axis and Z-axis drive motors for rotating the picker assembly, and moving it 
horizontally, inside the library enclosure 

9.1.5 Library control and operation 

The Library Contrai Unit contains the electronics and logic for autochanger and 
library operations. The Library Contrai Unit contrais ali operations in the library, 
including the interaction between the library and the operators. The contrai unit 
Licensed Internai Code creates and maintains the library configuration, the 
physicallocation of the robotic system, and the inventory of cartridges. The 
database is kept in the flash memory of the library contrai hardware. 

Requests issued from the server result in cartridge movement in the library. The 
primary requests issued are for mounting and dismounting cartridges to and fram 
the tape drives and for inserting and ejecting cartridges. The host has records of 
the physical location of a cartridge in the library, and the physical location is also 
managed by the library. 

In addition to requesting movement of cartridges in the library, the host can 
obtain status, performance, and configuration information, as well as information 
about the cartridges stored in the tape library. 

Each cartridge must have a machine- and operator-readable externai barcode 
label to identify a media cartridge in the library during initial inventory and any 
time a cartridge is added to the library. The library stores the physical location of 
the cartridge in an inventory database based on the cartridge label. Ali host 
application requests for operations involving movement or use of a cartridge 
need only reference the physicallocation of the cartridge (using an element 
number as described in 9.9.1, "ldentifying library locations element numbers" on 
page 207) for the library to perform the request. 
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9.1.6 Operator panel 

An LCD operator control pane! on the front of the machine provides status 
information and menu options. From this pane! the operator can initiate actions 
such as moving and loading tape cartridges or invoking diagnostics. 

9.1.7 Maintenance 

The cartridge storage slots, cartridge picker, and tape drives are accessed for 
maintenance purposes by opening the tront door of the library. The tape drives, 
power supplies, and host interface board are accessed from the back of the 
library for maintenance. 

9.2 Library options 
The following part numbers can be used to order teatures for the libraries 
{Table 9-3) . We have not included the various cabling options. Reter to the 
product publications for detailed information about configuring and ordering the 
IBM Libraries, or visit: 

http://www.pc.ibm.com/ww/eserver/xseries/tape.htm 

Table 9-3 IBM 4560-SLX options 

Option Description Comment 

59P6657 IBM Fibre Channel Card Require either 59P1271 or 
59P1272 

59P6658 Ultrium 1 Drive LVD Connection 

59P6659 LTO Cartridge Magazine Left and Right base 
magazines 

59P6662 Elevator Link Required when adding a 
second module 

59P6663 Elevator Link Extension Required when adding two 
or more modules 

59P1271 Longwave GBIC To be used in conjunction 
with 59P6657 

59P1272 Shortwave GBIC To be used in conjunction 
with 59P6657 

49P3200 1OOGB Ultrium 1 Tape 
cartridge 
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Option Description Comment 

35L2086 Universal LTO Cleaning 
cartridge 

There are no additional part numbers required for the 3607-26X except the data 
cartridge 49P3200 and the Universal LTO Cleaning Tape 35L2086. 

9.3 Physical attachments 
The 4560-SLX Modular Tape Library and 3607-26X Autoloader can be attached 
to IBM xSeries servers and other Intel/Windows servers that support the SCSI 
LVD and Fibre Channel interface. Reter to the latest compatibility matrix to 
determine which xSeries servers support the libraries: 

http://www.pc.ibm.com/ us / compat/storage/tmatri x. html 

SCSI cables and appropriate interposers, as required, should be ordered for 
attachment to a server. A power cord feature code should also be specified. 

9.4 Cabling 
A SCSI cable is required for each library connection to a SCSI bus. lf no cable is 
available, one should be specified on the initial arder for each library or drive. A 
SCSI terminator is included with each cable. An interposer (a connector that 
matches the pin pattern of the host adapter to the pin pattern of the cable) may 
also be required for attachment to particular server adapters. 

Be sure to determine the exact SCSI connection type at the host to ensure that 
the correct cable connections are ordered, then determine the length from the 
host to the tape library. 

The overall LVD SCSI cable length is limited to 25m (81 feet) using point-to-point 
interconnection. lf using multi-drop interconnection, then the overall LVD SCSI 
cable length is limited to 12 m (39 feet). The stub length at each device must not 
exceed O .1 m (O .33 feet) . 

For FC cables , there are only two connection types, LC and se. Once the 
connection type is determined then only a correct length has to be determined. 

Chapter 9. IBM xSeries LTO tape products 205 

RCS n° v· '~-- r· " J-J-v -

CPJ~~L ·-· Cv ... u ... ' vv 

1536 

Doe: 3 6 9 O 



.... .-;~ .. 
~-·· 

' :;:;:;~ -:' 
9.5 Environmental speCl~t~s'· 

--~~~ 
The physieal dimensions for the 4560-SLX are: 

... Width: 42.4 em (16.7 in) 

... Depth: 78.7 em (31 in) 

... Height: 22.2 em (8.75 in) for a stand-alone library on easters 

... 5 ElA units high (if raek-mounted) 

The physieal dimensions for the 3607-26Xare: 

... Width: 44.7 em (17.7 in) 

... Depth: 70.3 em (29.7 in) 

... Height: 8.9 em (3.5 in) for a stand-alone library on easters 

... 2 ElA units high (if raek-mounted) 

9.6 Storage applications 
The software to manage the tape libraries is not provided with the libraries. 
Additional software support is available through library management software 
produets that must be obtained separately from IBM, IBM Business Partners, or 
independent software providers. Contaet your vendar for information about 
support of xSeries tape produets, or see the IBM ServerProven® Web site at: 

http://www.pc.ibm.com/us/compat/ 

9.7 Media 
One Ultrium eleaning eartridge and one Ultrium data eartridge are ineluded with 
eaeh library drive arder 1. With the initial arder, additional data and eleaning 
eartridges may be ordered as a part number. 

... Part number 49P3200 provides a single Ultrium 1 Cartridge. 

... Part number 35L2086 provides a single Ultrium Cleaning Cartridge. 

After the initial arder, additional supplies ean be ordered from the IBM media 
business ora third-party media vendar. 

http:/ / www. st orage.ibm.com/ media/index. html 

Reter to Appendix A, "LTO Ultrium tape media" on page 223, for details about 
ordering supplies and eartridges, with or without labels. 

1 Ali media and cleaning cartridges are warranted separately from the IBM 3580 Ultrium 
tape drive. 

206 The IBM LTO Ultrium Tape Libraries Guide 



c· 

.... . 
'· ·.:r.:.., , _. .. : ... 

. · Í ~( ~\ 
. 1_., ~'-' ~. 

\ \ ~· ,- \ .-~ ! ' ' 

\ ' (' \ _,. ' . \ ' ·· , :p,-~- / 
' .....:·· I •· . ' -Y ,.· ............... ~~ ~~· . ,.r ..__,;__/'' 

9.8 lnstallation and performance considerations 
lnstalling more than one Ultrium drive on a SCSI bus may affect tape drive 
performance. For optimal performance, it is recommended that no more than one 
IBM Ultrium drive be attached to an individual SCSI bus. 

While the IBM Ultrium tape drives provide the capability for high tape 
performance, other components of the system may limit the actual performance 
achieved. The compression technology used in the tape drive can typically 
double the amount of data that can be stored on the media; however, the actual 
degree of compression achieved is highly sensitive to the characteristics of the 
data being compressed. 

9.9 Library features 
The following section covers some of the major items required to implement, 
manage, and operate the IBM tape libraries. lt does not cover ali tasks and we do 
not intend to cover ali of the specific commands. For more details, reter to the 
manual for your library listed in Table 9-6, "Library manuais" on page 211. 

9.9.1 ldentifying library locations element numbers 
To manipulate the media within the library, the host must reference each 
movement with source and target designations. This is done via element 
addressing, which specifies precisely which slots within the library are to be 
used. Table 9-4 shows the element addressing scheme used for the 4560-SLX 
tape library. 

Table 9-4 IBM 4560-SLX e/ement numbering 

Column Element numbers 

Picker o 

1/0 station 448 

Drives 480-481 

Storage 32-58 

Table 9-5 on page 208 shows the element addressing scheme used for the 
3607 -26X tape library. 



Tab/e 9-5 IBM 3607-26X element numbering 

Column Element numbers 

Picker o 

1/0 station N/ A 

Drives 32 

Storage 256-271 

9.1 O Operator displays and buttons 
Normally, the host issues commands to the tape library. Operator contrai is 
provided via the Operator Panel. The operator is responsible for: 

~ Starting the tape library 
~ Shutting down the tape library 
~ Handling media 

Reter to the manual for your library, listed in Table 9-6, "Library manuais" on 
page 211, for your library for media handling procedures. In the case of 
equipment failures, the operator can perform media processing. 

9.1 0.1 Operator panels 

Figure 9-3 and Figure 9-4 on page 209 show the operator panels for the 
3607 -26X and 4560-SLX respectively. 

RP.~óJ' lED Fa:;.(t: LED Se:ro!l -...p 

( 
~~~0-b====~+d~/ 

\ 

Figure 9-3 3607-26X front pane/ 
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Figure 9-4 4560-SLX touch screen tront pane/ 

The operator pane! provides communication between the operator and the IBM 
tape library. Visual indications and push buttons enable the operator to contrai 
the tape library. 

1. 1/0 Station status: 
The 1/0 Station status area provides constant information about the 1/0 
Station. 

2. Library status: 
The library status area displays information such as online or offline status, 
library reports status, and messages to solicit operator intervention. 

3. Messages: 
The display communicates interactive dialogs, special messages, alerts, and 
library configurations. More details are covered in the operator manual. 

4. Drive status: 
The drive status area provides constant information about the drives, such as: 

- Presence of tape drive (illustrated by a black outline box for each drive) 
Power to the tape drive 
Cleaning requirements 
Compression 
Write protection 
Tape activity 
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9.1 0.2 Menu options 

Each menu is accessible through the Operator Panel push butlons. For the 
actual menus for your library, reter to the manual for your library listed in Table 
9-6, "Library manuais" on page 211. 

Using commands that require an offline state 
Some commands require that the library be in an offline state. lf any such 
commands are anempted while the library is in an online state, the operator will 
be requested to take the library offline. 

Operator intervention message 
lf a problem causes an operator intervention message to appear, reter to the 
messages section of your operator manual. 

9.11 Library medes 
The libraries operates in either base or random access mode. The Library Mode 
will be determined by the application software managing your library. 

9.12 Drive cleaning 
Ali IBM Ultrium Tape Drives have an integrated cleaning mechanism which 
brushes the head at load time and again when unloading a cartridge. The drives 
also have a cleaning procedure that uses a special cleaning cartridge, should 
this become necessary. 

Attention: When cleaning the drive head, use only the IBM LTO Ultrium 
Cleaning Cartridge or an IBM-approved cleaning cartridge. 

With each library, a specially labeled IBM LTO Ultrium Cleaning Cartridge is 
supplied to clean the drive head. The drive determines and alerts you when the 
head needs to be cleaned. Reter to the operations manual for details for 
Automat1c Cleaning or Manual Cleaning. 

9.13 Firmware upgrades 
Each IBM Ultrium tape drive and tape library contains IBM Licensed Internai 
Code, often referred to as firmware. At installation time, make sure the current 
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firmware is installed on your IBM LTO tape drives and library. As the libraries are 
designated as a Customer Setup Machine, it is the customer's responsibility to 
have the current firmware installed. Determine the latest levei of firmware 
available by visiting http: I /www. pc. i bm . com/ o r by contacting the IBM Call 
Center. 

Follow the instructions for updating your firmware in the operator manual for your 
library. Table 9-6 shows the various manuais available for the xSeries LTO 
products. 

Tab/e 9-6 Library manuais 

Manuais Part numbers 

1x16 Autoloader Quick Start Guide 71P9131 

1x16 Autoloader User's Guide 46P3206 

4560SLX Tape Library Quick lnstallation Guide 59P6702 

4560SLX User's Guide 59P6690 

Fibre Channel Option Card Users Guide 59P6748 
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LTO and iSeries 
considerations 

• 

This is a short overview and update about installation and implementation of LTO 
Tape Drives and LTO Tape Libraries for iSeries. 

A redbook and Redpaper address this topic: 

... iSeries in Storage Area Networks, SG24-6220 

... The LTO Ultrium Primer for IBM @server iSeries Customers, REDP3580 

However, these publications cover only LTO Ulrium 1, so we will provide updates 
and additional information. 
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10.1 iSeries support for IBM LTO Ultrium 2 
IBM LTO Ultrium 2 tape drives are supported on RISC machines with OS/400 
V5R1 and later. 

The following PTFs are needed: 

.,. V5R1 SI07884 

.,. V5R2 SI07885 

These PTFs fixa problem with the INZTAPcommand when using LTO 1 and 2 
media in the same library. 

Tip: lnfo APARs, periodically issued by IBM, contain important information 
about iSeries topics. There are currently two lnfo APARs about LTO: 1112621 
for Ultrium 1 and 1113513 for Ultrium 2. These are available in the PTF 
database, from the Web site: 

https://techsupport.services.ibm.com/server/support?view=iSeries 

Look in the Find it Fast column, and choose Search Technical Databases. 
Leave the box at the top set at Search APARs, and click Go. Ente r the lnfo 
APAR number in the search box and click Search. 

Vou will need these V5R1 and V5R2 PTFs if you change the TAPF from its 
default density of *DEVTYPE. This is normally only dane when using *NL tape 
label processing. 

LTO 2 products can be attached to iSeries systems with any of these adapters: 

.... 6534 Magnetic Media Controller (SPD), HVD, HD68 

Up to 17 MBps (60 GBph) 

.... 2729 PCI Magnetic Media Controller, HVD, HD68 

Up to 13 MBps (47 GBph) 

.,. 2749 PCI Ultra Magnetic Media Controller IOA, HVD, HD68 

Up to 38 MBps (1 08 GBph} 

.,. 5702 Ultra 160 SCSI IOA PC I-X Ultra Tape Controller, LVD, VHDCI 

Up to 70 MBps (250 GBph) 

.... 2765 FC IOAPCI Fibre Channel Tape Controller 

Up to 95MBps (340 GBph) 
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LTO 2 SCSI drives are supported with multiple drives connected to a single 
adapter (daisy-chained) for either the LVD or HVD adapters. The LTO 1 drives 
are still limited to a single-drive configuration . 

The following restrictions apply: 

.,. No support for LVD SCSI LTO 1 products on the 5702 adapter 

.,. No 6501 support for LTO 2 

There is no performance increase with the HVD SCSI attached LTO 2 devices. 
Performance is limited by the HVD SCSI interface. 

10.2 BRMS and LTO tape libraries 
Both LTO 1 and LTO 2 drives can be in the same logicallibrary and share a 
common inventory but you must not attach both drive types to the same 1/0 
adapter. They must be separated at the adapter levei for OS/400 to pool the 
drives together properly. 

At the time of writing , OS/400 will show both the LTO 1 (L 1 media type) and LTO 
2 (L2 media type) as L so the user will not be able to determine from the 
WRKTAPCTG screen which cartridges are of which type. 

OS/400 will NOT filter out the LTO 2 cartridges from the LTO 1 MLB so it is up to 
the user to manage the cartridges using BRMS media classes. The LTO 1 
cartridges will have to be added to media class ULTRIUM1, and LTO 2 tapes will 
have to be added to media class ULTRIUM2. Attempting to use an LTO 2 
cartridge in a LTO 1 drive will result in a failure. 

For LTO 1 drives the density *CTGTYPE will result in *ULTRIUM1 for LTO 1 
cartridges, and the density *DEVTYPE will result in *ULTRIUM1. LTO 2 
cartridges are not supported in LTO 1 drives. 

For LTO 2 drives the density *CTGTYPE will result in *ULTRIUM1 for LT0-1 
cartridges and *ULTRIUM2 for LTO 2 cartridges. The density *DEVTYPE will only 
work for the LTO 2 drive with LTO 2 media, the device's highest capability. 
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1 0.3 iSeries resources 
The iSeries can contrai drives and libraries through CL commands and APis or 
through software such as BRMS/400. For V4R4 and later, LTO devices reportas: 

IBM 3580 
~ 3580 tape drive: 

- Resource -> 3580, Device Description -> TAPxx (xx=01, 02, 03, etc .) 
- 3580 002 

IBM 3581 
~ 3581 tape drive: 

- Resource -> 3581, Device Description -> TAPxx (xx=01, 02, 03, etc.) 
- 3580 002 

~ 3581 Autoloader unit: 
- Resource -> 3581, Device Description -> TAPMLBxx (xx=01, 02, 03, etc.) 

When the IBM 3581 is in random mode and an IPL is run for the system or IOP, a 
TAPMLBxx and TAPxx resource will be created. lf the drive is in sequential mode 
and an IPL is run for the system or IOP, then only a TAPxx resource will be 
created (that is, the TAPMLBxx will be removed). lf the drive normally is used in 
random mode, it can be changed to sequential mede. In this case, de-allocate 
the tape resource from the WRKMLBSTS command screen and vary on the tape 
drive to use as a standalone drive. Make sure the system has not run an IPL 
before changing the drive back to random mode. lf the autoclean function is 
enabled or disabled, the IOP or IOA must run an IPL before using the 3581 
device. 

lf the barcode feature is installed, the device is in random mode, and the drive is 
powered up with a cartridge loaded, the loaded cartridge will be missing when a 
WRKTAPCTG command is run on the iSeries. The cartridge has to be unloaded 
and the library re-inventoried to show the cartridge. lf the 3581 isto be used as 
an alternate IPL device (as in a D Mode IPL), set the SCSI address on the tape 
device to O. 

Unloading volumes on IBM 3581 
When using the 3581 device in sequential mode, if a user selects the option Load 
Slot and SRC Slot to mount a volume in the drive (when using tape commands 
CHKTAP, DSPTAP, INZTAP, SAVxxx, with the ENDOPT(*UNLOAD)), the 
cartridge will eject from the drive but will not be returned to a slot. For this to 
happen, the user must specify SEQ START. Loading a slot is a manual operation 
and the autoloader will not return the cartridge, so it must be unloaded as it was 
loaded from the pane I. The autoloader operation must be started to get the 
cartridges loaded and unloaded. 
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IBM 3582 
... IBM 3582 tape drives: 

- Resource -> 3582, Device Description -> TAPxx (xx=01 , 02, 03, etc.) 
- 3580 002 

.,. IBM 3582 Robotic: 
- Resource -> 3582, Device Description -> TAPMLBxx (xx=01, 02, 03, etc.) 
- 3582 023 with 3580 002 drives 

IBM 3583 
... IBM 3583 tape drives: 

- Resource -> 3583, Device Description -> TAPxx (xx=01, 02, 03, etc.) 
- 3580 001 and 3580 002 

.,. IBM 3583 Robotic: 
- Resource -> 3583, Device Description -> TAPMLBxx (xx=01, 02, 03, etc.) 
- 3583 Oxx with 3580 001 and 3580 002 

3583 with SDG Fibre Channellimitations 
The 3583 device with FC 8005 (Fibre Channel attach) uses only LVD SCSI 
drives. V5R1 and later have Fibre Channel support. Ali FC attachments must be 
direct attached or homogeneous zones with iSeries only. The 3583 FC attached 
library has two Fibre Channel ports. The device can be shared with other 
platforms but it is strongly recommended that each platform be connected to 
separate ports. lf zoning is used in the SAN device, be sure that the ali iSeries 
hosts have a connection to the media changer. Ali six tape devices can be used 
but performance must be considered with the larger configuration. Alternate IPL 
is not supported for Fibre Channel attached tape devices. The Alternate lnstall 
Device (Boot Manager) must be used instead. 

3583 non-multi-path architecture Fibre Channel recommendations 
When sharing the 3583 FC with two or more hosts concurrently it may fail if the 
default time out for the initial mount wait time and the EOV mount wait time is 
used. These values have to be increased to a suggested 5-1 O minutes. In 
general, larger library configurations and shared configurations tend to get a 
time-out error, so increasing this value is required. 

IBM 3584 
... IBM 3584 Tape drives: 

- Resource -> 3584, Device Description -> TAPxx (xx=01 , 02 , 03 etc.) 
.,. IBM 3584 Robotic: 

- Resource -> 3584, Device Description -> TAPMLBxx (xx=01 , 02, 03 etc.) 
- 3584 032 with 3580 001 and 3580 002 drives 

Note: The Problem Analysis Log (PAL) will show 63AO and 9429. 
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Fibre Channellimitations- ;"\\J/ . i 
For V5R1' the iSeries Fibre_ c~~S4 support is limited to a single-drive 
configuration per adapter. M~stems may share a drive with the use of a 
3534 Hub o r 2109 switch. lf the 2109 switch is used it must be set to Quick Loop 
mode for the ports used on the iSeries. Each system or LPAR may have multiple 
drives but each drive requires an adapter. Each drive connection must have a 
library contrai path enabled. 

Alternate IPL is not supported for Fibre Channel attached tape devices.The 
Alternate lnstall Device (Boot Manager) must be used instead. 

1 0.3.1 Configuration changes 

lf making any configuration changes on LTO drives and libraries you must run an 
IPL on the IOA/IOP on the iSeries. 

10.4 OS/400 V5R1 restriction for multi-path architecture 
libraries 

The IBM 3582, 3583, and 3584 feature multi-path architecture. Unlike other 
platforms, the iSeries requires a dedicated contrai path for each iSeries drive. 
This is true for both SCSI and fibre drives for OS/400 V5R1. This is not the way 
the library is shipped, so you have to enable the contrai paths on ali drives that 
are connected to an iSeries. Vou can do this either on the operator pane I or with 
StorWatch. lf you forget to do this, the drives will not autoconfig properly. 

lf you have configured your library properly, then you will see as many tape 
libraries in OS/400 as there are tape drives are assigned to your server. For 
example, if you have a 3584 with three drives assigned to the iSeries, then you 
see three TAPMLBxx (TAPMLB01, TAPMLB02, TAPMLB03), each with three 
TAPxx (TAP01, TAP02, TAP03). 

10.5 OS/400 V5R2 
Version 5 Release 2 includes support for multiple targets from a single Fibre 
Channel tape or disk adapte r. Before this release, only a single target was 
supported from an initiator (FC adapter). Up to 16 LUNs are supported. A target 
is a physical tape drive. In the case of tape this means a single-tape FC adapter 
can support multiple tape devices. For example, with V5R1, if you had four 
iSeries with four FC tape devices, sixteen FC tape adapters would have been 
required to enable ali iSeries to address ali tape devices, as each FC adapter is 
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allowed to see only one target. At V5R2 this number is reduced to four, o~FC~ .. ..... _ . 
tape adapter per iSeries because each FC adapter may see multiple targetK~_;/ ·· 
This is illustrated in Figure 10-1. In summary, LTO 2 and V5R2 FC allow multiple 
device configurations per adapter and therefore one contrai path per adapter is 
required. 

V5R1 

To see ali drives from ali iSeries 
• V5R1 will require 16 Fibre Channel Adapters 
.. V5R2 will only require 4 Adapters 
" But.. .Consider performance 

Figure 10-1 Multiple-target support 

V5R2 

A maximum of 16 tape LUNs may be addressed from a single iSeries tape FC 
adapter. A LUN is a tape device ar media changer. So in the case of a 3583 LTO 
tape library, which may have six drives and a media changer, seven LUNs will be 
reported . This example dramatically decreases the cost of hardware required to 
support multiple devices from multiple iSeries, but there are other considerations, 
such as management of tape devices. 

Sharing the devices requires only a standard vary on and vary off command . 
When the iSeries varies on a tape it will use a reserve lock on the tape device to 
prevent other systems from using the drive. However, in a heterogeneous setup 
other operating systems may also share the drive. A benefit of the iSeries is its 
ability to reservelrelease a tape drive. This prevents other systems writing to the 
middle of a tape in use by an iSeries and ensures tape data integrity for iSeries 
users. The same may not be true for other operating systems, and therefore it is 
entirely possible for an iSeries to start using a tape drive in use by another 
system . You will have to check with each vendar to establish whether they 
support resen ;e/release of a tape drive. 

Tape management software such as BRMS and IBM Tivoli Storage Manager use 
the reserve lock. For other packages, check with the software vendar. 
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10.6 Tape drive sharing and management 
OS/400 is an integrated operating system, so ali device management function is 
included, with no extra software required for drive allocation and automation. This 
function simplifies drive sharing, especially when fibre drives are used, and ali 
hosts can see ali drives. This section shows how it works; it is the same for both 
SCSI and fibre drives, but using fibre drives is more flexible, as more drives are 
available. 

On each system, OS/400 will autoconfigure a tape library, and will find ali of the 
drives that are inside it that are visible to the system. To see this, use the 
WRKMLBSTS command, as shown in Example 10-1. 

Example 10-1 Output of WRKMLBSTS command 

TAPMLBOl <<<<< the library 
TAPOl <<<<< the drives 
TAP02 
TAP03 
TAP04 

TAPxx 

For each drive you have to set the options that are at the top of the WRKMLBSTS 
command screen. You have three options: 

~ ALLOCATED: means that ONLY the system where it is allocated can use it. 

~ DEALLOCATED: means the system you are looking on CANNOT use it. 

~ UNPROTECTED: means that the drive will sit in limbo waiting for a system to 
use it. That system will use it, then put it back into limbo ready for the next 
system to use it. 

For drive sharing, you would set ali drives to UNPROTECTED status. This is the 
most common setup, especially on fibre. 

When backing up with BRMS, just tell BRMS to save to TAPMLB01. BRMS will 
find a tape , find a drive, and run the save. lf doing parallel saves, BRMS will get 
multiple drives running at once. You can also submit multiple jobs to get multiple 
drives running at once. And if ali of the drives are busy and you submit another 
job, OS/400 will hold the new job on the library manager resource queue until a 
drive becomes available . Note that in order for this to work well, you will need to 
use CHGDEVMLB to increase the timeout parameters on the lnitial Volume 
Mount Wait and End of Volume Mount Wait times. The defaults are 1 O minutes, 
whereas 8 hours or similar is recommended for lnitial Volume Mount Wait. lf you 
have some saves that are higher priority than others, you may want to adjust the 
order you start them up, to make sure the criticai ones get the drives first. lf you 
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make a mistake, then within each system, OS/400 will prioritize the jo~~iJb~_:~~~·""/ 
library manager resource queue, and at the next tape mount, it will swap out the 
job that was running, and move in the job with the higher tape resource priority. 
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c LTO Ul~rium tape media 

When an IBM 35XX Ultrium tape device is ordered, it will be supplied with one 
Ultrium data cartridge and one cleaning cartridge at no charge. Each member of 
the IBM 35XX Ultrium LTO family has different media features and rules that 
apply when placing the order. The following informationwill assist you in ordering 
additional media. 

Vou can obtain tape cartridge supplies for use with the IBM LTO Ultrium 1 
product family in three ways: 

~ Order features from IBM that are available only with the initial hardware order 
as described in "Features available with IBM LTO hardware initial order'' on 
page 225. 

~ Order the IBM LTO Ultrium 1 media product offering (using a dummy IBM 
model type, 3589) as described in "IBM 3589 Ultrium 1 tape cartridge model 
number'' on page 228. 

~ Contact the IBM MEDIA business supplies ora third-party supplier as 
described in "IBM media business distributors and other suppliers" on 
page 231. 

Vou can obtain tape cartridge supplies for use with the IBM LTO Ultrium 2 
product family in two ways: 

~ Order features from IBM that are available only with the initial hardware order 
as described in "Features available with IBM LTO hardware initial order" on 
page 225. 

© Copyright IBM Corp. 2000, 2003. Ali rights reserved. 
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~ Contact the IBM MEDI~~~~~.'· ~liers or third-party suppliers as 
described in "IBM media .. [) s distributors and other suppliers" on 
page 231. 

Each of the following additional media features for Ultrium 2 will supply data 
cartridges with barcode labels that are not fixed to the data cartridges. The 
barcode labels will have be physically attached and the actual value of barcode 
labels cannot be pre-determined. For cartridges with fixed barcode labels and 
pre-determined barcode values, it is recommended that the media always be 
ordered through 1-800-IBM-MEDIA (refer to "IBM media business distributors 
and other suppliers" on page 231 ). 

The media suppliers may supply tape cartridges from different manufacturers or 
offer a choice of brands. The tape cartridges you use must be manufactured by a 
qualified LTO media company to meet the LTO standards. 
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The following media features are available for inclusion with the initial hardwarE\\.. ,~l:: · 
arder. .,,,....._ __ :_ .~ 

IBM TotaiStorage Ultrium 1 Tape Drive 3580 

These chargeable features provide media with the IBM 3580 Ultrium 1 tape drive 
and are available only with the initial arder: 

... Feature #8001 provides a single 100 MB Ultrium data cartridge with an 
unattached barcode label. 

A maximum of tive is allowed. 

... Feature #8002 provides a single Ultrium cleaning cartridge. 

A maximum of three is allowed. 

In addition to these features, one Ultrium cleaning cartridge and one Ultrium data 
cartridge with a barco de are included as standard with each in itial arder 1. 

IBM TotaiStorage Ultrium 2 Tape Drive 3580 

These chargeable features provide media with the IBM 3580 Ultrium 2 tape drive 
and are available only with the initial arder: 

... Feature #81 01 provides a single 200 MB Ultrium data cartridge without an 
attached barcode label. 

A maximum of 20 is allowed . 

.,. Feature #8002 provides a single Ultrium cleaning cartridge . 

A maximum of five is allowed. 

In addition to these features, one Ultrium cleaning cartridge and one Ultrium data 
cartridge with a barcode are included as standard with each initial arder. 

IBM TotaiStorage Ultrium Tape Library 3582 

These chargeable features provide media with the IBM 3582 tape library andare 
available only with the initial arder: 

... Feature #8001 provides a single 100 MB Ultrium data cartridge. 

A maximum of 19 is allowed. 

1 Note that ali media and cleaning cartridges are warranted separately from the IBM 3580 tape drive 
hardware. 
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.,. Feature #8002 provides a single Ultrium cleaning cartridge. 

A maximum of three is allowed . 

.,. Feature #811 O provides a pack of twenty 100 MB Ultrium data cartridges with 
unattached barcode labels. 

IBM TotaiStorage Ultrium 1 Scalable Tape Library 3583 

These chargeable features provide media with the IBM 3583 Ultrium 1 tape 
library and are available only with the initial arder: 

... Feature #8001 provides a single 100MB Ultrium data cartridge. 

A maximum of 19 is allowed. 

... Feature #8002 provides a single Ultrium cleaning cartridge. 

A maximum of three is allowed . 

.,. Feature #801 O provides a pack of twenty 100MB Ultrium data cartridges with 
unattached barcode labels. 

The maximum allowed for different model types is shown in Table A-1. 

Tab/e A-1 Maximum number of media features for IBM 3583 Ultrium 1 

IBM 3583 model #8007 #8010 
(cartridge cells) (maximum allowed) 

L18 o 1 

L18 1 2 

L18 2 3 

L36 o 2 

L36 1 3 

L72 not applicable 4 

In addition to these features, one Ultrium cleaning cartridge and one Ultrium data 
cartridge with barcode are included as standard with each initial order2 

2 Note that ali media and cleaning cartridges are warranted separately from the IBM Ultrium 
hardware. 
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IBM TotaiStorage Ultrium 2 Scalable Tape Library 3583 \ · \ 0~! . · ; 
These chargeable features pravide media with the IBM 3583 Ultrium 2 t~~-~ , · "~ ~" 
library and are available anly with the initial arder: "''~ 
... Feature #8101 pravides a single 200MB Ultrium data cartridge withaut 

barcades. 

A maximum af 19 is allawed. 

... Feature #811 O pravides a pack af twenty 200 MB Ultrium data cartridges 
withaut barcades. 

The maximum allawed for different madel types is shown in Table A-2. 

Tab/e A-2 Maximum number of media features for IBM 3583 Ultrium 2 

IBM 3583 model #8007 #8110 
(cartridge cells) (maximum allowed) 

L18 o 4 

L18 1 4 

L18 2 4 

L36 o 4 

L36 1 4 

L72 not applicable 4 

In addition to these features, ane Ultrium cleaning cartridge and one Ultrium data 
cartridge withaut barcodes are included as standard with each initial arder. 

IBM TotaiStorage Ultrium 1 UltraScalable Tape Library 3584 

These chargeable features provide media with the IBM 3584 Ultrium 1 tape 
library frame madels and are available anly with the initial arder: 

... Feature #8750 provides a single Ultrium cleaning cartridge. 

A maximum af 1 O is allowed. 

... Feature #8757 pravides a pack af twenty 200 MB Ultrium data cartridges 
withaut barcades. 

The maximum allowed for different madel types is shown in Table A-3 an 
page 228. 
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Table A-3 Maximum number o f media features for IBM 3584 Ultrium 1 

IBM 3584 #1603 #8757 
model type (capacity expansion) (maximum allowed) 

L32 (base) o 1 

L32 (base) 1 1 

032 (expansion) not applicable 1 

In addition to these features, one Ultrium cleaning cartridge and one Ultrium data 
cartridge with barcode are included as standard with each initial Model L32 
library order2 . 

IBM TotaiStorage Ultrium 2 UltraScalable Tape Library 3584 

These chargeable features provide media with the IBM 3584 Ultrium 2 tape 
library trame models and are available only with the initial order: 

... Feature #8767 provides a pack of twenty 200 MB Ultrium data cartridges 
without barcodes. 

The maximum allowed for different model types is shown in Table A-4. 

Table A-4 Maximum number of media features for IBM 3584 Ultrium 2 

IBM 3584 #1603 #8757 
model type (capacity expansion) (maximum allowed) 

L32 (base) o 1 

L32 (base) 1 1 

032 (expansion) not applicable 1 

IBM 3589 Ultrium 1 tape cartridge model number 
You can use the IBM 3589 model number to order quantities of IBM LTO Ultrium 
1 data and cleaning cartridges. Since this is not a true hardware machine type, 
engineering installation and maintenance are not relevant to it, no real serial 
number is applied to it (although cartridges have their own serial number types), 
and no MES features can be added to it once delivered. 

Note there is no 3589 equivalent for Ultrium 2 tape cartridges. 
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You may choose from three model types for the IBM 3589, where each model 
delivers a different cartridge specification: 

.,.. IBM 3589-004 provides Ultrium cleaning cartridges. 

Model 004 has a single chargeable feature, #4005, which indicates the 
required quantity of cleaning cartridges. Each feature delivers a pack of five 
cleaning cartridges. You must arder at least one of these features for this 
model. 

The maximum allowed is six features per model arder for a total of 30 
cartridges; if you require more than 30 cartridges, arder a second 3589 
model 004 with additional features . 

.,.. IBM 3589-003 provides Ultrium 1 data cartridges with no labels. 

Model 003 has a single chargeable feature, #3020, which indicates the 
required quantity of unlabeled data cartridges. Each feature delivers a pack of 
20 data cartridges. You must arder at least one of these features for this 
model. 

The maximum allowed is 20 features per model arder (400 cartridges); if you 
require more than 400, arder a second model 003 with additional features . 

.,.. IBM 3589-002 provides Ultrium 1 data cartridges with a labeling service. 

Model 002 has a single chargeable feature, #2020, which indicates the 
required quantity of labeled data cartridges. As with the model 003, each 
feature delivers a pack of 20 data cartridges, and you must arder at least one 
of these features for this model with a maximum of 20 features per model. 

However, in addition , you must arder various no-charge features to indicate 
what volume serial range you want printed on the cartridge labels. The 
supplied barcode label is made up of 8 characters , a six-character VOLSER, 
and a two-character cartridge media-type identifier (L 1 ), which identifies the 
cartridge as an LTO cartridge (L) and indicates that the cartridge is the first 
generation of its type (1 ). The format of the VOLSER is explained in 2.3.4, 
"Volume label format" on page 23. 

Labell ing service 

This service applies only to the IBM 3589 model 002. 

There are six characters in the VOLSER , and IBM provides specific codes to 
allow you the flexibility to choose where to begin the volume range you require. 
The sixth character is always zero as your volume serial range must always 
begin ata O boundary for labeling , and the labels supplied are sequential. So, for 
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example, if you arder 20 cartridges the first cartridge will be labeled with a sixth 
digit of O, and the twentieth cartridge will be labelled with a sixth digit of 9. 

The character identifier features are four-digit feature numbers of the form 9nnn, 
composed as follows: 

.,.. The first digit 9 means the feature carries no charge . 

.,.. A second digit of 1, 2, 3, 4, or 5 indicates which character in the VOLSER this 
feature is specifying (1st, 2nd, 3rd, 4th , or 5th) . 

.,.. The third and fourth digits range from 00 through 35, where 00 through 09 
represent the characters 1 through 9, and 1 O through 35 represent the 
characters A through Z. 

Choose the first 1, 2, 3, 4, or 5 digits by using the feature numbers as follows: 

.,.. First alphanumeric digit (O to 9 orA to Z): use #91 00 (O) to #9135 (Z) . 

.,.. Second alphanumeric digit (O to 9 orA to Z): use #9200 (O) to #9235 (Z) . 

.,.. Third alphanumeric digit (O to 9 orA to Z): #9300 (O) to #9335 (Z) . 

.,.. Fourth numeric digit (O to 9) : use #9400 (O) to #9409 (9) . 

.,.. Fifth numeric digit (O to 9) : use #9500 (O) to #9509 (9) . 

.,.. Sixth numeric digit is set to O as standard . 

.,.. Seventh character of Volser is set to L. 

.,.. Eighth character of Volser is set to 1. 

lf you do not specify a feature number then the supplied starting character will be 
zero. Thus if you specify features for the first thee characters as ABC but no 
more, then the sequence of labels will begin ABCOOO. 

Two specific features indicate requirements for colored labels: 

.,.. Feature #9077 specifies a white background . 

.,.. Feature #9022 specifies a colored background for the alpha characters. 

lf you specify #9022, then you can choose from 1 O available colors shown in 
Table A-5 on page 231 . 
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Table A-5 Colar specify feature codes for the IBM 3589 model 002 

Alpha prefix Feature code Alpha prefix Feature code 
background background 

red 9003 o range 9008 

yellow 9004 pink 9009 

light green 9005 dark green 9010 

light blue 9006 light orange 9011 

gray 9007 purple 9012 

IBM media business distributors and other suppliers 
lf you want to buy additional supplies for the IBM LTO Ultrium product families 
you can obtain them from the IBM media business suppliers or third-party 
suppliers. To purchase in this way you must quote the Ultrium part numbers (not 
feature numbers or model types) for the different items required . The part 
numbers are listed in Table A-6. 

Table A-6 LTO Ultrium 1 and 2 available supp/ies and part numbers 

Part number Description 

08L9120 IBM LTO Ultrium 1 data cartridge 

08L9870 IBM LTO Ultrium 2 data cartridge (no 
barcode label) 

19P5887 IBM LTO Ultrium 2 data cartridge (with 
barcode label) 

35L2086 IBM LTO Ultrium cleaning cartridge 

08L9129 Leader pin attachment kit 

08L9130 Cartridge rewind tool 

13F5647 IBM tape unit cleaner 

2108930 Lint-free cloth 

To obtain these supplies or for warranty replacements, use the appropriate 
distributor for your country location: 

.... United States and Canada: 
For information about Priority Fulfillment Services distribution channels call 
1-888-IBM-MEDIA in the U.S. and Canada. 
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~ Latin America: 
For information about Priority Fulfillment Services distribution channels call 
+ 1-972-881-0733. 

~ Asia Pacific: 
For information about Priority Fulfillment Services distribution channels call 
+81-3-3808-8486 in Japan or + 1-972-881-0733 outside of Japan. 

~ Europe, Middle-East, and Africa: 
For information about Priority Fulfillment Services Europe distribution 
channels call +31-433-502-756. 

~ Other country-specific numbers can be found at: 

http://www.storage . ibm.com/media/lto/index . html 
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Abbreviations and acronyms 

AC Alternating Current ECMA European Computer 

AIM Automatic Manufacturer's 

ldentification Association 

Manufacturers EEPROM Electrically Erasable 

AIT Advanced lntelligent Programmable 

Tape Read-Only Memory 

AIX Advanced lnteractive EOT End of tape 

Executive EOV End of volume 

ALDC Adaptive Lossless ESCON Enterprise Systems 

~ Data Compression Connection 

AME Advanced Metal FC Fibre channel/feature 
Evapora tive c ode 

AMP Advanced Metal F C-AL Fibre channel 
Evaporative arbitrated loop 

ANSI American National FCP Fibre channel 
Standards lnstitute protocol 

API Application FICON Fiber Connectivity 
Programming 
Interface 

FRU Field replacable unit 

HBA Host bus adapter 
ATF Auto Tracking 

Following HSM Hierarchical storage 

BRMS Business Recovery 
management 

and Management HVD High voltage 

Services differential 

CM Cartridge Memory IBM lnternational 
Business Machines 

CRC Cyclic Redundancy 
Check IDRC lmproved Data 

C ' CVE Compliance 
Recording Capability 

' ) 

Verification Entity IOP lnput/output -"' 

DAT Digital Audio Tape 
processo r 

ISV lndustry solution 
DC Direct Current provi der 
DOS Digital Data Standard ITSO I nternational 
DLT Digital Linear Tape Technical Support 

ECC Error checking and Organization 

correction LAN Local area network 
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LGMR Laser Guided QIC Quarter inch 
Magnetic Recording cartridge 

LIP Loop initialization RF Radio frequency 
protocol RLL Run Length Limited 

LPAR Logical partition RMU R e mote Management 
LPOS Longitudinal Unit 

Positioning SAN Storage Area 
LTO Linear Tape Open Network 

LTO-CM Linear Tape SARS Statistical Analysis 
Open-cartridge and Reporting 
memory System 

LTO-DC Linear Tape Open SCSI Small computer 
Data Cartridge systems interface 

LUN Logical unit number SDG SAN Data Gateway 

LVD Low voltage SDLT SuperDLT 
differential SLDC Streaming lossless 

MCC Medium changer data compression . 
controller SMIT Systems 

MES Machine equipment Management 
specification Interface Tool 

liiiFM Modified Frequency SNIA Storage Networking 
Modulation lndustry Association 

MIB Management SNMP Simple Network 
information block Management 

MRC Magneto-Resistive Protocol 

Cluster TCP/IP Transmission Control 

MTBF Mean time between Protocol/lnternet 

failures Protocol 

OEM Original equipment VHDCI Very High Density 

manufacture Cable lnterconnect 

P/N Part number VPD Vital Product Data 

PCBA Printed circuit board WWN World Wide Name 

assembly 

PCI PC Connect interface 

POS Pivoting Optical 
Servo 

PRML Partia! Response 
Maximum Likelihood 

PTF Program temporary 
fi x 
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The publications listed in this section are considered particularly suitable for a 
more detailed discussion of the topics covered in this redbook. 

IBM Redbooks 
For information about ordering these publications, see "How to get IBM 
Redbooks" on page 237. Note that some of the documents referenced here may 
be available in softcopy only. 

.... Storage Area Networks: Tape Future in Fabrics, SG24-5474 

.... Oesigning an IBM Storage Area Network, SG24-5758 

.... Using IBM LTO Ultrium with Open Systems, SG24-6502 

.,.. lmplementing IBM LTO in Linux and Windows, SG24-6268 

.... IBM Tivoli Storage Manager Version 5. 1 Technical Guide, SG24-6554 

Other publications 
These publications are also relevant as further information sources: 

.... IBM Tota!Storage Tape Device Drivers lnstallation and User's Guide, 
GC35-0154 

.... IBM TotaiStorage Tape Oevice Orivers Programming Reference, GC35-0346 

.... IBM Ultrium Oevice Drivers lnstallation and User's Guide, GA32-0430 

.... IBM 3580 Ultrium Tape Drive Setup, Operator, and Service Guide, 
GA32-0415 

.... IBM 3581 Ultrium Tape Autoloader Setup, Operator, and Service Guide, 
GA32-0412 

.... IBM 3582 Ultrium Tape Library Setup, Operator, and Service Guide, 
GA32-0548 

.... IBM 3583 Ultrium Scalab/e Tape Library Setup and Operator Guide, 
GA32-0411 

.... IBM 3584 U/traScalable Tape Library Planning and Operator Guide, 
GA32-0408 
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Online resources 
These Web sites and URLs are also relevant as further information sources: 

... This is the main Web site for information about IBM LTO products: 

http://www.ibm.com/storage/lto 

... The Linear Tape Open Technology Organization Web site provides 
information about the technology, formats and licensing: 

http://www. lto-technology.com/ 

... The SCSI Trade Association Web site provides information about SCSI 
standards and terms: 

http://www.scsita.org 

... This Web site describes the media available from IBM: 

http://www.ibm.com/storage/media 

... This Web site describes IBM Microelectronics products including 
compression devices: 

http://www.chips.ibm.com 

... This Web site describes the Streaming Lossless Compression Algorithm: 

http://www.ecma-international .org/publications/standards/ECMA-32l.HTM 

... IBM Tivoli Storage Manager SAN device support: 

http://www-3.ibm.com/software/tivoli/products/storage-mgr-san/platforms.html 

... Ultrium device driver downloads: 

ftp://ftp . software.ibm.com/storage/devdrvr 

... LTO devices update drive firmware: 

http://ssddom02.storage.ibm.com/techsup/webnav.nsf/support/ltofaqs_updatefw 
drivefw 

... ISV Support Matrix for LTO: 

http://www.storage . ibm . com/hardsoft/tape/conntri x/pdf/lto_isv_matrix.pdf 

... Ultrium 3580 Drive firmware information: 

http://www-l.ibm.com/support/docview.wss?rs=543&org=ssg&doc=S4000055&loc=en 
-us 

.,.. IBM 3582 lnteroperability Matrix: 

http://www.storage.ibm.com/tape/lto/3582/3582opn.pdf 

.,.. IBM 3583 lnteroperabil ity Matrix: 

ht t p: //www.storage. ibm.com/ tape / l t o/3 583/3 583opn . pdf 
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~ IBM 3584 lnteroperability Matrix: 

http://www.storage.ibm.com/tape/lto/3584/3584opn .pdf 

~ IBM 3584 drive and library firmware: 

ftp://ftp.software.ibm.com/storage/358x/3584 

~ IBM HBA and SAN lnteroperability Matrix: 

http://ssddom02.storage.ibm.com/hba/hba_support.pdf 

~ IBM Sales Manual: 

http://www . ibmlink.ibm.com/ussman 

~ IBM ServerProven compatibility for hardware, applications, and middleware: 

http://www.pc.ibm.com/us/compat 

~ IBM xSeries tape storage: 

http://www.pc.ibm.com/ww/eserver/xseries/tape.html 

~ IBM iSeries technical support: 

https://techsupport.services.ibm.com/server/support?view=iSeries 

How to get IBM Redbooks 
You can search for, view, or download Redbooks, Redpapers, Hints and Tips, 
draft publications and Additional materiais, as well as arder hardcopy Redbooks 
or CD-ROMs, at this Web site: 

ibm.com/redbooks 
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Numerics 
3580 see IBM 3580 
3581 see IBM 3581 
3582 see IBM 3582 
3583 see IBM 3583 
3584 see IBM 3584 
8 mm tape 56 
9210 121 
9211 122 
9212 122 
9400 122 
9600 122 

A 
activity status display 197 
Advanced Metal Evaporative media 51 
AIT 57 
AIX commands 

cfgmgr 176 
ALDC 16-17 
arbitrated loop 33 
archive life 25 
Atape driver 176 
autoloader 67 
automated tape libraries 68 
availability features 41 

8 
backup 17 
bands 6, 10 
bands See also servo tracks 
barcode 

format 22 
barcode label 19 
barcode label format 22 
barcodereader 117, 132, 202 
brick 28 

c 
call-home 179 
capacity 18 
capacity, calculation for IBM 3584 185 
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cartridge door 19 
cartridge handling 25 
cartridge inspection 27 
cartridge life 24 
cartridge memory 7, 20, 42 
cartridge shipping 26 
cartridge slot columns 181 
ctgmgr 176 
channel calibration 38 
cleaning 43, 90, 111 , 210 

IBM 3580 91 
IBM 3582 128 
IBM 3583 156 

cleaning cartridge 25, 43 
codewords 17 
coercivity 20 
common subassembly 28 
compression 16 
compression scheme swapping 30 
contrai path 46 
control path failover 47, 175 

D 
DAT 54 
data bands 6, 13 
data compression 16, 30 
data rate 28, 50 

burst 35-36 
data tracks 

number of 16 
DDS 54 
diagnostic cartridge 182 
differential SCSI 32 
Digital Audio Tape 54 
Digital Data Standard 54 
Digital Linear Tape 58 
direction buffer 16 
disaster recovery 74 
DLT 58 
DLT 2000 60 
DLT 4000 60 
DLT 7000 61 
DLT 8000 61 
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dual-gripper 174 
dynamic speed matching 37 

E 
EEPROM 20 
element addresses 1 94, 196 
element numbers 105, 194 
enterprise tape libraries 68 
error correction 7, 41 

F 
fast locate function 21 
FCA 169, 175, 191 
FC-AL 33 
Feature 

1603 188 
7003 100 
7004 100 
8001 225 
8002 225 
8003 132, 137 
8004 132, 137 
8006 142 
8008 142 
8012 141 
8105 132 
9022 230 
9077 230 
9210 143, 192 
9211 143, 192 
9212 143, 192 
9213 143, 192 
9215 143 
9400 143, 192 
9600 143, 192 

Fibre channel 33 
native 33 

firmware 112, 179 
IBM 3580 91 

flat lap head 42 
frame controller assembly see FCA 

G 
grips 19 

H 
HD68 34 
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1/0 station 185 
IBM 113 
IBM 3480 63 
IBM 3490E 63 
IBM 3494 161 
IBM 3580 45,79 

application software support 86 
cartridges 87, 123, 206 
device driver 84-85 
display 89 
feature codes summary 81 
firmware 91 
implementation 87 
interposer 83 
L 11 80 
media 87 
Model H11 80 
Model H23 80 
Model L11 80 
operating modes 11 O 
SCSI adapters 82 
SCSI cables 82 
SCSIID 87 
SCSI length limitations 83 
server attachments 84 
status light 88 
Storage Applications 86 
unload 90 
upgrade 84 
warranty 81 

IBM 3581 45, 93 
access mode 96 
activity bar 1 07 
barcode reader 98 
cartridge 1/0 97 
cleaning 111 
control buttons 1 08 
devi c e driver 1 02 
drive status 1 07 
erro r co de 1 07 
feature codes summary 96 
general information 95 
lnitial setup 104 
interposer 99 



library modes 96, 11 o 
media 87, 103 
media cartridges 1 03 
message display panel 1 06 
Model H17 95 
Model L 17 95 
operator display 1 05 
optional bar code reader 1 00 
performance considerations 86, 103 
SCSI adapter 98 
SCSI cables 98 
SCSI devices 97 
setting SCSI addresses 1 04 
status light 105 
storage applications 1 03 
warranty 96 

IBM 3582 45, 113 
application software support 123 
barcode reader 117 
capacity 114 
cleaning 128 
device driver 122 
element addresses 125 
feature codes summary 118 
firmware 128 
general information 114 
1/0 station 117 
implementation 124 
interposer 121, 140 
inventory 117 
inventory update 117 
library contrai unit 117 
library modes 128 
magazines 115 
maintenance 118 
media 87, 123 
model description 114 
multi-path architecture 114, 124 
operatorpanel 118, 125-126 
performance considerations 124 
robotic system 117 
SCSI cabling 120 
SCSI defaults 125 
storage slots 11 5 

IBM 3583 45, 129 
cabling options 138 
capacity 1 30 
cartridge magazines 133 
cleaning 156 

contrai path 135 
device driver 144 
drive status 152, 209 
element addresses 150 
feature codes summary 136 
firmware 157 
general information 1 30 
1/0 station 133, 141 
implementation 146 
inventory 132-133 
inventory update 132 
library control unit 133 
library mode 156 
library status 151 
magazines 132 
maintenance 135 
media 87, 145 
menu options 127, 153 
message display 151 
Model L18 131 
Model L36 131 
Model L72 131 
operator panel 134, 151 
performance considerations 145 
physicallibrary layout 147 
redundant power 142 
Remote Management Unit 151, 154 
RMU 151, 154 
robotic system 133 
SAN Data Gateway 135 
SCSI adapters 137 
SCSI defaults 147 
SCSIID and LUN assignment 146 
SDG 135 
storage columns 132 
upgrade 131, 141 

IBM 3584 45, 159 
accessor 172 
bandwidth 187 
barcode reader 162, 17 4 
bulk-loading 162 
calibration senso r 17 4 
call-home 179 
capacity 160, 181 
capacity calculation 185 
Capacity Expansion feature 162 
cartridge gripper 173 
cartridge slots 163, 181 
components 165 

r 
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contiguration 180 
control path 194 
control path tailover 175 
D32 trame 183 
device drivers 192 
diagnostic cartridge 182 
distributed control system 167, 170 
drive teatures 166 
Dual AC Power 191 
dual-gripper 174 
element addresses 194, 196 
element numbers 194 
expansion trame 161, 188, 196 
teatures 188 
tirmware 179 
tloor requirements 190 
Frame Control Assembly Feature 163 
general intormation 160 
l/O station 162, 177, 185 
implementation 194 
inventory 186 
inventory time 188 
library control system 167 
logical address 196 
L TO Ultrium drives 166 
major components 165 
media 87 
mode ot operation 198 
Model 032 161, 163, 188 
Model L32 161, 181 
multi-path architecture 1 34, 194 
operating environment 191 
operator display 196 
operator pane! 171 
performance 186 
physical address 196 
physical dimensions 189 
pivot assembly 173 
power and cooling 191 
rail assembly 17 4 
reliability 177 
remote support 179 
Remote Support Attachment 179 
Remote Support Switch 179 
SNMP see SNMP 
StorWatch Specialist 176 
tape drive element numbers 195 
tape drives 162 
upgrade options 188 
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upgrades 188 
Vital Library Data 178 
Vital Product Data 198 
WWN 174 

IBM 3607-26X 199 
barcode reader 202 
capacity 200 
element addresses 207 
teature codes 205 
tirmware 210 
general intormation 200 
1/0 station 202 
inventory 202 
library manuais 211 
library mode 21 O 
media 206 
menu options 21 O 
operator pane! 208 
physical dimensions 206 

IBM 4560-SLX 199, 208 
barcode reader 202 
capacity 201 
element addresses 207 
Elevator Link Extension Option 201 
Elevator Link Option 201 
teature codes summary 204 
tirmware 21 O 
general intormation 201 
1/0 station 202 
inventory 202 
library manuais 211 
library mode 21 O 
media 206 
menu options 21 O 
operator pane! 208 
physical dimensions 206 

IBM Magstar 3590 64 
IBM TotaiStorage Enterprise Automated Library 
3494 161 
IBM TotaiStorage UltraScalable Tape Library 3584 
see IBM 3584 
IBM TotaiStorage Ultrium Tape Autoloader 3581 
see IBM 3581 
IBM TotaiStorage Ultrium Tape Drive 3580 see IBM 
3580 
IBM TotaiStorage Ultrium Tape Library 3582 see 
IBM 3582 
IBM TotaiStorage Ultrium Tape Library 3582 see 
IBM 3582 
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implementation 1 04, 124, 207 
IBM 3580 87 

input/output station 162, 177 
integrated cleaning mechanism 90 
interchangeability of drives 45 
interfaces 31 
interleaved recording 10 
inventory 117, 132, 202 

L 
label area 19 
labelling 229 
leader pin 19 
library centric WWN 175 
Library Control Unit 203 
library partitioning 47 
library sharing 46, 134 
library upgrade 45 
linear recording 6, 50 
Linear Tape Open 

see LTO 
load-to-ready time 35-36 
locking mechanism 19 

. logicallibrary 134 
longitudinal positioning 12 
LPOS 13 
LTO 1 

barcode 22 
cartridge life 24 
cartridge memory 20 
cleaning cartridge 25 
data compression 30 
formats 2 
interfaces 31 
inter-generation compatibility 39 
license packages 4 
licensing 3 
media identifier 23 
power supply 28 
reliability and availability 41 
shelf life 21 
specifications 3 

LT02 
performance 36 

LTO-CM 20, 24 
data fields 21 

LTO-DC 16 
LVD 80, 95, 115, 132 

M 
magazine numbering 148 
magazines 132-133 
Magstar 64 
maintenance 204 
Mammoth 57 
Management lnformation Base see MIB 
MCP 
media 223, 225 

suppliers 231 
media compatibility 20 
media labelling 229 
Media sharing 72 
medium changer pack see MCP 
metal particle media 20, 51 
MIB 180 
multi-path architecture 46, 114, 124, 134, 194 
multiple filemarks 38 

N 
NetView 180 
notches 19 

o 
offsite vaulting 74 
operating modes 11 O 
operator interface 170 
operator panel 118, 134, 204, 208 

p 
Partial Response Maximum Likelihood 36 
PAUSE 197 
performance 

load-to-ready 35-36 
search time 35-36 
unload time 35-36 

physical address 195 
Pivoting Optical Servo 62 
POST 179 
power management 38 
Power On Self Test see POST 
power supply 28 

Q 
QIC 52 
QIC standards 54 
quarter-inch cartridge 52 
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R 
random access mode 11 O 
RAS 41, 177 

IBM 3584 177 
read/verify elements 16, 29 
recording format 6 
Redbooks Web site 237 

Contact us xxii 
Remete Management Unit 134 
remete support 179 
Remete Support Attachment 179 
Remete Support Switch 179 
RMU 134 
robotic control 203 

s 
SAN 68 

Loop 71 
Point-to-point 71 
Serve r to serve r 69 
Serve r to storage 69 
Storage to storage 69 
Switched 71 

SAN topologies 71 
SARS 21,42 
scheme swap 17 
SCSI 31 

adapter 82 
address for autoloader 97 
autoloader address 125 
cabling 205 
element address 196 
element numbers 1 05 
HVD differential 32 
L VD differential 32 
single ended 32 

SCSIID 87 
SDLT 62 
search time 35-36 
sequential access mode 11 O 
serpentine linear recording 51 
serpentine recording formal 28 
Server-free backup 76 
servo 

timing based 7 
servo bands 11 
servo bursts 11 
servo elements 30 
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SNMP 180 
MIB 180 

Sony AIT 57 
speed matching 37 
Statistical 42 
Statistical Analysis and Reporting System 

see SARS 
status LED 39 
STK 9840 65 
StorWatch 176 
SuperDLT 62 
Surface Control Guiding 41 
switch 

electronic head switch 29 
switch fabric connection 33 

T 
tape drive assembly 166 
tape format specifications 5 
tape head cleaner 41 
tape length 18 
tape media 

coating 20 
material 20 

threading mechanism 29 
Track Following 11 
tracks 

number of 6 
positioning 7 

TSM 
Managed System for SAN 75 

u 
Ultrium 

capacity 6 
cleaning cartridge 43 
media 87 
media features 225 
recording format 6 

Ultrium 1 
capacity 18 
interfaces 35 
number of tracks 6 
performance 35 
tape length 18 

Ultrium 2 
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capacity 18 
channel calibration 38 
interfaces 35 
media features 225 
multiple filemarks 38 
number of tracks 6 
performance 36 
power management 38 
speed matching 37 
tape length 18 

Ultrium Cartridge 18 
Ultrium drive 28 

display 39 
Ultrium tape 9 
universal cleaning cartridge 25 
unload time 35-36 

v 
VHDCI 34 
volume label format 23 
volume serial number 22 

w 
wrap 14, 30 
write process 14 
write protect switch 24 
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The IBM L TO Ultrium Tape 
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Libraries Guide 

Understand Linear 
Tape-Open 
technology and its 
unique architecture 

Learn about the IBM 
Ultrium drives and 
libraries 

Updated for Ultrium 
L TO 2 products 

This IBM Redbook presents a general introduction to Linear 
Tape-Open (LTO) technology and the implementation of 
corresponding IBM products. As such it describes both 
general LTO technology specifications and specific details of 
the unique design of IBM Ultrium tape drives and libraries. 

In add ition to the description of L TO, the reader will find 
technical information about each o f the IBM Ultrium products, 
including generalized sections about SCSI and Fibre Channel 
connections, multi-path architecture configurations, and tape 
technology comparisons with market positioning. 

This book is intended for anyone who would like to 
understand more about the general L TO technology 
specification and how it carne about, as well as the IBM 
implementation of that specification. 

The second edition of this book covers the second generation 
LTO products as well as the original LTO products. 

SG24-5946-01 ISBN 0738453226 

• 

---------- -------------..:.. ..:_:-= ":' = ® 

Redbooks 



O . . 
. 

o 

Manual 7 

2109 Model M12 
User's Guide 

RQS r,c G-.~ J".~- v • -

CF .11 • CO .. ~ . ..J~ 

-Fls. N°15 5 9 

l Doe: 3 6 9 O 



--...-.------ -------- -. ---IBM TotalStorage SAN Switch - -- -----------
---~·-.. --··; ~-.. 

2109 Model Ml2 User's Guide 

Read Before Using 
This product contains software that is licensed under written license agreements. Your use of such software is subject to 
the license agreements under which they are provided. 

Doe: 



----------- -------- -. ---
IBM TotalStorage SAN Switch - -- ----------~-'-

2109 Model Ml2 User's Guide 

C : 

C: 

RQS r.n Úv - - , , -

CP -~ C~ ...... 

Rs-. No Í 5 61 
i 3 6 g [j26·7468-02 

Doe: ---



Note: ----------------------------------------------------------------------------------, 
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Safety and environmental notices (l ;""\s·v\~") 
t, "'\\ I 

Safety notices are printed throughout this document'(' • .fY'·. 
~~.~ .. · 

A danger notice indicates the presence of a hazard that fià:s·th·ê potential of causing 
death or serious personal injury. 

A caution notice indicates the presence of a hazard that has the potential of causing 
moderate or minar personal injury. 

An attention notice indicates the possibility of damage to a program, device, 
system, or data. 

For translations of danger notices and caution notices, see Appendix C, "Danger 
and caution notice translations", on page 27. The notices are listed in numeric arder 
based on their lOs, which are displayed in parentheses at the end of each notice. 
See the following examples of danger notices and caution notices for the location of 
the ID numbers. 

DANGER 

To prevent possible electrical shock during an electrical storm, do not 
connect or disconnect cables or station protectors for communications 
I ines, display stations, printers, o r telephones. (1) 

CAUTION: 
A lithium battery can cause fire, explosion, or a severe burn. Do not recharge, 
disassemble, heat above 100°C (212°F), solder directly to the cell, incinerate, 
or expose cell contents to water. Keep away from children. Replace only with 
the part number specified for your system. Use of another battery may 
present a risk of fire or explosion. The battery connector is polarized; do not 
attempt to reverse the polarity. Dispose of the battery according to local 
regulations. (1) 

Safety label checks 
Perform the following safety label checks: 

1. Verify that the safety label shown in Figure 1 on page xii is installed on the 2109 
Model M12. 

~I~r,'~~1 ; 6 ~ 
Fls. N° 
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SJ000623 

Figure 1. Safety /abel on the 2109 Model M12 

2. Verify that the linecord safety label shown in Figure 2 is installed on the power 
supply of the 2109 Model M12. 

CAUTION: 
This unit may have two linecords. To remove ali power, disconnect both 
linecords. (1) 

~&~i 
~ >240V- il" 

SJ000620 

Figure 2. Linecord caution label 

3. Verify that the SFP label shown in Figure 3 and Figure 4 on page xiii is installed 
on the 2109 Model M12. 

SJ000317 

Figure 3. SFP label (front view) 
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Figure 4. SFP label (back view) 

Environmental notices and statements 

Laser safety 

This section describes the environmental notices and statements. 

CAUTION: 
In the United States use only GBIC units or Fibre-Optic products that 
comply with FDA radiation performance standards, 21 CFR Subchapter J. 
lnternationally use only GBIC units or Fibre-Optic products that comply 
with IEC standard 825-1. Optical products that do not comply with these 
standards may produce light that is hazardous to the eyes. &. 

SJ000327 

This unit might contain a single-mode or a multimode transceiver Class 1 laser 
product. The transceiver complies with IEC 825-1 and FDA 21 CFR 1040.10 and 
1040.11. The transceiver must be operated under the recommended operating 
conditions. 

This equipment contains Class 1 laser products, and complies with FDA radiation 
Performance Standards, 21 CFR Subchapter J and the international laser safety 
standard IEC 825-2. 

Usage restrictions _ 
The optical ports of the modules must be terminated with an opSje-al C6JinneGtor oF, 

1\l.... v li Vv , - v ' -

with a dust plug. cpr 1 - ·. -·-" 
h \,\., ... L.. 

1567 
Fls N9 ••• 
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Battery notice 

CAUTION: 
A lithium battery can cause fire, explosion, or a severe burn. Do not recharge, 
disassemble, heat above 100°C (212°F), solder directly to the cell, incinerate, 
or expose cell contents to water. Keep away from children. Replace only with 
the part number specified for your..-system.4Jse of another battery may 
present a risk of fire or explosi9n:)~"cbattery, connector is polarized; do not 
attempt to reverse the polarity. Di~~o~~~)tte battery according to local 
regulations. (3) · l :! \ '~" ~ ! 

Fire suppression systems ' \' .. -'.C):{.: ) r ,,~.·.4 i ·r·' , 
A tire suppression system is the resp~~ the customer. The customer's own 
insurance underwriter, local tire marshal, or a local building inspector, or both, 
should be consulted in selecting a tire suppression system that provides the correct 
levei of coverage and protection. IBM designs and manufactures equipment to 
internai and externai standards that require certain environments for reliable 
operation. Because IBM does not test any equipment for compatibility with tire 
suppression systems, IBM does not make compatibility claims of any kind nor does 
IBM provide recommendations on fire suppression systems. 

Product recycling 
This unit contains recyclable materiais. These materiais should be recycled where 
processing sites are available and according to local regulations. In some areas, 
IBM provides a product take-back program that ensures proper handling ot the 
product. Contact your IBM representative for more intormation. 

Product disposal 
This unit might contain batteries. Remove and discard these batteries, or recycle 
them, according to local regulations. 

XiV IBM TotaiStorage SAN Switch: 2109 Model M12 User's Guide 
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Ab t th. d t · ( \\\\ \ 1 \ 
ou 1s ocumen \ . :_;\ ~ !- \ ./ 

This document introduces the IBM® TotaiStorageTM SÀ'N.Swit'eh' 21~ Model M12 
(hereafter referred to as the 2109 Model M12). '·-.L:, ____ / 

Who should read this document 
This document is intended for network and system administrators whose 
responsibilities include administering and managing a storage area network (SAN). 

Additional information 
This section contains the following information: 

• A list of the documents in the 2109 Model C36 with Model M12 library 

• A list of the related documents 

• The available Web sites 

• lnstructions on how to get help 

• lnstructions on how to get software updates 

• lnformation about how to send your comments 

2109 Model C36 with Model M12 library 
The following documents contain information related to this product: 

• IBM TotaiStorage SAN Cabinet 2109 Model C36 with Model M12 lnstallation and 
Service Guide, GC26-7467 

• IBM Tota!Storage SAN Switch 2109 Model M12 User's Guide, GC26-7468 (this 
book) 

Related documents 
lnformation related to the 2109 Model M12 software can be found in the following 
documents: 

• Brocade Advanced Performance Monitoring User's Guide 

• Brocade Advanced Web Tools User's Guide 

• Brocade Advanced Zoning User's Guide 

• Brocade Diagnostic and System Errar Message Reference 

• Brocade Distributed Fabric User's Guide 

• Brocade Fabric Manager User's Guide 

• Brocade Fabric OS Procedures Guide 

• Brocade Fabric OS Reference 

• Brocade Fabric Watch User's Guide 

• Brocade ISL Trunking User's Guide 

• Brocade MIB Reference 

• Brocade Secure Fabric OS User's Guide 

• Brocade Silkworm 12000 Core Migration User's Guide 

• Building and Scaling Brocade SAN Fabrics: Design and Best Practices Guide 

When you use any of the Broca de documents, you will noti p,e;~ftt tl2,e;::~S,d_ec 1 J _ 
numbers reflect the original Brocade switches. Table 1 on Pê9ft nfvi _p ~Gviaes a 
product matrix for you to use to correlate the Brocade motl_~ ' nUmt1.rfr6t~· tB 

© Copyright IBM Corp. 2002, 2003 
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Web sites 

Getting help 

product and model numbers. 

Table 1. Brocade and IBM product and model number matrix 

Brocade model number IBM product and model number 

8ilkworm 201 O 3534 Model 1 RU 

8ilkworm 2400 
.. -. 21 09 Model 808 

. . 
8ilkworm 2800 ... ,,e.· ,,{) .. 2109 Model 816 

8ilkworm 3200 ! . r .. ':-\: : \ \.. . . '\ I 3534 Model F08 

8ilkworm 3800 ; \· \\t . . 
'. j \ :: - j.1 09 Model F16 

8ilkworm 3900 
. -~ · ....._. 

2109 Model F32 ·· "·:., 1' \ L / 
'. ~ ' J . .:.' 

8ilkworm 12000 
":1 ·, _,.., .:_ .-..-r.--:1'-' 

2109 Model M12 

For detailed information about models and firmware that the switch supports, see 
the following Web site: 

www.ibm.com/storage/fcswitch/ 

For detailed information about Fibre Channel standards, see the Fibre Channel 
Association Web site at: 

www. fibrechannel.com/ 

For a directory of worldwide contact information, including technical support, see the 
following Web site: 

www.ibm.com/contactl 

Contact your switch supplier for technical support. This includes support of 
hardware, ali product repairs, and ordering of spare components. 

Se prepared to provide the following information to the support personnel: 

• The switch serial number 

• The switch worldwide name 

• The topology configuration 

• Any output from the supportShow Telnet command 

• A detailed description of the problem 

• Any troubleshooting steps that were already performed 

Getting software updates 
Contact your software vendar for software updates and maintenance releases. 

For utility programs to facilitate loading firmware, sample Fabric Watch 
configurations, and management information base (MIB) files for switch 
management by simple network management protocol (SNMP), see the following 
Web site : 

www.storage.ibm.com/ibmsan/products/sanfabric.htm 

XVÍ IBM TotaiStorage SAN Switch: 2109 Model M12 User's Guide 
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How to send your comments \\ :~~ \!'\~ ' j 
Your feedback is important to help us provide the hig~st qú~t~ot .ihformation. lf 
you have any comments about th is document, you can 'SI:J.brriit .them in one of the 
following ways: 

• E-mail 

Submit your comments electronically to: 

starpubs@ us.ibm.com 

Be sure to include the name and arder number of the document and, if 
applicable, the specific location of the text that you are commenting on, such as 
a page number or table number. 

• Mail or fax 

Fill out the Readers' Comments form (RCF) at the back of this document and 
return it by mail or fax (1-800-426-6209) or give it to an IBM representative. lf the 
RCF has been removed , you can address your comments to: 

lnternational Business Machines Corporation 
RCF Processing Department 
Dept. M86/Bidg. 050-3 
5600 Cottle Road 
San Jose, CA 95193-0001 
U.S.A. 
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lntroduction 

This chapter describes the TotaiStorage SAN Switch 2109 Model M12, hereafter 
referred to as the 2109 Model M12. lt provides the following il}formation: 

. · ~....,; .... ... 
• "Product overview" _,/· · ' · · ,. · 

• "System design overview" on page 3 <' •• • (~~~ 
• "Power distribution system" on page 7 \'----:' · 

"CP blade assembly" on page 9 0\ 
\ 1 \ /f 

'"" L/ _./ ""'---- - ~ · . ... - ·,/ 

• "Switch blade assembly" on page 11 

• "Fault monitoring and diagnostics" on page 12 

• "Software features" on page 13 

o "Field replaceable units (FRUs)" on page 16 

Product overview 

The 2109 Model M12 represents the next generation of advanced Fibre Channel 
switches that are used to intelligently interconnect storage devices, hosts, and 
servers in a storage area network (SAN). lt is a revolutionary product, a dual 
64-port Fibre Channel switch that delivers unprecedented performance, scalability, 
flexibility, functionality, reliability, and availability. 

• The 2109 Model M12 delivers a very high-density port, rack-ready solution to 
drive cost-effective SAN. 

• The dual switch capability allows either one or two 64-port switches per chassis. 
You can interconnect the switches to create a high port count solution, or you 
can use them in a dual fabric , high availability topology. 

• The 2109 Model M12 supports 1 Gbps and 2 Gbps auto-sensing Fibre Channel 
ports . Trunking technology groups up to four ports together to create high 
performance 8 Gbps inter-switch links (ISL) trunks between switches. 

o Universal ports self-configure as expansion ports (E_ports) , fabric ports (F _ports) , 
or fabric loop ports (FL_ports). 

o Small form-factor pluggable (SFP) optical transceivers support any combination 
of short wavelength (SWL) and long wavelength (LWL) optical media on a single 
switch module. 

o The 2109 Model M12 offers a high availability platform for mission-critical 
SAN-designed applications. 

• Dual redundant control processors (CPs) provide high availability and enable 
nondisruptive software upgrades. 

o The 2109 Model M12 offers forward and backward compatibility with ali 3534 and 
2109 series switches. 

o The Fabric operating system (OS) delivers distributed intelligence throughout the 
network and enables a wide range of value-added applications including 
Extended Fabrics , Fabric Access , Fabric Watch , Remote Switch, Web Tools , 
Secure Fabric OS, Advanced Zoning, and Advanced Security feature . 

o High availabil ity redundant design, extensive diagnostics, and system monitoring 
capabilities integrated with Fabric OS management tools deliver unprecedented 
reliability, availability, and serviceability. 

© Copyright IBM Corp. 2002, 2003 
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Throughput 

Link distance 

The 2109 Model M12 is a nonblocking core fabric switch. lt never prevents a server 
from being able to connect to storage, even under congestion. The backplane 
bandwidth between ports on a 2lm) ,_Modei·M12 is sufficient to allow traffic to flow at 
full bandwidth. · · · ·.J:'--.(-~~:- . 

. '\)'-· . .., \ 

The 2109 Model Mt2 providas c~~~~ustained bandwidth to ali ports in a 
single or dual 32-port or 64-port,~~itctJ scej)ârio at their rated line speed. 
Throughput is 2.125 Gbps inbounàand-t5útbound per port. Ali ports can be 
simultaneously loaded for up to 100% utilization at full bandwidth. The backplane 
can handle future support for a 128-port switch, 1 O bps Fibre Channel, IP 
connectivity, application processing and lnfiniband. 

Each port on the 2109 Model M12 is auto-sensing and supports 1 Gbps or 2 Gbps 
speeds. You can manually set the ports to support either 1 Gbps or 2 Gbps links. 
The ports perform speed-matching, which allows 1 Gbps and 2 Gbps links to mix 
on any route within the fabric . When there is 1 Gbps in and 2 Gbps out, the ASIC 
delays transmitting the outbound trame until half the trame is received at 1 Gbps. 
With 2 Gbps in and 1 Gbps out, the ASIC delays releasing the buffer to ensure that 
the 1 Gbps transmit port has adequate time to empty it. 

The 2109 Model M12 operates at up to 10 km (6.21 mi) at both 1 Gbps and 
2 Gbps speed settings and supports LWL SFPs and single-mode fiber. 

By using the Extended Fabrics optional software feature, the switch operates at 
distances greater than 1 O km (6.21 mi) by using various methods. The switch 
leverages the current dense wavelength division multiplexing (DWDM) certification 
and is certified to interoperate with equipment from Optical Networks, Cisco 
Systems, Inc. , Nortel Networks, and other leading vendors. 

The switch operates at near full link speed at distances up to 100 km (62.13 mi) for 
1 Gbps or 50 km (31 .06 mi) for 2 Gbps speeds using the Extended Fabrics feature. 

For information about Extended Fabrics, see the Brocade Distributed Fabric User's 
Guide. 

SFP fiber optic transceivers 
Each blade assembly supports up to 16 SFP fiber optic transceivers that convert 
electrical signals to optical signals (and optical signals to electrical signals) and are 
capable of transmitting at both 1 Gbps and 2 Gbps speeds. 

Each SFP fiber optic transceiver supports 850 nm SWL, on multimode fiber optic 
cable, or 131 O nm LWL, on single mode fiber optic cable. These miniature optical 
transceivers meet the high port density that is available in the 2109 Model M12, 
deliver twice the port density of standard removable gigabit interface converter 
(GBIC) transceivers, and are encased in metal or shielded plastic to ensure low 
emissions and high thermal management. SFP devices are hot-swappable and 
connections are through industry-standard LC connectors. 

2 IBM TotaiStorage SAN Switch: 2109 Model M1 2 User's Guide 
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System design overview · · :6\o*, '\, 
The 2109 Model M12 is highly available, modular, and scalabl~ . Higt\~i~al:>.~litV : 
features include: \ \ -~ \:'. . / 

• Redundant CPs and CP hot-swappable replacements ""--
1 Li·:~/ , _ ..,.-

Dual redundant ac input and hot-swappable power supplies in the'rearrrídant 
power subsystem 

• Hot-swappable blowers in the redundant cooling system 

• Hot-swappable switch modules 

The modular multi-blade assembly chassis of the 2109 Model M12 consists of: 

• Up to eight hot-swappable 16-port switch blade assemblies that deliver up to two 
separate 64-port Fibre Channel switches in a single chassis. Each 64-port switch 
uses four blade assemblies. 

• Two slots for CP blade assemblies 

A single active CP can control both logical switches in the chassis. 

• Modular hot-swappable field replaceable units (FRUs): 

- Switch blade assembly 

- CP blade assembly 

- SFP opticar transceivers 

- Blower assembly 

- Power supply 

• Cables, blade assemblies, and power supplies that are serviced from the cable 
side of the switch, and blowers that are serviced from the noncable side. See 
Figure 5 on page 4, which illustrates the cable side and noncable side of the 
switch. 

• A cable management tray and cable pillars 

• Three blowers that provida cooling for the switch. The switch continues to 
operate indefinitely even if one blower fails. 

• A worldwide name (WWN) light-emitting diode (LED) card on the noncable side 
that maintains chassis-specific information, such as WWNs, Internet Protocol (IP) 
addresses and summary status information of each blade assembly and power 
supply 



• 1§1 • 
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Figure 5. 2109 Model M12 (cable side and noncable side) 

High availability 

Reliability 

lf a system is available, it is accessible 7 days a week and 24 hours per day. 
Availability is designated in terms of 9s. For example, the architecture of the 2109 
Model M12 is designed for availability in excess of 99.999%. 

The high availability software architecture of the 2109 Model M12 provides a 
common framework for ali applications that reside on the system. High availabil ity 
allows global and local states to be maintained so that any component failure is 
fully manageable. 

In addition to being available, the system must be reliable. This means that some, if 
not ali, of its state must be maintained. In a reliable system, you are not aware of 
the internai state of a switch, and you experience continued system service with 
zero degradation. 

The 2109 Model M12 provides the following features to ensure reliability: 

• An error detection and correction mechanism to protect ali data in the switch 

• Power-on self test (POST) 

• Error detection and fault isolation , such as cyclic redundancy checking (CRC), 
parity checking , checksum, and illegal address checking 

4 IBM TotaiStorage SAN Switch: 2109 Model M12 User's Guide 



Serviceability 

Ports 

// ,... ., __ ,{ . ·.~/-· 
.l' 

!
( 

, " I . '\ ~ : \ ~.> ,< ~ 

Dual CPs that enable hot, nondisruptive tas! t~:n,.,.a~ ~~·~ } Each CP 
contains two serial ports and one Ethernet port. O~~~ostics and 
remate diagnostics make troubleshooting easy. The Standby CP continuously 
runs diagnostics to ensure that it is operational should a failover be necessary. 

• lnter-IC (12C) monitoring and contrai 

For information about diagnostics, see the Brocade Diagnostic and System Errar 
Message Reference. 

The 2109 Model M12 providas the following features to enhance and ensure 
serviceability: 

• Modular design with hot-swappable components 

• Redundant flash memory that stores two firmware images per CP 

• Extensiva diagnostics and status reporting, along with a serial port to support an 
externai, country-specific modem for remate diagnostics and status monitoring 

• Nonvolatile random-access memory (NVRAM) that contains the OEM serial 
number, IBM serial number, revision information, and part number information 

• Background health check daemon 

• Memory scrubber, self test, and bus ping to determine if a bus is not functioning 

• Watchdog timers 

• Status LEDs 

• Predictive diagnostics analysis through Fabric Watch 

• SNMP integration with higher layer managers 

For information about diagnostics, see the Brocade Diagnostic and System Errar 
Message Reference. For information about Fabric Watch, see the Brocade Fabric 
Watch User's Guide. 

Each switch blade assembly houses 16 auto-sensing 1 Gbps or 2 Gbps Fibre 
Channel ports and uses SFP optical transceivers . 

The 2109 Model M12 supports the following port types: 

• Optical ports 

• Ethernet port 

• Serial port 

Optical ports 
Fibre Channel interfaces of the 2109 Model M12 are equipped with an optical port 
interface that uses an SWL, 780 to 850 nm, or an LWL, 1270 to 1350 nm, laser 
transmitter. The laser complies with FDA21 CFR (J) Class 1 laser safety 
requirements . lt uses non-Open Fibre Contrai (OFC) optical SFPs in the 2109 
Model M12 series circuit. Safe Class 1 operation is guaranteed by limiting the 
optical power that is emitted by the port, which eliminates the need for physical 
shutters. 

The optical SFP uses the LC-duplex connector scheme. 

Ethernet ports 
The 2109 Model M12 provides a fully IEEE compliant 10BA . ICWh~rjO_Cf.BAS . -fv: 

Ethernet port for switch management. The port has two LE s that indicatf~ 7 2 
Fls:·-No J. tJ 
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Numbering 

• Speed (10 Mbps or 100 Mbps) 

• Status of the connection 

Additionally, each CP has its own Ethernet port. Vou can choose to connect the 
Ethernet ports to each other through an Ethernet switch or to connect them to 
separate networks for greater availability. Each CP has its own unique IP address 
and is accessible independent of the other CP. 

Serial ports 
Each CP comes with two serial ports. The top serial port on the installed CP is an 
RS-232 port that is used for remate diaHo., The bottom port is used for accessing 
the console. ' !: · 

"J.·· ~-i. \, 
.· \..r~ j 

•. •'-...\::: ij : 

'' . ""' ' ,. 
The 2109 Model M12 employs a 11\l~eri -~·cflfme that progresses from left to 
right and bottom to top in numerical-{)r er. '" ·:;teference location is from the cable 
side of the chassis. · ,. r · 
• Blade assemblies are numbered from 1 - 1 O, from left to right. 

• Ports are numbered from O - 15, from bottom to top. 

• Power supplies are numbered from 1 - 4, from bottom to top. 

• Blowers are numbered from 1 - 3, from left to right. 

Rack mounting 
The mechan i cal design o f the 21 09 Model M 12 allows rack mounting with either the 
cable side or the noncable side facing the front of the equipment rack. The chassis 
fits into a standard 19-inch ElA rack. Each chassis measures: 

• 43.74 em (17.22 in.) wide 

• 70.87 em (27.9 in.) deep (without the doar) 

• 61 .24 em (24.11 in.) high (less than 14U) 

Cooling system 
The 2109 Model M12 uses a redundant system of three hot-swappable blowers. 
Cool air intake is from the noncable side of the chassis, is pressurized, and is 
forced through the system. Heated air exits at the top of the cable side of the 
chassis. Three blowers that are used in conjunction with a pressurized plenum cool 
the unit. Each blower assembly includes a blower contrai assembly, which provides 
the following features: 

• Blower status LEDs 

• Blower speed sensing 

• Blower speed contrai 

• Serial electronically erasable programmable read only memory (EEPROM) that 
contains the part number, revision levei , and error logs for the blade assembly 

• lnlet air temperature monitoring 

The 2109 Model M12 operates indefinitely if a single blower fails . When a blower 
assembly is removed , a mechanical flap seals the air chamber to maintain positive 
cooling air pressure in the chassis while the failed blower assembly is being 
replaced. 
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i . f \(~<j~ \ . 
Cable management \ . · · "l~ 

The cable management tray and cable pillars pro~-~ easy access to the 2109 
' -·-··· -····-

Model M12 cables and allow you to organize and maintain the cables easily. Up to 
128 pairs of fibre optic cables can be maintained on a single chassis. The cable 
management system is designed to allow any switch module to be replaced without 
disrupting service on any adjacent blade assemblies. 

Worldwide name LED card 
The WWN LED card is the neutra! location to accommodate the worldwide unique 
serial ID for each logical switch on the 2109 Model M12. lt is an integral part of the 
chassis. The serial EEPROM device contains multiple serial numbers for identifying 
the chassis, back plane, and the WWN card itself. 

As an alternative system status indicator, this card consolidates the status of ali 
modular components in the system on the cable side and presents the status to you 
in the form of LEDs on the noncable side. The arrangement of the LEDs on this 
card resembles the look of status LEDs on the other side of the switch. 

The LEDs provide the summary of cable-side system status on the switch as 
follows: 

• Two LEDs per blade assembly on the cable side of the cabinet 

- Green indicates that the power is OK. 

- Amber indicates that the blade needs attention. 

• Two LEDs per power supply. Both LEDs are in the same location. 

- Green indicates that the power is OK. 

Amber indicates that the power supply needs attention. 

Power distribution system 
The power subsystem is a redundant +48 V de power distribution system with a 
provision for up to four 1 000-watt, 48 V de bulk power supplies. Bulk power 
supplies produce the intermediate distribution voltage in the distributed power 
system. See Table 2 for the power distribution system specifications. 

Table 2. Power distribution system specifications 

Specification Value 

lnput voltage A fully loaded switch requires a maximum of 2200 Volt-Amps. 

Supported power range 

lnput frequency range 

Power supplies (each) 

ac inrush current 

Ride through 

This results in a mains current of 9 amps at 240 V ac line 
voltage or 10 amps at 208 V ac line voltage. 

The rated ac input range is 180 - 264 V ac. 

Nominal: 200 - 240 V ac, single phase 

47-63Hz 

Output voltages: 48 V at 20 amps; 12 V at 4 amps 

Maximum output power: 1000 watts 

40 amps maximum, peak 

The power supply outputs remain within specified regulation 
for a minimum of 20 msec after lhe ac mains are 
disconnected. 

l -º.IY' 
-
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Table 2. Power distribution system specifications (continued) 

Specification Value 

Under voltage protection The 2109 Model M12 power supply self-protects from any 
input voltage, static or dynamic, from zero volts to its 
operating ranges. lt recovers to normal operation when it 
return.s:tõ its pperating range . 

.. · . · 
. / •>.ec\\:'.: 

:· I. '--'\ . 

Power distribution strategy { \ f-v . ' ; ~ 
Ali power for the blades comé~ f.r~ .. ~1~4i V intermediate power bus. Great 
care is taken at each load to aSSÚf~~~~'gr(ty of the power bus. 

ac input 

de outputs 

'~~:~.r-" 
The power supplies also provide a separate 12 V AUX voltage. This is used 
throughout the system to power the I2 C logic and to monitor and contrai different 
system states. 

Each ac input has an on-off circuit breaker switch. The power supply modules 
include input power filtering and power indicator LEDs. The power supply output 
remains within specific regulation for a minimum of 20 msec after the ac mains 
have been disconnected. 

Two detachable line cords provide ac input power to the chassis. 

The 2109 Model M12 uses up to four power supplies. Ali power supplies are 
hot-swappable. Two power supplies receive input power from one of the ac inputs. 
The remaining two power supplies receive power from the other ac input. Only two 
power supplies are required to run a completely loaded chassis. Therefore, if one 
ac input fails, and ali power supply modules are populated, the chassis continues to 
run uninterrupted. lf a power supply module fails, the remaining power supply 
modules continue to provide uninterrupted power to the chassis. The power 
supplies are plugged directly into their power bays to an internai blind connector. 

Each blade assembly has separate de-de converter bricks for each voltage that is 
required. This allows local regulation at the blade assembly, and provides for future 
flexibility to match voltage needs with blade assembly type. 

To maximize system availability when the switch blade assembly is plugged, it is 
initially powered off by the hardware. This ensures that adding a blade assembly 
does not bring the whole switch down if inadequate power is available. The system 
confirms sufficient power for the new module and then applies power. lf sufficient 
power is not available (for example, if only one of the possible four power supplies 
are installed), the system does not allow more than four switch blade assemblies 
plus two CP blades to be powered up. 

2N power architecture 
The 2N power architecture is designed to protect against the loss of ac power. The 
2109 Model M12 offers four power supply modules to assure maximum availability. 
Under normal operating conditions , only two power supplies are needed for full 
system operation. However, to ensure redundancy, two additional power supplies 
are available and are added in pairs , one per ac source. 
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Table 3 shows various supported power supply configurations and their respective 
leveis of redundancy. 

Tab/e 3. Power supply configurations 

Number of Number of Number of Number of CP Number of Redundancy 
power power cords switch blades blowers 
supplies blades 

1 1 4 2 3 No 

2 1 4or8 2 3 Partia! (See 
note) 

3 2 4 2 3 Yes 

4 2 8 2 3 Yes 

Note: A single power cord results in the lack of ac source redundancy. 
.. 

CP blade assembly 
.~ . \~-,, ; \ J 

The CP blade assembly contrais the following 2109 Mode~. M~2 funotion_ ,$.. or I 
features: \ · ·'\ \ ) ;~~;_, / 
• System initialization '··,·.,~/ 
• Switch drivers 

• High availability drivers 

• Name server 

• System management 

• Fabric OS 

• Fabric Manager 

• Extended Fabrics 

• Fabric Watch 

• Remote Switch 

• Web Tools 

• Zoning 

The CP blade assembly is compliant with the PCI Local Bus Specification 2.1 . lt 
provides ali contrai and management functions in a 2109 Model M12 platform. 

For more information about these features, see the following documents: 

• Brocade Fabric Watch User's Guide 

• Brocade Fabric Manager User's Guide 

o Brocade Advanced Web Too/s User's Guide 

• Brocade Fabric OS Procedures Guide 

• Brocade Fabric OS Reference 

o Brocade Oistributed Fabric User's Guide 

• Brocade Advanced Zoning User's Guide 

CPU subsystem 
The PowerPC 405GP 200-MHz microprocessPr (PPC405) resides on the CP blade 
assembly. lt contains a high-performance reduced instruG-tieR set comp>uter (RISC) 
core , synchronous dynamic random access memory (SDR~OO, coótraUê(, HCL bus 

CP .11 · C.., ...... ...,.., 



Configuration 

Management 

interface, direct memory access (DMA) engine, serial ports, 12 C interface, read-only 
memory, and general purpose 1/0. In addition, the CP blade assembly has the 
following functions: 

• SDRAM controller that is built into the PPC4os· with errar correction support at 

• ~~0R~~zthat supports 128 Mb configuj~ti<l.""~~ 
• Socket PLCC32 boot flash that suppo~~ ~1-~ \ ;; / 

On-board compact flash that supports ~~.?6~Kof~s~w re storage 

Two 32-bit, 33 MHz PCI-PCI bridges nontr~,rfspa ~ 
• Hot-plugged interface circuitry to support reliability, availability, serviceability and 

failover. lf one device stops functioning, the other device automatically takes its 
place. 

• One 10 Mbps or 100 Mbps management connection (RJ-45 connector type) 

• Two universal asynchronous receiver-transmitter (UART) serial ports: one modem 
port for remate diagnostic testing and one terminal port for Telnet and command 
line interface (CLI) communication 

• One amber LED to indicate the status for CP errors 

• One green LED to indicate the proper operation for the CP power 

• One green LED to indicate the system Ethernet 1 O Mbps or 1 00 Mbps speed 

• One amber LED to indicate the system Ethernet link status 

• One digital thermometer for temperature sensing 

• One real-time clock (RTC) with battery 

• Two I2 C 1/0 expander devices 

The CP blade assemblies can be configured to support a single 2-blade assembly 
topology, dual 2-blade assembly topology, a 4-blade assembly topology, a dual 
4-blade assembly topology, or an 8-blade assembly switch topology. Other 
topologies can be supported on an as needed basis. Each CP interfaces to switch 
blade assemblies using a standard Peripheral Component lnterconnect (PCI) bus. 
This bus runs at 33 MHz and can be 32 or 64 bits wide (bus 1 and 2). The CP 
blade assembly supports the following switch configurations: 

• Single 32-port switch with dual CPs 

• Dual 32-port switches with dual CPs 

• Single 64-port switch with dual CPs 

• Dual 64-port switches with dual CPs 

The CPs manage as many as eight switch blade assemblies within a single switch 
and monitor up to four power supplies, three blowers, three inlets (in the blower), up 
to 12 outlet temperature monitors (one per blade assembly), and other blade 
assembly-specific environmental features, such as voltages. The CP can individually 
reset each blade assembly, detect the status of each blade assembly (installed/not 
installed), manage the interrupt and service demand from each blade assembly, 
contrai the ability of a blade assembly to drive or not drive the PCI bus, and 
determine the errar status of each blade assembly. 
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The switch blade assembly is a blade in the chassis of the ·:a~ 09 M~eVM12/Each 
switch blade assembly provides 16 externai Fibre Channel port$,_ thJrun yt-"1 Gbps 
and 2 Gbps. A full switch consists of up to four switch blade assefTlblies and 
provides up to 64 ports in multiples of 16 ports. 

The switch blade assembly is responsible for Fibre Channel switch circuitry and 
houses the switch application-specific integrated circuit (ASIC), backplane 
serial-deserializer (SERDES), externai SERDES, and status LEDs for externai 
SERDES such as port speed and port state, as well as the SFP fiber optic media. 
The SERDES performs two key functions. lt receives the serial data stream of the 
system and converts it to a parallel stream. lt also transmits parallel data streams to 
serial data streams. 

Each switch blade assembly is hot-swappable and can be installed while the switch 
is running. Long pins, short pins, or both are used on the backplane to assure 
proper ground-voltage-signal sequencing. Field effect transistor (FET) switches, 
such as QuickSwitches, are used to isolate the PCI interfaces. 

When a switch blade assembly is inserted, the power regulation circuitry inhibits the 
on-board de converter (DCC) and maintains the switch blade assembly as turned 
off. The CP, under software control , enables the DCC and thus turns on the switch 
blade assembly. When the switch blade assembly is ready it interrupts the CP for 
initialization. 

Each switch blade assembly has an on-board serial EEPROM that is only 
accessible through the 12c bus interface. This serial EEPROM can be accessed by 
a CP to determine information, including: 

• OEM serial number 

• IBM serial number 

• Manufacturing date 

• Manufacturing location 

• Part number 

• Revision 

• Error logs 

C · Switch blade assembly design 
The switch blade assembly has the following dimensions: 

• 42 .06 em (16.56 in .) high 

• 29.74 em (11.71 in .) wide 

• 3.58 em (1.41 in .) deep 

Each switch blade assembly is connected to the backplane through high 
performance connectors. 

The switch blade assembly provides 16 externai Fibre Channel ports. Each of the 
16 ports per blade assembly are auto-sensing, speed matching at 1 Gbps and 2 
Gbps, support trunking , and are universal (E~port , F _port, and FL_port) . Port speed 
can be managed through the management interface. 



Fault monitoring and diagnostics 
.. ,.. ~ .... : .... l "·-. 

Fault monitoring, diagnostic tests;;-ªn.,~ystem status indicators simplify switch 
management and ensure the avàJI~Ii.t1'nf, the 2109 Model M12. :' .• J- '"": . :~ . . 

: ·~--; 1 · ' ~ ~ 

Diagnostic tests \ 0 ":~/-:.) } 
Diagnostic testing occurs in t~(i)~_t.ã~ ~er-on self test (POST), switch levei 
testing, and manufacturing tesfs:--.. .... _,'.:...Y 
• The POST tests are blade oriented and ensure that the switch is ready for use. 

Testing is performed on physical ports. 

• Switch levei tests are done at the user port levei. The tests rely on the standard 
Fabric OS support to provide routing and port setup. 

• Manufacturing support includes long duration testing. 

System status indicators 
LEDs on the noncable side of the switch summarize the system status of each 
switch blade assembly, each CP blade assembly, and each power supply module. 
The blowers, which are accessible on the noncable side, also have LEDs that 
indicate their status. 

Cable-side LEDs 
Table 4 describes the appearance of the LEDs on the cable side of the system: 

Table 4. Cable side LEDs 

LED location lndication 

System status pane! . Green indicates that the blade assembly 
has power. . Amber indicates that the blade assembly 
needs attention. 

CP blade assembly Contains two additional LEDs for its Ethernet 
ports . Green indicates link speed . 

- On indicates 1 00 Mbps operation. 

- Off indicates 1 O Mbps operation. . Amber indicates link status 

- Solid on indicates a link is not good. 

- Flashing indicates a link is OK. 

- Off indicates that no link is detected. 

Each port on a switch card Contains two LEDs . Top LED: 

- Green indicates 2.125 Gbps. 

- Off indicates 1.0625 Gbps. . Bottom LED: 

- Green indicates the port is operational. 

- Amber indicates the port is off or 
disabled. 
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Table 4. Cable side LEDs (continued} 

LED location lndication 

Each power supply Contains three LEDs . Green 

.. .. - Solid indicates that ac is applied and , . 
power outputs are OK. 

' • r , .. ; Flashing indicates that only the JJ J''~u; -
1 ' (,.i--;-: · · \, auxiliary output is valid. 
1 \ - \''v ; . Amber center light is a predictive failure \ r}-f:J light. 

lt indicates that a power supply might fail 
due to a poorly performing fan. A 
replacement should be scheduled soon. . Amber lower light is a fault light. 

lt indicates that a power supply has failed 
and a replacement is necessary. 

Noncable side LEDs 
Table 5 describes the appearance of the LEDs on the noncable side of the system: 

Tab/e 5. Noncable side LEDs 

LED location lndication 

Blower . Green indicates that the blade assembly 
has power. . Amber indicates that the blade assembly 
needs attention. 

. ~lower system status panel . Green indicates that the blower assembly 
has power. . Amber indicates that the blower assembly 
needs attention . 

Additional status reporting functions are provided by the Fabric Watch feature. For 
information about Fabric Watch , see the Brocade Fabric Watch User's Guide. 

Software features 
Fabric OS version 4.1 supports the 2109 Model M12. Fabric OS includes ali the 
basic switch and fabric support software as well as optionally licensed software that 
is enabled by using license keys. Fabric OS is made up of two major software 
components: firmware that initializes and manages the switch hardware, and 
diagnostics. 

Optionally licensed and separately priced features include: 

• Extended Fabrics (Feature code 7603) 

Provides up to 100 km (62.14 mi.) of switched fabric connectivity at full 
bandwidth over long distances 

• Remate Switch (Feature code 7602) 

Enables switches to interconnect over wide area network .(WAN) using third-party 
gateway solutions that support FC over IP, FC over lfli-~ 3J- rld J.C ·Ç>~y[ ~?!'JET 

• Advanced Security (Feature code 7623) Gri!!1 _. C..~ , 
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Fabric OS 

Enables policy-based security mechanisms that are integrated within Fabric OS 

The following licensed software provides a graphical user interface from a standard 
workstation: 

• Fabric Manager 4.0 (Feature code 7203) 

Administers, configures, and maintains fabric switches and SANs with host-based 
software 

The following licensed features are included with the 2109 Model M12: 

• Performance Monitoring 

Comprehensive tool for monitoring the performance of network storage resources 

• ISL Trunking 

Connects up to four ISLs between two swifciie!fthr_ough an expansion port 
{E_port) to merge logically into one ljn'k "' ,,.,.,~··<.\:..-., . ·, 

. ' J' '-'-' \ • Fabnc Watch · / ,..,.·•~, ' ., 

Monitors mission-critical fabric parametér~; ' ... 

• Advanced Zoning :~,.,[, 
Segments a fabric into virtual private s· ~· s':i L 
Web Tools 

Administers, configures, and maintains fabric switches and SANs 

Note: To activate these features, go to the following Web site: 

www.ibm.com/storage/key/ 

See the following documents for more information about Fabric Watch, Fabric 
Manager, Web Tools, Secure Fabric OS, and high availability: 

• Brocade Fabric Watch User's Guide 

• Brocade Fabric Manager User's Guide 

• Brocade Advanced Web Too/s User's Guide 

• Brocade Dístríbuted Fabríc User's Guíde 

• Brocade Advanced Zoning User's Guide 

• Brocade Secure Fabric OS User's Guide 

• Brocade Fabric OS Reference 

• Brocade Sílkworm 12000 Hardware Reference Manual 

Fabric OS is a robust operating system for high-performance, scalable SANs. 
Fabric OS allows you to: 

• Rapidly build highly resilient, fault-tolerant multiswitch SAN fabrics 

• Ensure high-speed access to business-critical data 

• Allow hosts to dynamically share storage resources 

• Rapidly scale the SAN by simply plugging in new devices with no configuration 
required . Software upgrades are nondisruptive 

• lntegrate private loops, private hosts, load balancing and sophisticated SAN 
management 

• Easily manage the switches, hosts and devices that comprise the SAN 
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lnteroperability 

Security 

The Fabric OS for the 2109 Model M12 allows any Fibre Channel-compliant device 
to attach to the switches as long as it conforms to the device login, name service, 
and related Fibre Channel feature standards. Each operating environment requires 
that a Fibre Channel host bus adapter (HBA) be available with a 
standards-compliant driver for proper interface to the fabric. 

Fabric OS consists of a set of embedded applications that run on top of an 
embedded real-time Linux operating system kernel. These applications include the 
following: 

• Name server 

• Alias server / )······,., 

• Simple Network Management Protocol (SNMP)!~gent ·--?~~ , "-. 

<'-~\' \ • Severa! tasks to manage the following: 

\, ~dé-·' ~-) / 
.. ~.. · / 
·,,_~_/ 

- Address assignment 

- Routing 

- Link initialization 

- Fabric initialization 

- Link shutdown 

- Switch shutdown 

- User interface 

Fabric OS Version 4.1 interoperates with 3534 Model 1 RU (minimum version 2.6). 
McData ED-5000 (from operating system version 4.0) interoperability is also 
provided. 

Secure Telnet access is available using Secure Shell (SSH), a network security 
protocol for secure remate login and other secure network services over an 
insecure network. 

Web Tools management is available through a secure browser by using Secure 
Sockets Layer (SSL). The SSL security protocol provides data encryption, server 
authentication, message integrity, and optional client authentication for a TCP/IP 
connection. Because SSL is built into ali major browsers and Web servers, installing 
a digital certificate turns on the SSL capabilities. For more information about Web 
Tools , see the Brocade Advanced Web Tools User's Guide. 

Network manageability 
The entire switch is managed as a single element and appears as a single element 
to a Network Management System (NMS). Each 64-port switch responds to its own 
IP address and appears as a separate entity to the Telnet protocol and the SNMP. 

The management interfaces include blade assemblies as an intermediate 
component between switches and ports. In addition , ali management interfaces 
such as, Telnet, Web Tools , the Fabric Access Layer API , and Management Server, 
support a "port N within blade M" naming scheme. 

When SNMP devices send SNMP messages to a management console runQing 
SAN management software, the information is stored in .a Manag

0
emelílt:;) Qf,E>rll}ation J vil v//.\,,I,J vi~ 

Base (MIB). The Fabric OS Version of the 2109 Model N-112 su.pports he lates,t 
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Fibre Alliance Fibre Channel manage~ent::-{Ff>M.0MT) MIBs, which allow common 
information necessary for management.s2f:tw:9re to _provide information to a SAN 
administrator. · ' ' ·< L't \ . . ~\./ , I . 

i ~-; " 
1,"--. : ·~.. ). 

Field replaceable units (FRUs) ·., ';:__\..' ,~;-') 
Each FRU in the 2109 Model M12 is hqt~~Wp~~- Fault isolation to the FRU levei 
provides failure containment. Each FRUcãrrõé identified remotely with the FRU 
part number, serial number, and revision levei. 

The FRUs of the the 2109 Model M12 include: 

• Chassis , including backplane, blower and power supply backplane, ac harness, 
and blower harness (does not include blower assemblies or power supplies) 

• 16-port Fibre Channel switch module 

• CP 

• Power supply (180 - 264 V ac, 1000 W) 

• Blower assembly, including blower, control board, and housing 

• Rear LED status pane! cosmetic trim pane! 

• Chassis door 

• Card slot filler pane! 

• Power supply filler pane! 

• Cable management tray 

• Optical cable management guides (package of 16) 

• Rack mount kit, including rear brackets and bottom support rack rails 

• Optional mid-mount rack kit 

• ac input cable: North America, UK, continental Europe, Australia and New 
Zealand, and international IEC 60309 

• Serial cable 

• SFP SWL transceiver 

• SFP LWL transceiver 

For more information about the FRUs, see the IBM Tota/Storage SAN Cabinet 2 109 
Model C36 with Model M12 lnstal/ation and Service Guide. 

The CP dynamically isolates any FRU that is nonfunctional for ease of repair and 
replacement as well as to prevent a nonfunctional blade assembly from aftecting 
system availability. Each switch blade assembly has 128K bits of nonvolatile 
memory and takes inventory of the system and determines the contents of the 
system electronically. For example, you can perform the following tasks: 

• Determine how long components have been running when they fail 

• View error logs 

• View operating hours 

• View log histories to determine MTBF 

For more information about how to perform these tasks , see the Brocade Fabric OS 
Reference. 
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Appendix A. Product specifications { / · \S-;3 u ~ 

This appendix contains the 2109 Model C36 with Mod~1N\cjfi~ons. 
"-....._..,..-,;,.~/ 

21 09 Model M12 components 
The 2109 Model M12 contains the following components: 

• A 14U chassis, designed to be mounted in a 48.26 em (19 in.) rack. Two 2109 
Model M 12 switches can be mounted in a 21 09 Model C36 cabinet. 

• 16-port cards in configurations up to eight cards per chassis, with 16 optical ports 
per card, compatible with SFPs. 

• Two CP cards, each with: 

- One modem serial port with a DB-9 connector (full RS-232) 

- One terminal serial port with a DB-9 connector (RS-232 signal subset) 

- One IEEE compliant RJ-45 connector for use with a 10 Mbps or 100 Mbps 
Ethernet connection 

- A real-time clock (RTC) with a 1 0-year battery and 56 bytes of NVRAM 

• Four power supplies with built-in fans. The power supplies plug into internai 
blind-mate connectors when installed in the chassis. 

• Two ac power inlet connectors with ac power switches (power pane!). 

• A WWN card and bezel. 

• Three blower assemblies for forced-air cooling of the 16-port cards and the CP 
cards. 

Air enters inlet vents on the blower assembly side of the chassis and exits through 
vents on the port side of the chassis. The blower speed is governed by inlet air 
temperature. The blowers go into high speed when the inlet air temperatura 
exeeeds 33°C (91 °F). 

Physical dimensions 
The dimensions of the 2109 Model M 12 are listed in Table 6. 

Tab/e 6. Physica/ dimensions of the 2109 Mode/ M12 

Dimension Value 

Height 14U (24.11 in.) 

Depth 70.9 em (27.9 in.) 

Depth with door 72.9 em (28.7 in.) 

Width 43.7 em (17.2 in.) 

2109 Model M12 and component weights 
The weight of a fully-loaded 2109 Model M12, as well as the weights of individual 
eomponents, are listed in Table 7. 

Table 7. Component weights 

Component Weight 

Fully loaded chassis Approximately 114 kg (250.0 lbs) 

Empty chassis 47.1 kg(104.01bs) 

© Copyright IBM Corp. 2002, 2003 
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Tab/e 7. Component weíghts (contínued) 

Component / .. ·. 
~ • ·.) .f Weight 

Do o r ··.- . ..-. '· \ 
i < -' .: . ~ ~i ·• ' · 3.4 kg (7.6 lbs) 

Blower assembly 4 kg (8.8 lbs) 

Power supply 3.2 kg (7.0 lbs) 

WWN bezel 0.27 kg (0.6 lbs) 

CP card 2.5 kg (5.6 lbs) 

16-port card 3.9 kg (8.6 lbs) 

Card filler panel 1.6 kg (3.2 lbs) 

Cable management tray 0.27 kg (0.6 lbs) 

2109 Model C36 with Model M12 specifications 
The specifications for the 2109 Model C36 with Model M12 are listed in Table 8. 

Tab/e 8. 2109 Model C36 wíth Mode/ M12 specífícatíons 

Dimension Value 

Height 1785 mm (70.3 in.) 

Depth . With rear door installed: 1042 mm (41 in.) . With rear and front door installed: 1098 mm (43.3 in.) 

Width . With side panels installed: 650 mm (25.6 in.) . Without side panel installed: 623 mm (24.5 in .) 

ElA units 36 ElA units 

Weight Cabine! with two 2109 Model M12 switches: 816 kg (1795 lbs) 

16-port card specifications 
The ports in the 2109 Model C36 with Model M12 support full-duplex link-speeds at 
2.125 Gbps or 1.0625 Gbps, inbound and outbound, automatically negotiating to the 
highest common speed of ali the devices that are connected to the port. Each port 
h as a SERDES that accepts 1 O-bit wide parai lei data and serializes it into a 
high-speed serial stream. The parallel data is expected to be 88/1 OB encoded data 
or equivalent. 

The ports are compatible with optical SWL (780 - 850 nm), and optical LWL (1270 -
1350 nm), SFPs, and SFP-compatible cables. The strength of the signal is 
determined by the type of SFP being used. 

The ports are universal and self-configuring , and are capable of becoming F _ports , 
FL_ports, or E_ports. 

The ports meet ali required safety standards. For more information about these 
standards, see Table 16 on page 23. 

CP card specifications 
This section describes the specifications for the CP card . 
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Memory specifications ~f . . 1 ·>/ 
The centralized memory maximizes switch througttp0f1:íy guaranteeing full transmit 
and receive bandwidth to ali Fibre Channel ports at ali times. 

Each CP card contains the type and specification of memory listed in Table 9. 

Table 9. Memory specifications 

Memory type Amount 

Main memory 128MB of SDRAM (32 bits wide} 

Flash memory . User flash: 16MB of 16-bit wide memory, 
stored in two 8 MB banks 

. Compact flash: 256 MB, partitioned in two 
128 MB sections 

Boot flash memory 512 KB of 8-bit wide memory for system 
startup 

Battery specifications 
The CP card has a lithium carbon-monoflouride coin cell battery. 

Table 1 O lists the battery specifications. 

Table 10. Battery specifications 

Type Specification 

Rayovac BR1225 3.0 volt, 50 mAh 

CAUTION: 
There is a danger of explosion if the battery is incorrectly replaced. Ali used 
batteries must be discarded according to the manufacturer's instructions. 
Contact IBM if the real time clock begins to Jose time (4) 

Terminal serial port specifications 
Each CP card provides a terminal serial port with a 08-9 connector with an RS-232 
signal subset. 

Note: For dust and electrostatic discharge (ESD) protection, a cover is provided for 
the serial port and should be kept on the port whenever the serial port is not 
being used. 

You can use the terminal serial port to connect to a computer workstation or 
terminal without connecting to the fabric . Configure the terminal device to 9600 
baud, 8 data bits , no parity, 1 stop bit, and with no flow control. 

The terminal serial port requires a straight through serial cable with a female pin 
O-SUB connector. Use the pinouts listed in Table 11. 

Table 11. Terminal serial port pinouts 

Pin Signal Description 

1 

2 Exudate Transmit data 

3 Rewaxed ReFe~v~ ~data _ ! 
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Table 11. Terminal serial port pinouts (continued) · 

Pin Signal 

5 AND 

6 

7 

8 

9 
\ _\ ,. . ' ·' . . (\ \., .. - J 

. ·~"~íl"~j .·· !r/ 
Modem serial port specifl~ns 

Description 

Logic ground 

Each CP card has a modem serial port with a fully RS-232 compliant DB-9 
connector. 

Note: For dust and END protection, a cover is provided for the serial port and 
should be kept on the port whenever the serial port is not being used. 

Use the modem serial port to attach a modem to each CP card. The 2109 Model 
M12 detects modems only during the power-on or restart sequences, and 
automatically initializes them for operation. lf modems are connected to an 
operating switch, a power on and off cycle, restart, or fast restart is required in 
arder to detect the modems. 

You should connect a "Y." cable on the telephone line to each modem. The active 
CP card answers on the first ring. The standby CP card answers on the seventh 
ring if the active CP card fails to answer. 

The modem serial port pinouts are listed in Table 12. 

Table 12. Modem serial port pinouts 

Pin Signal Description 

1 DCD 

2 Rewaxed Receive data 

3 Exudate Transmit data 

4 DTR Data term ready 

5 AND Logic ground 

6 DSR Data set ready 

7 RTS Request to send 

8 CTS Clear to send 

9 RI Ring indicator 

Facility specifications 
To ensure correct operation of the 2109 Model C36 with Model M 12 , ensure that 
the facility meets the following specifications: 

• Power requirements for a physical inlet: 

- lnput power requirements: 200 - 240 V ac, AA 50 - 60 Hz 

- Recommended power connector 

• An adequate supply circuit, line fusing, and wire size, according to the electrical 
rating on the switch nameplate. 
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An air flow of at least 350 cubic feet per minute per switçh,' av~~~le<l!? tt<e 
immediate vicinity of the 2109 Model C36 with Model M12.. '_ ')/\'>- ,/ 

'-~---···/ 
• The power specifications listed in "Power specifications". 

• The environmental specifications listed in "Environmental requirements" on 
page 22. 

• lnterterence less than the standard leveis listed in Table 15 on page 22, under 
lmmunity. 

Power specifications 

CAUTION: 
To remove power to the 2109 Model M12, disconnect both power cables. (5) 

The 2109 Model C36 with Model M12 supports F _port, FL_port, and E_port 
connections and distributed name server (DNS). lt is electro-magnetic compatibility 
(EMC) compliant. 

The power supplies are universal and capable of functioning worldwide without 
using voltage jumpers or switches. They meet IEC 61000-4-5 surge voltage 
requirements and are autoranging in terms of accommodating input voltages and 
line frequencies. Each power supply has its own built-in fan for cooling, pushing the 
air towards the port side of the chassis. 

The power specifications listed in Table 13 are calculated for fully-loaded systems 
with four power supplies. A fully-loaded system has eight 16-port cards, two CP 
cards, and three blower assemblies. 

Table 13 lists the power specifications for the 2109 Model C36 with Model M12. 

Tab/e 13. Power specifications 

Specification Value 

Total power available from each power 1KW 
supply 

lnput voltage 200- 240 V ac 

lnput line frequency 50-60Hz 

Harmonic distortion Aclive power factor correction per 
IEC1 000-3-2 

Heat output (BTU rating) . 64 ports: 1080 watts, 3690 BTU per hour 
. 128 ports : 1960 watts, 6700 BTU per 

hour 

Maximum inrush eurrent per power eord 40 amps Peak 

lnput line proteetion Thermal cireuit breaker 

Power supply dimensions 6.96 em (2.74 in.) wide, 12.34 em (4.86 in.) 
high, 34.29 em (13.50 in.) long 
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Environmental requirements 
Table 14 lists the environmental operating ranges for the 21 09 Model C36 with 
Model M12. The requirements for non-operating- qoo.çlitions are also provided for 

acceptable storage and transportation ~,nvir~~~~t~.' · .. ·, 
Tab/e 14. Environmental requirements ' ,' · :.~) \ " 

' 
Condition Acceptable range during '. ~[-\ Ac,icepjable range during 

operation ': ·, , __ , . . ~qJ1'Óperation 

Temperature oo -40°C (40° - 1 04°F) 
(See Note) 

' ' > >· [. 
'•,--.:;:i.i :g;Aooc (40° - 104°F) 

Humidity 20% - 80% RH noncondensing, at 0% - 90% RH noncondensing, at 
40°C 40°C 

Altitude O- 3 km (O- 10 000 ft) above sea O - 12 km (O - 39 370 ft) above sea 
levei levei 

Shock 4G, 11 MS duration, half-sine OG, 11 MS duration, sq wave 
wave 

Vibration 5G, O - 3 kHz at 1.0 octave per 1 OG, O - 5 kHz at 1.0 octave per 
minute minute 

Heat dissipation . 64 ports: 3690 BTU per hour Not applicable 

. 128 ports: 6700 BTU per hour 

Note: Temperature measured at the air inlets on the blower assembly side of the chassis. 

General specifications 
Table 15 lists the general specifications for the 21 09 Model C36 with Model M 12. 

Tab/e 15. General specifications 

Specification Description 

Configurable port types The 2109 Model C36 with Model M12 
supports F _port, FL_port, and E_port 
connections. 

EMI rating An operating 2109 Model C36 with Model 
M12 conforms to the EMI radiation leveis 
specified by the following regulations: 
. FCC Rules and Regulations, Part 158, 

Class A levei 
. CISPR22 Class A . EN55022 Class A . VCCI Class A ITE . AS/NZS 3548 Class A . CNS 13438 Class A . ICES-003 Class A 

System architecture Nonblocking shared-memory switch 

System processor IBM Power PC 405GP, 200 MHz CPU 

ANSI Fibre Channel protocol FC-PH (Fibre Channel Physical and 
Signaling Interface standard) 

Modes of operation Fibre Channel Class 2, Class 3, and Class F 

Fabric ini tial ization Complies with FC-SW 5.0 
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Table 15. General specifications (continued) 

Specification Description 

Internet protocol (IP) over Fibre Channel 
(FC-IP) 

Complies with FC-IP 2.3 of the FCA profile 

Aggregate switch inputloutput (1/0) 
bandwidth 

Per port: 4 Gbps, running at 2 Gbps, full 
duplex 

/ ---- -------....... Per 16-port card: 64 Gbps, ali 16 ports at 2 
/ , . . '"·· Gbps, full duplex 

Port-to-port latency / .· _..,_·~\J \ \ Less than 2 microseconds with no contention r r ,_ ' 
t , ,·, / . , ' l(destination port is free) 

Data transmission range \ .'\ \ : . · , • Up to 500 m (1625 ft} for short wavelength '"'-." , _->\ ·--./ optical link 

lmmunity 

Acoustics 

Routing capacity 

Regulatory specifications 

...._ / • Up to 1 O km (32 820 ft) for long 
wavelength optical link 

• IEC 61000-4-2 Severity Levei 3 for 
Electrostatic Discharge 

• IEC 61000-4-3 Severity Levei 3 for 
Radiated Fields 

• IEC 61000-4-4 Severity Levei 3 for Fast 
Transients 

• IEC 61000-4-5 Severity Levei 3 for Surge 
Voltage 

• IEC 61000-4-6 Conducted Emissions 

• I EC 61 000-4-11 Voltage Variations 

When measured in ElA 4 of a 36 ElA 
TotaiStorage rack, with front cover, and rear 
cover with acoustic baffle, declared sound 
power is LwAd = 7.5 8, average bystander 
sound pressure is LpA = 59 d8A. 

A minimum aggregate routing capacity of 
four million frames per second is provided for 
Class 2, Class 3, and Class F trames in a 
64-port switch. 

The 2109 Model M 12 is certified for the regulatory specifications that are listed in 
Table 16. 

Table 16. Regu/atory specifications 

Country or Safety specification EMC specification 
region 

Canada CSA 22.2 No. 60950 Third Ed . ICES-003 Class A 

United States UL 60950 Third Ed., lnfo. Tech . Equip. FCC Part 15, Subpart 8 , 
(CFR title 47) Class A 

Japan I E C 60950+A 1 +A2+A3+A4+A 11 VCCI V-3/2000.04, Class 
A 

ln ternational IEC 60950+A1+A2+A3+A4+A11 CISPR22 Class A 
·-· 

f r-,~ ...... u ... l. (" rr.- - :, J -
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Tab/e 16. Regulatory specifications (continued) 

Country or 
region 

Norway 

Safety specification 

Nemko IEC 60950+A1+A2+A3+A4+A11 

(CB Report) 

European Union 73/23/EEC based on compliance to 

(Austria, 
Belgium, 
Denmark, 
Finland, France, 
Germany, 
Greece, lreland, 
ltaly, 
Luxembourg, 
Netherlands, 
Portugal , Spain, 
Sweden, United 
Kingdom) 

Taiwan 

Australia and 
New Zealand 

EN 60950:92 +A 1 :93+A2:93+A3:95+ 

A4:96+A 11 :97 (CB report inclusive of county 
deviations); TUV-GS (Germany) 

EMC specification 

89/336/EEC 

EN 55022:1998 Class A 

EN 55024 (lmmunity 

EN 60825-1 :1 994/A11, -2 

EN 61000-4-2 Severity 
Levei 3 for Electro Static 
Discharge 

EN 61000-4-3 Severity 
Levei 3 for Radiated 
Fields 

EN 61000-4-4 Severity 
Levei 3 for Electrical Fast 
Transients 

EN 61000-4-5 Severity 
Levei 3 for Surge Voltage 

EN 61000-4-6 Conducted 
Emissions 

EN 61000-4-8 Magnetic 
Fields 

EN 61000-4-11 Line 
lnterruption 

BSMI Certification CNS 
13438 

AS/NZS 3548:1995 Class 
A (radio interference) 

The 2109 Model C36 is certified for the following regulatory specifications: 

• IEC 60950/EN 60950 Third Ed. 

• CSA 60950-00/ANSI-UL 60950 Third Ed. 

• CE (7/23/EEC based on EN 60950 Third Ed.; 89/336/EEC) 
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Appendix B. Safety certifications and regulatory compliance 

Safety 

EMI/EMC 

The switch complies with ali the safety and regulatory sta!J_d.arq~ listed in this 
chapter. /< ':: · .. , 

. .: ,,' . ~~.~ -~·,.::;..~ . ' ~' ··•." 
·' 

The switch is certified to: 

UL 1950/CSA950 binational 

• IEC950/EN 60950 (Nemko & TUV; CE) 

Additionally, the following Product Safety/Country or Region Testing/Certifications 
has been completed. 

• Federal Communications Commission (FCC) statement (United States) 

• Voluntary Contrai Council for lnterference (VCCI) mark (Japan) 

• BSMI (Taiwan) 

• C-tick mark (Australia) 

• CE Mark (Europe) 

• Canada class number 

• GOST approval (Russia) 

• NOM mark (Mexico) 

Radiated Electromagnetic lnterference (EMI) emissions for the power supply 
operating in a single or redundant power configuration comply with EMI leveis 
specified by the following regulations: 

• Electromagnetic Compatibility (EMC) Directive 89/336/EEC and the 
Complementary Directives 92/31/EEC and 93/68/EEC 

• Low Voltage Oirective (LVD) 73/23/EEC and the Complementary Directive 
93/68/EEC 

• FCC Docket No. 20780, Part 15J, Class B levei 

• CISPR22 Class A 

• EN55022 Class B 

• VCCI Class A ITE 

Additionally, the power supply has received a CE Mark for susceptibility and 
complies with the following Electromagnetic Compatibility (EMC) regulations: 

• EN50082-2/EN55024:1998 (European lmmunity Requirements) 

- EN 61000-3-2 (Harmonics) 

- EN 61000-3-3 (Voltage Fluctuations) 

- EN 55024 (lmmunity) 

Fls. N° ____ _ 
© Copyright IBM Corp. 2002, 2003 
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lmmunity 
The switch provides immunity 50% greater than the leveis that EN 55024 specifies 
and complies with the following specifications: 

• EN 61000-4-2, Severity Levei 3 for ESD 

• EN 61000-4-3, Severity Levei 3 for RF Fields 

• EN 61000-4-4, Severity Levei 3 for EFT/Burst 

• EN 61000-4-5, Severity Levei 3 for Surge Voltage 

• EN 61000 4-11, Power, Sag, Dip, and Variations 
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ÊÍDíÜÜN: 
íÍÊãá í'freE ÇaYiÇN çoç Êã ÇÓÊE'iÇá ÇáE0ÇNíÉ E0Níi=>É OíN õíííÉ. 

íiE ÇáÊiáõ ãa lãíú ÇáE0ÇNíÇÊ Çál=>'fíãÉ 0EI=>Ç áÊÚáíãÇÊ iaÉ ÇáÊÕaíú . 
ÇÊÕá EÔN~É IBM úàf E'iÁ í'freE Ãí ÊÃiíN Yí rei=>Ê ÓÇÚÉ real time clock 

(4) 

~fDíÜÜN : 
l=>ã EYÕá Çá0ÇI=>É ÇáiÇÕÉ EÜ 2109 Model M12 i l=>ã. E'tõá Çá11ÇEáí~ã 

ÇáiÇOííã EÇá0ÇI=>E. 

CP .1 • CO. 
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Brazilian-Portuguese 

__ Avi~os sobre Segurança 

ATENÇÃO: 

Avisos sobre segurança estão impressos em toda esta publicação. 

Um aviso de Perigo adverte sobre condições ou procedimentos que podem 
resultar em morte ou ferimentos graves. 

Um aviso de Cuidado adverte sobre condições ou procedimentos que podem 
causar ferimentos não-fatais nem extremamente graves. 

• Um aviso de Atenção adverte sobre condições ou procedimentos que podem 
causar danos a máquinas, equipamentos ou programas. 

Utilize os números de referência entre parênteses, como por exemplo (1 ), no final 
de cada aviso, para estabelecer uma relação com a tradução desejada. 

CUIDADO: 
Esta unidade pode ter dois cabos de alimentação. Para remover toda a energia, 
desconecte os dois cabos de alimentação. (1) 

CUIDADO: 

z a. 

Nos EUA utilize apenas unidades GBIC ou produtos de Fibra ótica que 
estejam em confonnidade com as nonnas de desempenho de radiação 
da FDA, CFR 21 Subcapítulo J. Internacionalmente, utilize apenas unidades 
GBIC e produtos de Fibra Ótica que estejam em confonnidade com a 
nonna IEC 825-1. Produtos óticos que não estejam em l.r .. /.5.. ; 
confonnidade com essas nonnas podem produzir luz ·~ 
prejudicial aos olhos. (2) · 

SJBRA338 

CUIDADO: 
Uma bateria de lítio pode causar fogo, explosão ou queimadura grave. Não 
recarregue, desmonte, aqueça acima de 1oo•c (212.F), utilize solda 
diretamente na bateria, incinere ou exponha o conteúdo da bateria à água. 
Mantenha longe de crianças. Substitua apenas pelo número de peça 
especificado para seu sistema. O uso de outra bateria pode apresentar 
risco de fogo ou explosão. O conector da bateria é polarizado; não tente 
inverter a polaridade. Descarte a bateria de acordo com as 
regulamentações locais. (3) 

SJBRZ347 

Existe perigo de explosão se a bateria não for substituída corretamente. 
Todas as baterias usadas devem ser descartadas de acordo com as instruções 
do fabricante. 
Entre em contato com a IBM se o relógio de tempo real começar a atrasar. (4) 

ATENÇÃO: 
Para remover a energia do 2109 Modelo M12, desconecte ambos os cabos de 
alimentação. (5) 

SJBRA699 
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Chinese, traditional 
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Croatian 

.··-·· 

·-

Napomene o sigurnosti 

OPREZ: 

Napomene o sigurnosti su ispisane u cijeloj ovoj knjizi. 

• Napomene o opasnosti vas upozoravaju na uvjete ili procedure koji mogu rezultirati 
sa smrtnim sluéajem ili ozbiljnim osobnim povredama. 

• Napomene za oprez vas upozoravaju na uvjete ili procedure koji mogu uzrokovati 
osobnu povredu koja nije posebno ili smrtno opasna. 

• Napomene za paznju vas upozoravaju na uvjete ili procedure koji mogu uzrokovati 
stetu na strojevima, opremi ili programima. 

Upotrebite brojeve u zagradama, na primjer (1 ), na kraju svake napomene da uparite 
zeljeni prijevod. 

OPREZ: 
Ova jedinica moze imati dva prikljucna kabela. Da iskljucite sva napajanja, 
odspojite oba naponska kabla. (1) 

OPREZ: 

"' M 
o ..,. 
c.. 
"' z 
c.. 

U Sjedinjenim Driavama koristite samo GBIC jedinice ili proizvode s 
optickim vlaknima koji su u skladu s FDA standardima za zracenje, 
21 CFR Subchapter J. lntemacionalno koristite samo GBIC jedinice i li 
proizvode s optickim vlaknima koji su u skladu s IEC standardom 825-1 . 
Opticki proizvodi koji nisu u skladu s tim standardima mogu proizvesti 
svjetlo koje je opasno za oci. ~~-"A . (2) 

-~ SJ000338 

OPREZ: 
Litijska baterija moze uzrokovati vatru, eksploziju ili ozbiljne opekotine. 
Nemojte ju ponovo puniti, rastavljati, zagrijavati iznad 100 stupnjeva C 
(212 stupnjeva F), spajati izravno na éelije, spaljivati ili stavljati sadriaj 
éelija u vodu. Driite daleko od djece. Zamijenite samo s brojem dijela koji je 
naveden za vas sistem. Upotreba drukcije baterije moze predstavljati rizik 
od vatre ili eksplozije. Konektor baterije je polariziran; ne pokusavajte 
promijeniti polaritet. Odbaclte bateriju na nacin koji je u skladu s lokalnim 
propisima. (3) 

SJCR0347 

Postoji opasnost od eksplozije ako se baterija pogresno zamjenjuje. 
Sve iskoristene baterije se moraju odbaciti u skladu s uputama proizvodaca . 
Kontaktirajte IBM ako sat za stvarno vrijeme pocne kasniti. (4) 

OPREZ: 
da uklonite napajanje za 2109 Model M12, odspojite oba kabla za napajanje. (5) 

SJCR0699 
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Czech 

Bezpecnostnípokyny 

r · 

\~ ' . ) 
r.\ / ·. I . , 

.~----~ 

POZOR: 

Tato kniha obsahuje fadu bezpecnostních pokynü. 

• lnstrukce Nebezpecíupozoriiuje na podmínky nebo procedury, 
které mohou zpüsobit smrt nebo váiny úraz. 

• lnstrukce Pozorupozoriíuje na podmínky nebo procedury, 
které mohou zpüsobit úraz (ani smrtelny, ani váiny). 

• lnstrukce Upozornéníupozoriíuje na podmínky nebo procedury, které mohou 
zpüsobit poskození strojü, zafízení nebo programü. 

Pro nalezení pfekladu bezpecnostní instrukce pouzijte referencní císlo 
v závorkách na konci této instrukce, napf. (1). 

POZOR: 
Jednotka müze mit dve napájeci sllüry. Pro odstraneni napájeni odpojte obê 
sMry. (1) 

<D .,., 
o 
Cl 
co 

z c.. 

'-------·----------' 

POZOR: 
V USA pouzivejte pouze jednotky GBIC nebo produkty na bázi optickych 
vláken odpovídajicí standardüm FDA radiation performance standards, 
21 CFR Subchapter J. V ostatních zemích pouzívejte pouze jednotky GBIC 
nebo produkty na bázl optick}ich vláken odpovldajlcl standardüm IEC 
standard 825-1. Produkty na bázi optick}ich vláken, které ,j J:i ! 
têmto standardüm neodpovídajl, mohou vydávat ocím ~ 
nebezpecné záfení. (2) SJ000338 

POZOR: 
Uthiová baterie müze zpüsobit pozár, vybuch nebo vázné popáleni. 
Vyvarujte se nabijen!, rozeblránl, zahflvánl nad 100 stuprlü Celsia (212 F), 
pájeni primo do élánku, zapalováni nebo styku obsahu élánku s vodou. 
Odstraflte z dosahu deti. Nahrazujte pouze souéástkou s éislem soucástky 
uvedenympro vás systém. Pouzitlm jiné baterie riskujete pozár nebo 
vybuch. Konektor baterie je polarizovany; nepokousejte se polaritu obrátit. 
Baterie likvidujte v soulac!lu s mistnimi pfedpisy. (3) 

SJCZE347 

Pokud je baterie nesprávnê vymênêna, hrozí nebezpecí vybuchu. Pouzité 
baterie musí bYt zlikvidovány dle pokynu vYrobce. Pokud se zacíná 
opozd'ovat ukazatel reálného casu (hodiny), kontaktujte IBM. (4) 

POZOR: 
Abyste odpojili 2109 Model M12 od napájení, musíte odpojit oba napájecí 
kabely. (5) SJCZE699 
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Danish 

c 

..... ,f;. 

Sikkerhedsforskrifter 

Pas pâ! 

Denne vejledning indeholder udelukkende sikkerhedsforskrifter. 

• Sikkerhedsforskrifter mrerket F are! advarer om forhold, der kan vcere livsfartige 
eller forârsage alvorlige ulykker. 

• Pas pâ! advarer om forhold, der kan vrere farlige. 

• Bemrerk! advarer om forhold eller procedurer, der kan forârsage skade pâ 
maskiner, udstyr eller programmer. 

Brug nummeret i parentes, f.eks. (1 ), efter hver sikkerhedsforskrift til at finde den 
tilsvarende engelske tekst. 

Pas pâl 
Enheden kan have to netledninger. Tag begge ledninger ud for at afbryde ai 
str"mforsyning. (1) 

Pas pâl 
I USA mâ der kun bruges GBIC-enheder eller fiberoptiske produkter, 
der overholder FDA-strâllngsstandarderne, 21 CFR Subchapter J. 
I andre lande mâ der kun bruges GBIC-enheder eller fiberoptiske produkter, 
der overholder IEC-standard 825-1. Optiske produkter, A_ 
som ikke overholder disse standarder, kan udsende lys, ~ 
der er skadeligt for "jnene. (2) · SJ000338 

Pas pâl 
Litiumbatteriet kan forârsage brand eller eksplosion og give alvorlige 
brandsâr. Det mâ ikke genoplades, âbnes, udsrettes for mere end 
100 grader celsius, brrendes eller komme i ber"ring med vand. Batteriet 
skal opbevares utilgaengeligt for b"rn. Det ma kun udskiftes med et 
litiumbatteri, der har det partnummer, der er angivet til systemet. Der e r 
fare for eksplosion eller brand, hvis der benyttes andre batterityper. 
Batteriet har to poler, der ikke mâ byttes om. Batteriet skal kasseres i 
henhold til de lokale bestemmelser. Sp"rg kommunens tekniske forvaltning 
(milj"afdelingen). (3) 

SJDAN347 

Batteriet kan eksplodere, hvis det ikke udskiftes korrekt. Alie brugte batterier 
skal bortskaffes i overensstemmelse med greldende milj0bestemmelser. 
Kontakt IBM, hvis systemuret begynder at tabe tid. (4) 

Pas pâ! 
Afmontér begge netledninger for at fjerne ai stmmforsyning til 
modei2109-M12. (5) 

SJDAN699 
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Finnish 

Turvaohjeet 

·~ 
'.,~· "'-. 

\.~ \ · 
\ '\ '· 

. ' \ . 
..... . -~ ~ ......... ....___...r 

POZOR: 

Ti:ihãn kootut turvaohjeet toistuvat tãmãn julkaisun asianmukaisissa kohdissa. 

• VAARA-ilmaisua (DANGER) kãytetããn varoittamaan hengenvaarallisesta tai 
vakavan ruumiinvamman aiheuttavasta tilanteesta. 

• Varoítus (CAUTION) tarkoittaa, ettã kyseinen tilanne saattaa aiheuttaa 
henkilõlle kohtalaisia tai vãhãisiã vammoja. 

• Huomío (Attention) tarkoittaa, ettã kyseinen tilanne saattaa vahingoittaa 
konetta, laitetta tai ohjelmia. 

Kunkin turvaohjeen perãssã on sulkeissa numero, esimerkiksi (1 ), jonka 
avulla englanninkielistã ohjetta vastaava suomenkielinen ohje lõytyy kãtevãsti. 

Varoltus: 
Tãssã yksikõssã voi olla kaksi verkkojohtoa. Katkaise virransyõttõ 
irrottamalla molemmat verkkojohdot. (1) 

Varoitus: 

"' "' ~ 
"-
"' 
z 
"-

Yhdysvalloissa saa kãyttãã vain GBIC-yksikõitã tai kuituoptisia tuotteita, 
jotka tãyttãvãt elintarvike- ja lããkevalvontaviraston (FDA) sãteilystandardin 
21 CFR Subchapter J vaatimukset. Muissa maissa tulee kãyttãã vain 
standardin IEC 825-1 mukaisia GBIC-yksikoitã tai kuituoptisia tuotteita. 
Optiset tuotteet, jotka eivãt ole nãiden standardien mukaisia, saattavat 
tuottaa silmiã vahingoittavaa valoa. -~ (2) 

' SJ000338 

Varoitus: 

Litiumparisto voi aiheuttaa tulipalon tai palovammoja tai se voi rãjãhtãã, 
ellei seuraavia ohjeita noudateta: Álã yritã ladata paristoa tai purkaa sitã 
osiin. Álã kuumenna paristoa yli 100 Celsius-asteen lãmpõtilaan ãlãkã 
hãvitã sitã polttamalla. Álã juota paristoon mitããn. Álã pããstã pariston 
sisãltoã kosketukseen veden kanssa. Pidã paristo poissa iasten ulottuvilta. 
Pariston saa vaihtaa vain paristoon, joka on osanumeron perusteella 
tarkoitettu kyseiseen jãrjestelmããn. Muuntyyppisen pariston kãyttõ voi 
aiheuttaa tulipalon tai rãjãhdyksen. Pariston liitin on muotoiltu niin, ettã 
sen napaisuus on oikea, kun paristo asetetaan asianmukaisesti. Álã aseta 
paristoa vããrin pãin. Hãvitã pariste ongelmajãtteistã sããdettyjen lakien 
ja viranomaisten mããrãysten mukaisesti. (3) 

SJFI N347 

Pokud je baterie nesprávnê vymênêna, hrozí nebezpecí vybuchu. Pouzité 
baterie musí bYt zlikvidovány dle pokynu vyrobce. Pokud se zacíná 
opozd'ovat ukazatel reálného casu (hodiny), kontaktujte IBM. (4) 

POZOR: 
Abyste odpojili 2109 Model M12 od napájení, musíte odpojit oba napájecí 
kabely. (5) SJFIN699 
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French 
- · . ·­

~· · ··· 
~,, ..... ( ' .... 

Consignes de sécurité \ '--, \ ' ; ·.· 
Les consignes de sécurité s'appliquent à l'ensemble du présent.,~a!)ueL l < <:· .. ".:; ./ 

ATIENTION : 

• Les consignes de sécurité de type DANGER indiquent la prései'it:e/d;uh rlsquEf(J.E( 
blessure grave ou mortelle. """~----~ 

• Les consignes de sécurité de type ATTENTJON indiquent la présence d'un risque 
de blessure légére. 

• Les consignes de type AVERTISSEMENT indiquent la présence d'un risque 
d'endommagement de machines, de matériel ou de programmes. 

Aidez-vous des numéros entre parenthéses, par exemple : (1 ), à la finde chaque note, · 
pour retrouver la traduction correspondante. 

ATTENTION 
Cette unité peut être équlpée de deux cordons d'alimentation. Pour supprimer 
toutes les tensions dans l'unité, débranchez les deux cordons. (1) 

ATTENTION 

z a. 

Aux Etats-Unis, seules les unités GBIC ou les produits à fibre optique 
conformes aux normes FDA sur les radiations (21 CFR Sous-chapitre 
J) peuvent être utilisés. Dans les autres pays, seuls les unités GBIC ou 
les produits à fibre optique conformes à la norme CEI 825-1 peuvent 
être employés. Les produits à fibre optique non conformes , 1':;,.. 

à ces normes peuvent émettre de la lumiere dangereuse I!JJtJt. 
pour les yeux. (2) 

SJ000338 

ATTENTION 

Prenez garde aux risques d'incendie, d'explosion ou de brülures graves liés à 
l'utilisation d'une pile au lithium. Ne rechargez pas la pile et ne la démontez pas. 
Ne l'exposez pas à une température supérieure à 100 •c, nela soudez pas, nela 
faltes pas brüler et n'en exposez pas le contenu à l'eau. Gardez la pile hors de 
portée des enfants. Si vous la remplacez, commandez une pile de rechange de même 
référence. Toute autre pile risquerait de prendre feu ou d'exploser. Le connecteur de la 
pile est polarisé. N'essayez pas d'inverser la polarité. Ne mettez pas la pile à la poubelle. 
Pour le recyclage ou la mise au rebut, reportez-vous à la réglementation en vigueur. (3) 

SJFRE347 

11 existe un risque d'explosion en cas de remplacement incorrect de la pile. 
Toutes les piles usées doivent être mises au rebut selon les instructions du 
fabricant. Contactez IBM lorsque l'horloge temps réel se met à retarder. (4) 

ATTENTION : 
Pour couper l'alimentation du 2109 Modele M12, débranchez les deux cordons 
d'alimentation. (5) 

SJFRA699 
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German 

Sicherheitshinweise 

•J 

. -<:_/'; 
!'-0" ,~ - ~ 

\ /~\ -.­
·~ / 

. . t ·-i . .. l{ 

· ,,~ 

Achtung: 

Dieses Buch enlhãll Sicherheilshinweise. 

• Die Nichlbeachlung der Vorschriften in den mil VORSICHT gekennzeichnelen 
Sicherheilshinweisen kann zu schweren Verletzungen ode r sogar zum Tod führen. 

Die Nichlbeachlung der Vorschriften in den mil ACHTUNG gekennzeichneten 
Sicherheitshinweisen kann zu leichten Verletzungen bzw. zu Schãden an 
Hardware ode r Software führen. 

Verwenden Sie die Referenznummern in Klammern, beispielsweise (1) am Ende der 
einzelnen Sicherheitshinweise, um die gewünschte Übersetzung zu bekommen. 

ACHTUNG 
Diese Einheit kõnnte zwei Stromversorgungskabel haben. Um die Einheit ganz 
von der Netzspannung zu trennen, beide Stromversorgungskabellõsen. (1) 

ACHTUNG: 

z c.. 

Nur GBIC-Einheiten oder Glasfaserpr odukte verwenden, die dem IEC Slan­
dard 60825-1 enlsprec hen. Oplisc he Produkle , die diesen Slandar ds nic hl 
entsprec hen, kõnnen Slrahlung en erz eug en, di e zu A ug en- ;.;, /!i .~ 
verletzung en führen kõnnen. (2) ;Lm, 

SJGER338 

ACHTUNG: 

Lilhiumballerien sind feuergefãhrlich, explosiv u nd kõnnen schwere Ver­
brennungen verursachen. Batterie nichl wiederaufladen , õffnen o der ü ber 
100 Grad Celsius erhilzen ; die Zelle nichl direkl anlólen, verbrennen o der 
den lnhalt der Zelle mil Wasser in Berührung bringen. Ballerie nichl in Reich­
weile von Kindern aufbewahren. Eine verbrauchle Batterie nur durch eine 
Ballerie mil der für dieses Syslem spezifizierten Teilenummer ersetzen. 
Andere Batterien kónnen sich entzünden oder explodieren . Der Batteriean­
schluss hat zwei verschiedene Pole; beim AnschlieBen die Pole nicht vertau­
schen. Ballerie gemãB den õrllichen Richllinien für Sondermüll enlsorgen . (3) 

SJGER347 

Die Batterie kann bei unsachgemaf3em Austauschen explodieren. 
Batterien nach Gebrauch ais Sondermü/1 entsorgen. Kontakt mit IBM 
aufnehmen, wenn der Taktgeber nicht mehr korrekt funktioniert. (4) 

Achtung: 
Beide Netzkabel von der Stromversorgung trennen, um das 
2109 Mode/1 M12 von der Stromversorgung zu trennen. (5) 

SJGER699 
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Greek 

c 

.----....... _ 

, ! ~ . 

. ,~ -, .. 7· 
1 ~v 

\ ...., 7 ' 

\ \ 
1:1UJEIWO'EIÇ aacpáÀEiaÇ \ \ 

...__.../ · 

nPOLOXH: 

LE CUTÓ TO EYJ(EipÍÓIO UTTÓPXOUV OfJI.IEIWOEIÇ CO<páÀEICÇ. '·,,-....._ __ 

• 01 Of'IIJEIWOEIÇ KIVÓÚVOU TTPOEIÓOTTOIOÚV VIC OUV9JÍKEÇ JÍ ÓICÓIKCOÍEÇ TTOU 

9a ~mopoúcrav va TTpoKaÀÉcrouv 9ávam JÍ crol3apó TpaUI-JCTIOIJÓ. 

• 01 0111JEIWOEIÇ TTpOOOXJÍÇ TTpOEIÓOTTOIOÚV VIC OUV9JÍKEÇ IÍ ÓICÓIKCOÍEÇ TTOU 9a 

IJTTOpOÚOCV VC TTpOKCÀÉOOUV TpCUIJCTIOIJÓ, ÓXI 9aVCTI1Cj>ÓpO OÚTE EÇCJpETIKÓ ETTIKÍVÓUVO. 

• 01 0111JEIWOEIÇ ETTIOJÍIJCVC111Ç TTpOEIÓOTTOIOÚV VIC OUV9JÍKEÇ JÍ ÓICÓIKCOÍEÇ TTOU 

9a IJTTOpOÚOCV VC TTpOKCÀÉOOUV ~lliJÍEÇ OE IJI1XCVÉÇ, E/;OTTÀIOIJÓ JÍ TTpoypÓiJIJCTC. 

Xp11011JOTTOIEÍTE TOUÇ ap!91JOÚÇ CVa<popáç OE TTCpÉV9E011 OTO TÉÀOÇ Ká9E 

0111JEÍWOI1Ç, TT.X. (1 ), VIC VC j3pEÍTE TllV CVTÍOTOIXI1 1JETácppacr11. 

nPOrOXH: 
AurJi 11 IJOVáõa IJlTopd va ÉXEI õúo KaAwõ1a ypaiJI.níc;. na va ÕlaKÓijiETE 
lTAJipwc; TI'IV lTapoxJi pEúiJaroc;, OlToauvõtan Kal Ta õúo KaAwõ1a ypaiJiJJÍÇ. (1) 

nPOI:OXH: 

"' "' o 
'8: 
O) 

z 
c. 

I:TIÇ HVWJ.IÉVEÇ noAITEÍEÇ, XPf'IO'IJ.IOTTOIEÍTE J.IÓVO J.IOVálitc; GBIC IÍ 1Tpoióvro 
01TTIKWV IVWV (Fibre-Optic) lTOU lTÀilpOÚV Ta 1TpÓTU1Ta EK1TOJ.11TI1Ç 
aKTivopoAíac; Tllc; FDA, 21 CFR YlTOKtcpáAa•o J. âlt&vwc;, XP'lO'IJ.IOlTOIEÍTE 
J.IÓVO J.IOVálitc; GBIC IÍ lTpoióvra 01TTIKWV 1vwv lTOU lTÀf'lpoúv TO 1TpÓTU1TO 
IEC 825-1. Ta OlTTIKá lTpoióvra lTOU litv lTAilpoúv auTá Ta 1TpÓTU1Ta J.llTOpd 
Va lTapáyOUV cpWTEIVI1 aKTIVopoAía ElTIKÍVÕUVIl y1a Ta J.IÓTIO. :& (2) 

SJGRE338 

nPOI:OXH: 

M1a J.ITraTapía A18íou J.ITrOpEÍ va npoKaAtatl nupKay1á, ÉKP'l~ll 11 aopapá 
EVKOÚJ.IaTa. M11v ETriXEipJÍO'ETE va TI'IV ETravacpopTÍO'ETE, va TllV 
anoauvapJJoAoyl1atTE, va Tf'l 8tp!JáVETE návw anó 1 oo•c, va TllV 
anoncppWO'ETE, va TrPOVIJOTOTrOII10'ETE O'UVKÓAÀ'lO'f'l IJE KaAál OTrEU8tíac; 
O'TO O'TOIXEÍO 11 va cptpETE Ta TrEPIEXÓIJEVa TOU O'TOIXEÍOU O'E ETracpl1 J.IE VEpÓ. 
KpaTJÍO'TE Tf'l J.IOKplá 01TÓ TraiÕiá. AVTIKOTOO'TJÍO'TE Til IJÓVO J.IE TO 
Ka8op10'J.IÉVO part number y1a TO aÚO'TiliJá aac;. H XPI10'11 l5•acpopn•KI1c; 
J.ITraTapíac; IJTrOptí va ÕI11J10upyl1atl Kívliuvo lTUpKay•ác; JÍ ÉKP'l~'lc;. H 
J.ITraTapía auvliÉETal J.IE auyKEKPIJ.IÉV'l noAIKÓTilTa. M11v ETriXE•pl1ant va 
aVTIO'TpÉIJIETE TllV noAIKÓTilTa. H anóppiiJI'l TllÇ J.ITrOTapíac; npÉTrEI va 
VÍVETOI O'ÚIJcpWVO J.IE TOUÇ TOTriKOÚÇ KaYOVIO'IJOÚÇ. (3) 

SJGRE329 

YnápXEI KÍVÕUVOÇ ÉKpf'JÇf'JÇ OE TIEpÍIDWOf'J Eaq>OÀIJÉVrJÇ OVTIKOTÓOTOOf'JÇ TrJÇ 
I.JTIOTapíaç. H anóppi4Jf'J óAwv rwv XPf'JOIIJOTIOirJIJÉVWV IJTiamplwv nptm1 va 
yíVETal OÚIJq>WVO IJE TIÇ OÕf'JVÍEÇ TOU KOTOOKEUOOT~ . ETIIKOIVWV~OTE IJE TrJV IBM 
av TO poAó1 npayiJOTIKOÚ xpóvou apxícrEI va IJÉVEI nícrw. (4) 

nPOLOXH: 
na va ÕlaKÓ4JETE Tf'JV napox~ pEÚIJaroç aro 2109 Model M12, anocruvótcrrE 
KOI Ta ÕÚO KOÀWÕIO pEÚIJaTOÇ. (5) 

SJGRE699 
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Hebrew 

.ilr ,go-,. D.,.. b'l JIIO!nlll Jllll'll:l. nurtlil 

.i1Wi7 ~ rN nnn., ca.~.,.,...~.,...;n"i1TD iõUXJ :nJJilil • 

n•J~Iljl ill'M\U ill1'~9 Dl"'\l.'J 'JO.a.;:\; ~ "39D ~ Jll,1i1TI'Jiilil • 
.n"llri' iõiDO o I'MI 

jlTl cnl'l D'~l:>'il c•'l;;u m.~"J!)Jl m•i1m ntnJI :nJJilil • 
.mexam., DI ,..r, ,JIIll:>n'7 

;\,lnlo'"'l ~:> '110::1 ,{1) i'IDliTJ ,OWUIG1 ã'I-J9iõl.'"l.,90I'D. tVmn·wil 
.IPMIID."\ aa,nil nM xam'l. '"D ' 

:m,•ilr 
~ p)cb ,.=vn '~:l:J ,,'ti tU'· n wt"n'~'tl ,,,, 

.(1) ~vn11 '~:l:J ,,tb me 'i'Jl, ,~tl'tln11 

<D 
C') 
o 
v c.. 
CXl 

z 
c.. 

IPTntlf~ 'll91M·:l.'O ,,~m IM GBIC nn•n•::1 il, \UJln\Uil'l \U' ·,n'"l:l.il m~,M:l. 
.21 CFR Subchapter J liln ,FDA-il 'l\!1 ~l',jlil 'ljln:l. 

IIQ9IK·:l.'O ,,~In IM GBlC na'1'n':l i!l ~mn\Uil'l \!1' ,n•,::1;-i ni~,M~ ymn 
....._ W:JiDD. rr IIUIIftiW a-u!JUUI' diD ..825 - 1 'on IEC ljln:l. D'iJllllil 

.(2) .~ ~·J•JJ'l p1on ,.x il"9il'l c•'l1~JJ 

SJ000338 · 

nn•ilT 

,\!nnn i\n!H llliiJ'l I'H .il,lr.m il'ID tH m~~l9nil ,il9',\!l'l Dnl'l il'll'lll ot•n•'l n'l'l1o 
.JOli'l 'lK nn•w• wn'Ji'l'J ,oi•T'J:» m'J»n 100 '111 il'ltlli'l onto,9no'l ilniH onn'ltH iljn9'l 
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Hungarian 

Biztonsági elõírások 

' ' 

A biztonsági elõirások a kõnyvben számos helyen megjelennek. 

• A Veszéfy felirat figyelmeztet azokra a helyzetekre vagy eljárásokra, amelyek 
halált vagy súlyos testi sérülést eredményezhetnek. 

1 I ; J \ 
. •'lJ,. 

• A V/GYAZATfelirat olyan veszélyekre hivja fel a figyelmet,amelyek kõzepes vagy 
kõnnyebb személyi sérülést okozhatnak. 

I . \ -; . .. r \ 
. I ' 

t 
; 
! 

• A Figyelem felirat figyelmeztet azokra a helyzetekre vagy eljárásokra, amelyek 
károsíthatják a gépeket, berendezéseket vagy programokat. 

' ! . Az egyes elõirások végén található, zárójeben lévõ hivatkozási számok, például (1), 
segftségével megtalálhatja a kivánt fordftást. 

FIGYELEM: 
Az egység két tápkábellel rendelkezik. Az áramtalanításhoz húzza ki mindké 
tápkábelt. (1) 

<D 
M 
o 
~ 
CXl 

z 
tl. 

Az. Egyesült Államokban csak olyan GBIC egységeket vagy száloptikás 
termékeket hasznãljon, amelyek megfelelnek az FDA sugárzási 
szabványok 21 CFR J alfejezetének. Nemzetkõzileg csak olyan GBIC 
egységeket vagy száloptikás termékeket használjon, amelyek megfelelnek 
az IEC 825-1-es szabványának. A szabványoknak nem megfelelõ optikai 
termékek fénye károsíthatja a szemet. ' fi.. ; (2) 

;Lm. SJ00033B 

VIGYAzAT 

A lítium akkumulátor tüzet, robbanást vagy súlyos égést okozhat. Ne tõltse 
újra, ne szerelje szét, ne hevítse 100"C fõlé, ne forrasszon kõzvetlenül a 
telepre, ne égesse el és ne tegye ki víz hatásának a telep tartalmãt. Tartsa 
távol a gyermekektõl. Kizãrólag a rendszerhez megadott termékszãmú t 
egységgel cserélje. Más akkumulátor használata túz vagy robbanásveszélyes. 
Az. akkumulátorcsatlakozó polarizált; a polaritást ne cserélje fõl. A használt 
akkumulátort a helyi elõírásoknak megfelelõen kell kezelni. (3) 

SJHUN347 '::a 
FIGYELMEZTETÉS: 
Az akkumulátor helytelen cseréje robbanásveszélyt okoz. A használt 
akkumulátorokat a gyártó utasításai szerint kell kezelni. Keresse meg az 
IBM-et, h a az óra elkezd késni! (4) 

FIGYELMEZTETÉS: 
Mindkét tápkábelt húzza ki, ha meg akarja szüntetni a 2109 M12 egység 
tápellátását! (5) 

SJHUN699 
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ltalian 

c 

lnformazioni sulla sicurezza 

ATTENZIONE: 

Le informazioni sulia sicurezza vengono stampate con questo manuale in modo completo. 

• Una nota di Pericolo segnala condizioni o procedure che possono risultare 
estremamente dannose o pericolose per la persona. 

• Una nota di Attenzione segnala condizioni o procedure che possono causare 
danni o lesioni personali che non sono né letali né estremamente pericolosi. 

• Una nota di Awertenza segnala condizioni o procedure che possono causare danni 
alie macchine, ali'apparecchiatura o ai programmi. 

Utilizzare i numeri di riferimento in parentesi, ad esempio (1), alia fine di ciascuna nota 
per ottenere la traduzione desiderata corrispondente. 

AVVERTENZA: 
E' possibile che questa unità sia dotata di due cavl di linea. Per rimuovere 
l'alimentazione, scollegare entrambl i cavi di linea. (1) 

ATTENZIONE: 

<D 

8 ..,. 
a. 
"" z a. 

Negli Stati Uniti utilizzare solo unità GBIC o prodotti in fibra ottica, 
compatiblll agli standard di radiazione FDA, 21 CFR Subchapter J. 
A livello internazionale, utilizzare solo unità GBIC o prodotti in fibre ottiche 
compatibili con lo standard IEC 825-1.1 prodotti ottici che non sono 
compatibili con questi standard potrebbero produrre luminosità pericolosa 
agli occhi. ,&. (2) 

SJ000338 

ATTENZIONE: 
Una batteria a litio puõ causare incendio, esplosione o gravi ustioni. 
Non ricaricare, disassemblare, riscaldare ai di sopra dei 1 oooc, saldare 
direttamente sulia celia, incenerire o esporre il contenuto delle celle in 
prossimità di acqua. Tenere lontano dalia portata dei bambini. Sostituire 
solo il numero parte specificato per 11 sistema. L'utilizzo di un'altra batteria 
potrebbe provocare un rischio di incendio o di esplosione. 11 connettore 
della batteria e polarizzato; non tentare di invertire la polarità. Smaitire la 
batteria in base alie norme locali vigenti. (3) 

SJITA347 

Se la batteria non viene posizionata correttamente vi é pericolo di esplosione. 
Tutte le batterie usate devono essere smaltite secando le istruzioni del produttore. 
Contattare I' IBM se l'orologio non é preciso. (4) 

ATTENZIONE: 
Per arrestare l'alimentazione dei Modello M 12 2109, disconnettere entrambi i 
cavi di alimentazione . (5) 

SJITA699 
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Japanese 

,, 
f 

5±~ : 

'9:~J:I7)l1:~fi, :;$::'l!f~{;jq~:bt;::-::> '"CI'IllilU 2::h '"C~''iT, 
• rm~J 17)~ilil-17)ft~,-c~'o!íil3fi, ~trll7)m~'â-.&ft-t, <9J7.>Ht1il:{tli'â­

J1J.:bit 7.> PJ1J13i1:17)<9J 7.> :jj;:'@;t t;::li~)IIH~ --=>~''"C 17)#'5-e-t, 

• rtt;i:J 17)~ili l.-17)ft~,-c~'ol1:;i:•!íili, ~trll7)m~'â-.&lt-ttl7) , <9J7.>Hi 
?Fm-l~ft;;~t.t t 17)1:1it.t~ ,~;, ~U>:'â-{11i--=>lt 7.> PJ1J13i!Q)<9J 7.>:l7t'@'i t;::fi~iWH~ 
0~''"(17)#'5-e-t, 

• rtt~J 17)~ili l.-17)ft~,-c~'ol1: :~t!Jl:!íili, "' :..-- ~, •~- ;tt;::li:1'o ~7AI~ 
íl'Hyj:ã-4 ;t 7.> PJ1J13iíl7)9.> 7.> ~~'i tdi~JilfH~ --=>~''"C 17)#-'5-e-t, 

{-;h,-{';h,l7)l1:~:$=:q{l7)~;b I') 1~<9J7.>f,5~17){i~'tdí(!f:, t;:: c!:: ;tl-.f (1) 'â-it-::> -c' ~-~t.t 
lllRR'â-~lv-e< t~2:~', 

;±~ 
;:C1)~JI'I::I;t 2 -::>C1.>ffiltl::::J- t:H:tlt.Q;:c!:::tJ<-e~'âõT, till~:lf~l::ilillfi 
T.QI::I;t, ffiltl::::J- t:~ 2 *c!:::·Mi-VC< t::~L', (1) 

SJJPN347 

2109 -=t-7 )!,.. M12 -"'.(J)~j] ~ff*~9 ~t::&f:>l::, ~;mt?--:1 Ji,..~filij}J c ttl.J L) 
M l-c< t.:: ~L 'o (5) 
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Macedonian 

3a6eneWKM 33 CMrypHOCT 

BHV1MAHV1E: 

3a6enewK~o~Te Ja c~o~rypHoCT ce HaofaaT Ha KpajoT O.Q oeaa KH~o~ra. 

• 3a6eneWKio!Te 3a onaCHOCT ce O.QHecyeaaT Ha ycnOBio!Te lo! npOL.\e.QypHTe KOH MOlKaT 
Aa npeAH3BHKaaT noepe.QH Ha npeCOHanOT KOH MOlKaT Aa npe.QH3BHKaaT CMpT. 

3a6enewK~o~Te Ja BH~o~MaHHe ce O.QHecyeaaT Ha ycnoBHTe H npolje.QypHTe KOI-1 MOlKaT 
.Qa npeAH3BHKaaT noepe.QH Ha npeCOHaflOT KOH He ce CMpTOHOCHH HflH eKCTpeMHO 
onacHH. 

• 3a6enewKHTe 3a npeAynpe.Qyeatt.e ce OAHecyeaaT Ha ycnoBHTe H npOL.\e.Qyp~o~Te KOH 
MOlKaT Aa npeAH3BHKaaT WTeTa Ha MaWHH!o!Te, onpeMaTa, HflH nporpaMHTe. 

KopHCTeTe rH 6poee~o~Te eo Jarpa.QH Ja peQ:lepeH4Hpatt.e, Ha np.(1), Ha KpajoT Ha ceKoja 
Ja6enewKa Ja .Qa ce peQ:lepeH4HpaTe Ha caKaHHOT npeBOA. 

BHHMAHHE: 
0Baa e,qMHMI..Ia MOlKe ,qa MMa ABa Ka6nM 3a HanojyBaHoe. 3a ,qa ro MCKIIY'IHTe 
HanojyBaHoeTO 1..18110CHO MCKlly'I&Te rM ABaTa Ka6nH. (1) 

BHMMAHME: 

z 
0.. 

Bo CA,Q KOpMcTeTe caMo GBIC ype,qM MnM CIIM6ep-0nTM'IKM npOAYKTM KOM rM 

McnonHyaaaT FDA cTaHAaPAMTe 3a pa,qMjai..IMja, 21 CFR nQA3aranaBMe J. 
1>1HTepH31..1MOHanHo KOpMcTeTe caMo GBIC ype,qM MnM CIIM6ep-0nTM'IKM 
npo,qyKTM KOM ro McnonHyaaaT IEC cTaHA3PAOT 825·1. OnTM'IKMTe npOAYKTM 
KOM He rM MCnOnHyBaaT OBHe CT3HA3PAM MOlKe A3 npeAM3BMK33T 
caeTnMHa Koja e onacHa 33 O'IMTe. :& (2) 

SJ000338 

BHHMAHHE: 

IlMTHYMCKaTa 6aTepMja MOlKe ,qa npe,qM3BMKa nolKap, 8KCn1103Mja, MllM 
cepM03HM MJropeHMI..IM. He ja nonHeTe noaTopHo, He ja pacKnonyaajTe, He ja 
3arpeeajTe HaA 100"C (212"F), He ja neMeTe AMP8KTHO Ha K811MjaTa, He ja 
naneTe, MllM He ja M3110liCYBajTe co,qplKMHaTa Ha l(enMjaTa Ha ao,qa. '"lyaajTe 
ja nQAaneKY OA ,11e1..1a. 3aMeHeTe ja caMo co ,11en cnei..IMciiMLIMPaH 3a BawMoT 
CMCTeM. KopMCTeHoe Ha ,qpyra 6aTepMja npeTCTaByBa pii311K 0A nolKap Mil li 
eKcnnoJMja. KoHeKTopoT Ha 6aTepMjaTa e nonapM3MpaH, He ce o6MAYBajTe 
,qa ro CMBHMTB nonapMT8TOT. 0TCTpaHyBaHoeTO Ha IICKOpMCTBHIITB 6aTepMII. 
ce BpWII cnope,ll 110Ka11HIIT8 perynaTMBM. (3) 

SJMAC347 

nocro1.-1 onacHocr o,o, eKcnno3lt1ja aKo 6arep1.-1jara Henponlt1CHO ce 3aMeHysa. 
C1.-1re lt1CKOplt1cTeHlt1 6arep1.-11.-1 Mopa ,o,a ce yHlt1WTaT cnope,o, npenopaKlt1Te Ha 
Hlt1BHlt10T npolt13se,o,ysa4. KoHTaKTlt1pajre ro IBM aKo real time clock 4lt1nor 
ry61.-1 lt1HcpopMal...\lt1ja 3a speMeTo. (4) 

BHV1MAHV1E: 
nplt1lt1CKnyyysal-beTo Ha 2109 Mo,o,en M12, lt1CKnyYere r1.-1 ,o,sara Mpe>KHI.-1 
(crpyjHI.-1) Ka6nlt1. (5) 

SJMKD699 

44 IBM TotaiStorage SAN Switch: 21 09 Model M 12 User's Guide 



Portuguese 1 ( ,:_.'(-~ . \ 
)\l'J 

Avisos de Segurança \ · :. ///\~·~:.> 
Os avisos de segurança encontram-se impressos ao longo de~.,..,. 

CUIDADO: 

• Um aviso de Perigo informa o utilizador de que há condições ou procedimentos 
que podem resultar em morte ou em graves danos pessoais. 

• Um aviso de Cuidado informa o utilizador da existência de condições ou 
procedimentos que podem resultar em danos pessoais que não são mortais 
nem potencialmente perigosos. 

• Um aviso de Atenção infonma o utilizador da existência de condições ou 
procedimentos que podem causar danos a máquinas, equipamento, ou 
programas. 

Recorra aos números de referência entre parêntesis (1) no final de cada aviso 
para saber qual a tradução pretendida. 

CUIDADO: 
Esta unidade poderá dispor de dois cabos eléctricos. Para cortar a alimentação 
desligue ambos os cabos. (1) 

~ 
.___I Psu----=f'%:..1.-L." _PSu2-=pi' ~ 

CUIDADO: 

<O 

"' o ..,. 
a.. 
CC 

z a.. 

Nos Estados Unidos utilize apenas unidades GBIC ou produtos de 
Fibra-óptica que estejam em conformidade com as normas de rendimento 
de radiação da FDA, 21 CFR Subcapítulo J. Internacionalmente utilize 
apenas unidades GBIC ou produtos de Fibra-Óptica que estejam em 
conformidade com a norma 825-1 da IEC. Produtos Ópticos • ./.).. 
que não estejam em conformidade com estas normas podem ~ 
produzir luz que é perigosa para a vista. (2) sJooo338 

CUIDADO: 
Uma pilha de lítio pode provocar fogo, explosão ou uma queimadura grave. 
Não recarregar, desmontar, aquecer acima dos 100"C (212"F), soldar 
directamente na pilha, incinerar, ou expor o conteúdo da pilha à água. 
Manter afastado das crianças. Substituir apenas pelo part number 
especificado para o sistema. A utilização de outra bateria pode apresentar 
um risco de fogo ou de explosão. O conector da pilha está polarizado; 
não tente inverter a polaridade. Deite a bateria fora de acordo com os 
regulamentos locais. (3) 
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Perigo de explosão se a pilha for incorrectamente substituída. 
Para deitar fora pilhas usadas, siga as instruções do fabricante. 
Contacte a IBM se o relógio de tempo real começar a atrasar. (4) 

CUIDADO: 
Para desligar a alimentação do 2109 Modelo M12, desligue 
ambos os cabos de alimentação. (5) SJPTG6~-

!Q3:1 Úv ·c:5 -C J­
C.F ,,,1 - CC I L. o 
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Russian 

.. , 

3aMe'iaHMSI no TeXHMKe 6e3onaCHOCTM 

B 3TOH KH11re BCTpe'iaiOTCSl 3BM8'iBHI1Sl no T8XHI1K8 6eaonaCHOCTI1. 

• 3aMe'iaHI1Sl noA aaronoBKOM OnacHo npeAynpeJKAaiOT o6 yc110BI1SlX 111111 
onepaL.~11RX, KOTOpble, MOryT nOB118'ib 3a co6oit CMepTHble C11Y'iB1111fll1 
cepb83Hb18 TPBBMbl . 

• 3aMe'laHI1R noA aaro11oBKOM OcTOpO>KHO npeAynpeJKABIOT o6 yc110BI1RX 111111 
onepaL.~11RX, KOTOpble MOryT SlBI1TbCSl npl1'li1HOH TpaBM, HO He np11B8AYT Hl1 K 

< ~<J" ',, 
CMepTHbiM CflY'iBSlM, Hl1 K OC060 cepbe3HbiM nopa>K8HI1RM . 

• 3aMe'iBHI1R nOA aaronOBKOM BHIIIMBHIIIe npeAynpeJKABIOT 06 YC110BI1RX 111111 
onepaL.~11SlX, KOT0pb18 MOryT npi1B8CTI1 K nop'ie KOMnbiOTepOB, o6opyAOBBHI1R 
111111 nporpaMM. ~~' /,. 

>~ ""\ 
. ~ 
. ' 

'-IT06bl HBHT11 nepeBOA HY>KHOrO 3aMe'iBHI1R, CMOTpi1Te HOMep, yKa3aHHbiH B 
CK06Kax B KOH1.18 3TOrO 3aM8'lBHI1R, Hanp11Mep, (1 ). 

. ·.·· 

_____ j , / 

OCTOPO>KHO: 

OCTOPO>KHO: 
Y 3TOrO 6nOKa MOJKeT 6b1Tb ABa WHypa nMT3HMR. 'iT06bl nonHOCTbiO 
OTKniO'lMTb nMT3HMe, OTC08AMHMT8 o6a WHypa. (1) 

OCTOPO>KHO: 

CC 
M 
o .... 
Q. 
CX) 

z 
Q. 

B CWA cneAyeT npMMeHRTb TOnbKO 6noKM GBIC M onToaonoKOHHble 
yCTpOMCTaa, OTB8'13IOILIM8 Tpe6oaaHMIIM CT3HA3PTOB FDA no ypOBHIO 
M311y'!eHMR, CFR 21 , noApa:JAen J. 
B APYrMX CTpaHax cneAyeT npMMeHRTb TonbKO 6noKM GBIC M onToaonoKOHHble 
yCTpoi'ícTaa, OTBe'laiOU4Me Tpe6oaaHMRM cTaHAapTa IEC 825-1. OnTM'IeCKMe 
ycTpOMCTBa, He OTB8'1310114M8 3TMM CT3HA3pTaM, MOryT M3ny'I3Tb CBeT, 
onacHbiM AnR rna3. (2) & 
OCTOPO>KHO: SJ000338 

HeocTopolKHOe o6pa114eHMe c nMTMeaoit 6aTapeeit MOJKeT npMaecTM K noJKapy , 
B3pb1BY MnM cepbe3HbiM oJKoraM. He 3apRJKaitTe M He pa36MpaitTe 6aTape10, 
He HarpeaaitTe ee AO TeMnepaTJpbl Bblwe 1 oo·c (212"F) , He naRitTe M He CJKM­
rai'íTe ee, He AOnycKaMTe KOHTaKTa COAeplKMMOrO 6aTapeM C BOAOM. EõeperMTe 
OT AeTeit. 3aM8HRHT8TOnbKO Ha 6aTape10 C KOAOM, COOTB8TCTBYIOU4MM aaweit 
CMCTeMe. npMMeHeHMe Apyroit 6aTapeM MOlKeT npMB8CTM K B3pb1BY Mn M 
nolKapy. npM nOAKn10'18HMM 6aTapeM 06R3aTenbHO C06niOA3MTe nonRpHOCTb. 
YTMnM3MpyitTe 6aTape10 B COOTB8TCTBMM C M8CTHbiM 33KOHOA3TenbCTBOM. (3) 

SJRUS347 

nplll HenpaBIIIJlbHOIIí 33M8H8 6aTapeViKIII B03M0)1(8H 83pbiB. Bce 

IIICnOilb30BaHHbl8 6aTapeViKIII CJ18AY8T YTIIIIllll3lllpOB3Tb B COOTB8TCTBIIIIII C 

IIIHCTPYKLJ,III5lMIII 1113rDTOBIIITen5l. Ecn111 '-laCbl peanbHOro speMeHIII Ha'-IHYT 

OTCTaBaTb, o6paw,aViT8Cb B IBM. {4) 

OCTOPO>KHO: 
l.JT06bl OTKniO'-liiiTb mHaHIIIe 2109 Model M 12, oTcOeAIIIHIIITe o6a wHypa 

m1TaHIII5l . {5) 

SJRUS699 
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·,...-:."t..o .... :< ·.'fJ ... :... 

Bezpecnostné oznamy 

VYS.rRAHA: 

Bezpeénostné oznamy sa nachádzajú vsade v tejto knihe. 

o Oznam o nebezpeéenstve vás varuje pred stavmi a postupmi, ktoré môzu mal' za 
následok smrt' alebo váZne osobné zranenie. 

o yYstraha vás varuje pred stavmi a postupmi, ktoré môzu spôsobit' osobné 
zranenie, ktoré nie je ani smrtel'né ani extrémne nebezpecné. 

o Upozornenie vás varuje pred stavmi a postupmi, ktoré môzu spôsobit' 
poskodenie strojov, zariadenia alebo programov. 

Pozadovany preklad nájdete podl'a referenéného éísla v zátvorkách, napríklad (1 ), 
ktoré sa nachádza na konci kaZdého oznamu. 

VYSTRAHA: 
Táto jednotka môie maf dva napájacie káble. Aby ste odstránili vsetko napájanie, 
odpojte obldva káble. (1) 

vYSTRAHA: 

<D 

"' o 
~ co 
z 
0.. 

V Spojenych státoch pouiívajte len jednotky GBIC alebo optické produkty, 
k1oré vyhovujú radiacnym standardom FDA, 21 CFR podkapitola J. 
V ostatnych krajinách pouiívajte len jednotky GBIC alebo optické produkty, 
k1oré vyhovujú IEC standardu 825-1. Optické produkty, k1oré nevyhovujú 
cymto standardom, môiu produkovaf iiarenie, 
k1oré je nebezpecné pre oéi. ·;&, (2) 

' SJ000338 

vYSTRAHA: 
Lítiová batéria môie spôsobit' poiiar, yYbuch alebo silné popálenie. 
Nedobíjajte, nerozoberajte, nezohrievajte nad 1 oo•c, nespájkujte priamo 
élánky, nespafujte ani nesypte obsah élánkov do vody. Drite mimo dosah 
detí. Nahradzujte ju len batériou s éíslom dielu, k1oré je uvedené pre vás 
systém. Pouiitie inej batérie môze znamenat' riziko poziaru alebo yYbuchu. 
Batéria je polarizovaná; nepokúsajte sa vymenif polaritu. Batérie sa zbavte 
podfa miestnych predpisov. (3) 

SJSLK347 

Ak je batéria nesprávne vymenená, existuje nebezpecenstvo vybuchu. Vsetky 
pout'ité batérie musia byt' znehodnotené v súlade s pokynmi vyrobcu. 
Ak hodiny reálneho casu zacínajú meskat', obrát'te sana IBM. (4) 

V'Í'STRAHA: 
Ak chcete odstránit' napájanie pre 2109 Model M12, odpojte obidva napájacie 
káble . (5) 

SJSKY699 
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Slovenian 

Opombe o varnosti 

OPOZORILO: 

Opombe o varnosti so natisnjene na vec mestih v tej knjigi. 

• Opomba o nevarnosti vas opozarja na stanja ali postopke, ki lahko povzrocijo 
smrt ali resne osebne poskodbe. 

• Opomba o previdnosti vas opozarja na stanja ali postopke, ki 
lahko povzrocijo osebne poskodbe, ki pa niso smrtne ali zelo hude. 

• Varnostno opozorilo vas opozarja na stanja ali postopke, ki lahko povzrocijo 
poskodbe na strojih, opremi ali programski opremi. 

Referencne stevilke v oklepajih, na primer (1), na koncu vsakega opozorila 
vpcrabite za uskladitev z zelenim prevodom. 

OPOZOfm..O; 
Ta ectota !ma Ll'.bt.:o d•a prlkljucka za omrezno napetost. Ce zelite v 
celoti odstraoil:i napa,ianje, izkljucite oba napajalna kabla. (1) 

"' "' o 
-g_ 

"' 
z c. 

, _______________ ...J 

~OZORlLO: 

V ZDA. uporabljaitc te, enote GBIC ali izdelke z opticnimi vodniki, ki se 
skladaio s standaro~ IFDA, 21 CFR podpoglavje J. Drugje po svetu 
U\l'<lt"abljajte !e anote GRIC ali izdelke z opticnimi vodniki, ki se skladajo s 
standardom EC 82:5-1. Opliéni izdelki, ki se ne skladajo s temi standardi, 
(ah@cG ru:idajajc svetlobo., A.i je skodljiva ocem. f' JS... i (2) 

-~ SJ000338 

OPOZORJLO: 
Litijevill ba.tedja' lahS(O pouz:roci pozar, eksplozijo ali resne opekline. Zato 
je :r:nGVêl! ne po.Cnite, mzst«vite, segrevajte na temperature nad 1oo•c (212.F), 
prispajY.aj'Ln ~asredno ~a celico, sezgite ali izpostavljajte vsebine vodi . 
.Hranitujo l':a((o, da do nje rte bodo imeli dostopa otroci. Zamenjajte jo le s 
sestavnim delam, kalterega .Stevilka je podana za vas sistem. Uporaba druge 
haterije lahko povzroei ~oiar ali eksplozijo. Spojnik baterije je polariziran; 
ne-: poslcusajte: z:.ame-nj;a(~ p!Naritete. Baterijo odvrzite v skladu z 
kt~:tlnfmi predpi-st. l~.~ 

SJSLV347 

Ce baterije ne vstavi'íe na pravilno mesto, lahko pride do eksplozije. Vse 
izrabljene bate.rii'-:: morate usmetisCiti v skladu z navodili proizvajalca. 
ée ura dejanske9a casa zacne zaostajati, se obrnite na IBM. (4) 

OPOZORILO: 
ée t'elite odstraniti napajanje za model M12 racunalnika 2109, izkljucite 
oba napajalna kabla. (5) 

SJSLV699 
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Avisos de seguridad 

. /"-..~'/ ;· ,, . ,.,_,,. 
.......,_!:.___ .. ~..-'/ 

Los avisos de seguridad están impresos a lo largo de este manual. 

PRECAUCIÓN: 

• Un aviso de Peligro te avisa sobre condiciones o procedimientos que pueden causar 
la muerte o provocar danos personales graves. 

• Un aviso de Precaución te avisa sobre condiciones o procedimientos que pueden 
causar danos personales que no provocan la muerte ni son muy peligrosos. 

• Un aviso de Atención avisa sobre condiciones o procedimientos que pueden causar 
danos en máquinas, equipo o programas. 

Utilice los nombres de referencia en paréntesis como, por ejemplo, (1) que se 
encuentran ai final de cada aviso para saber cuál es la traducción deseada. 

PRECAUCIÓN: 
Esta unidad puede tener dos cables eléctricos. Para eliminar toda la alimentación, 
desconecte los dos cables. (1) 

& 
I PSU'%' I PõU2 I I IA 

>240V-

PRECAUCI N: 

<D 
M 
o 
~ 
"' z 
c.. 

En los Estados Unidos utilice solamente unidades GBIC o productos de 
Fibra óptica que cumplan con los estándares de rendimiento de radiación de 
FDA, 21 CFR Subcapítulo J. A nivel internacional, utilice solamente unidades 
GBIC o productos de Fibra óptica que cumplan con el estándar 825-1 de I EC. 
Los productos ópticos que no cumplan dichos estándares . A 
pueden emitir luz perjudicial para la vista. (2) -~ 

SJ000338 

PRECAUCIÓN: 
Una bateria de titio puede provocar incendios, explosiones o quemaduras 
graves. No se debe recargar, desmontar, calentar por encima de los 100 oc 
(212 °F), soldar directamente a la célula, incinerar ni exponer a humedades. 
Manténgase fuera del alcance de los niiios. Sustituya solamente con el 
número de pieza especificado para su sistema. El utilizar otra bateria puede 
implicar peligro de incendio o explosión. El conectar de la bateria está 
polarizado; no intente invertir la polaridad. Deseche la bateria de acuerdo a 
las regulaciones locales. (3) 

S JS PA347 

Existe riesgo de explosión si la bateria se sustituye de forma incorrecta. Todas 
las baterias usadas deben desecharse de acuerdo con las instrucciones del 
fabricante. Póngase en contacto con IBM si el reloj de tiempo real comienza 
a atrasarse. (4) 

PRECAUCIÓN: 
Para desconectar el conmutador 2109 Modelo M12 de la corriente eléctrica, 
desenchufe los dos cables de alimentación. (5) 

SJSPA699 
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Swedish 

;."-......".,. 

;>~~~~~~." 

Sãkerhetsinformation 

Vr'tRr!JI\\IG:. 

Den hãr boken innehâller sãkerhetsinformation. 

• Meddelanden som féiregâs av arde! F ara vamar for tillstând eller procedurer som kan 
orsaka déid eller allvarlig personskada. 

• Meddelanden som féiregâs av arde! Varning varnar féir tillstând eller procedurer som 
kan orsaka personskada som ãr vare sig déidlig eller extremt hãlsovâdlig. 

• Meddelanden som féiregâs av arde! Obs vamar féir tillstând eller procedurer som kan 
orsaka skada pâ datorer, utrustning eller program. 

Anvãnd referensnumren inom parentes i slutet av varje meddelande, t ex (1), féir en viss 
éiversãttning. 

VARNING: 
Den hãr enheten kan ha tvâ nãtkablar. Koppla ur bâda nãtkablarna sã att ali 
strom bryts. (1) 

VARNING: 
I V.S~ ska enct.l GBIC ...... , elfer fl~ptiska produkter som uppfyller 
fiOií\~darder fõr strttning, 21 CFR avsnitt J, anvãndas. lnternationellt 
sita endas:t GBIC-enhlltweller fiberoptiska enheter som uppfyller 
IEC-standud 825-1 anvãnclaLQp.tiska produkter som inte uppfyller 
standardei'TtQ' kar? ~~_.ir.Udligt for ogonen. ·~ (2) 

SJ000338 

VARNING: 

Litiumbatterier kan orsaka brand, expfosioner eller allvarliga brãnnskador. 
6~riet fâr inte laddas om, hetla upp ti li me r ãn 100 grader celsius eller 
làlsm•ãr. Battericellen fâr int•leda&diFekt pâ eller brãnnas, och dess 
inn~'zU fãr in.te utsãttas for vatten. Làt inte barn leka med batterierna. 
Er.s;ã!.' :b&l·.li n"~a~ batterier rned ............,..et som gãller for det systern du 
alllVãnder. Det ku;~ -innebãra risk fãf'efdSYâda eller explosion att anvãnda 
~ batteri av annan typ. Forsok aldrig kasta orn batteriets poler. Folj lokala 
n.il}.õforeskrifter nãr d-u sJãnger batteriet. (3) 

SJSWE347 

De:t R-nns fara ror exp~:;1sinn om bat..teriet byts ut pa ett felaktigt satt. Slang 
det arn:Ifuda béiitr::!f&!l ~ en1íghet med Wlverkarens anvisningar. 
Konl:a.l;::J.':a IHM cm11'-l;ockan bi:irjar ga langsammare. (4) 

VAH1iJ'i>JG: 
Bryt s:tromme.n till 2109 modell M12 genom att koppla ur bada stromkablarna. (5) 

SJSVE699 
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Notices 

This information was developed for products and services offered in the U. S. A. 

IBM may not offer the products, services, or features discussed in this document in 
other countries . Consult your local IBM representative for information on the 
products and services currently available in your area. Any reference to an IBM 
product, program, or service is not intended to state or imply that only that IBM 
product, program, or service may be used. Any functionally equivalent product, 
program, or service that does not infringe on any IBM intellectual property right may 
be used instead. However, it is the user's responsibility to evaluate and verify the 
operation of any non-IBM product, program, or service. 

IBM may have patents or pending patent applications covering subject matter 
described in this document. The furnishing of this document does not give you any 
license to these patents. You can send license inquiries, in writing to: 

IBM Director of Licensing 
IBM Corporation 
North Castle Drive 
Armonk, N. Y 10504-1785 
U.S.A. 

The following paragraptl does not apply to the United Kingdom or any other 
country where such provisions are inconsistent with local law: 
INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS 
PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS 
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES 
OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A 
PARTICULAR PURPOSE. Some states do not allow disclaimer of express or 
implied warranties in certain transactions, therefore, this statement may not apply to 
you. 

This information could include technical inaccuracies or typographical errors. 
Changes are periodically made to the information herein; these changes will be 
incorporated in new editions of the publication. IBM may make improvements and/or 
changes in the product(s) and/or the program(s) described in this publication at any 
time without notice. 

Any references in this information to non-IBM Web sites are provided for 
convenience only and do not in any manner serve as an endorsement of those 
Web sites. The materiais at those Web sites are not part of the materiais for this 
IBM product and use of those Web sites is at your own risk. 

IBM may use or distribute any of the information you supply in any way it believes 
appropriate without incurring any obligation to you. 
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Trademarks 
The following terms are trademarks of the lnternational Business Machines 
Corporation in the United States, ~th:~~co~~· or both: 

, / _n \f'\) ·. 
IBM : \_( . ~l . ... · , 

TotaiStorage . l., \ · · ~\ 1 
.. r-· '• "· ' ' 

Other company, product, or service n~~e trademarks or service marks of 
others. ~-,·~.-.:._.J 

Electronic emission statements 
This section gives the electronic emission notices or statements for the United 
States and other countries. 

Federal Communications Commission (FCC) statement 
This equipment has been tested and found to comply with the limits for a class A 
digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to -~ 

provide reasonable protection against harmful interference when the equipment is , _____. 
operated in a commercial environment. This equipment generates, uses, and can 
radiate radio frequency energy and, if not installed and used in accordance with the 
instruction manual, may cause harmful interference to radio communications. 
Operation of this equipment in a residential area is likely to cause harmful 
interference, in which case the user will be required to correct the interference at 
his own expense. 

Properly shielded and grounded cables and connectors must be used in order to 
meet FCC emission limits. IBM is not responsible for any radio or television 
interference caused by using other than recommended cables and connectors or by 
unauthorized changes or niodifications to this equipment. Unauthorized changes or 
modifications could void the user's authority to operate the equipment. 

This device complies with Part 15 of the FCC Rules. Operation is subject to the 
following two conditions: (1) this device may not cause harmful interference, and (2) 
this device must accept any interference received, including interference that may 
cause undesired operation. 

lndustry Canada compliance statement 
Avis de conformite a la reglementation d'lndustrie Canada: Cet appareil 
numerique de la classe A est conform a la norme NMB-003 du Canada. 

Chinese Class A compliance statement 

Attention: This is a Class A statement. In a domestic environment, this product 
might cause radio interference in which case the user might be required to take 
adequate measures. 
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European Community compliance statement 
This product is in conformity with the protection requirements of EC Council 
Directive 89/336/EEC on the approximation of the laws of the Member States 
relating to electromagnetic compatibility. IBM cannot accept responsibility for any 
failure to satisfy the protection requirements resulting from a non-recommended 
modification of the product, including the fitting of non-IBM option cards. 

This product is in conformity with the EU council directive 73/23/EEC on the 
approximation of the laws of the Member States relating to electrical equipment 
designed for use within certain voltage limits. This conformity is based on 
compliance with the following harmonized standard: EN60950. 

This product has been tested and found to comply with the limits for class A 
lnformation Technology Equipment according to European Standard EN 55022. The 
limits for class A equipment were derived for commercial and industrial 
environments to provide reasonable protection against interference with licensed 
communication equipment. 

Attention: This is a class A product. In a domestic environment, this product may 
cause radio interference in which case the user may be required to take adequate 
measures. 

Where shielded or special cables (for example, cables fitted with ferrites) are used 
in the test to make the product comply with the limits: 

Properly shielded and grounded cables and connectors must be used in order to 
reduce the potential for causing interference to radio and TV communications and 
to other electrical or electronic equipment. Such cables and connectors are 
available from IBM authorized dealers. IBM cannot accept responsibility for any 
interference caused by using other than recommended cables and connectors. 

Germany compliance statement 
Zulassungsbescheinigung laut Gesetz ueber die elektromagnetische 

Vertraeglichkeit von Geraeten (EMVG) vom 30. August 1995. 

Dieses Geraet ist berechtigt, in Uebereinstimmung mit dem deutschen EMVG das 

EG-Konformitaetszeichen - CE - zu fuehren. 

Der Aussteller der Konformitaetserklaeung ist die IBM Deutschland. . .. 

lnformationen in Hinsicht EMVG Paragraph 3 Abs . (2) 2: 

Das Geraet erfuellt die Schutzanforderungen nach EN 50082-1, uod E.~055022 
Klasse A. .., -----
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EN 55022 Klasse A Geraete beduerfen folgender Hinweise: 

Nach dem EMVG:_IPI 

"Geraete duerfen an Orten, fuer die sie nicht ausreichend entstoert sind, nur mit 
besonderer Genehmigung des Bundesministeriums fuer Post und 
Telekommunikation oder des Bundesamtes fuer Post und Telekommunikation 
betrieben werden. Die Genehmigung wird erteilt, wenn keine elektromagnetischen 
Stoerungen zu erwarten sind." (Auszug aus dem EMVG, Paragraph 3, Abs.4) 

Dieses Genehmigungsverfahren ist nach Paragraph 9 EMVG in Verbindung mit der 
entsprechenden 

Kostenverordnung (Amtsblatt 14/93) kostenpflichtig . 

Nach der EN 55022: 

"Dies ist eine Einrichtung der Klasse A. Diese Einrichtung kann im Wohnbereich 
Funkstoerungen verursachen. in diesem Fali kann vom Betreiber verlangt werden, 
angemessene Massnahmen durchzufuehren und dafuer aufzukommen." 

Anmerkung: 

Um die Einhaltung des EMVG sicherzustellen, sind die Geraete wie in den 
Handbuechern angegeben zu installieren und zu betreiben. 

Japanese Voluntary Control Council for lnterference (VCCI) class 1 
statement 

;::_ O)~~~;L m~!BlP!!~iif~ití~~~'&@ .3:J>i.ifitlthh~~ (V C C I) O)~~ 
f:::t!-:5. < ? 57-- A ~$fit.Hfj~fi"'E9. = O)~fl:~*n!!iifí"'Eit.lfl9 ~C:_ ~i& 
~~rtiJI ~~::::. 9 :::_ ct.l~d; I'J *-9. :::_ O)~"i5"+:~J:.~Jfl~:b~lOOiJ.ItJ:M~~~9 
9J::. -s ~::1<:~ng :::_ e:n~d; I'J *-9. 

Korean Government Ministry of Communication (MOC) statement 
Please note that this device has been approved for business purposes with regard 
to electromagnetic interference. lf you find that this is not suitable for your use, you 
may exchange it for one with a non-business use. 

Taiwan class A compliance statement 

~~~: 

~~~~~~m~~·~~ff~~~~~m 

fF.t • '6J§g~€axlt~T~ · :tbã;m!fflm"'f · 
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Glossary 

This glossary providas definitions for the Fibre 
Channel and switch terminology used for the IBM 
2109 Model M12. This glossary also providas 
definitions for the Fibre Channel and switch 
terminology used for the IBM TotaiStorage SAN 
Cabinet 2109 Model C36. 

This glossary defines technical terms and 
abbreviations used in this document. lf you do not 
find the term you are looking for, see the IBM 
Glossary of Computing Terms located at 
www.ibm.com/networking/nsg/nsgmain.htm 

This glossary also includes terms and definitions 
from: 

lnformation Technology Vocabulary by 
Subcommittee 1, Joint Technical Committee 1, 
of the lnternational Organization for 
Standardization and the lnternational 
Electrotechnical Commission (ISO/IEC 
JTC1/SC1). Definitions are identified by the 
symbol (I) after the definition; definitions taken 
from draft international standards, committee 
drafts, and working papers by ISO/IEC 
JTC1/SC1 are identified by the symbol (T) after 
the definition, indicating that final agreement 
has not yet been reached among the 
participating National Bodies of SC1. 

• IBM Glossary of Computing Terms. New York: 
McGraw-Hill, 1994. 

The following cross-reference conventions are 
used in this glossary: 

See Refers you to (a) a term that is the 
expanded form of an abbreviation or 
acronym, or (b) a synonym or more 
preferred term. 

See also 
Refers you to a related term. 

8b/10b encoding. An encoding scheme that converts 
each 8-bit byte into 1 O bits. Used to balance ones and 
zeros in high-speed transports 

16-port card. The Fibre Channel port card provided 
with the 2109 Model M12. Contains 16 ports and lhe 
corresponding light-emitting diodes (LEDs) . See also 
port card. 

access contrai list (ACL). Enables an organization to 
bind a specific worldwide name (WWN) to a specific 
switch port or set of ports, preventing a port in another 
physical location from assuming lhe identi ty of a real 
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WWN. Can also refer to a list of lhe <read/write access 
of a particular community string. See also device 
connection contrais. 

account levei switches. Switches that have four login 
accounts into the operating system (in descending 
arder): root, factory, admin, and user. See also admin 
account. 

ACL. See access controllist. 

address identifier. A 24-bit or 8-bit value used to 
identify the source or destination of a trame. 

admin account. A login account intended for use by 
the customer to control switch operation. See also 
account leve/ switches. 

alias. An alternate name for an element or group of 
elements in the fabric. Aliases can be used to simplify 
the entry of port numbers and worldwide names 
(WWNs) when creating zones. 

alias address identifier. An address identifier 
recognized by a port in addition to its standard identifier. 
An alias address identifier can be shared by multiple 
ports. 

alias AL_PA. An arbitrated loop physical address 
(AL_PA) value recognized by a loop port (L_port) in 
addition to the AL_PA assigned to the port. See also 
arbitrated /oop physical address. 

alias server. A fabric software facility that supports 
multicast group management. 

AL_PA. See arbitrated /oop physica/ address. 

American National Standards lnstitute (ANSI). The 
governing body for Fibre Channel standards in the 
U.S.A. 

ANSI. See American National Standards lnstitute. 

API. See application programming interface. 

application programming interface (API). A defined 
protocol that allows applications to interface with a set 
of services. 

application-specific integrated circuit (ASCI). In 
computer chip design, an integrated circuit created by 
first mounting an array of unconnected logic gates on a 
substrate and later connecting these gates in a 
particular config~ration for a specific application . This 
design approach allows chips for a variety of 
applications to be made from the sam~ ger:1eric gate 
array, thereby reducing production cost,s, .J li" c . ..; ~ 'l-c -

ARB. See arbitra te primitive signal. ~.! ~ 11 • CC : ..... .., 
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arbitrate primitive signal (ARB). A primitive signal beacon. When ali lhe port light-emitting diodes (LEDs) 
that is transmitted as lhe fi li word by a loop port {L_port) ·' - . · or1 a switch are sei to flash from one side of lhe switch 
to indicate that lhe L_port is arbitrating to access to 'fhe· ·. ;/'lto the other, to enable identification of an individual 
loop. Applies only to the arbitrated loop topology. . · · · ,....~~ .:_;~Witch in a large fabric. A switch can be set to beacon 

' ·· ~__.;~ ~ bl lelr;~et command or through Web Tools. 
arbitrated loop. A shared 100 MBps Fibre Channe1 \ · ~- .. ; 
transpor! structured ~s a loop and supporting up to 1~6~ (\jE_). ·_,· i 1 

_ing runnin~ disparity. The ~isparity at lhe 
dev1ces and one fabnc attachment. A port must ~' i;:·;4r m1tter or rece1ver when the spec1al character 
successfully arbitrate before a circuit can be --~ 7 sociated with an ordered set is encoded or decoded. 
established. See also disparity. 

arbitrated loop physical address (AL_PA). An 8-bit 
value used to uniquely identify an individual port within 
a loop. A loop can have one or multiple AL_PAs. 

arbitration wait timeout value (AW_ TOV). The 
minimum time an arbitrating loop port {L_port) waits for 
a response before beginning loop initialization. 

area number. A number that is assigned to each 
potential port location in the switch. Used to distinguish 
ports that have lhe same port number but are on 
different port cards. 

ASIC. See application-specific integrated circuit. 

asynchronous transfer mode (ATM). A broadband 
technology for transmitting data over local area 
networks (LANs) or wide area networks (WANs), based 
on relaying cells of fixed size. Provides any-to-any 
connectivity, and nades can transmit simultaneously. 

ATM. See asynchronous transfer mode. 

auto-negotiate speed. Process that allows two 
devices at either end of a link segment to negotiate 
common features, speed (for example, 1 Gbps or 2 
Gbps) and functions. 

autoranging. A power supply that accommodates 
different input voltages and line frequencies. 

autosense. Process during which a network device 
automatically senses lhe speed of another device. 

AW_TOV. See arbitration wait timeout value. 

backup FCS switch. The switch or switches assigned 
as backup in case lhe primary fabric configuration 
server (FCS) switch fails. See also fabric configuration 
server switch and primary FCS switch. 

bandwidth. (1) The total transmission capacity of a 
cable, link, or system. Usually measured in bits per 
second (bps). (2) The range of transmission frequencies 
available to a network. See also throughput. 

basic inpuUoutput system (BIOS). Code that controls 
basic hardware operations, such as interactions with 
diskette drives, hard disk drives, and lhe keyboard. 

BB_credit. See buffer-to-buffer credit. 
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BER. See bit error rate. 

BIOS. See basic input/output system. 

BISR. Built-in self·repair. 

bit error rate (BER). The rale at which bits are 
expected to be received in errar. Expressed as lhe ratio 
of error bits to total bits transmitted. See also error. 

blade. One component in a system that is designed to 
accept some number of components (blades). Blades 
could be individual servers that plug into a 
multiprocessing system or individual port cards that add 
connectivity to a switch. A blade is typically a hot 
swappable hardware device. See 16-port card. 

blind-mate connector. A two-way connector used in 
some switches to provide a connection between the 
system board and lhe power supply. 

block. As applies to fibre channel , upper-level 
application data that is transferred in a single sequence. 

bloom. Application-specific integrated circuit (ASIC) 
technology that the 2109 Model M12 is based on. 

boot flash. Flash memory that stores lhe boot code 
and boot parameters. The processar runs its first 
instructions from boot flash. Data is cached in random 
access memory (RAM). 

boot monitor. Code used to initialize lhe contrai 
processar (CP) environment after powering on. 
ldentifies lhe amount of memory available and how to 
access it, and retrieves information about system buses. 

British thermal unit (BTU). A measurement of heat 
produced in one hour. 

broadcast. The transmission of data from a single 
source to ali devices in lhe fabric, regardless of zoning. 
See also mu!ticast and unicast. 

BTU. See British thermal unit. 

buffer-to-buffer credit. The number of trames that 
can be transmitted to a directly-connected recipient or 
within an arbitrated loop. Determined by the number of 
receive buffers available. See also buffer-to-buffer flow 
contro/. 
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buffer-to-buffer flow control. ManagemJn~ of !t"!e/L,~ \ community (SNMP). A relationship between a simple 
trame transmission rate in either a point-tolpoint \J' ' ( network management protocol (SNMP) agent and a set 
topology or in an arbitrated loop. See also \ · ~- '\ '}t SNMP managers that defines authentication, access 
buffer-to-buffer credit. \, · \. •' control, and proxy characteristics. 
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CAM. Content addressable memory. / compact flash. Flash memory that stores the run-time 

cascade. Two or more interconnected Fibre Channel 
switches that can build large fabrics . Switches can be 
cascaded up to 239 switches, with a recommended 
maximum of seven inter-switch links (no path longer 
than eight switches). See also fabric and inter-switch 
link. 

central processing unit (CPU). A part of a computer 
that includes the circuits that control the interpretation 
and execution of instructions. A CPU in the circuitry and 
storage that executes instructions. Traditionally, the 
complete processing unit was often regarded as the 
CPU, whereas today the CPU is often a microchip. In 
either case, the centrality of a processar or processing 
unit depends on lhe configuration of the system or 
network in which it is used. 

chassis. The metal trame in which the switch and 
switch components are mounted. 

circuit. An established communication path between 
two ports. Consists of two virtual circuits capable of 
transmitting in opposite directions. See also link. 

class 1. Service that provides a dedicated connection 
between two ports (also called connection-oriented 
service), with notification of delivery or nondelivery. 

class 2. Connectionless service between ports with 
notification of delivery or nondelivery. 

class 3. Connectionless service between ports without 
notification of delivery. Other than notification, lhe 
transmission and routing of class 3 trames is the same 
as class 2 trames. 

class F. Connectionless service for inter-switch control 
traffic. Provides notification of delivery or nondelivery 
between two expansion ports (E_ports) . 

class of service. A specified set of delivery 
characteristics and attributes for trame delivery. 

CLI. See command fine interface. 

CMI. Control message interface. 

comma. A unique pattern (either 1100000 or 0011111) 
used in 8b/1 Ob encoding to specify character alignment 
within a data stream. See also K28.5. 

command line interface (CLI). Interface that depends 
entirely on the use of commands, such as through 
Telnet or simple network management protocol (SNMP) , 
and does not involve a graphical user interface. 

operating system and is used like hard disk storage. Not 
visible within the memory space of the processar. Data 
is stored in file system format. Also called user flash . 

control processor (CP). The central processing unit 
that provides ali control and management functions in a 
switch. 

control processor card (CP card). The central 
processing unit of the 2109 Model M12, which contains 
two control processar (CP) card slots to provide 
redundancy. Provides Ethernet, serial, and modem ports 
with the corresponding light-emitting diodes (LEDs). 

core switch. A switch whose main task is to 
interconnect other switches. Also referred to as a 
backbone switch. See also edge switch. 

CP. See contra/ processar. 

CP card. See contrai processar card. 

CPLD. Complex programmable logic device. 

CPU. See central processing unit. 

CRC. See cyclic redundancy check. 

credit. When applied to a switch, the maximum 
number of receive buffers provided by a fabric port 
(F _port) or fabric loop port (FL_port) to its attached 
node port (N_port) or node loop port (NL_port), 
respectively, such that the N_port or NL_port can 
transmit trames without over-running the F _port o r 
FL_port. 

CSA. Canadian Standards Association. 

cut-through. A switching technique that al/ows the 
route for a trame to be selected as soon as the 
destination address is received. See also route. 

cyclic redundancy check (CRC). A check for 
transmission errors inc/uded in every data trame. 

data communications equipment (DCE) port. A port 
that is capable of interfacing between a data terminal 
equipment (DTE) port and a transmission circuit. DCE 
devices with an RS-232 (or EIA-232) port interface 
transmit on pin 3, and receive on pin 2. See also data 
terminal equipment (DTE) port. 

data rate. The rale at which data is transmitted or 
received from a device. lnteractive a!=Jplications tend to 
require a high data rate , while bat'215 âpJiilications,cap 
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data terminal equipment (DTE) port. A port that is 
capable of interfacing to a transmission circuit through a 
connection to a data communications equipment (DCE) 
port. DTE devices with an RS-232 (or EIA-232) port 
interface transmit on pin 3, and receive on pin 2_in.a 
9-pin connector (reversed in 25-pin connector:-sf'Sêe ; 

dual-fabric SAN. A storage area network (SAN) that is 
composed of two independent fabrics. Synonymous with 
multi-fabric SAN. The two-fabric architecture makes 
dual-fabric SANs redundant. 

DWDM. Dense wavelength digital multiplexing. 

also data communications equipment (DCE)tJ'arp-''""7 ~, _ 
:' / ., ~,'~- · . \ dynamic load sharing (DLS). Dynamic distribution of 

DB-9 connector. A 9-pin version of the ~~-i~' v "rt '1 .Jraffic over availabl~ paths. Allo~s for recomputing of 
interface. , .; \ . . fy.·· . outes when a fabnc port o r fabnc loop port (Fx_port) o r 

-, ";':;1~... ~~- expansion port (E_port) changes status. 
DCC. A de converter. · · .,, ·· '·' í \ • .·· · 

'~ dynamic random access memory (ORAM). A 
DCE port. See data communications equipment (bcEf) storage in which the cells require repetitiva application 
port. ot contrai signals to retain stored data. 

DOR. Double data rate. See data rate. 

defined zone configuration. The complete set of ali 
zone objects that are defined in the fabric. The defined 
configuration can include multiple zone configurations. 
See also enab/ed zone configuration and zone 
configuration. 

device. Hosts and storage that connect to a switch. 
Example devices are servers, redundant array of 
independent disks (RAIO) arrays, and tape subsystems. 

device connection contrais. Enables organizations to 
bind an individual device port to a set of one or more 
switch ports. Device ports are specified by a worldwide 
name (WWN) and typically represent host bus adapters 
(HBAs) (servers). See also access control/ists. 

DID. The 3-byte destination ID of the destination 
device, in the OxDomainAreaALPA formal. 

direct memory access (DMA). The transfer of data 
between memory and an input/output device without 
processar intervention. 

disparity. The relationship of ones and zeros in an 
encoded character. Neutra/ disparity means an equal 
number of each, positive disparity means a majority of 
ones, and negative disparity means a majority of zeros. 

DLS. See dynamic load sharing. 

DMA. See direct memory access. 

DNS. Distributed name server. 

domain_ID. Unique identifier for the switch in a fabric. 
Usually automatically assigned by the switch, but can 
also be assigned manually. Can be any value between 
1- 239. 

ORAM. See dynamic random access memory. 

DTE port. See data terminal equipment (DTE) port. 

dual fabric. Two identical fabrics that allow 
redundancy in lhe event that one fabric fails . Use a dual 
fabric for mission criticai applications. 
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edge fabric. A single fabric that uses two or more 
switches as a core to interconnect multiple edge 
switches. Synonymous with dual-core fabric. See also 
resilient core. 

edge switch. A switch whose main task is to connect 
nodes into lhe fabric. See also core switch. 

E_D_TOV. See errar detect timeout va/ue. 

EE_credit. See end-to-end credit. 

effective zone configuration. The particular zone 
configuration that is currently in effect. Only one 
configuration can be in effect at once. The effective 
configuration is built each time a zone configuration is 
enabled. 

ElA. Electronic lndustry Association. 

ElA rack. A storage rack that meets lhe standards set 
by lhe Electronics lndustry Association (ElA). 

electromagnetic compatibility (EMC). The design 
and test of products to meet legal and corporate 
specifications dealing with lhe emissions and 
susceptibility to frequencies in the radio spectrum. 
Electromagnetic compatibility is the ability of various 
electronic equipment to operate properly in the intended 
electromagnetic envi ron ment. 

electromagnetic interference (EMI). Waves of 
electromagnetic radiation, including but not limited to 
radio frequencies , generated by lhe flow of electric 
current. 

electrostatic discharge (ESD). The flow of current 
that results when objects having a static charge come 
into close enough proximity to discharge. 

ELP. Extended link parameters. 

ELWL. See extra /ong wavelength. 

EMC. See e/ectromagnetic compatibility. 

EMI. See e/ectromagnetic interference. 
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enabled zone configuration. The currently e!,l(;;~d_ t--·/"·~;~llçation to switches in the fabric over an out-of-band 
configuration of zones. Only one configuration pan ~~~ ~ 1CftiP connection or in-band using an IP-capable host 
enabled at a ti~e. S_ee also defined zone confi(lur~_tiào \ tlus 1dapter (HBA). 
and zone conf1gurat10n. \ ·~ · 
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•. \ . F~ric Assist. A feature that enables private and 

end port. A port on an edge switch that connects~ ~-'f:}ublic hosts to access public targets anywhere on the 
device to the fabric . · ' fabric, provided they are in the same Fabric Assist zone. 

end-to-end credit (EE_credit). The number of receive 
buffers allocated by a recipient port to an originating 
port. Used by class 1 and class 2 services to manage 
the exchange of frames across the fabric between 
source and destination. See also end-to-end flow contra/ 
and buffer-to-buffer credit. 

end-to-end flow control. Governs flow of class 1 and 
class 2 trames between node ports (N_ports). See also 
end-to-end credit. 

E_port. See expansion port. 

error. As applies to fibre channel, a missing or 
corrupted trame, timeout, loss of synchronization, or 
loss of signal (link errors). See also /oop failure. 

error detect timeout value (E_D_ TOV). The time that 
the switch waits for an expected response before 
declaring an error condition. Adjustable in 1 
microsecond increments from 2 - 1 O seconds. 

ESD. See electrostatic discharge. 

exchange. The highest levei Fibre Channel 
mechanism used for communication between node 
ports (N_ports). Composed of one or more related 
sequences, and can work in either one ar both 
directions. 

expansion port (E_port). A port is designated an 
expansion port (E_port) when it is used as an 
inter-switch expansion port to connect to the E_port of 
another switch, to build a larger switch fabric. 

Extended Fabrics. A feature that runs on Fabric 
operating system (OS) and allows creation of a Fibre 
Channel fabric interconnected over distances of up to 
100 km (62.14 mi). 

extra long wavelength (ELWL). Laser light with a 
periodic length greater than 1300 nm (for example, 
1420 ar 1550). ELWL lasers are used to transmit Fibre 
Channel data over distances greater than 1 O km. Also 
known as XLWL. 

fabric. A network that uses high-speed fibre 
connections to connect switches, hosts, and devices. A 
fabric is an aclive, intelligent, nonshared interconnect 
scheme for nodes. 

:· ~ 

Fabric' Access. Allows lhe application to contrai the 
fabric directly for functions such as discovery, access 
(zoning) management, performance, and switch contrai . 
Consists of a host-based library that interfaces lhe 

fabric configuration server (FCS) switch. One or 
more designated switches that store and manage the 
configuration and security parameters for ali switches in 
the fabric. FCS switches are designated by worldwide 
name (WWN), and the list of designated switches is 
communicated fabric-wide. See also backup FCS 
switch, primary FCS switch. 

fabric login (FLOGI). The process by which a device 
gains access to lhe fabric. 

fabric loop port (FL_port). A fabric port that is loop 
capable. Used to connect node loop ports (NL_ports) to 
the switch in a loop configuration. 

Fabric Manager. A feature that allows the storage 
area network (SAN) manager to monitor key fabric and 
switch elements, making it easy to quickly identify and 
escalate potential problems. lt monitors each element 
for out-of-boundary values or counters and provides 
notification when defined boundaries are exceeded. The 
SAN manager can configure which elements, such as 
error, status, and performance counters, are monitored 
within a switch. 

fabric mode. One of the modes for a loop port 
(L_port) . An L_port is in fabric mode when it is 
connected to a port that is not loop capable and is using 
fabric protocol. See also /oop port and /oop mode. 

fabric name. The unique identifier assigned to a fabric 
and communicated during login and port discovery. 

Fabric OS. An operating system made up of two 
software components: the firmware that initializes and 
manages the switch hardware, and diagnostics. 

fabric port (F _port). A port that is able to transmit 
under fabric protocol and interface over links. Can be 
used to connect a nade port (N_port) to a switch . See 
also fabric loop port and Fx_port. 

Fabric Watch. A feature that runs on Fabric operating 
system (OS) and allows monitoring and configuration of 
fabric and switch elements. 

failover. The act that causes contrai to pass from one 
redundant uni! to another. 

FAN. Fabric address notification. 

F C-AL. See Fibre Channel ar~a~F ·tg_d /~f.t_d) j 
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FC-AL-3. The Fibre Channel Arbitrated Loop standard Fibre Channel transport. A protocol service that 
defined by ANSI. Defined on top o f the FC-PH / . -. : ··-· · ~ supports communication between Fibre Channel service 
standards. .; \~ I '' pr.oviders. See also Fibre Channel service protocol. 

FCC. Federal Communications Commission. 

• .. ·y-.-=·j:<\ \ 
· , -"7 /1 \ t'telq replaceable unit (FRU). An assembly that is 

. \'; ' jr~~l ced in its entirety when any one of its components 

standard def1ned by ANSI. "·: ... · ~ e r field replaceable umts. 
FC-FLA. T~e Fibre Channel Fabric Loop Attach -.._~,......._ / fafl: . In some cases, a fie_ld replaceable unit can contain 

• ' ~ .. ~ 
, . . ;... I 

FCMGMT. Fibre Alliance Fibre Channel Manageme . . File Transfer protocol (FTP). In Transmission Control 

FCP. See Fibre Channel protoco/. 

FC-PDLA. The Fibre Channel Private Loop Direct 
Attach standard defined by ANSI. Applies to the 
operation of peripheral devices on a private loop. 

FC-PH-1 ,2,3. The Fibre Channel Physical and 
Signaling Interface standards defined by ANSI. 

FC-PI. The Fibre Channel Physical Interface standard 
defined by ANSI. 

FCS switch. See fabric configuration server switch. 

FC-SW-2. The second generation of the Fibre Channel 
Switch Fabric standard defined by ANSI. Specifies tools 
and algorithms for the interconnection and initialization 
of Fibre Channel switches in arder to create a 
multiswitch Fibre Channel fabric. 

Fibre Channel (FC). A technology for transmitting data 
between computer devices at a data rate of up to 4 
Gbps. lt is especially suited for attaching computer 
servers to shared storage devices and for 
interconnecting storage controllers and drives. 

Fibre Channel arbitrated loop (FC-AL). A standard 
defined on top of the FC-PH standard. lt defines the 
arbitration on a loop where severa! FC nodes share a 
common medium. 

Fibre Channel protocol (FCP). The protocol for 
transmitting commands, data, and status using Fibre 
Channel FC-FS exchanges and information units. Fibre 
channel is a high-speed serial architecture that allows 
either optical or electrical connections at data rales from 
265 Mbps up to 4-Gbps. 

Fibre Channel service (FS). A service that is defined 
by Fibre Channel standards and exists at a well-known 
address. For example, the Simple Name Server is a 
Fibre Channel service. See also Fibre Channel service 
pro toco/. 

Fibre Channel service protocol (FSP). The common 
protocol for ali fabric services, transparent to the fabric 
type or topology. See also Fibre Channel service. 

Fibre Channel shortest path first (FSPF). A routing 
protocol used by Fibre Channel switches. 
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protocol/lnternet protocol (TCP/IP), an application 
protocol used for transferring files to and from host 
computers. 

fill word. An IDLE or ARB ordered set that is 
transmitted during breaks between data trames to keep 
the Fibre Channel link active. 

firmware. The basic operating system provided with 
the hardware. 

FLA. Fabric loop attach. 

flash partition. Two redundant usable areas, called 
partitions into which firmware can be downloaded in the 
2109 Model M12. 

FLOGI. See fabric /ogin. 

FL_port. See fabric /oop port. 

F _port. See fabric port. 

frame. The Fibre Channel structure used to transmit 
data between ports. Consists of a start-of-frame 
delimiter, header, any optional headers, the data 
payload, a cyclic redundancy check (CRC), and an 
end-of-frame delimiter. There are two types of trames: 
link control trames (transmission acknowledgements, 
and so on) and data trames. 

trame delimiter. A part of an ordered set that marks 
trame boundaries and describes trame contents. See 
also ordered set. 

FRU. See field rep/aceab/e unit. 

FS. See Fibre Channel service. 

FSP. See Fibre Channe/ service protocol. 

FSPF. See Fibre Channel shortest path first. 

FTP. See File Transfer protoco/. 

full duplex. A mode of communication that allows the 
same port to simultaneously transmit and receive 
frames. See also half duplex. 

Fx_port. A fabric port that can operate as either a 
fabric port (F _port) or fabric loop port (FL_port). See 
also fabric port and fabric /oop port. 



gateway. Hardware that connects incompatible 
networks by providing the necessary translation for 

identified by the number of nines in that percentage. For 
· -···~ ... example, a switch that is rated at tive nines would be 

hardware and software. ,
1
. C!ilpable of operating 99.999 percent of lhe time without 

,. · \ "-\ . _fail~re. 

I ·' , \.). ·' . '. GBIC. See gigabit interface converter. f .n . 

1 \~; :._, • hib~ port count fabric. A fabric containing 100 o r 

~ , . · \:1~ore ports. 

~·~.n . ·y>:~t bus adapter (HBA). The interface card between 

Gbps. Gigabits per second. 

:._.):._....-a server or workstation bus and the Fibre Channel 
generic port (G_port). A generic port that can operate· · 

GBps. Gigabytes per second. 

as either an expansion port (E_port) or a fabric port 
(F _port) . A port is defined as a G_port when it is not yet 
connected or has not yet assumed a specific function in 
lhe fabric. 

gigabit interface converter (GBIC). A removable 
serial transceiver module designed to provide gigabaud 
capability for fibre channel (FC) and other products that 
use lhe same physical layer. -~~ 

........ "!:!.... .. 

gigabit switch. A 16-port, Fibre Channel ~-;g;b;?:::.. · 
switch. 

G_port. See generic port. 

half duplex. A mode of communication that allows a 
port to either transmit or receive trames at any time, but 
not simultaneously (with lhe exception of link control 
trames, which can be transmitted at any time). See also 
fui/ duplex. 

hard address. The arbitrated loop physical address 
(AL_PA) that a node loop port (NL_port) attempts to 
acquire during loop initialization. 

hardware translative mode. Method for achieving 
address translation. The two hardware translative 
modes that are available to a Quickloop-enabled switch 
are standard translative mode and Quickloop mode. 
See also standard translative mode and QuickLoop 
mode. 

HBA. See host bus adapter. 

heartbeat. Through clustering software, lhe application 
server continually communicates with the clustered 
spare using network heartbeats to indicate to lhe other 
machines that everything is operating correctly. This 
heartbeat is typically carried over a dedicated network 
for clustering traffic . In cases of a problem (for example, 
a software crash on lhe operational server or a 
hardware component failure) , a heartbeat link indicates 
to lhe other server that something has failed or is 
otherwise inoperative. lf that heartbeat is los!, lhe spare 
server takes over lhe function provided by lhe 
application service. Depending on lhe clustering 
software, either lhe entire server or only specific 
services on lhe server can be failed over or failed back. 

high availability. An attribute of lhe switch that 
identifies it as being capable of operating well in excess 
of 99 percent of the time. High availability is typically 

network. 

hot pluggable. A field replaceable unit (FRU) 
capability that indicates it can be extracted or installed 
while customer data is otherwise flowing in the chassis. 

hub. A Fibre Channel wiring concentrator that 
collapses a loop topology into a physical star topology. 
Nodes are automatically added to lhe loop when aclive 
and removed when inactive . 

IC bus. A serial, 2-wire bus used to monitor field 
replaceable unit (FRU) temperatures and contrai the 
system including blade power control. 

10. ldentification. 

108. Interface descriptor block. 

IOLE. Continuous transmission of an ordered set over 
a Fibre Channel link when no data is being transmitted, 
to keep the link aclive and maintain bit, byte, and word 
synchronization. 

IEC. lnternational Electrotechnical Commission. 

IETF. Internet Engineering Task Force. 

information unit (lU). A set of information as defined 
by either upper-level process protocol definition or 
upper-lever protocol mapping. 

initiator. A server or workstation on a Fibre Channel 
network that initiates communications with storage 
devices. See also target. 

in-order delivery (100). A parameter that, when set, 
guarantees that trames are either delivered in order or 
dropped. 

integrated fabric. The fabric created by six switches 
cabled together and configured to handle traffic as a 
seamless group. 

Internet protocol (IP). In lhe Internet suite of 
protocols, a connectionless protocol that routes data 
through a network or interconnected networks and acts 
as an intermediary between lhe higher protocol layers 
and lhe physical network. 

inter-switch link (ISL). A Fibre Ch'anl)ef link tnat----
"'".... )C. "- c connects two switches (a link from the expansion p>ol't - ; J -

(E_port) of one switch to lhe E_port cff,tandther)CQ, , dOC 
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100. See in-arder delivery. / :?:. , f . · 

IP. See internet protocol. / ··/~~;s.:.\\ ~ 
IPA. lnitial process associator. \ ~ /J.;;;) 
ISL. See inter-switch link. ( : i'(~ 
ISL Trunking. A teature lhat enables distriblJt'tc;Tn>-tot 
traffic over lhe combined bandwidth ot up to tour 
inter-switch links (ISLs) (between adjacent switches), 
while preserving in-order delivery. A sei of trunked ISLs 
is called a trunking group; each port employed in a 
trunking group is called a trunking port. See also master 
port. 

isolated E_port. An expansion port (E_port) that is 
online but not operational between switches due to 
overlapping domain ID or nonidentical parameters such 
as error delay timeout values (E_D_ TOVs). See also 
expansion port. 

lU. See information unit. 

K28.5. A special 1 O-bit character used to indica te the 
beginning of a transmission word that performs fibre 
channel control and signaling functions. The tirst seven 
bits ot the character are lhe comma pattern. See also 
com ma. 

kernel flash. Flash memory lha! stores lhe bootable 
kernel code and is visible within lhe memory space of 
lhe processar. Data is stored as raw bits. 

key pair. In public key cryptography, a pair ot keys 
consisting of a public and private key of an entity. The 
public key can be publicized, but the private key must 
ba kept secret. 

LAN. See local area network. 

latency. The period of time required to transmit a 
trame, trom lhe time it is sent until it arrives. 

LED. See light-emitting diode. 

light-emitting diode (LED). A semiconductor chip that 
gives off visible or intrared light when activated. 

link. As applies to tibre channel, a physical connection 
between two ports, consisling of both transmit and 
receive fibers. See also circuit. 

link services. A protocol for link-related services. 

LIP. See loop initialization primitive. 

LM_ TOV. See loop mas ter timeout value. 

local area network (LAN). A computer network 
located on a user's premises within a limited 
geographical area. (T) 
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logical unit number (LUN). An identitier used on a 
small computer systems interface (SCSI) bus to 
distinguish among up to eighl devices (logical units) with 
the same SCSI ID. 

long wavelength (LWL). A type ot tiber optic cabling 
that is based on 1300 mm lasers and supports link 
speeds ot 1.0625 Gbps. Can also reter to lhe type ot 
GBIC or SFP. See also short wavelength. 

loop. A contiguration ot devices that are connected to 
lhe tabric by way of a fabric loop port (FL_port) 
interface card. 

loop circuit. A temporary bidirectional communication 
path established between loop ports (L_ports). 

loop failure. Loss of signal wilhin a loop for any 
period of time, or loss of synchronization for longer than 
lhe limeout value. 

loop_ID. A hexadecimal value representing one of lhe 
127 possible arbitrated loop physical address (AL_PA) 
values in an arbitrated loop. 

loop initialization. The logical procedure used by a 
loop port (L_port) to discover its environment. Can be 
used to assign arbitrated loop physical address (AL_PA) 
addresses, detect loop failure, or reset a node. 

loop initialization primit ive (LIP). The signal used to 
begin initialization in a loop. lndicates either loop failure 
or resetting of a node. 

looplet. A sei of devices connected in a loop to a port 
that is a member of another loop. 

loop master timeout value (LM_ TOV). The minimum 
time that the loop master waits for a loop initialization 
sequence to return. 

loop mode. One of lhe modes for a loop port (L_port) . 
An L_port is in loop mode when it is in an arbitrated 
loop and is using loop protocol. An L_port in loop mode 
can also be in participating mode or nonparticipating 
mode. See also loop port, fabric mode, participating 
mode, and nonparticipating mode. 

loop port (L_port). A node port (NL_port) or fabric 
port (FL_port) that has arbitrated loop capabilities. An 
L_port can be either in fabric mode or loop mode. See 
also fabric mode , loop mode, nonparticipating mode, 
and participating mode. 

loop port state machine (LPSM). The logical entity 
that performs arbitrated loop protocols and defines the 
behavior of loop ports (L_ports) when they require 
access to an arbitrated loop. 

L_port. See /oop port. 

LPSM. See loop port state machine. 

LSR. Link state record . 
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f ; \~ '?- . _).., · onparticipating mode. A mode in which a loop port 
\ ·· \ \ . . . L_port) in a loop is inactive a~d cannot ~rbitrate or 
\ \ ./~ -.! send trames, but can retransm1t any rece1ved '·,,,Y, ~ - · transmissions. Thi_s mode is entered if_there are more 

· · · -/ -- · than 127 devices 1n a loop and an arb1trated loop 

LSU. Link state update. 

LUN. See lagical unit number. 

LWL. See lang wavelength. 

MAC. Media access controller. 
' .· physical address (AL_PA) cannot be acquired. See also 

participating made. 

management information base (MIB). A simple 
network management protocol (SNMP) structure to help 
with device management, providing configuration and 
;9P.~.e information. 

:~;.k.;-~~~- . 
·masfer port. As relates to trunking, the port that 
determines the routing paths for ali traffic flowing 
through the trunking group. One of the ports in the first 
inter-switch link {ISL) in the trunking group is designated 
as the master port for that group. See also ISL 
Trunking. 

MIB. See management intarmatian base. 

modem serial port. The upper serial port on the 
contrai processar card (CP card) o f the 2109 Model 
M12. Can be used to connect the CP card to a modem 
with a standard 9-pin modem cable. Consists of a DB-9 
connector wired as an RS-232 device, and can be 
connected by serial cable to a data communicatians 
equipment (DCE) device. A Hayes-compatible modem 
or Hayes-emulation is required. The device name is 
ttyS1. See also data cammunications equipment part 
and terminal serial part. 

multicast. The transmission of data from a single 
source to multiple specified node ports {N_ports), as 
opposed to ali the ports on the network. See also 
braadcast and unicast. 

multimode. A fiber optic cabling specification that 
allows up to 500 m (1640.5 ft) between devices. 

name server. Frequently used to indicate Simple 
Name Server. See also simple name server. 

NEMA. National Electrical Manufacturers Association. 

NL_port. See nade loop part. 

NMS. Network Management System. 

node. A Fibre Channel device that contains a nade 
port (N_port) or nade loop port (NL_port). 

node loop port (NL_port). A nade port that is loop 
capable. Used to c:onnect an equipment port to the 
fabric in a loop configuration through a fabric loop port 
(FL_port). 

node name. The unique identifier for a nade, 
communicated during login and port discovery. 

node port (N_port). A node port that is not loop 
capable. Used to connect an equipment port to the 
fab ric. 

nonvolatile random access memory (NVRAM). 
Random access memory (storage) that retains its 
contents after the electrical power to the machine is 
shut off. A specific part of NVRAM is set aside for use 
by the system AOS for the boot device list. 

N_port. See nade part. 

NVRAM. See nanvalatile random access memory. 

Nx_port. A node port that can operate as either a 
node port {N_port) or node loop port (NL_port). See 
also nade part and nade laop part. 

operating system (OS). A collection of system 
programs that contrai the overall operation of a 
computar system. 

ordered set. A transmission word that uses 8b/1 Ob 
mapping and begins with the 1<28.5 character. Ordered 
sets occur outside of trames, and include trame 
delimiters, primitiva signals, and primitiva sequences. 
Ordered sets are used to differentiate Fibre Channel 
contrai information from data trames and to manage the 
transport of trames. See also trame delimiter, primitive 
signal, and primitive sequence. 

OS. See aperating system. 

packet. A set of information transmitted across a 
network. See also trame. 

participating mode. A mode in which a loop port 
(L_port) in a loop has a valid arbitrated loop physical 
address (AL_PA) and can arbitrate, send -frames, and 
retransmit received transmissions. See also 
nanparticipating mode. 

path selection. The selection of a transmission path 
through the fabric. Switches use the Fibre Channel 
shortest path first (FSPF) protocol. 

PCI. Peripheral contrai interconnect. 

PDU. Power distribution unit. 

Performance Monitoring. A feature that provides 
errar and performance information to the administrator 
and user for use in storage management. 

phantom address. An arbitrated loop physical 
address (AL_PA) value that is assigned to a device that 
is not physically in the loop. Also known as phantom 
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phantom device. A device that is not physically in an private loop direct attach (PLD.A). A su?set of fibre 
arbitrated loop, but is logically included through the: ~e~-y7"_ç.~a~nel standards for lhe operat1on of penpheral 
of a phantom address. ·.. ··:.,.,··"·._Jj,,evlces. 

:·· .-1' v " ' 
PLDA. See prívate loop dírect attach. ~/· ,~-:-_ ' ··,p~iv~te NL_port. A ~ode loop ~ort (NL_port) t~at 

\ \ · · . pOQ11]1Unicates only w1th other pnvate NL_ports m the 
PLOGI. See port logín. 

PMC. PCI mezzanine card. 
'~ ' . "'( 

·,_~i$.@'11 loop and does not log into lhe fabric. 

·, ·~ p" ._ 1 • ., otocol. A defined method and a set of standards for 
communication. 

P/N. Part number. 

point-to-point. A Fibre Channel topology that employs 
direct links between each pair of communicating 
entities. 

port cage. The metal casing extending out of the 
optical port on the switch, and in which lhe gigabit 
interface converter (GBIC) or small form-factor 
pluggable (SFP) can be inserted. 

port card. A Fibre Channel card that contains optical 
or copper port interfaces, and acts like a switch module. 
See also 16-port card. 

port login (PLOGI). The port-to-port login process by 
which initiators establish sessions with targets. See also 
fabríc /ogín. 

port module. A collection of ports in a switch. 

port_name. The unique identifier assigned to a Fibre 
Channel port. Communicated during login and port 
discovery. 

POST. See power-on self-test. 

power-on self-test (POST). A series of diagnostics 
that are automatically run by a device when the power 
is turned on. 

primary FCS switch. Primary fabric configuration 
server switch. The switch that actively manages the 
configuration and security parameters for ali switches in 
the fabric. See also backup FCS swítch and FCS 
swítch. 

primitive sequence. A part of an ordered set that 
indicates or initiates port states. See also ordered set. 

primitive signal. A part of an ordered set that 
indicates events. See also ordered set. 

principal switch. The switch that assumes the 
responsibility to assign domain lOs. The role of principal 
switch is negotiated after a "build fabric" event. 

private device. A device that supports arbitrated loop 
protocol and can interpret 8-bit addresses, but cannot 
log into lhe fabric. 

private loop. An arbitrated loop that does not include 
a participating fabric loop port (FL_port). 

64 IBM TotaiStorage SAN Switch: 21 09 Model M12 User's Guide 

public device. A device that supports arbitrated loop 
protocol, can interpret 8-bit addresses, and can log into 
lhe fabric. 

public loop. An arbitrated loop that includes a 
participating fabric loop port (FL_port), and can contain 
both public and private nade loop ports (NL_ports). 

public NL_port. A node loop port (NL_port) that logs 
into the fabric, can function within either a public or 
private loop, and can communicate with either private or 
public NL_ports. 

quad. A group of four adjacent ports that share a 
common pool of trame buffers. 

Quickloop. (1) A feature that makes it possible to 
allow private devices within loops to communicate with 
public and private devices across the fabric through the 
creation of a larger loop. (2) The arbitrated loop created 
using this software. A Quickloop can contain a number 
of devices or looplets; ali devices in lhe same 
Quickloop share a single arbitrated loop physical 
address (AL_PA) space. 

Quickloop mode. A hardware translativa mode that 
allows private devices to communicate with other private 
devices across the fabric. See also hardware translatíve 
mode and standard translatíve mode. 

RAIO. See redundant array of índependent dísks. 

RAM. See random access memory. 

RAN. Remate Asynchronous Notification. 

random access memory (RAM). A temporary storage 
location in which the central processing unit (CPU) 
stores and executes its processes. 

R_A_ TOV. See resource allocatíon tímeout va/ue. 

read only memory (ROM). Memory in which stored 
data cannot be changed by the user except under 
special conditions. 

receiver ready (R_RDY). A primitiva signal indicating 
that the port is ready to receive a trame. 

reduced instruction set computer (RISC). A 
computar th at uses a small , simplified set of frequentl y 
used instructions for rapid processing. 



redundant array of independent disks (RAIO). A 
collection of disk drives that appear as a single volume 
to the server and are fault tolerant through mirroring or 
parity checking. 

registered state change notification (RSCN). A 
switch function that allows notification of fabric changes 
to be sent from the switch to specified nodes. 

remote fabric. A fabric that spans across wide area 
networks (WANs) by using protocol translation (a 
process also known as tunneling) such as fibre channel 
over asynchronous transfer mode (ATM) or fibre 
channel over Internet protocol (IP). 

remote procedure call (RPC). A facility that a client 
uses to request the execution of a procedure call from a 
serve r. 

Remote Switch. A feature that runs on Fabric 
operating system (OS) and enables two fabric switches 
to be connected over an asynchronous transfer mode 
(ATM) connection. This requires a compatible Fibre 
Channel to ATM gateway, and can have a distance of 
up to 1 O km (6.214 mi) between each switch and the 
respective ATM gateway. 

request rate. The rale at which requests arrive at a 
servicing entity. See also service rate. 

resi lient core. A single fabric that uses two or more 
switches as a core to interconnect multiple edge 
switches. Synonymous with dual-core fabric. 

resource allocation timeout value (R_A_TOV). Used 
to time out operations that depend on the maximum 
possible time that a trame can be delayed in a fabric 
and still be delivered. This value is adjustable in one 
microsecond increments from 1 O - 120 seconds. 

resource recover timeout value (RR_ TOV). The 
minimum time a target device in a loop waits after a 
loop initialization primitive (LIP) before logging out a 
small computer systems interface (SCSI) initiator. See 
also errar detect timeout va/ue and resource a/location 
timeout value. 

RISC. See reduced instruction set computer. 

RLS probing. Read link status ot lhe arbitrated loop 
physical addresses (AL_PAs). 

ro. Read only. 

ROM. See read only memory. 

route. As applies to a fabric, the communication path 
between two switches. Can also apply to lhe specific 
path taken by an individual trame, from source to 
destination. See also Fibre Channel shortest path first. 

routing. The assignment ot trames to specitic switch 
ports, according to trame destination. 

..-!"..-----.... . .....,_ 
/t;; ' '·:-',.· 

~~~~· \ 
.\';'--i . 

RPC. See remate procedure cal/. 

R_RDY. See receiver ready. '- , . .- 1 ,.-V' \ / f 

RR_TOV. See resource recovery timeou .... ât··.J. \j ,~_<>} 
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RS-232 port. A por! that conforms to a set of El~ctrical 
lndustries Association (ElA) standards. Used to connect 
data terminal equipment (DTE) and data 
communications equipment (DCE) devices for 
communication between components, terminais, and 
modems. See also 08-9 connector, DCE port, and DTE 
port. 

RSCN. See registered state change notification. 

RSH. Remote shell. 

RTC. Real time clock. 

rw. Read-write. 

SAN. See storage area network. 

SAN island. A group of storage devices and servers 
connected to switches in a fabric. 

SC. Standard connector. 

SCSI. See sma/1 computer systems interface. 

SCSI Enclosure Services (SES). A subset ot the 
small computer systems interface (SCSI) protocol used 
to monitor temperature, power, and fan status for 
enclosure devices. 

SDRAM. See synchronous dynamic random access 
memory. 

Secure Fabric OS. An optionally-licensed software 
product that runs on top of the Fabric OS and provides 
customizable security restrictions through local and 
remote management channels on a switch. 

secure sockets layer (SSL). A security protocol that 
provides communication privacy. SSL enables 
client/server applications to communicate in a way that 
is designed to preveni eavesdropping, tampering, and 
message torgery. 

sequence. A group ot related trames transmitted in the 
same direction between two node ports (N_ports) . 

SERDES. Serializer/deserializer. 

service rate. The rale at which an entity can service 
requests. See also request rate. 

SES. See SCSI Enclosure Services. 

SFP. See sma/1 form-factor pluggable. -· short wavelength (SWL). Á t~~e; ,OfCfi ~[1 9P llct,c~~ ling 
that is based on 850 mm lasé'i5 1~~d,f~f,íl91 ·1 .P625 
Gbps link speeds. Can also u~ter to .IDEUYlJJ:i~g igab, i t 
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interface converter (GBIC) or small form-facto/ -~ _-- ~~i;~ "tch. Hardware that routes frames according to 
pluggable (SFP). See also long wavelength. : \ C!._")'- \;~~e Channel pro toco I and is controlled by software. 

SI O. The 3-byte source lO o f lhe originator d~v\ce, b \ \ _.., :..sYj~tch na me. The arbitrary name assigned to a 
lhe OxDomainAreaALPA formal. ·., ' ... , .. ,.) ;:;r:_,JW~itch. 
SID-DID. Source identifier-destination identifier. ~.__, ____ ;/"- switch port. A port on a switch. Switch ports can be 

expansion ports (E_ports), fabric ports (F _ports), or 
SIMMS. Single in-line modules. tabric loop ports (FL_ports). 

simple name server (SNS). A switch service that 
stores names, addresses, and attributes for up to 15 
minutes, and provides them as required to other devices 
in lhe fabric. SNS is defined by Fibre Channel 
standards and exists at a well-known address. Can also 
be referred to as directory service. See also Fibre 
Channel service. 

simple network management protocol (SNMP). In 
lhe Internet suite of protocols, a network management 
protocol that is used to monitor routers and attached 
networks. SNMP is an application layer protocol. 
lnformation on devices managed is defined and stored 
in lhe application's Management lnformation Base 
(MIB). 

single mode. The fiber optic cabling standard that 
corresponds to distances o f up to 1 O km (6.214 mi) 
between devices. 

small computer systems interface (SCSI). A parallel 
bus architecture and a protocol for transmitting large 
data blocks up to a distance of 15 - 25 m (49- 82 ft). 

small form-factor pluggable (SFP). An optical 
transceiver used to convert signals between optical fiber 
cables and switches. 

SMI. Special memory interface. 

SNIA. Storage Network lndustry Association. 

SNMP. See simple network management protocol. 

SNMPv1. The original standard for SNMP, now labeled 
v1. 

SNS. See simple name server. 

SOF. Start-of-frame. 

SSL. See secure sockets /ayer. 

standard translative mode. A hardware translative 
mode that allows public devices to communicate with 
private devices across lhe fabric. See also hardware 
translative mode and QuickLoop mode. 

storage area network (SAN). A network of systems 
and storage devices lha! communicate using Fibre 
Channel protocols. See also fabric. 

subordinate switch . Ali switches in lhe fabric other 
than lhe principal switch. See also principal switch. 
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SWL. See short wave/ength. 

synchronous dynamic random access memory 
(SDRAM). The main memory for lhe switch. Used for 
volatile storage during switch operation. 

Tachyon. A type of host bus adapter. 

target. A storage device on a Fibre Channel network. 
See also initiator. 

TCP. See transmission contra/ protocol. 

tenancy. The time from when a port wins arbitration in 
a loop until lhe same port returns to the monitoring 
state. Also referred to as loop tenancy. 

terminal serial port. The lower serial port on the 
control processar card (CP card) o f lhe 2109 Model 
M12. This port sends switch information messages and 
can receive commands. Can be used to connect the CP 
card to a computer terminal. Has an RS-232 connector 
wired as a data terminal equipment (DTE) device, and 
can be connected by serial cable to a data 
communications equipment (DCE) device. The 
connector pins 2 and 3 are swapped so that a 
straight-through cable can be used to connect to a 
terminal. The device name is ttySO. Can also be 
referred to as lhe console port. See also DCE port, DTE 
port, and modem serial port. 

throughput. The rale of data flow achieved within a 
cable, link, or system. Usually measured in bits per 
second (bps). See also bandwidth. 

topology. As applies to fibre channel, lhe configuration 
of lhe Fibre Channel network and the resulting 
communication paths allowed. 

translative mode. A mode in which private devices 
can communicate with public devices across the fabric . 

transmission character. A 1 O-bit character encoded 
according to lhe rules of lhe Bb/1 Ob algorithm. 

Transmission Control protocol (TCP). A 
communications protocol used in lhe Internet and in any 
network that follows lhe Internet Engineering Task Force 
(IETF) standards for Internet protocol. 

transmission word. A group of four transmission 
characters. 
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trap (SNMP). The message sent by a simple network wide area network (WAN). A network that provides 
management protocol (SNMP) agent to inform the communication services to a geographic area larger 
s_NMP management station of a criticai err~.,Y-:S"ée 'ãlS'õ, than that served by a local area network ora 

Slmple network management protocol. ../~ ·-, . ,.....-1.: '\.\ ~o::~:~:~i;;~~~~~~ti:~~ (~;t can use or provide public 
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tunneling. A technique for enablin~ twp llle;tw~s;l? \ ) 
treat a transpor! network as though 1t w~re a sil'lgle~.' ; workstation. A computer used to access and manage 
communication link or local area networ ·. (0\.'~> .• '~ ·~-"'<.) . I the fabric. Can also be referred to as a management 

. · ) -~ station or host. 
Tx. Transmitted. '--/~- - .· · 

U. Unit of measure for rack-mounted equipment. 

UART. Universal Asynchronous Receiver Transmitter. 

UDP. See user datagram protocol. 

ULP. See upper-/evel protoco/. 

ULP _ TOV. See upper-level timeout value. 

unicast. The transmission of data from a single source 
to a single destination. See also broadcast and 
multicast. 

universal port (U_port). A switch port that can 
operate as a generic port (G_port), expansion port 
(E_port), fabric port (F _port) , or fabric loop port 
(FL_port). A port is defined as a U_port when it is not 
connected or has not yet assumed a specific function in 
the fabric . 

U_port. See universal port. 

upper-level protocol (ULP). The protocol that runs on 
top of Fibre Channel. Typical upper-level protocols are 
small computer system interface (SCSI), Internet 
protocol (IP), HIPPI , and IPI. 

upper-level timeout value (ULP _TOV). The minimum 
time that a small computer system interface (SCSI) 
upper-level protocol (ULP) process waits for SCSI 
status before initiating ULP recovery. 

user datagram protocol (UDP). A protocol that runs 
on top of Internet protocol (IP) and provides port 
multiplexing for upper-level protocols. 

user flash. See compact flash. 

VC. See virtual circuit. 

VCCI. Voluntary Control Council for lnterference 

virtual circuit (VC). A one-way path between node 
ports {N_ports) that allows fractional bandwidth . 

WAN. See wide area network. 

WDM. Wave division multiplexing . 

well-known address. As pertaining to fibre channel , a 
logical address defined by the Fibre Channel standards 
as assigned to a specific fu nction, and stored on lhe 
switch. 

worldwide name (WWN). Uniquely identifies a switch 
on local and global networks. 

World Wide Web (WWW). A network of servers that 
contain programs and files. Many of the files contain 
hypertext links to other documents available through the 
network. 

WWN. See worldwide name. 

WWW. See World Wide Web. 

XLWL. See extra /ong wavelength. 

zone. A set of devices and hosts attached to the same 
fabric and configured as being in the same zone. 
Devices and hosts within the same zone have access 
permission to others in the zone, but are not visible to 
any outside the zone. See also zoning. 

zone alias. An alias for a set of port numbers or 
worldwide names (WWNs). Zone aliases can be used to 
simplify the entry of port numbers and WWNs. For 
example, "host" could be used as an alias for a WWN of 
11 0:00:00:60:69:00:00:8a. 

zone configuration. A set of zones designated as 
belonging to the same zone configuration. When a zone 
configuration is in effect, ali valid zones in that 
configuration are also in effect. 

zone member. A port, node, worldwide name (WWN), 
or alias, which is part of a zone. 

zone scheme. The levei of zoning granularity 
selected. For example, zoning can be done by switch or 
port, worldwide name (WWN), arbitrated loop physical 
address (AL_PA), or a mixture. See also zone 
configuration. 

zone set. See zone configuration. 

Zoning. A feature that runs on Fabric operating 
system (OS) and allows partitioning of lhe fabric into 
logical groupings of devices. Devices in a zone can only 
access and be accessed by devices in the same zone. 
See also zone. 
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3583 Ultrium Scalable Tape Library 

Interoperability Matrix (List of Supported Servers) 

Last Update Date: 5/06/03 

Midrange and Open Systems Connectivity 

IBM's TotalStorage Ultrium Scalable Tape Library 3583 provides a single storage solution designed t 
provide superior performance for many hardware and software systems. 

Supported Independent Software (ISV) Vendors 
Get the latest firmware and device drivers. 

Su('""'b·ted Servers 

Hew lett-Packard Servers 
IBM iSeries and AS/400 Servers 
IBM pSeries, RS/6000 and SP Servers 
Microsoft Windows Servers 
SUN Servers 
Linux Support 

Open Systems Support 

The supported open systems environments are shown below. The sales representative and/or customer 
resr~ible for insuring that the spe~ifi~ hos_t systei? configuration used ~i.e. s~rver model, operating 
sys~ _,level and host adapter combmatwn) 1s a vahd and supported configuratwn. 

Note: 
IBM development plans are subject to change or withdrawal at any time without prior 
notice. 

Hewlett-Packard Servers 

Doe: 3 6 9 O 
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rp2400), L (rp5400), N 
7400) Class 

~ Class 

11.0 

1l.i 

.· · y ·····-•. , HP4800A (PCI)HVD Ultra; 
, · , ~~_:~;\, \' HP5149A (PCI) LVD Ultra2; 

f {<~ '-- J - 5150A (PCI) LVD Ultra2 
"' .. ~ ':~ ) 

1. For V Class Servers, adapter 4800A requries the HVD SCSI terminator, Feature 5098. 

2. The 3rd edition (E1298) of the HP Service and User's Guide for the 4800A PCI Ultra SCSI HBA 
specifies support for HP V22xx and V25xx Servers. Support for V2600 is not documented 
although the V2500/V2600 System Upgrade Guide (1st Edition) does not mention any adapter 
incompatibilities. 

3. The 5150A PCI to Ultra 2 SCSI HBA Service and User Guide (2nd Edition, 2001) does not 
indicate support for V Class Systems- only N and L Class. 

4. The 5149A PCI to Ultra 2 SCSI HBA Service and User Guide (2nd Edition, 2001) indicates 
support for V Class systems including the V2600 under HP-UX 11.0 and 11i. For V Class 
systems attach, HP specifies the 5M V -Class SE/L VD inline termination cable. 

, 9000 Series 

:rp2400), L (rp5400), N 
7400) Class 

N Class 

HP-UX HP 

11.0 patch PHKL 21834 for Click Here for details. 
N-Class; 
patch PHKL 22903 for 
L-Class 

1l.i 

1. Fabfic Support is only supported by the LTO Ultrium Fibre Channel Drive feature 8105 or feature 
8005 in 3583 Ultium Scalable Tape Library 

2. For Details and guidelines click here. 

VI «~: server iSeries and AS/400 Servers 

rvers that support the 
ted host adapters. 

OS/400 
V5R1, V5R2 

FC 65011 HVD (Ultrium 1 Only) ; 
FC 6534HVD; 
FC 2729 HVD Ultra PCI; 
FC 2749 HVD Ultra PCI; 

FC 5702 L VD Ultra PCI 2 (Ultrium 2 
Only) 



(1) Interposer for AS/400 Feature # 6501(Feature code 2895 on the 3583 Ult!j:Uip. Tape Library) 
(2) Requires V5R2 - ~ C ):~ ;z· ,/- -) ,, 

f /J "'\....../ \, 

(3) For D-mode IPL, the device SCSI address must be set tp "O" · i . \r~S --~ · ~ i 
! \ ·, ~ ; 

( 4) One iSeries host and one device per SCSI 35 83 

Serversthatsupportthe 
listed host adapters. 

OS/400 
V5R1, V5R2 

Click here for details. 

Please check with the sales representatives for specific host adapters supported by model and detailec 
attachment and configuration information 

1. F abri c Support is only supported by the L TO Ultrium Fibre Channel Drive feature 8105 or fea1 
8005 in 3583 Ultrium Scalable Tape Library. 

2. The iSeries Fibre Channel attach supports multiple hosts and maximum six drive configuration 
for the 3583 Feature 8005 device. 

C J-mode IPL is not supported with Fibre Channel attached tape drives. The Altemate Installatic 
Device (Boot Manager) support must be used. 

Note: You will need to order the appropriate feature(s) to your 3583 Ultrium Scalable Tape 
Library. 

ffiM ~~ server pSeries and RS/6000 and RS/6000 SP Servers 

Servers that support the 
listed host adapters. 

AIX 
4.3.3 and Higher 

IBM 
FC 6204 HVD Ultra PCI; 
FC 6207 HVD Ultra PCI; 
FC 6205 L VD Ultra2 PCI; 
FC 6203 L VD/SE Ultra3 (PCI); 
Integrated Ultra2 SCSI L VD with 
VHDCI1; 
Integrated Ultra3 SCSI L VD with 
VHDCI2 

"" 

- Flsl~-.-l t:r3 -
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!ase check with the sales representatives for specific host adapters supported by model and detailed 
achment and configuration information 

1. Integrated LVD adapter with AIX 4.3.3 or higher on 7044 models 170 & 270, pSeries 620 
(7025-6F1) & (7025-6FO), 7025 model F80, pSeries 640 (7026-B80), pSeries 660 (7026-6H1) & 
(7026-6HO) & (7026-6M1), 7026 models H80 & M80. For 6203 & 6204, pSeries 670 (7040-671) 
through I/0 drawer (7040-61D), pSeries 690 (7040-681) through I/0 drawer (7040-61D), 
9112-265. 

2. Integrated Ultra 3 SCSI LVD adapter with AIX 4.3.3 or higher on pSeries 610 (7028-6C1) & 
(7028-6E1), 9112-265. 

3. AIX 5.1 requires Atape driver level6.1.4.0 or aboy.e:;~be:v~ 7.0.6.0 or above recommended for the 
/" '-:..) "'~:. •. 

latest Ultrium timeout values. ;--- · .> · \ 
/ . . 

.-~-.----~~~R 

!ase check with the sales representatives for specific host adapters supported by model and detailed 
achment and configuration information 

1. Fabric Support is only supported by the LTO Ultrium Fibre·Channel Drive feature 8105 or feature 
8005 in 3583 Ultrium Scalable Tape Library. 

2. AIX 5.1 requires Atape driver level6.1.4.0 or above; Levei 7.0.6.0 or above recommended for the 
latest Ultrium timeout values 

icrosoft Windows NT, 2000, and 2003 Support 

NT Server V 4 with SP 6 
(Ultrium 1 Only today) 

ted host adapters. or 
Windows 2000 Build 2195 

O r 

Windows 2003 Build 3790 

Adaptec AHA 2944 UW HVD Ult (PCI) 
Netfinity Adapter #59H3900 HVD Ultra; 

Adaptec 29160 L VD Ultra 160 PCI 1; 

Adaptec 39160 LVD Ultra160 PCI 1; 
Adaptec 2940 U2B LVD Ultra2 PCI or Netfinity 
Adapter #33L5000 Ultra2 SCSI PCI; 
Netfinity Adapter #19K4646 or Adaptec 
29160LP I&21 · 

' 

Adaptec 39320 L VD Ultra320 PCI 

LSI Logic Sym 22910 LVD Ultra2 PCI 



1. Supported with Restrictions. See 
ftp://ftp.software.ibm.com/storage/devdrvr/Windows/Win2000/IBMUltrium.Win2K.Readme.t 
or ftp://ftp.software.ibm.com/storage/devdrvr/Windows/Win2003/IBMUltrium.W2K3.Readme 
or ftp://ftp.software .ibm.com/storage/devdrvr/Windows/WinNT/IBMUltrium.Win2K.Readme.· 
for instructions. 

2. Netfinity Adapter #19K4646 SCSI PCI Adapter made by Adaptec for IBM Netfinity. 

3. See the Host Bus Adapter Supported Fibre Versions Matrix for the latest HBA support 
information, and the LTO Device Drivers for the latest device driver downloads. 

Serversthatsupport 
the 

NT Server V 4 with SP6A or Click here for details. 
later (SDG 8005 with Ultrium 

listed host adapters. 1 Only at this time) 
o r 
Windows 2000 Build 2195 

O r 

Windows 2003 Build 3790 

Please check with the sales representatives for specific host adapters supported by model and detailed 
attachment and configuration information 

1. Fabric Support is only supported by the LTO Ultrium Fibre Channel Drive feature 8105 or featm 
8005 in 3583 Ultrium Scalable Tape Library. 

SUN Systems 

SUN SPARC, UltraSPARC, 
and Ultra/Enterprise 
Servers that support the listed 
host adapters. 

Solaris 
7, 8, and 9 

SUN 
X1065A HVD Ultra Sbus ; 
X6541A I HVD Ultra PCI; 

X2222A LVD Ultra PCI 

1. SUN Adapter X 6541 requires a VHDCl interposer/cable; feature code 5099 on the 3583. 

~-

~ ·~ 
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.. 
JN SPARC, UltraSPARC, 
d Ultra/Enterprise 

Solaris Click here for details. 

rvers that support the listed 
st adapters. 

7, 8, and 9 

ease check with the sales representatives for specific host adapters supported by model and detailed 
:achment and configuration information 

1. Fabric Support is only supported by the LTO Ultrium Fibre Channel Drive feature 8105 or feature 
8005 in 3583 Ultrium Scalable Tape Library. 

inux Support 

SI L TO 'uífriúm 1 & Ultrium'2 LVD 'ànd Drive MOdels '·. · : 
. . .. . . 

rvers ; ·' .. : , 

RedHat 7.2 with kemel 2.4.9-31 (Ultrium1 
Only) 

2-bit Intel based RedHat 7.3 (Ultrium 1 Only) 

Advanced Server 2,1; 

SuSE Linux Enterprise Server 7 Update 

RedHat 7.2 with kemel2.4.9-31 (SDG & 
Ultrium 1 Only); 

)2-bit Intel based RedHart 7.3 (Ultrium 1 Only); 

RedHat Advanced Server 2.1; 

)4-bit Intel based 

SuSE Linus Enterprise Server 7 Update 

RedHat Advanced Server 2,1 (SDG & Ultrium1 
Only); 

Host Adapters ~· j 

L VD: Adaptec AHA -J'-~-+ u vv; 
HVD: Adaptec 291603; 

HVD Adaptec 391603; 

HVD Adaptec 2940 U2W 

Click here for details 

Click here for details 



1. F abri c Support is only supported by the LTO Ultrium Fibre Channel Drive feature 8105 or featur 
8005 in 3583 Ultrium Scalable Tape Library. 

2. For more details on IBM tape device drivers and drive microcode levels click here. 

3. Supported with Restrictions. See 
ftp://ftp.software.ibm.com/storage/devdrvr/Linux/RHLAS2.11JBM"kipe~··Ultrium.Readme.txt for . ~ . . 

instructions. I . , · ·::7rn \. I I t;i ~ ' ' 

ieneral Notes: 

tachment of LTO Ultrium 2 Tape Drives with the Adaptec SCSI Card 29160 or Adaptec 39160, installed in 32 bit PCI slots, is not supported . 

nf" ~ mation on this page is provided by IBM on an "AS IS" basis only. IBM provides no warranty of compatibility. 
tdividual results may vary based on environment. 

se of information that is provided by IBM is at the recipient's own risk. IBM provides no assurances that any reported 
·oblems may be resolved with the use of any information that IBM provides. By furnishing information, IBM does not 
·ant any licenses to any copyrights, patents or any other intellectual property rights. 

) International Business Machines Corporation 2003. 

ny trademarks and product or brand names referenced in this documentare the property of their respective owners. Plea 
msult your IBM product manuais for complete trademark information. 
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• Dê um clique duplo no símbolo do host, no painel à direita, para exibir o 
sistema operacional. 

• Dê um clique duplo no símbolo do sistema operacional, no painel á direita, para 
exibir os sistemas de arquivos. ,.. • .....;:- ·; ·. c.. ., , 

. '' i-~- '·,. )·""\ 

Exibin~oTi~:i ::~~:~~~~~:or~~~!=~~r~~!!:n~ ~~1~r~~ões que ele __ r;· 3~~ t } 
d_escobre sob~e os ?~spositivos na SAN. Pa~a acessar essas informaçõ~s, c · gl.~~ n~-<:._,~J / 
sunbolo do dispositivo no submapa e seleciOne SAN ~ SAN Properhes no e:ctu ~ ~-

do console. A Figura 18 mostra como selecionar as propriedades de uma chave ... · 
Fibre Channel denominada SRMSW4. 

' ' defaull - Tivo~ Net'i'..,w(Ba•ie Menu} - (SEGMV!TEJIDODD0606910155SJD000060691015S5] I!IJGJEf 
~ E.fe lôt ·Cil!lect ~ ~ M:riCI<' I~ ÍSÁet Tocl$ ~ ~ 

lwMJ 3'~~~~1i6J -~r=l~.l -~ ~~llppkatlon 

® 
ltlj81(). 

snl61~ -> sn)lll~ 

~l'llfffrCII'i-t:tf~'$ 

EQ}FI CCiiiQU'6tbtl 
Corlig~A'~ ~ 

~eManai;laf 
~Evert~ 

;t~: 69 

Figura 18. Exibindo propriedades do dispositivo da SAN 

A Figura 19 na página 30 mostra as propriedades do comutador. Se você selecionou 
um dispositivo de armazenamento, veria as propriedades exclusivas desse 
dispositivo de armazenamento. Para obter informações detalhadas sobre os campos 
de propriedades exibidos, clique no botão Ajuda, no canto inferior direito da 
exibição de propriedades. 
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