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A COMISSAO DE JURISTAS

Ref. “Novo marco regulatdrio da inteligéncia artificial”,

Prezados Senhores,

E com satisfacio que apresentamos o CENTRO PARA ESTUDOS EMPIRICO-JURIDICOS —
CEEJ, vinculado a Universidade Federal Fluminense — UFF via diretério de grupo de pesquisa do CNPq. O
CEEJ ¢ uma associagdo civil sem fins lucrativos que tem como objetivo ser lider nacional de inovacdes
metodoldgicas em estudos empirico-juridicos, construindo uma nova mentalidade de pesquisa no Brasil e
promovendo uma evolu¢do do sistema juridico em nosso pais. Sua principal missao ¢ diminuir a distancia entre
a académica e as politicas publicas, pois 0 CEEJ acredita que a pesquisa empirica possa fornecer fundamentos
concretos que possibilitem e viabilizem uma andlise critica do sistema juridico brasileiro, de tal modo que
influencie em futuras reformas institucionais.

O CEEIJ possui em sua estrutura o GRUPO DE PESQUISA, ENSINO E EXTENSAO EM DIREITO
ADMINISTRATIVO CONTEMPORANEO — GDAC que atualmente conta com 115 (cento e quinze)
pesquisadores que estdo desde marco de 2021 estudando distintos aspectos juridicos-administrativos
relacionado ao INTELIGENCIA ARTIFICIAL E DIREITO ADMINISTRATIVO.

Ao longo do ano de 2021, cada autor apresentou seu tema, que foi debatido conforme agenda de
atividades. As pesquisas foram encerradas, culminando na publica¢do pela propria Editora do CEEJ da obra
coletiva: “INTELIGENCIA ARTIFICIAL E DIREITO ADMINISTRATIVO”.

Na certeza de que a obra coletiva sera de grande alcance, assegurando grande retorno institucional e
projecdo nacional, esperamos contribuir com sugestdes dessa nova obra coletiva para a elaborac¢iao do novo
marco de inteligéncia artificial por meio da nota técnica em anexo, e eventualmente agregar outras pesquisas
empiricas que eventualmente a Comissao queira e para executar.

Estamos a disposi¢do para qualquer esclarecimento.

Atenciosamente,

Rio de Janeiro, 12 de maio de 2022.
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Ref. Nota Técnica n 001/2022 — CEEJ/GDAC.

A COMISSAO DE JURISTAS
Ref. “Novo marco regulatorio da inteligéncia artificial”,

Prezados Senhores,

E com satisfagdio que apresentamos o CENTRO PARA ESTUDOS EMPIRICO-
JURIDICOS — CEEJ, vinculado a Universidade Federal Fluminense — UFF via diretério de grupo
de pesquisa do CNPq. O CEEJ ¢ uma associacao civil sem fins lucrativos que tem como objetivo ser
lider nacional de inovagdes metodologicas em estudos empirico-juridicos, construindo uma nova
mentalidade de pesquisa no Brasil e promovendo uma evolugao do sistema juridico em nosso pais.
Sua principal missao ¢ diminuir a distancia entre a académica e as politicas publicas, pois o CEEJ
acredita que a pesquisa empirica possa fornecer fundamentos concretos que possibilitem e viabilizem
uma analise critica do sistema juridico brasileiro, de tal modo que influencie em futuras reformas
institucionais.

O CEEJ possui em sua estrutura o GRUPO DE PESQUISA, ENSINO E EXTENSAO EM
DIREITO ADMINISTRATIVO CONTEMPORANEO — GDAC que atualmente conta com 115
(cento e quinze) pesquisadores que estao desde margo de 2021 estudando distintos aspectos juridicos-
administrativos relacionado ao INTELIGENCIA ARTIFICIAL E DIREITO ADMINISTRATIVO.

Ao longo do ano de 2021, cada autor apresentou seu tema, que foi debatido conforme agenda
de atividades. As pesquisas foram encerradas, culminando na publica¢do pela propria Editora do
CEEJ da obra coletiva: “INTELIGENCIA ARTIFICIAL E DIREITO ADMINISTRATIVO”.

Na certeza de que a obra coletiva serd de grande alcance, assegurando grande retorno
institucional e proje¢ao nacional, esperamos contribuir com sugestdes dessa nova obra coletiva
para a elaborac¢ao do novo marco de inteligéncia artificial por meio da nota técnica em anexo, €
eventualmente agregar outras pesquisas empiricas que eventualmente a Comissdo queira e para
executar.

Estamos a disposi¢do para qualquer esclarecimento.

Atenciosamente,
Rio de Janeiro, 12 de maio de 2022.

Prof. Dr. Eur. André Saddy
Diretor-Presidente do CEEJ

Prof. Me. Andrea Drumond, de Meireles Seyller
Doutorada em inovagao e propriedade intelectual no INPI
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Nota Técnica n° 001/2022 — CEEJ/GDAC

Rio de Janeiro — RJ, 12 de maio de 2022

Assunto: Sugestao para elaboracio de minuta de
substituto aos projetos de lei (PLs) 5.051/2019, de
autoria do senado Styvenson Valentim (Podemos
— RN); 21/2020, do deputado Eduardo Bismarck
(PDT — CE) e 872/2021, do senador Veneziano
Vital do Rego (MDB — PB), que tramitam no
Congresso Nacional referente ao novo marco de
inteligéncia artificial.

INTRODUCAO

Considerando o cenario internacional de manifesta preocupacao e de reconhecimento da
importancia de se regular a IA, muitos pesquisadores comegaram a afirmar que o Brasil também
deveria desenvolver as suas estratégias para o tema, construindo uma politica nacional propria para
essa area' >

Isso porque, até¢ o final de 2018, o Brasil ndo contava com propostas significativas de
regulacao voltadas especificamente para a area da inteligéncia artificial, possuindo apenas legislacdes
esparsas que buscavam atribuir determinadas responsabilidades as empresas atuantes no setor, tais
como a Lei Geral de Protecdo de Dados (LGPD)’.*

Considerando ainda que, esse cenario mudou de maneira abrupta quando, no inicio de 2019,
os Poderes Legislativo e Executivo comecaram a ampliar os debates voltados para a IA no ambito

' TEFFE, Chiara Spadaccini de; MEDON, Filipe. Responsabilidade Civil e Regulacdo de Novas Tecnologias: Questdes
acerca da Utilizagdo de Inteligéncia Artificial na Tomada de Decisdes Empresariais. Revista Estudos Institucionais, v.
6, n. 1, jan./abr. 2020, p. 307.

? SEYLLER, Andrea Drumond de Meireles. A concepgio de inteligéncia artificial na administragio pablica. In; SADDY,
André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p.31.

> BRASIL. Congresso Nacional. Lei n® 13.709/2018. Lei Geral de Prote¢do de Dados Pessoais (LGPD). Brasilia:
Congresso Nacional, 2018. Disponivel em: <http://www.planalto.gov.br/ccivil 03/ ato2015-
2018/2018/1ei/113709.htm>. Acesso em 06 dez. 2021.

* SEYLLER, Andrea Drumond de Meireles. Op.cit. p.36.
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federal. De igual modo, em maio do mesmo ano, o Brasil aderiu também aos principios da OCDE
(Organizagao para a Cooperacao ¢ Desenvolvimento Econdmico) para a administragdo responsavel
de inteligéncia artificial’. Sendo vejamos:

A primeira estratégia de regulamentacao apresentada no Brasil foi o Projeto
de Lei n® 5.051/2019 de autoria do Senador Styvenson Valentim
(PODEMOS/RN), o qual estabelecia principios para o uso da inteligéncia
artificial no pais, dentre os quais destacavam-se o desenvolvimento inclusivo
e sustentavel, o respeito a ética, aos direitos humanos e aos valores
democraticos’.

Provavelmente por buscar a vanguarda na matéria, essa proposi¢ao nao trouxe
uma regulamentacao efetiva do tema. Com apenas seis artigos, o projeto
limitou-se em grande parte a reiterar principios previstos na CRFB,
sustentando que deveriam ser respeitados também quando do uso da IA. Os
trechos que fazem referéncia a possibilidade de auditoria desses sistemas e a
necessidade de vinculagdo a supervisdo humana, que poderiam ser mais
inovadores, acabaram sendo muito superficiais ante a complexidade do
assunto abordado”

Adicionalmente, foi apresentado outro projeto ao Congresso Nacional, o
Projeto de Lei n® 5.691/2019, de autoria do mesmo Senador. O referido PL
defendia a institui¢ao de uma “Politica Nacional de Inteligéncia Artificial”,
que deveria ser aplicada tanto a iniciativa publica quanto a privada, a fim de
“estimular a formacdo de um ambiente favoravel ao desenvolvimento de
tecnologias na area”®.

Os pontos elementares desses PLs tinham como fio condutor a busca pelo
estabelecimento de finalidades para a inteligéncia artificial que mantenham o
ser humano no centro, assim como pela ndo discriminagdo e pela atuacao
desses sistemas com base na transparéncia, seguranga, responsabilizacao por
seus atos e prestacao de contas.

> SEYLLER, Andrea Drumond de Meireles. Op.cit. p.32.

8 BRASIL. Senado Federal. Projeto de Lei n° 5.051/2019. Estabelece os principios para o uso da Inteligéncia Artificial
no Brasil. Brasilia: Senado Federal, 2019. Disponivel em: <h https://legis.senado.leg.br/sdleg-
getter/documento?dm=8009064&ts=1630421610171&disposition=inline>. Acesso em 29 nov. 2021.

" BEZERRA, Lucas; SALDANHA, Vitor Maimone. Como vai a regulamentacdo da Inteligéncia Artificial no Brasil?.
Jota, 2021. Disponivel em: https://www.jota.info/opiniao-e-analise/artigos/como-vai-a-regulamentacao-da-

inteligencia-artificial-no-brasil-24032021. Acesso em 30 nov. 2021.

¥ BRASIL. Senado Federal. Projeto de Lei n° 5.691/2019. Institui a Politica Nacional de Inteligéncia Artificial. Brasilia:
Senado Federal, 2019. Disponivel em: <https://legis.senado.leg.br/sdleg-
getter/documento?dm==8031122&ts=1630421785830&disposition=inline>. Acesso em 29 nov. 2021.
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Em atengdo aos referidos projetos, o Poder Executivo Federal, por meio do
Ministério da Ciéncia, Tecnologia e Inovagdes, abriu uma consulta publica
entre os meses de dezembro de 2019 e margo de 2020, para definir a chamada
“Estratégia Brasileira de Inteligéncia Artificial”9. Os objetivos principais
eram solucionar os problemas concretos do pais e receber contribuigdes para
potencializar os beneficios da IA no Brasil, identificando as areas
prioritarias'’.

Em 2020, foi proposto também o Projeto de Lei n® 21/20, pelo Senador
Eduardo Bismarck (PDT/CE), que visava a adequacao do pais aos principios
¢éticos da nova tecnologia e o incentivo a inovacao na gestao publica por meio
da IA''. Entre outros pontos, a proposta estabelecia que o uso da inteligéncia
artificial deveria ter como fundamento o respeito aos direitos humanos, aos
valores democraticos e a privacidade de dados e trazia algumas inovacgoes,
como a previsdo da figura dos agentes de IA, a necessidade de criacdo de
relatorios de impacto e o estimulo a adocdo da inteligéncia artificial nos
servicos publicos.

Apesar de ter passado quase despercebido pela populagdo, sem amplo debate
publico, esse PL n°® 21/2020, que cria o marco regulatorio da inteligéncia
artificial no Brasil, ¢ de grande importancia para o pais e foi aprovado na
Camara dos Deputados em setembro de 2021, na forma de um substitutivo
apresentado pela relatora, Deputada Federal Luisa Canziani (PTB-PR), por
413 votos a favor e 15 contra, e se encontra agora no Senado Federal'>.

Da leitura do PL n° 20/2021, observa-se que seu texto nao da conta da
complexidade da matéria, sendo, em grande medida, generalista, sem legislar
acerca de procedimentos mais rigidos para as empresas de tecnologia. Seria
possivel afirmar, inclusive, que o PL 21/2020, estaria mais proximo de uma
carta de principios gerais, bem distinto da proposta de regulamentacao da

Y BRASIL, Governo Federal, Ministério da Ciéncia, Tecnologia, Inovacdes e Comunicacdes (MCTIC). Consulta Publica:
Estratégia Brasileira de Inteligéncia Artificial. Disponivel em:

<http://participa.br/profile/estrategia-brasileira-de-inteligenciaartificial/search?content_type=CommentParagraph
Plugin::Discussion >. Acesso em 20 nov. 2021.

' POLIDO, Fabricio Bertini Pasquot. Novas Perspectivas para Regula¢io da Inteligéncia Artificial: Didlogos entre as
Politicas Domésticas ¢ os Processos Legais Transnacionais. In: FRAZAO, Ana; MULHOLLAND, Caitlin (coord.).
Inteligéncia Artificial e Direito: Etica, Regulacio e Responsabilidade. Sdo Paulo: Editora Revista dos Tribunais, 2019,
p. 194.

""BRASIL. Camara dos Deputados. Projeto de Lei n® 21/2020. Estabelece principios, direitos e deveres

para o uso de inteligéncia artificial no Brasil, e d4 outras providéncias. Brasilia: Camara dos Deputados, 2020. Disponivel
em < https://www.camara.leg.br/proposicoesWeb/prop_mostrarintegra?codteor=1853928>. Acesso em 30 nov. 2021.

"2 Para mais informacdes sobre a tramitagdo, ver “caminho da proposta” no sitio eletrénico da Camara dos Deputados.
Disponivel em: <https://www.camara.leg.br/propostas-legislativas/2236340>.
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Comissao Europeia, que conta até o presente momento com mais de cem
paginas.

Nesse mesmo ano de 2020, foi apresentado ainda o Projeto n® 240/2020" de
autoria do Deputado Léo Moraes (PODEMOS/RO), que criava a chamada
“Lei da Inteligéncia Artificial", utilizando como fundamento o panorama
mundial da regulamentacdo da IA e novas tecnologias. Esse projeto foi
declarado prejudicado em razdo da aprovacao do PL n°® 20/2021, tendo sido
posteriormente arquivado.

Mais adiante, em 2021, foi apresentado também o Projeto de Lei n°
872/2021", de autoria do senador Veneziano Régo (MDB — PB), que dispde
sobre 0 uso da inteligéncia artificial no Brasil. Todavia, a partir de uma analise
inicial de seu conteudo, principalmente da “justificagdo”, resta claro que o
mencionado PL nao trouxe grandes discussdes, tampouco apresenta dados e
propostas de regulamentagio verdadeiramente técnicas para a matéria'”.

Por fim, ainda que com efeito, nada obstante as diferencas estruturais e do escopo de cada
um desses projetos, os PLs brasileiros que se encontram em tramitacdo no Congresso Nacional
convergem em sua abordagem dos principios, com especial atengcdo aqueles ligados a ética,
transparéncia, privacidade de dados e ao respeito aos valores democraticos'®

Nesse sentido, ¢ com satisfacdo que apresentamos nossas contribui¢cdes por meio da presente
Nota Técnica sob o n° Nota Técnica n° 001/2022 — CEEJ/GDAC para essa Ilustre Comissao de
Juristas.

I. DO OBJETIVO

Esta Nota Técnica tem por objetivo contribuir com sugestdes para elaboracao do novo marco
de inteligéncia artificial, ao analisar os eixos tematicos referente a conceitos, compreensao e
classificagdo de inteligéncia artificial, impactos da inteligéncia artificial, direito e deveres,
Accountability e governanga.

3 BRASIL. Camara dos Deputados. Projeto de Lei n® 240/2020. Cria a Lei da Inteligéncia Artificial, e da outras
providéncias.  Brasilia: Camara dos Deputados, 2020. Disponivel em  <https://www.camara.leg.br
/proposicoesWeb/prop _mostrarintegra;jsessionid=nodeOhscj17rul 5m7yj7nq0vbfrmt13973160.node0?codteor=18571
43 &filename=PL+240/2020>. Acesso em 30 nov. 2021.

¥ BRASIL. Senado Federal. Projeto de Lei n°® 872/2021. Dispde sobre o uso da Inteligéncia Artificial. Brasilia: Senado
Federal, 2020. Disponivel em: <https://legis.senado.leg.br/sdleg-
getter/documento?dm=8209940096&ts=1634324707816&disposition=inline>. Acesso em 30 nov. 2021.

'S FREIRE, Karina Abreu. Regulacdo e autorregulagdo da inteligéncia artificial no Brasil. In; SADDY, André
(coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p. 202

' FREIRE, Karina Abreu. Op.cit. p. 203.
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Os subsidios aqui fornecidos poderao agregar a consulta publica realizada pela Comissao de
juristas responsavel pela discussao que € presidida pelo ministro da justica (STJ), Ricardo Villas Boas
Cueva, e tem como relatora a professora Laura Schertel Mendes podera estabelecer os principios,
direito e deveres para o uso de inteligéncia artificial no Brasil, além de outras providéncias.

II. PROPOSTAS DE ALTERACOES

Os topicos seguintes descrevem e justificam as alteragdes pretendidas, as quais sao
fundamentadas em material de cunho académico publicado em margo de 2022 por meio da edi¢ao da
obra coletiva denominada “Inteligéncia artificial e Direito Administrativo”, disponivel em:
https://www.ceej.com.br/editora-ceej.

1. Defini¢cao de conceitos

Considerando os impactos que as inovagdes tecnoldgicas possuem nas politicas publicas
brasileira por serem ferramentas essenciais para aumentar a produtividade e a competividade nas
organiza¢des, assim como para impulsionar o desenvolvimento econdmico'”” ¢é essencial a
compreensio da concepgdo da inteligéneia artificial na Administragdo Piblica'®

O tema ¢ recente e inovador e tem ocasionado debates mundiais, por tal motivo sua
importancia. Para ilustrar, no direito comparado, em que existe uma relagdo da administragdo digital
sobre a matéria e seus impactos jurisprudenciais'® em especial, na defini¢io das condigdes sob as
quais se pode ser administravel o uso de algoritmos nas institui¢des publicas *° E, no direito brasileiro,
ao ser retratado como um instrumento norteador do Estado brasileiro para potencializar o
desenvolvimento e a utilizagao da tecnologia com vistas a promover o espaco cientifico e solucionar
problemas concretos do Pais em inteligéncia artificial’’ por meio da Estratégia Brasileira de

"7 SEYLLER, Andrea Drumond de Meireles. A concepeao de inteligéncia artificial na administrago publica. In; SADDY,
André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022.

'8 SEYLLER, Andrea Drumond de Meireles. A concepeao de inteligéncia artificial na administrago publica. In; SADDY,
André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022

' CERRILLO I MARTINEZ, Agusti (2020). El derecho para uma inteligéncia artificial centrada en el ser humano y al
servicio de 13s instituciones. IDP. Revista de Internet, derecho y politica, num.30, pags. 1.6 UOC. Disponivel em: <http:
//d6i.org/10.7238/d.v0i24.3329>> Acesso em 24. out. 2021

20 CERRILLO I MARTINEZ, Agusti (2020). EI derecho para uma inteligéncia artificial centrada en el ser humano y al
servicio de 13s instituciones. IDP. Revista de Internet, derecho y politica, num.30, pags. 1.6 UOC. Disponivel em: <http:
//d6i.org/10.7238/d.v0i24.3329>> Acesso em 24. out. 2021.

! BRASIL. Ministério da Ciéncia, Tecnologia e Inovagdes. Estratégia Brasileira de Inteligéncia Artificial — EBIA.
Disponivel em: <<http:// https://www.gov.br/mcti/pt-br/acompanhe-o-

mcti/transformacaodigital/arquivosinteligenciaartificial/ia_estrategia documento referencia 4-979 2021.pdf., acesso
em 11.ago. 2021

R. Alcindo Guanabara, n.2 24, sala 1405, Centro, Rio de Janeiro, RJ — Brasil

CEP 20.031-915 | Tel.: +55 (21) 98103-5500 | ceej@ceej.com.br |www.ceej.com.br




P VX
EE)

DIMINUINDO DISTANCIAS ENTRE
ACADEMIA E POLITICAS PUBLICAS

inteligéncia artificial — EBIA, instituida pela Portaria n® 4.617, de 6 de abril de 2021 do Ministério da
Ciéncia, Tecnologia e Inovagdes — MCTI*

Nesse sentido pontuamos para que o estudo sobre a conceituacao de inteligéncia artificial
que sejam incluidas as referéncias as abordagens e metodologias aplicadas a tecnologia,
respectivamente, uma abordagem centrada nos seres humanos em que deve ser em parte uma ciéncia
empirica, envolvendo hipdteses e confirmacdo experimental. Uma abordagem racionalista que
envolve a combinagio de matematica e engenharia® Cada grupo tem ao mesmo tempo desacreditado
e ajudado o outro’*, conforme quadro elaborado por Stuart Russell e Peter Norving™:

Tabela 1 — Conceito de inteligéncia artificial

Pensando como um humano Pensando racionalmente

“O novo e interessante esfor¢o “O estudo das faculdades
para fazer os computadores pensarem | mentais pelo uso de modelos
(...) méquinas com mentes, no sentido | computacionais.” (Charniak e
total e literal.” McDermott, 1985)

(Haugeland, 1985)

“Automatizacdo de atividades “O estudo das computagdes que

que associamos ao pensamento | tornam possivel perceber, raciocinar e
humano, atividades como a tomada de | agir.” (Winston, 1992)
decisdes, a resolucao de problemas, o Agindo racionalmente
aprendizado...” (Bellman, 1978) “Inteligéncia Computacional ¢
Agindo como seres humanos | o estudo do projeto de agentes
“A arte de criar maquinas que | inteligentes.” (Poole et al., 1998)

executam fungdes que exigem “Al... esta relacionada a um
inteligéncia quando executadas por desempenho inteligente de artefatos.”
pessoas” (Kurzweil, 1990) (Nilsson, 1998

“O estudo de como os
computadores podem fazer tarefas
que hoje sao melhor desempenhadas
pelas pessoas.” (Rich and Knight,
1991)

22 SEYLLER, Andrea Drumond de Meireles. A concepeao de inteligéncia artificial na administragdo publica. In; SADDY,
André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p.11.

RUSSELL, Stuart J. Inteligéncia artificial. traducdo Regina Célia Simille. — Rio de Janeiro: Elsevier, 2013. p.4.

RUSSELL, Stuart. NOVIG, Peter. Inteligéncia artificial. Tradugdo: Regina Célia Simille. — Rio de Janeiro: LCT, 2021.
3rd.p.47.

2 SEYLLER, Andrea Drumond de Meireles. A concepeao de inteligéncia artificial na administrag@o publica. In; SADDY,

André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p.15
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I3

O termo "IA" € usado como um "termo cobertor" para varios aplicativos de computador com
base em diferentes técnicas, que exibem capacidades comumente e atualmente associadas ao ser
humano inteligéncia26. No entanto, at¢ o momento, ndo ha uma defini¢ao unica de IA aceita pela
comunidade cientifica®’.

Desta forma a conceituacdo, deve ser mais genérica ao ser abordado também a possibilidade
da IA agir de forma autonoma, a exemplo do disposto em 2020, o EC White Paper on AI28 do
Conselho Europeu que depois de avangar uma definicdo genérica de IA como "uma colecao de

tecnologias que combinam dados, algoritmos e poder computacional", adicionou alguns comentarios
a serem considerados em definicdes futuras de 1A usadas no nivel legislativo, os quais sdo a
conceituagdao mais atualizada sobre o tema a nivel mundial, nos seguintes termos:

No caso de técnicas de aprendizagem de maquina, que constituem um
subconjunto de 1A, os algoritmos sdo treinados para inferir certos padroes
com base em um conjunto de dados, a fim de determinar as agcdes necessarias
para alcancar um determinado objetivo. Algoritmos podem continuar a
aprender quando em uso. Embora os produtos baseados em [A possam agir
de forma autonoma, percebendo seu ambiente e sem seguir um conjunto
predeterminado de instrugdes, seu comportamento ¢ amplamente definido e
constrangido por seus desenvolvedores. Os humanos determinam e
programam os objetivos, que um sistema de IA deve otimizar.”®

Para fins de conceituagao de inteligéncia artificial descrita no projeto a Comissao deve levar
em consideracao as técnicas de aprendizagem de maquina e seus respectivos subconjuntos, distinto
da defini¢do apresentadas que ndo abrange todos os conceitos técnicos sobre o tema, incluindo a
previsibilidade de utilizagdo no sistema de processos e objetivo também definidos pela maquina.

26 COUNCIL OF EUROPE. Ad hoc committee on artificial inteligence (CAHAI) — Feasibility Study. Strasbourg, 2020.
Disponivel em: <https://www.coe.int/cahai>. Acesso em: 17 jan 2021.

2’ SEYLLER, Andrea Drumond de Meireles. A concepeao de inteligéncia artificial na administragdo publica. In; SADDY,
André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p.12.

* EUROPEAN COMISSION.Trends and Developments in artificial intelligence. Challenges to the intellectual property
rights framework. Final report. Directorate-General for Communications Networks, Content and Technology.
Luxembourg: Publications Office of the European Union, 2020. Disponivel em: <<https: Trends and developments in

artificial intelligence - Publications Office of the EU (europa.eu). Acesso em jan. 2021.
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2. Definicao de compreensao e classificacao de inteligéncia artificial

No que tange a compreensao e classificacao de inteligéncia artificial para fins de redagao do
novo marco regulatdrio, sugere-se que seja levado em consideragdo a inter-relacdo de tecnologias
associadas a Inteligéncia artificial®’

Nesse cenario, a implantacdo da inteligéncia artificial, seja para a edicdo de atos
administrativos, seja para a execucgao desses, passa a ser, cada vez mais, imprescindivel. Todavia, sua
utilizacao, juridicamente, exige uma releitura, cautelosa, das concepcgdes doutrinarias a respeito do

processo de decisdo seguido pelo administrador pﬁblico30.
Em especial:

(...) Por essa razdo, ha de construir-se uma concep¢ao doutrindria e
jurisprudencial da utilizagdo desses métodos na edigdo dos atos
administrativos que visem, justamente, blindar as justificativas levianas para
as condutas limitadas ou dirigidas da Administracao. Caso contrario, o que se
terd ¢, meramente, a aceitacdo social da producdao continua de decisdes
automaticas caracterizadas por veicularem conteudos ilegitimos.

Toda essa releitura deve passar, antes de tudo, pelo papel que passa a exercer
o agente publico, verdadeira unidade competente para tornar presente o
Estado nas relagdes juridicas. E a esse que cabe definir os padrdes que a
maquina deve adotar, o que se torna mais complexo a medida que aumenta a
esfera de discricionariedade para as condutas para as quais, por prognose,
antecipam-se solugoes.

Portanto, deve-se sempre atengdo a eterna ponderagao a ser realizada entre a
seguranca juridica, propria de uma igualdade formal, prevalente, no cenario
que se apresenta, ¢ a igualdade material, necessaria para a edi¢dao de decisdes
verdadeiramente justas. Inegavel, todavia, que quanto mais complexo se torna
o sistema, em referéncia a possibilidade de solugdes a serem alcancadas, ¢
justamente a igualdade material que mais seré valorizada (...)*'

Em suma, as aplicabilidades dos conceitos extrajuridicos assumem, a partir do contexto
atual, for¢ca normativa sob o carater de circunstancias faticas e devem ser atendidos pelos agentes que
. . . 2
passam a implantar tais mecanismos’

Y WEID, Irene von der. Op. 27p. cit, p. 9.

30 SADDY, André. GALIL, Joao Victor Tavares. O processo de tomada de decis@o administrativa e o uso da inteligéncia
artificial. In; SADDY, André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ,
2022.p .145

3 SADDY, André. GALIL, Jodao Victor Tavares. Op. cit. 145

32 SADDY, André. GALIL, Jodao Victor Tavares. Bis idem. p. 145.
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Outro ponto relevante, sao quais as ferramentas utilizadas pela Administragdo como apoio a
tomada de decisdes®” Veja que:

Atualmente, em relacdo aos usudrios externos as ferramentas de apoio a
tomada de decisdo que mais interagem diretamente com os cidadaos sdo os
chatbots. Sao pensados com o proposito de auxilio na direcao de resolucao de
problemas e solugdo de pleitos comuns, com a redu¢do de recursos humanos
e promogao da eficiéncia pela via da facilitagdo e método de comunicagao.
Nao obstante, o processo de sua estruturacdo e desenvolvimento ainda carece
de melhores estudos e melhoramentos semanticos na area do processamento
de linguagem natural.

As institui¢cdes publicas governamentais, igualmente, apostam no advento do
comércio eletronico, € o0 Governo Eletronico ja se apresenta como uma das
vias de possibilidade de amplia¢do do ambiente democratico da sociedade da
informacao. Preocupagdes, no entanto, com as dificuldades que as pessoas
enfrentam ao usar um sistema automatizado sdo verificadas posteriormente,
0o que se revela como um equivoco de governanca. Boas aplicagdes
tecnologicas sdo configuradas com elementos de testes, treinamentos e,
principalmente, retreinamentos a priori. >* *°

Em razao da Pandemia Covid-19, o Centro de Estudos Judiciarios do Conselho da Justica
(CEJ/CJF) realizou, entre os dias 3 e 7 de agosto de 2020, a I Jornada de Direito Administrativo, de
forma remota. Foram aprovados 40 enunciados, dentre 743 propostas que foram inicialmente
recebidas para a analise das comissdes.*® ¥’

Dentre os 40 enunciados, o de nimero 12 veio a tratar de tema relativo as ‘decisoes
administrativas roboticas, nos seguintes termos’"

33 PEREIRA, Jodo Sergio dos Santos Soares. As decisdes administrativas roboticas: Das possibilidades aos limites. In;
SADDY, André (coordenador). Inteligéncia artificial e direito administrativo. Rio de Janeiro: CEEJ, 2022. p. 152
3 Sobo ponto: PEREIRA, Jodo Sergio dos Santos Soares. A padronizacao decisdria na era da Inteligéncia Artificial: uma

possivel leitura hermenéutica e da autonomia do direito. Belo Horizonte: Casa do Direito/Letramento, 2021, p.393-398.
3 PEREIRA, Jodo Sergio dos Santos Soares. As decisdes administrativas roboticas: Das possibilidades aos limites. In;
SADDY, André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022.p. 152
% Sobre a referida Jornada, as informacdes oficiais constam no seguinte endereco eletronico:
https://www.cif.jus.br/cif/noticias/2020/08-agosto/cej-publica-cadernos-de-enunciados-aprovados-na-i-jornada-de-

direito-administrativo-e-na-i-jornada-de-direito-e-processo-penal Acesso em 05 fev. 2022.

37 PEREIRA, Jodo Sergio dos Santos Soares. As decisdes administrativas roboticas: Das possibilidades aos limites. In;
SADDY, André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p. 153

3 PEREIRA, Jodo Sergio dos Santos Soares. As decisdes administrativas roboticas: Das possibilidades aos limites. In;
SADDY, André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022.p. 154
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Enunciado 12: A decisdo administrativa robotica deve ser suficientemente motivada, sendo
a sua opacidade motivo de invalidagdo.

A documentagao relativa ao evento da I Jornada de Direito Administrativo contextualiza o
referido Enunciado na érea relativa ao “Processo administrativo”, o que nos conduz ao entendimento
inicial que o seu ambito de aplicacdo, imaginado pelas comissoes, seria as decisdes proferidas em tal
processo. A justificativa destacada € a seguinte:

Processo administrativo

No ambito do processo administrativo, o enunciado n. 20 consignou o direito
do interessado a prévia intimagdo e contraditério no caso de autotutela
administrativa destinada ao desfazimento de ato administrativo benéfico ao
interessado. O enunciado n. 33 afasta a davida sobre se o CPC — Codigo de
Processo Civil — teria estendido ao processo administrativo a contagem de
prazos em dias Uteis. E o j& referido enunciado n. 12 enfrenta uma dificuldade
que apenas comeg¢a a se manifestar ao tratar das decisdes administrativas
baseadas em algoritmos — tema que gerou, nos dias subsequentes a realizagao
da Jornada, grande debate no Reino Unido a proposito da atribuicao
estimativa, por meio de algoritmos, de notas em substituicdo as de provas
efetivas (tornadas invidveis pela pandemia da covid-19) em um exame
nacional similar ao ENEM — Exame Nacional do Ensino Médio®”

E preciso considerar que a associa¢do fisica de aplicagdes das novas tecnologias nas
sociedades digitais exponenciais contemporaneas nao se revela, necessariamente, como um dado da
realidade, uma vez que a possibilidade de intervencao direta no mundo tangivel ndo € algo essencial
ou imprescindivel para o reconhecimento das técnicas. Conforme nos informa Ryan Calo*” a robética
¢ apenas uma das diversas técnicas de uso e desenvolvimento de novas tecnologias, como a
Inteligéncia Artificial, termo que congrega um guarda-chuva de potencialidades“.

Sobre o dever de fundamentagdo/motivacao, importante contribui¢do nos ¢ ofertada por
André Saddy, uma vez que o siléncio da Administra¢do a algum pleito formulado pelos cidadaos
igualmente deve ser repudiado, “ndo sO6 por ndao se conseguir cumprir com deveres
constitucionalmente consagrados, mas, também, pelas novas concepgdes do Estado Pos-Moderno™"?,
tratando-se de desvio/abuso de Poder. Neste sentido, ¢ possivel defender que o siléncio administrativo

3 PEREIRA, Jodo Sergio dos Santos Soares. As decisdes administrativas roboticas: Das possibilidades aos limites. In;
SADDY, André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p. 155

% CALO, Ryan. Artificial Intelligence Policy: A primer and Roadmap. In: University of California, Davis, vol. 51:399,
2017, p. 400-405.

* PEREIRA, Jodo Sergio dos Santos Soares. As decisdes administrativas robéticas: Das possibilidades aos limites. In;
SADDY, André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p. 156

2 SADDY, André. Siléncio administrativo no direito brasileiro. Rio de Janeiro: Forense, 2013, p.48, ebook.

R. Alcindo Guanabara, n.2 24, sala 1405, Centro, Rio de Janeiro, RJ — Brasil

CEP 20.031-915 | Tel.: +55 (21) 98103-5500 | ceej@ceej.com.br |www.ceej.com.br




P VX
C

DIMINUINDO DISTANCIAS ENTRE
ACADEMIA E POLITICAS PUBLICAS

ndo cumpre com o dever da expressa motivacio, quer no ambiente ‘analdgico’ ou digital®*" Por isto,
para fins de compreensao do conceito deve ser visto que a edicdo do Enunciado n. 12 da I Jornada de
Direito Administrativo possui o mérito de expressar em seu texto uma das principais preocupagdes
no uso dos sistemas automatizados decisorios, a necessidade de motivagao idonea e adequada das
decisdes, seja elas quais forem, no ambito juridico™.

Referente a inteligéncia artificial incorpora a administracdo publica e os principios
administrativos®”, Tendo em vista esta complexa questio que se apresenta, a Comissdo devera fazer
uma reflexdo sobre um dos principais desafios acerca do futuro da relacdo entre o Estado e a

inteligéncia artificial, qual seja, o de compatibilizar a acuracia e objetividade da tecnologia com a
capacidade inovadora da subjetividade humana. A proposta ¢, portanto, a de colaborar com as
indagagoes, duvidas e construgdes de eventuais respostas sobre o futuro da aplicacao principiologica
no ambito da Administragio Publica®.

Além destas reflexdes envolvendo os principios positivados no art. 37 da CRFB, urge
questionar também a possibilidade de a utilizagdo da inteligéncia artificial na Administracdo Publica
ensejar a incorporacao de novos principios, como um principio de ndo discriminagdo algoritmica
(visando contornar os problemas decorrentes da utilizagao de “algoritmos enviesados”); principio de
transparéncia algoritmica (uma possivel “atualizacao” do principio da transparéncia para superar sua

aparente incompatibilidade com a utilizagdo de inteligéncia artificial); e um principio de
personalidade digital para protecdo dos dados pessoais®’.

Outro ponto a ser classificado e ndo existente nos projetos de lei, sdo as associagdes da
inteligéncia artificial com outros ramos para fins de fomento do desenvolvimento economico Neste
contexto, faz-se necessario reconhecer a importancia do fomento dentro do sistema de inovacao
nacional®" visando exatamente a superar os nés da inovagio — alguns indicados acima por Kline e

# PEREIRA, Jodo Sergio dos Santos Soares. As decisdes administrativas roboticas: Das possibilidades aos limites. In;
SADDY, André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p. 157.

* ARGENTO, José Ricardo de Oliveira. PEIXOTO, Leticia Bittencourt. PESSANHA, Diogo Paiva. Inteligéncia artificial
incorporada a administragao publica e os principios administrativos. In; SADDY, André (coordenador). Inteligéncia
artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p 168

* ARGENTO, José Ricardo de Oliveira. PEIXOTO, Leticia Bittencourt. PESSANHA, Diogo Paiva. Op.cit..p. 167.

% ARGENTO, José Ricardo de Oliveira. PEIXOTO, Leticia Bittencourt. PESSANHA, Diogo Paiva. Bis. idem. p.168.

*" ARGENTO, José Ricardo de Oliveira. PEIXOTO, Leticia Bittencourt. PESSANHA, Diogo Paiva. Inteligéncia artificial
incorporada a administragao publica e os principios administrativos. In; SADDY, André (coordenador). Inteligéncia
artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p. 180.

* Sobre sistemas nacionais de inovagdo vide: FREEMAN, Christopher. Technological infrastructure and international
competitiveness. Industrial and Corporate Change, v. 13, n. 3, p. 541-569, 2004; LUNDVALL, Bengt-Ake. The
Learning Economy and Economics of Hope. London: Anthem Press, 2016. A titulo de aprofundamento, citam-se como
desdobramento das teorizagdes sobre os sistemas nacionais de inovagao, as teses sobre os sistemas regionais de inovagao
na década de 1990 e os conceitos de sistema tecnologico e de sistema setorial de inovagao.
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Rosenberg® —, os quais, em paises em desenvolvimento, se amplificam. Por isso, as atividades de
fomento® tém previsdo normativa no texto da CRFB’', em especial no art. 174°*. De qualquer modo,
o que chama a atencao nos instrumentos de planejamento estatal ¢ a falta de sinalizacao desta questao,
que, a nosso ver, ¢ central para promog¢ao do desenvolvimento econdmico e social do pais, objetivo
tanto da Portaria MCTIC n.° 1.122/2021, quanto da EBIA. Em outras palavras, para alcancar o

desenvolvimento econdmico e social do pais, ¢ necessario propor medidas especificas para a
superagao deste no brasileiro de inovagao, tanto em setores mais tradicionais, quanto no setor da [A53

3. Impactos da inteligéncia artificial

Os impactos juridicos que a inovagdo causa no direito brasileiro ocasionaram na
recomendacao da OCDE 54 sobre inteligéncia, a qual o Brasil aderiu, foram identificados diversos
principios para o desenvolvimento responsavel da A, assim como recomendac¢do quanto a politicas
publicas e cooperagao internacional. Entre os elementos constantes da recomendacao, destacam-se:

*A IA deve beneficiar as pessoas € o planeta, impulsionado o crescimento
inclusivo, o desenvolvimento sustentavel e o bem-estar.

*Qs sistemas de [A devem ser projetados de maneira a respeitar o Estado de
Direito, os direitos humanos, os valores democraticos e¢ a diversidade, e
devem incluir salvaguardas apropriadas — por exemplo, possibilitando a
intervencdo humana sempre que necessario — para garantir uma sociedade
justa.

*Organizacdes e individuos que desempenham um papel ativo no clico de
vida de IA devem se comprometer com a transparéncia e com a divulgagao
responsavel em relacdo a sistemas de IA, fornecendo informacdes relevantes
e condizentes com o estado da arte que permitam (i) promover a compreensao

* KLINE, Stephen J.; ROSENBERG, Nathan. An overview of innovation. Studies on Science and the Innovation Process:
Selected Works of Nathan Rosenberg. 2010. p. 173-203.

0 A atividade de fomento exercida pelo Estado pode ocorrer de varias formas, vide defini¢io de André Saddy em:
SADDY, André; SOUSA, Horacio Agunsto Mendes; RODOR, Fernanda Medeiros e Ribeiro. Direito Publico das
Startups: uma nova governanga publico-privada nas parcerias administrativas entre o Estado e as entidades de
tecnologias e inovagdo. 2. ed. Rio de Janeiro: CEEJ, 2021, p. 69 e 70.

>l BRASIL. Constituicio da Reptblica Federativa do Brasil, de 05 de outubro de 1988. Disponivel em:
http://www.planalto.gov.br/ccivil_03/constituicao/constituicao.htm. Acesso em: 19 jul. 2021.

> COIMBRA, Elisa Mara. LOBO, Flavio Luiz de Aguiar. Fomento publico a inovagdo em inteligéncia artificial: uma
avaliagdo a partir dos dados tecnoldgicos de patentes. In; SADDY, André (coordenador). Inteligéncia artificial e direito
administrativo — Rio de Janeiro: CEEJ, 2022. p. 290.

>3 COIMBRA, Elisa Mara. LOBO, Flavio Luiz de Aguiar. Op.cit. p. 305.

** OECD. Council Recommendation on Artificial Intelligence (2019). Disponivel em: <<https://www.oecd.org/going-

digital/ai/principles/.Acesso en: 06.jan.2021.
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geral sobre sistemas de [A; (i) p. 152tornar as pessoas cientes quanto as suas
interacdes com sistemas de [A; (ii1) permitir que aqueles afetados por um
sistema de IA compreendam os resultados produzidos; e (i) permitir que
aqueles adversamente afetados por um sistema de IA possas contestar seu
resultado.

*Qs sistemas de Ia devem funcionar de maneira robusta, segura e protegida
ao longo de seus ciclos de vida, e os riscos em potencial devem ser avaliados
e gerenciados continuamente.>

De fato, a personalizagdo, adaptagdo e antecipacao de servicos publicos as necessidades dos
cidadaos e dos usuarios de servigos publicos constitui uma manifestacdo da boa administracao
(PONCE, 2019b) e contribuiu para a efic4cia e eficiéncia publica (VELASCO, 2019b) 56 No entanto,
a recep¢ao de mecanismo de IA em varias de suas multiplas manifestacdes pode requer um
reconfiguragdao de conceitos basicos do Direito Administrativo, como discricionariedade, desvio de
finalidade, agente piblico competente e tantos outros — todos eles cunhados a partir da perspectiva
de que, nas relagcdes com a Administracdo Publica, em qualquer dos seus polos, se tenha sempre a
presenca de uma agente humano > **

Assim sugere-se a avaliagdo de que seja abordado também as questdes referente a
transparéncia, veja que existe uma falta de transparéncia algoritmicas de uma adequada percepgao
pela Administragdo publica, sendo os riscos da tecnologia entre a principal vocagao da IA seja a
facilitagdo de decisdes em concreto ¢ uma atitude que tende a, na sua incorporagdo, preservar ao
maximo seu potencial de efetiva municiacdo ao Poder Publico dos elementos que ele precisa para
decidir em sociedades complexas *° sem deixar que seja obstado o desenvolvimento nacional com
toda a potencialidade que pode ser usufruida com o uso de inteligéncia artificial®.

Esse ponto inclusive se insere as principais desvantagens no uso da inteligéncia artificial,
sendo vejamos:

> BRASIL. Ministério da Ciéncia, Tecnologia e Inovagdes. Estratégia Brasileira de Inteligéncia Artificial — EBIA.
Disponivel em: <<http:// https://www.gov.br/mcti/pt-br/acompanhe-o-

mcti/transformacaodigital/arquivosinteligenciaartificial/ia_estrategia documento referencia 4-979 2021.pdf., acesso
em 11.ago. 2021.

%0 RICO, Clara Isabel Velasco. Op. cit. p. 2.

" SEYLLER, Andrea Drumond de Meireles. A concepeao de inteligéncia artificial na administrag@o publica. In; SADDY,
André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p.41

58 VALLE, Vanice Lirio do. Inteligéncia artificial incorporada a Administracdo Publica: mitos e desafios teodricos. In:
A&C: R. de Dir. Adm. Const. | Belo Horizonte, ano 20, n. 81, p. 179-200, jul./set. 2020, p. 187.

Y VALLE, Vanice Lirio do. Op. cit, p. 193.

% SEYLLER, Andrea Drumond de Meireles. A concepeao de inteligéncia artificial na administragao publica. In; SADDY,
André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p.43.
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Entre as maiores desvantagens se evidencia com uma chamativa falta de
transparéncia algoritmica e de uma adequada percep¢ao pela Administragao
Publica sobre a necessidade de aprovagdo de um marco juridico
especifico®’.Ou mesmo, a utilizacdo, em larga escala, para a infame
disseminagcdo de noticias falas e para a manipulacdo inescrupulosa de
informacdes dos usudrios das redes sociais, no empreendimento de assédio
robdtico inaceitdvel. Para piorar o quadro, a maquina corre o risco de
agasalhar vieses racistas, xenofobos e sexistas, alojados com cerrada
opacidade®® Outro seria a possibilidade um desvio de finalidade - — nio no
sentido de uma voluntas pessoal, direcionada para algo que ndo os reclamos
do interesse geral, mas uma concepcdo equivoca dos parametros que
direcionam a operagio desse mesmo aparato informatizado® A propria
literatura na area que denuncia que, especialmente nas solugdes de deep
learning, hd um espaco de opacidade relacionado ao pleno disclosure e
compreensdo de que tenham sido as inferéncias e padrdes reconhecidos e
aproveitados pelo sistema para a construcao de seu proprio aprendizado 64
Os riscos que a Inteligéncia Artificial pode acarretar para esta garantia faz
com que seja “[...] necessario o desenvolvimento de mecanismos eficientes e
eficazes para se criar conhecimento e desenvolver habilidades acerca da
regulacao estatal relacionado ao advento e ao manejo de novas tecnologias na
era da IA ©

Outro ponto importante € a questdo do tratamento de dados e aqui hd o desafio para os
Estados quanto ao tratamento dos dados e cautela na ciberseguranga’ respectivamente:

Para que a utilizacdo de Inteligéncia Artificial pela Administracdo Publica
seja eficaz, devem ser enfrentadas antes duas questdes. A primeira delas ¢

SICENTRO DE ESTUDIOS EURPEOS LUIZ ORTEGA ALVAREZ, INSTITUTO DE INVESTIGACION
TRANSJUSBELTRAN DE HEREDIA RUIZ (2019). Conclusiones Del I Seminario Internacional Derecho
administrativo e inteligencia artificial. IDP. Revista de Internet, Derecho y politica. N° 29, pags 1-7. UOC. Disponivel
em: <<http/://dx.doi.org/10.7238/idp. v0i029.3203>>. Acesso em: 24. out. 2021.

62 FREITAS, Juarez. Op. cit, p. 25.

63 VALLE, Vanice Lirio do. Inteligéncia artificial incorporada a Administracdo Publica: mitos e desafios tedricos. In:
A&C: R. de Dir. Adm. Const. | Belo Horizonte, ano 20, n. 81, p. 179-200, jul./set. 2020, p. 188.

% VALLE, Vanice Lirio do. Op. cit, p. 189.

5 BORN, Rhana de Almeida. O contraditério substancial diante da tomada de decisdo judicial automatizada, Rio de
Janeiro, 2021. Dissertagdo (Mestrado) — Universidade Candido Mendes, 2021. Orientacao de: Daniel Brantes Ferreira,
p. 58

% SEYLLER, Andrea Drumond de Meireles. A concepeao de inteligéncia artificial na administrago publica. In; SADDY,

André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p.43.
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acerca da incomunicabilidade dos dados alimentados por diversos 6rgaos e
entidades publicas, por vezes entre aqueles vinculados ao mesmo ente
federativo®” A segunda se da por conta da seguranca sobre os dados para que
os mesmos nao sofram qualquer manipulagdo ou que ndo sejam vazados a
partir de invasdes hackers®.

Desta maneira, a Administracao Publica tem de se atentar a esse detalhe desde a coleta dos
dados, o armazenamento e a utiliza¢ao deles seja para manipulacao ou at¢ mesmo divulgacao entre
outros o6rgaos e entidades que a componham69 A seguranca, porém, deve vir acompanhada da
prevencdo com a “adocdo de medidas para prevenir a ocorréncia de danos em virtude do tratamento
de dados pessoais”. Devendo ser responsabilizado aqueles que ndo respeitarem esses principios, além
de outros elencados no artigo 6° da Lei n® 13.709/2018 Corroborando esse entendimento, vale afirmar
que:

Nao cabe aqui tratar dos pormenores da RGDP, mas apenas sinalizar que esse
Regulamento se deu por conta dos riscos advindos pelo rapido avango
tecnologico e a necessidade de os Estados protegerem a privacidade dos
cidaddos. O mesmo sucedeu no Brasil com a Lei n° 13.709/2018”" também
conhecida como Lei Geral de Protecdo de Dados (LGPD), o qual no artigo 6°
estabeleceu que o tratamento de dados deve obedecer aos principios da
transparéncia das informagdes e o livre acesso a pessoa “dona” de seus dados,
além da seguranca cibernética para que nao suceda difusdo desses dados ou
alteracdo dos mesmos. A seguranca, porém, deve vir acompanhada da
prevencgdo com a “adogdo de medidas para prevenir a ocorréncia de danos em
virtude do tratamento de dados pessoais”. Devendo ser responsabilizado
aqueles que nao respeitarem esses principios, além de outros elencados no
artigo 6° da Lei n° 13.709/2018".

57 Veja o artigo, nesta obra, intitulado “O potencial uso da inteligéncia artificial pelo Estado para fins de intervencio na
propriedade privada”, de Isabella Macedo Torres, Jodo Sergio dos Santos Pereira e Luis Eduardo de Souza Leite
Trancoso Daher.

% SOUZA, Alexandre Magno Antunes. Administragio piblica 4.0 — A mudanga por meio do blockchain e da inteligéncia
artificial. In; SADDY, André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ,
2022.p .75

% SOUZA, Alexandre Magno Antunes. Op.cit. p. 77.

70 Disponivel em http://www.planalto.gov.br/ccivil 03/ ato2015-2018/2018/1ei/113709.htm. Acesso 27 de dez. 2021.

""'SOUZA, Alexandre Magno Antunes. Administragdo ptblica 4.0 — A mudanga por meio do blockchain e da inteligéncia
artificial. In; SADDY, André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ,
2022.p.78
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Por tal, motivo nao bastaria a referéncia a Lei Geral de Prote¢ao de Dados como fins de
protecao, devendo ainda ser conduzida a nova redagao levando-se em consideracao as normativas
infraconstitucionais, por exemplo, Lei n° 14.129, de 29 de marco de 2021"* também conhecida como
“Lei do Governo Digital”, atende precariamente alguns aspectos relacionados com a I.A .Além disso,
¢ necessario dispor sobre principios, regras e instrumentos para o aumento da eficiéncia da
administracao publica, especialmente por meio da desburocratizagdo, da inovagao, da transformacao
digital e da participacao do cidaddo e trouxe uma série de principios e diretrizes voltados para as boas

"2 BRASIL. Lei n° 14.129, de 29 de marco de 2021.
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, . Coe . . , . . . .o A . PP 47
praticas digitais”> denominados “principios e diretrizes do Governo Digital e da eficiéncia publica’
75

7 Art. 3° Sdo principios e diretrizes do Governo Digital e da eficiéncia publica: I - a desburocratizagdo, a modernizagio,
o fortalecimento e a simplificacdo da relagdo do poder publico com a sociedade, mediante servigos digitais, acessiveis
inclusive por dispositivos moveis; II - a disponibilizagdo em plataforma tnica do acesso as informagdes e aos servigos
publicos, observadas as restrigoes legalmente previstas e sem prejuizo, quando indispensavel, da prestagdo de carater
presencial; III - a possibilidade aos cidaddos, as pessoas juridicas e aos outros entes publicos de demandar e de acessar
servigos publicos por meio digital, sem necessidade de solicitagdo presencial; IV - a transparéncia na execucao dos
servigos publicos e o monitoramento da qualidade desses servigos; V - o incentivo a participacdo social no controle e
na fiscalizagdo da administracdo publica; VI - o dever do gestor publico de prestar contas diretamente a populacao sobre
a gestao dos recursos publicos; VII - o uso de linguagem clara e compreensivel a qualquer cidadao; VIII - o uso da
tecnologia para otimizar processos de trabalho da administracdo publica; IX - a atuacdo integrada entre os 6rgdos e as
entidades envolvidos na prestacdo e no controle dos servigos publicos, com o compartilhamento de dados pessoais em
ambiente seguro quando for indispensavel para a prestagdo do servico, nos termos da Lei n® 13.709, de 14 de agosto de
2018 (Lei Geral de Protegao de Dados Pessoais), e, quando couber, com a transferéncia de sigilo, nos termos do art. 198
daLein®5.172, de 25 de outubro de 1966 (Cddigo Tributario Nacional), e da Lei Complementar n°® 105, de 10 de janeiro
de 2001; X - a simplificacao dos procedimentos de solicitacdo, oferta e acompanhamento dos servigos publicos, com
foco na universalizacdo do acesso e no autosservigo; XI - a eliminagdo de formalidades e de exigéncias cujo custo
econdmico ou social seja superior ao risco envolvido; XII - a imposi¢ao imediata e de uma Unica vez ao interessado das
exigéncias necessarias a prestacdo dos servicos publicos, justificada exigéncia posterior apenas em caso de duvida
superveniente; XIII - a vedacdo de exigéncia de prova de fato ja comprovado pela apresentacdo de documento ou de
informagao valida; XIV - a interoperabilidade de sistemas e a promocdo de dados abertos; XV - a presun¢do de boa-fé
do usuario dos servigos publicos; XVI - a permanéncia da possibilidade de atendimento presencial, de acordo com as
caracteristicas, a relevancia e o publico-alvo do servigo; XVII - a protecdo de dados pessoais, nos termos da Lei n°
13.709, de 14 de agosto de 2018 (Lei Geral de Protecdo de Dados Pessoais); XVIII - o cumprimento de compromissos
e de padrdes de qualidade divulgados na Carta de Servigos ao Usuario; XIX - a acessibilidade da pessoa com deficiéncia
ou com mobilidade reduzida, nos termos da Lei n® 13.146, de 6 de julho de 2015 (Estatuto da Pessoa com Deficiéncia);
XX - o estimulo a a¢des educativas para qualificacdo dos servidores publicos para o uso das tecnologias digitais e para
a inclusdo digital da populag@o; XXI - o apoio técnico aos entes federados para implantacao e adocao de estratégias que
visem a transformacdo digital da administracdo publica; XXII - o estimulo ao uso das assinaturas eletronicas nas
interagdes e nas comunicagdes entre drgaos publicos e entre estes e os cidadaos; XXIII - a implantagdo do governo
como plataforma e a promog¢ao do uso de dados, preferencialmente anonimizados, por pessoas fisicas e juridicas de
diferentes setores da sociedade, resguardado o disposto nos arts. 7°e 11 da Lei n°® 13.709, de 14 de agosto de 2018 (Lei
Geral de Protecao de Dados Pessoais), com vistas, especialmente, a formulagdo de politicas publicas, de pesquisas
cientificas, de gerag@o de negocios e de controle social; XXIV - o tratamento adequado a idosos, nos termos da Lei n°
10.741, de 1° de outubro de 2003 (Estatuto do Idoso); XXV - a adogdo preferencial, no uso da internet e de suas
aplicagdes, de tecnologias, de padrdes e de formatos abertos e livres, conforme disposto no inciso V do caput do art. 24
enoart. 25 daLein®12.965, de 23 de abril de 2014 (Marco Civil da Internet); e XX VI - a promoc¢ao do desenvolvimento
tecnoldgico e da inovagao no setor publico. (BRASIL. Lein® 14.129, de 29 de marco de 2021)

™ «F dever do administrador publico, dentro de seu escopo com elementos de subjetividade, decidir e adotar os
comportamentos que lhe permitam alcangar o interesse publico de forma mais eficiente, em consonancia com o0s
principios que regem a Administragdo, dentre eles o principio da eficiéncia. (SADDY, André. Elementos essenciais
da defini¢do de discricionariedade administrativa. Revista de Estudos Constitucionais, Hermenéutica e Teoria do Direito
(RECHTD)7(2):147-165, maio-agosto 2015, p.147)
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Outra questao relevante ¢ que surge da utilizagdo crescente dos dados pessoais pela
Administragdo Publica para alimentar o aprendizado da maquina, de forma que esta possa auxiliar na
tomada de decisoOes e acdes publicas, diz respeito a problemas relacionados a protecao de informacdes
pessoais. Nesse mister, ¢ de se refletir sobre a incorporacdo de um principio que garanta a prote¢ao
destes dados, como um principio de personalidade digital76 "7 Podendo inclusive ser utilizado como
fonte o estudo do O Instituto Igarapé e o Data Privacy Brasil Research, alertas as questdes éticas
relativas ao uso da IA ao reconhecimento facial no setor publico, elaborou documento propositor de
regulacdo e de convite a reflexdo sobre a utilizagdo do reconhecimento. Sao elencados no estudo os

principios fundamentais ao embasamento de arcabouco tedrico para o debate no tema: seguranca da
informacao, ndo-discriminagao, necessidade, finalidade e transparéncia78.

Assim, partiram das indagagdes abaixo relacionadas para formulacao de uma analise critica
a partir da experiéncia de outros paises” **

Finalidade: Como os documentos e legislacdes analisados justificam a
regulacao dos sistemas de reconhecimento facial? Ha alguma mengao
expressa sobre as finalidades autorizadas ou proibidas?

Necessidade: Quais sdo os limites impostos aos sistemas de reconhecimento
facial? Quais sdo os protocolos de uso desses sistemas?

Transparéncia: Existe alguma previsdo de politica de transparéncia e
comunicacdo aos cidadaos sobre o uso dos sistemas de reconhecimento
facial?

Seguranca: Existe algum incentivo para a utilizagdo de medidas técnicas para
a protecdo dos dados coletados pelos sistemas de reconhecimento facial?
Existe alguma disposi¢do expressa sobre o periodo de retengdo desses
mesmos dados?

" DA SILVA, Leonardo Ferreira Barbosa. O uso da inteligéncia artificial no poder publico brasileiro. In; SADDY, André
(coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p. 92

7 ARGENTO, José Ricardo de Oliveira. PEIXOTO, Leticia Bittencourt. PESSANHA, Diogo Paiva. Inteligéncia artificial
incorporada a administragao publica e os principios administrativos. In; SADDY, André (coordenador). Inteligéncia
artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p. 180.

7 FREITAS, Juarez. Direito Administrativo e inteligéncia artificial. Int. Publ. — IP, Belo Horizonte, ano 21, n 114, p.15-
29.

® ARAUJO, Carolina Moreira. DA SILVA, Jader Esteves. Poder de policia e a inteligéncia artificial. In; SADDY, André
(coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p. 276.

7 INSTITUTO IGARAPE; DATA PRIVACY BRASIL RESEARCH. Regulacdo do Reconhecimento Facial no Setor
Publico: avaliagdo de experiéncias internacionais. [S.I]. Rio de Janeiro, jun. 2020. Disponivel em:

https://igarape.org.br/wp-content/uploads/2020/06/2020-06-09-Regulaciao-do-reconhecimento-facial-no-setor-
publico.pdf. Acesso em: 20 nov. 2021.
$9ARAUIJO, Carolina Moreira. DA SILVA, Jader Esteves. Op. Cit. p. 276.
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Nao-discriminacao: Existe algum cuidado ou mengao sobre o risco de viés
social no uso de sistemas de reconhecimento facial? Existe a previsao da
realizacdo de avaliagdes de impacto social desses mesmos sistemas?

Inquestionavelmente, as disposi¢des normativas na Lei Geral de Prote¢ao de Dados (LGPD),
Lei n.° 13.709, de 14 de agosto de 2018, atualizada pela Lei n.° 13.853, de 2019, demonstram um
avanco, mas nio atendem ao universo complexo das aplica¢des da IA pela Administragio Publica®"
Dessa forma, ndo obstante o exercicio do poder de policia pelos agentes administrativos contar com
a previsibilidade legal da LGPD fora dos temas relativos a seguranga publica (excetuada tal
aplicabilidade pelo art. 4 ° da propria lei), a protecao legislativa se encontra no mesmo estagio de
regulacao de outras atividades da Administragcao Publica versus inteligéncia artificial, isto ¢, ndo ha
diploma legal que parametrize de forma qualitativa os empregos da IA e o atuar dos agentes publicos
para protecao aos direitos individuais e coletivos dos administrados face ao poder de policia da
administragio™.

4. Direitos e deveres

Em uma época na qual se evoluiu para o entendimento da necessidade de equilibrio entre a
esfera publica e a privada, dentro da ideia da busca do cerceamento da vida privada no que ¢
fundamental ao interesse publico e, simultaneamente, com reconhecimento acerca da importancia da
interferéncia em multiplas areas para consecugdao do bem-estar social, surge a inteligéncia artificial
como mecanismo de crescente efetividade para auxiliar, consubstanciar e limitar a Administracao
Publica®.

E dever da Administracio publica o uso de poder de policia enquanto a utilizagdo de
ferramentas, por este motivo, enquanto a utilizagdo de ferramentas, como a [A, surge como uma das

maneiras de se atingir esse objetivo. Nao sendo tal utilizagdo um fim em si mesmo, € necessario que
sejam analisadas as vantagens praticas, dessa nova ferramenta, que estejam dentro dos parametros
legais previamente estabelecidos **

Outro ponto a ser abordado ao dever do Estado no que se refere ao uso da inteligéncia
artificial sobre as possiveis solucGes para a imputacdo do tipo de responsabilidade civil

81 ARAUJO, Carolina Moreira. DA SILVA, Jader Esteves. Bis idem. p. 278.

2 ARAUIJO, Carolina Moreira. DA SILVA, Jader Esteves. Poder de policia e a inteligéncia artificial. In; SADDY, André
(coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p. 278.

¥ ARAUJO, Carolina Moreira. DA SILVA, Jader Esteves. Op.cit. p. 278

¥ ARAUJO, Carolina Moreira. DA SILVA, Jader Esteves. Bis idem. p. 282
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extracontratual e indenizacdo ao particular pelo uso de sistemas de inteligéncia artificial, criacdo de
seguros obrigatorios e fundos compensatorios 8

5. Accountability e governanca

Procedimentos alternativos como aplicagdo de regras de governanga e accountability, podem
agregar o aspecto da responsividade (espontanea ou provocada por regras de controle) no uso do
poder pelos agentes publicos®® como também sdo ferramentas que podem permitir o uso adequado
da tecnologia. Por tal motivo, espera-se que o sistema artificial seja avaliado incessantemente para
neutralizar eventuais desalinhamentos tecnolégicos®’ **

Nessa linha, analogamente a figura do Encarregado, prevista no art. 41 da Lei n°.
13.709/2018 (“Lei Geral de Protecdo de Dados” ou simplesmente “LGPD”)* a governanca pode
prever uma area ou colegiado responsavel por assegurar a conformidade e observancia dos principios
e normas no ambito da Administracao Publica, realizar treinamentos ¢ medidas de conscientizagao,
auditorias e certificacdes nos orgaos e entidades, bem como funcionar como um canal de
comunicagdo entre a sociedade e a Administragao Publica para emitir esclarecimentos publicos,
receber solicitagdes e denancias™.

Uma boa pratica que vem sendo adotada por empresas e organizacdes em relacao a revisao
de dados ou avaliacdo de conformidade a leis e normas internas € a criacao de conselhos ou comités
de supervisio’" Para isto, para que nio haja uma sobreposi¢do de normas e orientacdes aplicaveis a
IA, recomenda-se que seja feito um trabalho prévio de harmonizagao com a legislagao preexistente.
Esse cuidado deve ser adotado especialmente em relagdo as normas de privacidade e protecao de
dados, visto que o uso de IA envolve, em muitos casos, o uso massivo de dados pessoais’”.

% PINTO, JULIANO DE OLIVEIRA. A responsabilidade civil extracontratual da administragdo publica por danos
causados por sistema de inteligéncia artificial. In; SADDY, André (coordenador). Inteligéncia artificial e direito
administrativo — Rio de Janeiro: CEEJ, 2022. p.571-601

86 GOMES, Eduardo Granha Magalhaes. Gestao por resultados e eficiéncia na Administracdo publica: uma analise a luz

da experiéncia de Minas Gerais. Sdo Paulo, p. 187. Tese (doutorado apresentada ao Curso de Doutorado de

Administragdo de Empresas de Sao Paulo, 2009. Disponivel em: <http://igepp.com.br/upload/arquivos/ggo tema 10 -

tc-gestaoresultados-eduardogranha-pg 7-70.pdf>. Acesso em: 13. jan. 2020, p. 7.

87 FREITAS, Juarez. Op. cit, p. 52.

% SEYLLER, Andrea Drumond de Meireles. A concepgio de inteligéncia artificial na administragio ptblica. In; SADDY,
André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro: CEEJ, 2022. p.45

% BRASIL. Lei n° 13.709, de 14 de agosto de 2018. L378ei Geral de Prote¢do de Dados Pessoais (LGPD). [S. L], 15 ago.
2018. Disponivel em: http://www.planalto.gov.br/ccivil 03/ ato2015-2018/2018/lei/L13709compilado.htm. Acesso
em: 9 dez. 2021.

% TEIXEIRA, Raphael Lobato Collet Janny. Diretrizes ético-juridicas aplicaveis ao design e uso da inteligéncia artificial

pela administrag@o publica. In; SADDY, André (coordenador). Inteligéncia artificial e direito administrativo — Rio de
Janeiro: CEEJ, 2022. p. 327

I TEIXEIRA, Raphael Lobato Collet Janny. Op. cit. p. 327

2 TEIXEIRA, Raphael Lobato Collet Janny. Bis idem p. 327
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Em relacdo a transparéncia sobre o uso de IA, a Administragao Publica deve dar publicidade
sobre o uso de sistemas de IA para a interagdo e adogao de decisdes administrativas que afetem
direitos dos administrados. Dentro da governanca de TA a partir de uma matriz de riscos, a
Administragao Publica devera definir e informar os casos em que i) a [A pode ser adotada de forma

automatizada, sem necessidade de revisao humana para realizacao de atividades administrativas; i)
as atividades administrativas poderao ser realizadas por IA, mas sujeitas a intervencao humana em
alguma fase do processo; 1ii) por fim, em situagdes extremas, os casos em que a utilizacao de 1A
sera proibida”.

Para se assegurar o exercicio do direito ao contraditorio € ampla defesa nos processos
administrativos, as decisdes tomadas por IA que afetem direitos dos administrados devem ser
explicaveis, ou seja, fundamentadas de forma humanamente inteligivel, de sorte a permitir que os
administrados compreendam e, eventualmente, contestem as referidas decisdes nas instancias
competentes’”.

Nesse sentido, ¢ crucial destacar que na implantacdo do ato administrativo informatico,
notadamente na prolacdo das decisdes administrativas robdticas, o agente publico esta
umbilicalmente ligado a suficiente motivacdo da referida manifestacdo. Tanto ¢ assim que na I
Jornada de Direito Administrativo do Conselho da Justica Federal, realizada entre os dias 3 ¢ 7 de
agosto de 2020, com o fito de discutir posi¢des interpretativas de normas juridicas, este tema foi
trazido a colagdo, sendo aprovado o Enunciado 12, com o seguinte teor: “A decisdo administrativa
robética deve ser suficientemente motivada, sendo a sua opacidade motivo de invalidagdo.””

Para fins de implementacdo da governanga alguns cuidados na redacdo devem ser
destacados:

A primeira recomendacdo de governanga editada pela Transparéncia Brasil
tem como objetivo prevenir e mitigar os vieses dos algoritmos e dos dados de
treinamento que poderiam reforcar situacdes de violéncia estrutural (como
racismo, machismo, LGBTQIfobia, entre outros) em servicos publicos e
investigacdes do aparato de seguranca. A estruturagdo dos bancos de dados
de treinamento sdo questdes centrais da andlise, ndo s6 porque podem
impactar direitos relacionados a privacidade e protecdo de dados, mas
também porque podem ser determinantes na formacdo ou ndo vieses
potencialmente discriminatorios.96

% TEIXEIRA, Raphael Lobato Collet Janny. Op. cit. 342

* SOUZA, Wladmir Ventura de. CAMPOS, Ivandro Aguiar. Direito administrativo e inteligéncia artificial em tempos de
cidadania digital. In; SADDY, André (coordenador). Inteligéncia artificial e direito administrativo — Rio de Janeiro:
CEEJ, 2022. p.389.

> SOUZA, Wladmir Ventura de. CAMPOS, Ivandro Aguiar. Op. cit. p.389.

96 Transparéncia Brasil. Governanca — Uso de Inteligéncia Artificial pelo Poder Publico. Parceria Northwestern

University. Fevereiro/2020. Disponivel em

R. Alcindo Guanabara, n.2 24, sala 1405, Centro, Rio de Janeiro, RJ — Brasil

CEP 20.031-915 | Tel.: +55 (21) 98103-5500 | ceej@ceej.com.br |www.ceej.com.br




P VX
EE)

DIMINUINDO DISTANCIAS ENTRE
ACADEMIA E POLITICAS PUBLICAS

Com o advento da ja citada LGPD, os titulares de dados tém o direito ao
tratamento de dados pessoais ou sensiveis, inclusive em meios digitais. O
objetivo da lei de protecdo de dados pessoais ¢ proteger os direitos
fundamentais de liberdade, privacidade e o livre desenvolvimento da
personalidade da pessoa natural. Os incisos I e II do art. 5° da LGPD trazem
a diferenciacdo entre dado pessoal e sensivel, valendo dizer que este sdo
informacdes ligadas a origem racial ou étnica, convicgdo religiosa, opinido
politica, filiagdo a sindicato ou a organizagao de carater religiosos, filoséfico
e politico, enquanto aquele sdo dados pessoais diretos, tais como: nome,
identidade, CPF, endereco, telefone e outros coletados, muitas vezes, como
dados cadastrais.

A segunda recomendagdo de governanga (necessidade de supervisao
humana), inclusive, j& comentada parcialmente no presente topico, na
oportunidade em que se mencionou o conteudo do artigo 20 da Lei Geral de
Protecdo de Dados (Lei n° 13.709, de 2018), ganhara um destaque especial
neste momento.

Sucede que o artigo 20 da LGPD estipulou que o titular dos dados tem direito
a solicitar a revisdo de decisdes tomadas unicamente com base em tratamento
automatizado de dados pessoais que afetem seus interesses, incluidas as
decisoes destinadas a definir o seu perfil pessoal, profissional, de consumo e
de crédito ou os aspectos de sua personalidade. O termo ‘“unicamente”
utilizado pela LGPD criou uma celeuma, uma vez que o direito de revisao
ficou condicionado ao recurso de uma decisdo tomada de forma exclusiva
pela maquina. Como definir que uma decisao foi tomada exclusivamente pela
Inteligéncia Artificial? Na legislacdo patria ndo existe qualquer parametro
que fixe com nitidez esta fronteira, de forma que o direito a revisdo
administrativa do ato informadtico se torna quase uma quimera.

Nesse rumo de ideias, configura-se como defensavel a recomendacdo da
Transparéncia Brasil no sentido de que a Autoridade Nacional de Protecdo de
Dados (ANPD), orgao responsavel por zelar, implementar e fiscalizar o
cumprimento da LGPD em todo o territério nacional, interprete a
condicionante do artigo 20 da citada lei de uma forma expansiva, com vistas
a materializar o direito a revisdo do ato administrativo, estabelecendo por

https://www.transparencia.org.br/downloads/publicacoes/Recomendacoes_Governanca Uso IA PoderPublico.pdf
Acesso em 09/10/2021.
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resolugdo normativa editada pela propria ANPD a necessidade de supervisao
humana como salvaguarda para a revisio das decisdes automatizadas”®’

Um ultimo desafio a destacar neste ensaio seria a clara necessidade de engajar
os usuarios dos servigos publicos na formatacao e implantacao do governo
digital”™

Nesse sentido, a necessidade de supervisdo humana como salvaguarda para a revisao das
decisOes automatizadas teve uma atengao especial na presente pesquisa. Outra questao explanada diz

respeito a estruturacdo dos bancos de dados, no sentido de eliminar vieses potencialmente
discriminatérios®.

CONCLUSOES

Acredita-se que as propostas aqui expostas possuem algum potencial para contribuir na
elaboragdo do novo marco de inteligéncia artificial, ao analisar os eixos tematicos referente a
conceitos, compreensdo e classificagdo de inteligéncia artificial, impactos da inteligéncia artificial,
direito e deveres, Accountability e governanga. Recomenda-se que este documento, em conjunto com
a Nota Técnica n° 001/2020/CEEJ/GDAC e seus anexos, sejam submetidos ao processo de consulta
publica para que se colham subsidios preliminares da industria e sociedade a respeito das alteracdes
pretendidas, visando o aprimoramento do processo.
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Apresentacio

Sempre se concebeu a Administragdo Publica como um conjunto de
orgdos compostos por pessoas que se manifestam por meio de pessoas. A
vontade das pessoas sempre foi o ponto-chave das teorias do Direito. Karl
Ziedler' foi o primeiro a chamar a atengdo sobre a influéncia das novas
tecnologias na Administragdo Publica.

A informatica esta tornando-se um instrumento essencial dentro da
Administracdo Publica. Até o ponto de que se pode falar de um novo agente
publico®. A automagdo administrativa como fenémeno induzido pelo uso da
informatica e as tecnologias de tratamento da informagdo no exercicio da
funcdo administrativa por parte da Administracdo sdo, hoje, aspectos presentes
e irreversiveis.

A informatica dispensa o agente publico da tarefa, comumente,
daquelas que sio massificadas e repetitivas’. Inclusive, ninguém questiona as
vantagens que o uso da tecnologia representa & Administracdo, inclusive, ¢
atualmente indispensavel®.

Entre as vantagens, chamam a atengdo a racionalidade e a
modernizagdo, que fazem com que o tratamento rapido da informacdo aumente
a produtividade e desvie do agente publico comportamentos mondtonos e
repetitivos, descarregando os agentes de tarefas pouco significativas; o fomento
da diminuicdo de agentes, com a consequente diminuicdo de gastos com
pessoal; melhora da eficiéncia e eficacia da atuacdo administrativa; melhora da
qualidade do trabalho dos agentes; maior possibilidade de fortalecer as atuagdes
uniformes e ndo discriminatoérias, etc. E certo, no entanto, que a informatica

+ ZIEDLER, Karl. Uber die Technisierung der Verwaltung: eine Einfiihrung in die juristische
Beurteilung der modernen Verwaltung. Karlsruhe: Miiller, 1959.

> FROSINI, Vittorio. Il diritto nella societa tecnologica. Milano: Giuffré, 1981; e FROSINI,
Vittorio. Informatica, diritto e societa. Milano: Giuffré, 1992.

: Sobre a transicdo da fase do ordenador-arquivo para a fase ordenador-funciondrio, vide:
MASUCCI, Alfonso. L’atto amministrativo informatico rimi lineamenti di una
ricostruzione). Napoli: Jovene, 1993, p. 13.

+HADAS-LEBEL, R. L’informatique dans I’ Administration francaise. Paris: Cujas, 1973, p. 58.
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pode trazer muitos inconvenientes, como a dependéncia do equipamento, a
rapida obsolescéncia do mesmo ou um tratamento desumanizado, entre outros’.

Thomas J. Barth ¢ Eddy Arnold® relatam que os avangos no campo da
inteligéncia artificial estdo levando a um novo nivel de computador em que os
sistemas terdo a capacidade de atuar como agentes autonomos e aprendem a
aprender independentemente, a avaliar seu meio ambiente e a pensar nos
valores motivacionais e emocionais.

Com o uso da inteligéncia artificial pela Administragdo Publica, alguns
questionamentos ja vem sendo objeto de debate no mundo juridico, tais como
a capacidade de responsabilizagdo, o juizo e a “accountability”.

Com relagdo a responsabilidade, os autores colocam que um dos
principais dilemas dos administradores publicos que exercem a
discricionariedade ¢ que devem se basear em interesses publicos, e ndo em seus
interesses proprios. Sob essa perspectiva, um sistema de inteligéncia artificial
pode ser programado com uma variedade de valores, objetivos e motivos para
ver como diferentes combinagdes afetariam as analises ou decisdes.

J& quanto ao juizo, afirmam que ainda que haja desacordo sobre os
limites apropriados, a maioria dos teéricos da discricionariedade administrativa
reconhece que os administradores publicos devem aplicar seu bom juizo na
execucdo da lei. Em outras palavras, em algum momento, inevitavelmente, os
burocraticos devem exercer a prudéncia ou um juizo. Aqui, a inteligéncia
artificial pode reforcar a importancia da busca da profissionalidade para o
campo da Administragdo Publica. Esta busca ndo ¢ importante pelo mero fato
do controle de propriedade sobre os processos de certificacdo, sendo porque
esclarece o que significa pensar como um administrador publico profissional,

: Um grande inconveniente a respeito ¢ que com a automacdo nio haverd jamais possibilidade de
acdo de regresso em casos de responsabilidade da Administragdo, pois o produto do
equipamento ndo pode ser, em sua esséncia, configurado como um ato administrativo atribuido
a uma pessoa em concreto, a ndo ser que se atue contra o programador informdtico. Afinal de
contas, 0 equipamento nio soluciona nenhum problema para o qual ndo estava programado; a
programacdo ¢ tarefa humana. Sendo isso, deve-se atuar contra o tomador de decisio, € dizer,
dos critérios que o programador introduziu no programa. Na atualidade, estd-se diante de um
ato administrativo tanto para os efeitos substanciais como procedimentais, e ndo diante de um
produto.

+ BARTH, Thomas J.; ARNOLD, Eddy. Artificial Intelligence and Administrative Discretion:
Implications for Public Administration. The American Review of Public Administration, St.
Louis, v.29,n. 4, p. 332-351, dez., 1999, p. 333.
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isto ¢, para abordar as situacdes e decisdes com certa disciplina e habitos da
mente.

Por fim, ao tratarem da “accountability”’, asseveram que o sistema de
inteligéncia artificial ¢ uma melhora na governabilidade democrética (ou seja,
responsaveis de tomada de decisdes ou exercicio da discri¢do), enquanto os
casos que operam sdo conhecidos e sob controle. Do contrario, apenas,
substituir-se-d0 seres humanos (administradores) irresponsaveis pelos
equipamentos inexplicaveis.

A presente obra busca um novo foco, pretende realizar novas
aproximagdes e estabelecer novos paradigmas para o debate juridico. Essas
foram as razdes do Grupo de Pesquisa, Ensino e Extensdo em Direito
Administrativo Contemporaneo (GDAC) ter escolhido para investigar em 2021
o tema da inteligéncia artificial no direito administrativo.

Para quem ndo conhece, 0 GDAC ¢ um grupo colaborativo de direito
administrativo que retine profissionais e académicos de todos os niveis. Nossos
objetivos sdo a geracdo de conhecimento critico e ao mesmo tempo
contemporaneo, a criagdo de conteudo inovador, a divulgacdo de boas préticas,
a defesa de direitos e a ajuda ao proximo. Nossa for¢a estd nas conexdes
emocionais com foco no longo prazo, na colaboratividade, na pluralidade de
acesso e na heterogeneidade profissional e académica dos nossos membros.

Desde sua criacdo, em 2015, o GDAC publicou as seguintes obras:
SADDY, André; CHAUVET, Rodrigo da Fonseca (coords.). Aspectos
juridicos do transporte aquavidrio de passageiros. 2. ed. Rio de Janeiro: CEEJ,
2020 (1. ed, de 2016); SADDY, André; CHAUVET, Rodrigo da Fonseca,
SILVA, Priscilla Menezes da (coords.). Aspectos juridicos das novas
tecnologias (inovagdes) disruptivas. 2. ed. Rio de Janeiro: CEEJ, 2020 (1. ed.
de 2019); SADDY, André. Transporte publico coletivo urbano de passageiros
sobre trilhos. Rio de Janeiro: CEEJ, 2021; SADDY, André. Discricionariedade
na area da educacional. Rio de Janeiro: CEEJ, 2020; SADDY, André;
CHAUVET, Rodrigo da Fonseca (coords.). Aspectos juridicos do saneamento
basico. Rio de Janeiro: Lumen Juris, 2017.

Como se pode perceber, todos os temas pesquisados pelo GDAC

possuem um grau de ineditismo que o vem tornando conhecido no mundo
académico.

Sendo assim, apresenta-se ao publico os artigos objetos de debate
realizado ao longo do ano de 2021 sobre a tematica da inteligéncia artificial no
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direito administrativo. Contribui, portanto, com um alto grau de ineditismo,
assim como feito em anos anteriores, com a ciéncia do direito para que as
pessoas possam refletir sobre o tema.

Por fim, agradeco aos membros do GDAC por fazerem parte desse
projeto e por suas contribui¢cdes as quais, desde ja, parabenizo pelo resultado
final.

André Saddy

MMXXII, marg¢o, Rio de Janeiro, Brasil
andresaddy@yahoo.com.br
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Introducio

Considerando os impactos que as inovagdes tecnologicas possuem nas
politicas publicas brasileira por serem ferramentas essenciais para aumentar a
produtividade e a competividade nas organizagdes, assim como para
impulsionar o desenvolvimento econdmico, o presente estudo e
aprofundamento do tema apresenta elementos para a compreensdo da
concepcao da inteligéncia artificial na Administragdo Publica.

O trabalho analisara as origens da tecnologia em questdo, conceitos,
aplicagdes técnicas, para apos adentrar na concepc¢do propriamente dita ao
serem explicitados os fundamentos juridicos e econdmicos. Para ao final,
abordar as vantagens e desvantagens na aplica¢do da inteligéncia artificial pela
Administracdo Publica e assim apresentar um panorama dessa nova aliada a
sociedade para concretizar a eficiéncia nos servigos publicos.

Limita-se o presente trabalho a abordar a concep¢do da inteligéncia
artificial na Administracdo Publica, ndo serdo abordadas questdes de
responsabilidade civil, criminal propriedade intelectual, direito do consumidor,
direito laboral ou mesmo no Setor da Defesa, que ndo sdo objetos do presente
estudo.

O tema ¢ recente e inovador e tem ocasionado debates mundiais, por
tal motivo sua importancia. Para ilustrar, no direito comparado, em que existe
uma relacdo da administragdo digital sobre a matéria e seus impactos
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jurisprudenciais’, em especial, na definigdo das condigdes sob as quais se pode
ser administravél o uso de algoritmos nas institui¢des piblicas * E, no direito
brasileiro, ao ser retratado como um instrumento norteador do Estado brasileiro
para potencializar o desenvolvimento e a utilizagdo da tecnologia com vistas a
promover o espaco cientifico e solucionar problemas concretos do Pais em
inteligéncia artificial * por meio da Estratégia Brasileira de inteligéncia artificial
— EBIA, instituida pela Portaria n® 4.617, de 6 de abril de 2021 do Ministério
da Ciéncia, Tecnologia e Inovagdes — MCTI,

Nesse contexto, trata-se de um trabalho com propoésito académico, o
qual objetiva o estudo da concepgdo da inteligéncia artificial na Administragao
Publica, mas também visa fornecer subsidios do passado, presente e futuro da
inovagdo e seus reflexos no direito.

1. O que ¢ a inteligéncia artificial (IA)?

O fascinio do homem por seu cérebro e a possibilidade de compreendé-
lo, tem impulsionado a criacdo de maquinas inteligentes e a busca por seu
aprimoramento conduz a questionamentos sobre o fundamento do uso da
inteligéncia artificial. A distingdo entre a IA “forte” (também denominada geral
ou ampla) e a A “fraca” (igualmente designada de estreita) ¢ fundamental para

se entender a riqueza do tema '°. A TA “fraca” é aquela designada para tarefas
especificas sem grande autonomia, ja que existe (algoritimos de carros

" CERRILLO I MARTINEZ, Agusti (2020). El derecho para uma inteligéncia artificial centrada
en el ser humano y al servicio de 13s instituciones. IDP. Revista de Internet, derecho y politica,
num.30, pags. 1.6 UOC. Disponivel em: <http: //d6i.org/10.7238/d.v0i24.3329>> Acesso em
24. out. 2021

8 CERRILLO I MARTINEZ, Agusti (2020). El derecho para uma inteligéncia artificial centrada
en el ser humano y al servicio de 13s instituciones. IDP. Revista de Internet, derecho y politica,
num.30, pags. 1.6 UOC. Disponivel em: <http: //d6i.org/10.7238/d.v0i24.3329>> Acesso em
24. out. 2021.

® BRASIL. Ministério da Ciéncia, Tecnologia e Inovagdes. Estratégia Brasileira de Inteligéncia
Artificial — EBIA. Disponivel em: <<http:// https://www.gov.br/mcti/pt-br/acompanhe-o-
mcti/transformacaodigital/arquivosinteligenciaartificial/ia_estrategia_documento_referencia_
4-979 2021.pdf., acesso em 11.ago. 2021

10 FREITAS, Juarez. Direito e inteligéncia artificial: em defesa do humano — Belo Horizonte:
Forum, 2020, p. 34.
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autonémos). J& a IA “forte, ainda distante ¢ aquela na qual ocorre grande
autonomia, podendo até se assemelhar a consciéncia humana”. "

Alias, a IA fraca ¢ simplesmente a visdo de que comportamento
inteligente pode ser modelado e utilizado por computadores para solucionar
problemas complexos e assim o fato de ser inteligente ndo provaria que ele seja
verdadeiramente inteligente no sentido humano '>. E a IA forte ao dispor o
computador de suficiente capacidade de processamento e fornecendo a ele
suficiente inteligéncia, pode-se criar um computador que possa literalmente
pensar e ser consciente do mesmo molde que um humano consciente .

Ha ainda o termo superinteligencia que foi definido pelo filésofo sueco
Nick Bostrom como “um intelectuo que ¢ muito mais inteligente do que o
melhor cérebro humano em praticamente todas as areas, incluindo criatividade
cientifica, conhecimentos gerais e habilidades sociais”'* e nesse campo
estariam as principais discussodes, pois € dessa area que vém as promessas mais
promissoras e assustadoras para o futuro da humanidade: a imortalidade ou
extingdo dos seres humanos *°.

Entre as teorias a denominada Industria 4.0 questiona se o homem
deixaria de ser necessario na industria vez que esta passaria a ser controlada por
essas novas tecnologias '®. Seria uma procura para criar um novo tipo de
inteligéncia baseado unicamente no sistema binario de computadores?. Filmes
de fic¢do cientifica como “Matriz” e “O exterminador do futuro” falam de um
dia em que o sistema bindrio se livra da opressdo da humanidade. Quando os
homens tentam reobter o controle do sistema rebelde, ele reage tentando
eliminar a raga humana '”.

" FREITAS, Juarez. Op. cit., p. 35.

12 COPPIN, Ben. Inteligéncia artificial; tradugdo e revisdo técnica Jorge Duarte Pires Valério.
Rio de Janeiro: LTC, 20163, p. 4.

'3 COPPIN, Ben. Op. cit., p. 4.

'Y BOSTROM, Nick. A vontade superinteligente. Motivagio e racionalidade instrumental em
agentes artificiais avangados. Tradugdo Lucas Machado. Faculty of Phylosophy & Oxford

Martin School,. University of Oxford. 2012. Disponivel em: www.nickbrostom.com. Acesso
em 30 dez 2021.

1S DA SILVA, Fabio Machado et al. Inteligéncia artificial (recurso eletronico); [revisdo técnica:
Carine Webber]. Porto Alegre: SAGAH, 2019. p.17.

16 SCHAWARB, Klaus. A quarta revolucdo industrial. Tradugdo de Daniel Moreira Miranda. Sao
Paulo: Edipico, 2016, p. 3.

'"HARARYI, Yuval Noah. Sapiens. Op. Cit. p.137.
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Em sentido contrario a inteligéncia artificial seria fruto da Sociedade
5.0 ao entender que a existéncia de fabricas inteligentes seriam um
impulsionador para trazer de volta a presenca humana na produgdo, tendo em
vista que a robotizag@o ndo substituiria as formas de trabalho existentes e sim
ao assumir tarefas de maior periculosidade, ndo deixaria de necessitar do
homem e de sua criatividade nos processos de criagdo € nos projetos mais
ambiciosos '*.

Em meio dessas teses um desafio é o conceito de inteligéncia artificial
que historicamente, tem quatro estratégias para estudo, cada uma delas por
pessoas e métodos diferentes. Uma abordagem centrada nos seres humanos em
que deve ser em parte uma ciéncia empirica, envolvendo hipoteses e
confirmacdo experimental. Uma abordagem racionalista que envolve a
combinacdo de matematica e engenharia ¥ Cada grupo tem ao mesmo tempo
desacreditado e ajudado o outro *°, conforme quadro elaborado por Stuart
Russell e Peter Norving:

Tabela 1 — Conceito de inteligéncia artificial

Pensando como um humano Pensando racionalmente

“O novo e interessante esfor¢o para | “O estudo das faculdades mentais pelo
fazer os computadores pensarem | uso de modelos computacionais.”
(...) maquinas com mentes, no | (Charniak e McDermott, 1985)
sentido total e literal.”
(Haugeland, 1985)
“Automatizagdo de atividades que | “O estudo das computagdes que tornam
associamos ao pensamento | possivel perceber, raciocinar e agir.”
humano, atividades como a tomada | (Winston, 1992)

de decisdes, a resolugdo de
problemas, o aprendizado...”
(Bellman, 1978)

'3 OSTEGAARD, Esben H. Retur of the human touch. Universal Robots. Dinamarca, 2016.
Disponivel em: https://blog.universal-robots.com/industry-50-return-of-the-human-touch>
Acesso em: 15 mai 2017.

! RUSSELL, Stuart J. Inteligéncia artificial. tradugdo Regina Célia Simille. — Rio de Janeiro:
Elsevier, 2013. p.4.

20 RUSSELL, Stuart. NOVIG, Peter. Inteligéncia artificial. Tradugdo: Regina Célia Simille. —
Rio de Janeiro: LCT, 2021. 3rd.p.47.
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Agindo como seres humanos

“A arte de criar maquinas que
executam fungdes que exigem
inteligéncia quando executadas por

pessoas” (Kurzweil, 1990)

Agindo racionalmente
“Inteligéncia Computacional € o
estudo do projeto de agentes
inteligentes.” (Poole et al., 1998)

“Al... relacionada a

esta um

“O estudo de como os | desempenho inteligente de artefatos.”
computadores podem fazer tarefas | (Nilsson, 1998

que hoje sdo melhor

desempenhadas pelas pessoas.”

(Rich and Knight, 1991)
*Fonte: NORVING, Peter. (2021)

Na concepgdo pensando como forma humana destaca-se a abordagem
no teste de Turing, proposto por Alan Turing (1950) o qual foi criado como um
meio de avaliar o sucesso ou ndo de uma tentativa de produzir um computador
pensante. Mais especificamente, ele era baseado na ideia de que se uma pessoa
interrogasse o computador e ndo pudesse dizer se este era um humano ou um
computador, entdo para todos os efeitos, o computador seria inteligente *'.

Na abordagem da estratégia de modelagem cognitiva pretende-se ao
reunir modelos computacionais da IA e técnicas experimentais da psicologia
tentar construir teorias precisas e verificaveis a respeito dos processos de
funcionamento da mente humana. Por exemplo, Allen Newell e Herbert Simon,
que desenvolveram o GPS, o “Resolvedor Geral de Problemas” ao estarem
focados em comparar os passados das etapas de raciocinio aos passos de
indivudos humanos resolvendo os mesmos problemas .

Outra corrente, denominada “leis do pensamento” tem sua inspiracao
no filosofo grego Aristdteles e ¢ denominada como tradi¢@o logicista dentro da
inteligéncia artificial ao esperar desenvolver tais programas para criar sistemas
inteligentes, seus silogismos forneceram padrdes para estruturas de argumentos

que sempre resultavam em conclusdes corretas ao receberem premissas corretas
23

2l COPPIN, Ben. Inteligéncia artificial; tradugdo e revisdo técnica Jorge Duarte Pires Valério.
Rio de Janeiro: LTC, 20163, p. 7.

22 RUSSELL, Stuart J. Op. cit. p. 4.

2 RUSSELL, Stuart J. Bis Idem. p.4.
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E na ultima conceituacdo, a abordagem do agente racional no qual se
espera que um agente computacional faga mais: opere sob controle auténomo,
perceba seu ambiente, persista por um periodo de tempo prolongado, adapte-se
a mudangas e seja capaz de criar e perseguir metas >*. Nesse entendimento, os
pesquisadores Warren McCulloch e Walter Pitts em 1943, nesta epoca foram
geradas as bases para a inteligéncia artificial. Trabalho que foi maturando ao
longo dos anos e passando por 1951, quando Jonh McCarthy criador do termo
de inteligéncia artificial — IA desenvolveu a linguagem de programacao da IA,
ou a linguagem de alto nivel Lisp. **

O termo "IA" ¢ usado como um "termo cobertor" para varios
aplicativos de computador com base em diferentes técnicas, que exibem
capacidades comumente e atualmente associadas ao ser humano inteligéncia *°.
No entanto, at¢ o momento, ndo hd uma defini¢do unica de IA aceita pela
comunidade cientifica. O termo, que se tornou parte da linguagem cotidiana,
abrange uma grande variedade de ciéncias, teorias e técnicas das quais o
objetivo ¢ ter uma maquina que possa reproduzir as capacidades cognitivas de
um ser humano *’.

Apenas em 2020, o EC White Paper on A128 do Conselho Europeu,
depois de avancar uma definicdo genérica de IA como "uma colecdo de
tecnologias que combinam dados, algoritmos e poder computacional”,
adicionou alguns comentarios a serem considerados em defini¢cdes futuras de
IA usadas no nivel legislativo, os quais sdo a conceituagdo mais atualizada
sobre o tema a nivel mundial, nos seguintes termos:

“No caso de técnicas de aprendizagem de maquina,
que constituem um subconjunto de 1A, os algoritmos
sdo treinados para inferir certos padrdes com base em

24 RUSSELL, Stuart J. Op. cit. Bis. p.4.

23 RUSSELL, Stuart J. Op. cit. p.7.

¢ COUNCIL OF EUROPE. Ad hoc committee on artificial inteligence (CAHAI) — Feasibility
Study. Strasbourg, 2020. Disponivel em: <https://www.coe.int/cahai>. Acesso em: 17 jan
2021.

" Sobre o tema o Comité de Inteligéncia artificial afirma que: O termo pode, portanto, cobrir
qualquer automagdo resultante dessa tecnologia, bem como tecnologias precisas, como
machine learning ou deep aprendizado baseado em redes neurais”. COUNCIL OF EUROPE.
Ad hoc committee on artificial inteligence (CAHAI) — Feasibility Study. Strasbourg, 2020.
Disponivel em: <https://www.coe.int/cahai>. Acesso em: 17 jan 2021.

32



Coordenador: André Saddy

um conjunto de dados, a fim de determinar as ac¢des
necessarias para alcangar um determinado objetivo.
Algoritmos podem continuar a aprender quando em
uso. Embora os produtos baseados em [A possam
agir de forma autonoma, percebendo seu ambiente e
sem seguir um conjunto predeterminado de
instrugdes, seu comportamento ¢ amplamente
definido e constrangido por seus desenvolvedores.
Os humanos determinam e programam os objetivos,

. .. 28
que um sistema de IA deve otimizar para.”

A trajetdria da inteligéncia artificial pode ser vista na linha do tempo
abaixo:

Figura 1 — Linha do tempo da inteligéncia artificial

Artificial Intelligence timeline

Al based algorithms.

begin to be used in

many vertical
markets

i i Google Brain /
Machine learning

theory is expounded describes a scene in

apicture /

1BM’s Watson wins
US gameshow
Jeopardy!

The SNARC s built. It is
the first neural net

Chatbot ELIZA is
demonstrated

DeepMind's
AlphaGO DNN beats
champion

2000s

Alan Turing
thinks up the
Turing Test

Neural network
theory gains in
popularity

MYCIN diagnoses
infectious blood
diseases

*Fonte: GRANDO, Nei 2’

2 EUROPEAN COMISSION.Trends and Developments in artificial intelligence. Challenges to
the intellectual property rights framework. Final report. Directorate-General for

Communications Networks, Content and Technology. Luxembourg: Publications Office of the
European Union, 2020. Disponivel em: <<https: Trends and developments in artificial
intelligence - Publications Office of the EU (europa.cu). Acesso em jan. 2021.

? GRANDO. NEI. Inteligéncia artificial. Marcos de desenvolvimento humano. Disponivel em:
https://futurodosnegocios.com.br/linha-do-tempo/t. Acesso em: 24. abr. 2021.
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A linha do tempo acima explicita que entre os anos 60 aos 90 o estudo

da inteligéncia artificial se voltou para o aprendizado de maquina, sistemas

multiagente, vida artificial, visdo por computador, planejamento, jogos

(especialmente xadrez) *°. Segundo Isaias Limas Lopes, Flavia Aparecida
Oliveira Santos e Carlos Alberto Murari Pinheiro, esse periodo histérico

poderia ser definido da seguinte maneira:

“(1951-1969) Os primeiros programas capazes de
jogar xadrez (Shannon, 1950, e Turing, 1953). Prova
de teoremas de logica e emulagdo da forma de
raciocinio do ser humano (Newell & Simon, 1956).
Planejamento de tarefas (Green, 1963), comunicacao
em linguagem natural (Weizenbaum, 1965),
aprendizado por analogia (Evans, 1968) e analises
estruturais de moléculas quimicas (Buchan et al.,
1969). Foi uma fase de grande entusiasmo, ja que, até
bem pouco tempo atrds, o computador era visto
meramente como uma simples méaquina de calcular.
(1970-1980) Nessa fase os pesquisadores comegaram
a esbarrar em problemas relacionados ao
armazenamento de informagdes e ao tempo de
processamento dos dados. Com o surgimento da
Teoria da Complexidade Computacional (Cook,
1971), ficou comprovado que a solugdo de problemas
computacionais ndo dependia apenas de memorias
adicionais ou de processadores mais rapidos. Em
1981, pesquisadores japoneses anunciaram um
projeto de computador de quinta geracdo, que teria o
Prolog como linguagem de programagdo e seria
capaz de realizar milhdes de inferéncias por segundo.
Receando o dominio japonés, grandes investimentos
comegaram a ser feitos na Europa e nos Estados
Unidos. Em decorréncia, muitas aplicagdes praticas

3% COPPIN, Ben. Inteligéncia artificial; tradugdo e revisdo técnica Jorge Duarte Pires Valério.
Rio de Janeiro: LTC, 20163, p. 9.
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foram desenvolvidas em 4&reas especificas como
manufatura, robotica, processamento de imagens
ete.”. *!

Nas ultimas décadas, com a crescente complexibilidade dos problemas
a serem tratadas computacionalmente e do volume de dados gerados por
diferentes setores, tornou-se clara a necessidade de ferramentas computacionais
mais sofisticadas, que fossem mais auténomas, reduzindo a necessidade de
interagio humana e dependéncia de especialistas *>. Esse aprendizado de
maquina (AM) ¢ considerada essencial para um comportamento inteligente.
Atividades como memorizar, observar e explorar situagdes para aprender fatos,
melhorar habilidades motoras/cognitivas por meio de praticas e organizar
conhecimento novo em presentagdes apropriadas. *>.

A partir de 2012 as redes neurais comegaram a ganhar os holofotes,
desta vez sob a forma de “aprendizado profundo”, apresentando o grande
potencial deste campo para decifrar a fala humana, traduzir documentos,
reconhecer imagens, prever comportamento de consumidores, identificar
fraudes e até mesmo dirigir um carro *, Segundo, Irene Von Der Weid:

“o aprendizado profundo (deep learning) ¢
considerado uma das tecnologias centrais (core) da
inteligéncia artificial. Pode ser representado como
um subconjunto do aprendizado de maquina
(machine learning) no qual as redes neurais,
algoritmos inspirados no cérebro humano, se
adaptam e aprendem a partir de um grande volume de

3! LOPES, Isaias Lima, SANTOS, Flavia Aparecida Oliveira; PINHEIRO, Carlos Alberto
Murari. Inteligéncia artificial. 1 ed. Rio de Janeiro: Elsevier, 2014, p.3

32 LOPES, Isaias Lima, SANTOS, Flavia Aparecida Oliveira; PINHEIRO, Carlos Alberto
Murari. Op.cit, p.4.

3 LOPES, Isaias Lima, SANTOS, Flavia Aparecida Oliveira; PINHEIRO, Carlos Alberto
Murari. Op. Cit, p.5.

3% WEID, Irene von der. Inteligéncia artificial: anlise do mapeamento tecnologico do setor

através das patentes depositadas no Brasil. Rio de Janeiro: Instituto Nacional da Propriedade
Industrial (Brasil) — INPI, Diretoria de Patentes, Programas de Computador e Topografia
Circuitos Integrados — DIRPA, Coordenagdo Geral de Estudos, Projetos e Disseminagdo da
Informagédo Tecnologica — CEPIT e Divisdo de Estudos e Projetos — DIESP, 2020, p. 9.

35



Inteligéncia Artificial e Direito Administrativo

dados, podendo também ser visto como a automacgao
da andlise preditiva. O aprendizado de méquina
também ¢ parte central (core) da IA pode ser
entendido como um subconjunto de IA onde os
algoritmos utilizados permitem que as maquinas
“aprendam” de forma autébnoma, com base na
observagdo e analise de um determinado conjunto de
dados sem que seja necessaria uma programacao
especifica. Esta categoria inclui (mas nao se restringe
ao) aprendizado profundo. Como representado na
Figura 1, embora todo aprendizado de maquina seja
inteligéncia artificial, nem toda IA ¢ baseada em

. , : 35
aprendizado de maquina” ™.

A figura abaixo representa o esquema de inter-relacdo de tecnologias
1%

associadas a Inteligéncia artificia

de Méquina

Aprendizado |
Profundo

*Fonte: WEID, Irene von der, 2020

3% WEID, Irene von der. Inteligéncia artificial: analise do mapeamento tecnolégico do setor

através das patentes depositadas no Brasil. Rio de Janeiro: Instituto Nacional da Propriedade
Industrial (Brasil) — INPI, Diretoria de Patentes, Programas de Computador e Topografia
Circuitos Integrados — DIRPA, Coordenagdo Geral de Estudos, Projetos e Disseminacdo da
Informagédo Tecnologica — CEPIT e Divisdo de Estudos e Projetos — DIESP, 2020, p.8.

36 WEID, Irene von der. Op. cit, p. 9.
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Por fim, uma das grandes preocupagdes na atualidade s@o os viéses da
inteligéncia artificial que condicionam, moldam e impelem a tomada de
decisdo, no entanto existe uma grande preocupagdo quando diante do fendmeno
do desenviesamento (ou a reprogramagdo intencional das predisposi¢cdes
discriminatdrias e injustas). Isso tem demandado pesquisas de kits de auditoria
artificial para a deteccgdo precoce dos viéses >’ Além do viés de representagao,
os algoritimos de AM possuem também um viés de busca que permite que o
algoritmo buscar a hipotese que melhor se ajusta aos dados de treinamento. No
ambito publico, certamente atribui-se ao Estado, por meio de variadas técnicas,
previnir e combater os efeitos adversos de viéses explicitos e implicitos, de
ordem a evitar larga escala, agrave as falhas de mercado (com as informagdes
assimétricas e as externalidades negativas) °*, entre outras caracterista da
tecnologia, tais como imprevisilidade dos resultados, autoalimentar, cirando
novos padrdes, autoapreendizagem, falta de transparéncia (opacidade dos
codigos algoritimicos), capacidade que sistemas inteligentes tém adquirido de
tomar decisdes independentes em relagdo a programa original, ndo possuem
personalidade juridica *°, auséncia de controle humano e outros desafios que
sdo0 langado a Administragdo publica.

2. A concepcio de inteligéncia artificial na administracio piblica

A importdncia e o protagonismo da inteligéncia artificial na
Administracdo Publica, tem gerado debates mundiais que sdo tipicos dos
desafios da interdisciplinaridade entre ciéncia, tecnologia e inovacdo que se
concretizam em novos meios da administracdo, de gestdo desenvolvidas para
aprimorar a eficiéncia e a qualidade dos servigos em geral, em que grande parte
das inovacdes estd atrelada ao desenvolvimento ou a novas aplicagdes e
solugdes tecnologicas *°.

A eficiéncia administrativa, como a melhor realizacdo possivel da
gestdo dos interesses publicos, posta em termos de plena satisfacdo dos

37 FREITAS, Juarez. Direito e inteligéncia artificial: em defesa do humano — Belo Horizonte:
Forum, 2020, p. 94.

38 FREITAS, Juarez. Op. cit, p. 95.

39 Ver artigo, nesta obra, intitulado “Responsabilidade civil do estado e inteligéncia artificial, de
Juliano de Oliveira Pinto.

0 REIS. Camille Lima. CARVALHO. Fabio Lins de Lessa. Op. cit p.23.
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administrados com os menores custos para a sociedade *' acarreta na especial
atencao para a criag@o de solugdes de melhorias dos servicos publicos, baseadas
mais no conhecimento das realidades e experiéncias dos cidaddos do que nas
intituicdes e ideias preexistentes sobre as situagdes em que ha necessidade de
intervir ¥

Nesse contexto, o papel do Estado que admite a intervencdo apenas
para coibir abusos e preservar a livre concorréncia, ao legitimar um regime
econdmico liberal® faz com que o uso da regulagio seja intrinseco a concepgio
da inteligéncia artificial na Administragdo Publica, ao garantir o
desenvolvimento nacional e assim os direitos sociais mediante um processo
democratico de direito ao partir da dualidade entre as satisfacdes do interesse
publico e de garantir um mercado eficiente **

Procedimentos alternativos como aplicagdo de regras de governanca e
accountability, podem agregar o aspecto da responsividade (espontdnea ou
provocada por regras de controle) no uso do poder pelos agentes publicos *°,
como também sdo ferramentas que podem permitir o uso adequado da
tecnologia. Por tal motivo, espera-se que o sistema artificial seja avaliado
incessantemente para neutralizar eventuais desalinhamentos tecnologicos *.

Note-se que os sistemas artificiais dotados de relativa autonomia tanto
podem intensificar as falhas de mercado como mitiga-las mas dificilmente as
deixardo em numa zona neutra. Dai a intervencdo equlizadora, corretiva e
desenviesante do Estado, no escopo de neutralizar disfuncionalidades lato
sensu, via miltiplas estratégias — nio necessariamente comando- e-controle .
Por isto, o imperioso didlogo esclarecido para regular sem excesso, nem

*I MOREIRA NETO, Diogo de Figueiredo. Op. cit. p.115.

2 REIS. Camille Lima. CARVALHO. Fabio Lins de Lessa. Op. cit p.23.

4 SADDY, André. A ordem econOmica brasileira e a reforma do Estado: breve analise
comparativa com o direito portugués. Forum Administrativo — FA, Belo Horizonte, ano 11,
jan.2011, p.28.

4 OLIVEIRA, Rafael Rezende. Novo perfil da regulacdo estatal: Administragdo publica de
resultados e analise de impacto regulatorio. 1. Ed. Rio de Janeiro: Forense, 2015.

4 GOMES, Eduardo Granha Magalhdes. Gestdo por resultados e eficiéncia na Administracdo
publica: uma analise a luz da experiéncia de Minas Gerais. Sdo Paulo, p. 187. Tese (doutorado

apresentada ao Curso de Doutorado de Administragio de Empresas de S&o Paulo, 2009.
Disponivel em: <http://igepp.com.br/upload/arquivos/ggo_tema 10_-tc-gestaoresultados-
eduardogranha-pg_7-70.pdf>. Acesso em: 13. jan. 2020, p. 7.

6 FREITAS, Juarez. Op. cit, p. 52.

T FREITAS, Juarez. Op. cit, p. 95.
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omissdo, de molde a obter uma intervencdo estatal proporcional (legitima,
adequada, necessaria e proporcional em sentido estrito) **, sendo certo que o
Estado podera intervir na economia quando existir desequilibrio ou mesmo
quando estiver em contrario com o disposto por ele, o que pode ser ilustrado
quando da regulamentacdo juridica da concorréncia, crises de capitalismo
liberal, politica econdmica, concentragdo de empresas e na defesa do
consumidor ¥.

A ordem econdmica que ¢ dirigida por uma Constituigdo econdmica,
determina a organizacdo e o funcionamento da economia, por fundamentos e
principios que fazem parte de um sistema econdmico que visam harmonizar o
interesse dos agentes econdmicos dentro de um mercado *° Nesse sentido Vital
Moreira ao conceituar a constituicdo econdmica:

“A constituicdo econdmica €, pois, o conjunto de
preceitos e institui¢des juridicas, que garantindo os
elementos definidos de um determinado sistema
econdmicos, instituem uma determinada norma de
organizacdo, e funcionamento da economia
constituem, por isso mesmo, uma determinada ordem
econdmica; ou, de outro modo, aquelas normas ou
institui¢des juridicas que, dentro de um determinado
sistema e forma econdmicos, que garantem e (ou)
instauram, realizam determinada ordem economica
concreta” '

As intervencdes estatais preventivas e corretivas, amparadas em
categorias juridicas revistas, tendo como a finalidade a indugdo, por meio de
estratégia reguladoras, bem desenhadas, do relacionamento saudavel entre a
humanidade e as maquinas inteligentes’ No entanto, é essencial um equilirio

8 FREITAS, Juarez. Op. cit, p. 111.
4 SILVA, Américo Luis Martins da. Introducdo ao direito econdmico: Nogdes de economia e
direito econdmico, intervengdo do Estado no dominio econdmico, iniciativa publica e

regulagdo econdmica. 2 ed. Sdo Paulo: Forense, 2015. p. 413.

5 MOREIRA, Vital. Economia e constitui¢do: para o conceito de constitui¢do econdomica. 2.ed.
Coimbra: Coimbra, 1979, p.41.

> MOREIRA, Vital. Op. cit, p.41.

32 FREITAS, Juarez. Op. cit, p. 116
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na regulacdo para evitar assimetrias de informacdes entre Estado e mercado.
Afinal um brago forte na regulagdo pode acarretar “falhas de governo’, seja pela
“teoria da captura” ou mesmo pela redu¢do da autonomia dos indiivudos
(paternalismo estatal) ou asfixia regulatoria ( regulatory takings) ao inviabilizar
o exercicio de atividades econdmicas decorrente do excesso de restrigdes ao
mercado™.

Por fim, ¢ essencial enaltecer que ao trazer um novo significado, ou
seja, significa que a inteligéncia artificial é a concretizacdo da modernidade que
devem caminhar lado a lado, que deve circundar o agir do gestor. Por
conseguinte, a gestdo interna, bem como a prestagdo de servigos publicos, deve
ser marcada pela qualidade, modernidade e eficacia **, devendo nas relagdes
econdmicas — ou atividades econdmicas — ser (estar) fundadas na valorizagdo
do trabalho humano e na livre iniciativa, tendo por fim delas, relagdes
econdmicas ou atividades econdmicas assegurar a todos existéncia digna
conforme os ditames da justica social®.

3. Vantagens e desvantagens do uso de inteligéncia artificial na
Administragao Publica

A inteligéncia artificial faz parte de nosso passado, presente e futuro ao
ser considerada peca fundamental para o desenvolvimento econdémico
mundialmente. Por tal motivo o debate acerca das potencialidades da tecnologia
de IA, cujo desenvolvimento encontra-se em curso hé aproximadamente cinco
décadas, tem assumido importancia no Brasil e em varios paises do mundo,
suscitando discussdes técnicas e juridicas a cerca de seu uso, suas
potencialidades e sua interagdo com o ser humano nos processos de tomada de
decisdo *°. Por claro, este tsunami tecnoldgico ndo vai deixar as administracdes

5% OLIVEIRA, Rafael Carvalho Rezende. Novo perfil da regulacio estatal: Administra¢do
Publica de resultados e analise do impacto regulatorio. 1. ed. Rio de Janeiro: Forense, 2015. P.
139.

% FREITAS, Juarez. Direito e inteligéncia artificial: em defesa do humano — Belo Horizonte:
Forum, 2020, p. 25.

3> GRAU, Eros Roberto. A ordem econdmica na constituicio de 1988: interpretacio e critica. 19
ed. Sdo Paulo: Malheiros, 2018. p.66.

¢ BRASIL. Ministério da Ciéncia, Tecnologia e Inovagdes. Estratégia Brasileira de Inteligéncia
Artificial — EBIA. Disponivel em: <<http:// https://www.gov.br/mcti/pt-br/acompanhe-o-
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publicas, que devem se adaptar a saltos e limites para combinar sua operagdo
com o tempo de nova sociedade digital >’

Os impactos juridicos que a inovacdo causa no direito brasileiro
ocasionaram na recomendagio da OCDE *® sobre inteligéncia, a qual o Brasil
aderiu, foram identificados diversos principios para o desenvolvimento
responsavel da IA, assim como recomendacdo quanto a politicas publicas e
cooperacdo internacional. Entre os elementos constantes da recomendagao,

destacam-se:

“*A JA deve beneficiar as pessoas e o planeta,
impulsionado o  crescimento  inclusivo, o
desenvolvimento sustentavel e o bem-estar.

*Os sistemas de A devem ser projetados de maneira
a respeitar o Estado de Direito, os direitos humanos,
os valores democraticos e a diversidade, e devem
incluir salvaguardas apropriadas — por exemplo,
possibilitando a intervencdo humana sempre que
necessario — para garantir uma sociedade justa.
*Qrganizagdes e individuos que desempenham um
papel ativo no clico de vida de IA devem se
comprometer com a transparéncia e com a
divulgacdo responsavel em relacdo a sistemas de 1A,
fornecendo informacdes relevantes e condizentes
com o estado da arte que permitam (i) promover a
compreensdo geral sobre sistemas de IA; (ii) tornar
as pessoas cientes quanto as suas interagdes com
sistemas de [A; (iii) permitir que aqueles afetados por
um sistema de I[A compreendam os resultados
produzidos; e (i) permitir que aqueles adversamente

mcti/transformacaodigital/arquivosinteligenciaartificial/ia_estrategia_documento_referencia_
4-979 2021.pdf., acesso em 11.ago. 2021.
ST RICO, Clara Isabel Velasco. Personalizacién, proactividad e inteligéncia artificial. Un nuevo

paradigma para la prestacion electronica de servicios publicos? Revista d’internet, dret i
politica.IDP, n® 30. Mar, 2020. ISSN 1699-8154. p.2

¥ OECD. Council Recommendation on Artificial Intelligence (2019). Disponivel em:
<<https://www.oecd.org/going-digital/ai/principles/.Acesso en: 06.jan.2021.
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afetados por um sistema de IA possas contestar seu
resultado.

*QOs sistemas de la devem funcionar de maneira
robusta, segura e protegida ao longo de seus ciclos de
vida, e os riscos em potencial devem ser avaliados e
gerenciados continuamente” *°.

De fato, a personalizagdo, adaptacdo e antecipagdo de servicos publicos
as necessidades dos cidadaos e dos usuarios de servigos publicos constitui uma
manifestacdo da boa administragdo (PONCE, 2019b) e contribuiu para a
eficacia e eficiéncia publica (VELASCO, 2019b) ° No entanto, a recepgdo de
mecanismo de IA em vérias de suas multiplas manifestagcdes pode requer um
reconfiguracdo de conceitos bdsicos do Direito Administrativo, como
discricionariedade, desvio de finalidade, agente publico competente e tantos
outros — todos eles cunhados a partir da perspectiva de que, nas relacdes com a
Administracdo Publica, em qualquer dos seus polos, se tenha sempre a presenga
de uma agente humano °'.

Se por um lado, ¢ necessario evitar o sufocamento da inovagdo social
beneficia e garantir os beneficios da tecnologia que podem ser totalmente
aproveitados a0 mesmo tempo que lida adequadamente com seus riscos **. De
outro, as aplicagdes de sistemas de 1A representam uma série de riscos para os
direitos humanos, a democracia e o Estado de Direito. Esses riscos, no entanto,
dependem do contexto do aplicativo, da tecnologia e das partes interessadas
envolvidas **. Questionam-se assim quais seriam as vantagens e desvantagens
da inteligéncia artificial na Administragdo Publica?

39 BRASIL. Ministério da Ciéncia, Tecnologia e Inovagdes. Estratégia Brasileira de Inteligéncia
Artificial — EBIA. Disponivel em: <<http:// https://www.gov.br/mcti/pt-br/acompanhe-o-
mcti/transformacaodigital/arquivosinteligenciaartificial/ia_estrategia_documento_referencia_
4-979 2021.pdf., acesso em 11.ago. 2021.

80 RICO, Clara Isabel Velasco. Op. cit. p. 2.

8! VALLE, Vanice Lirio do. Inteligéncia artificial incorporada & Administracdo Publica: mitos e
desafios tedricos. In: A&C: R. de Dir. Adm. Const. | Belo Horizonte, ano 20, n. 81, p. 179-200,
jul./set. 2020, p. 187.

62 CONSEIL DE L’ EUROPE — CAHAL Ad hoc committee on artificial intelligence: Feasibility
Study. Disponivel em:www.coe.int/cahai. Acesso em 13.n0v.2020

63 CONSEIL DE L’ EUROPE — CAHAL Ad hoc committee on artificial intelligence: Feasibility
Study. Disponivel em:www.coe.int/cahai. Acesso em 13.n0v.2020.
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Entre as vantagens, os modelos preditivos podem fazer a diferenga em
matéria de politicas publicas baseadas em evidéncias, desde que escolhidos os
preditores. Quer dizer, as previsdes de Alan Turing deixam de ser, em boa
medida, meras especulagdes®’. No campo da decisdo nas atividades
administrativas inteiramente estruturadas, ¢ possivel a utilizacdo de
aprendizado supervisionado, e a automacdo integral da decisdo em si, que
decorreria da simples imputacdo dos algoritmos mandatorios na maquina, a
partir dos quais a deliberagcdo em concreto teria lugar sem qualquer intervengao
humana na cunhagem . No campo da predicio, destaca-se nio s6 o incremento
do potencial de acerto, mas também de velocidade, e ainda a possibilidade de
identificagdo de correlagdes entre ocorréncias distintas, a partir de massivas
bases de dados; correlagdes essas que muitas vezes ndo seriam percebidas pelas
ferramentas de andlise habitual aplicadas por agentes humanos 66

Entre as maiores desvantagens se evidencia com uma chamativa falta
de transparéncia algoritmica e de uma adequada percepc¢ao pela Administrag@o
Publica sobre a necessidade de aprovagdo de um marco juridico especifico
7 Ou mesmo, a utilizagdo, em larga escala, para a infame dissemina¢do de
noticias falas e para a manipulagdo inescrupulosa de informagdes dos usuérios
das redes sociais, no empreendimento de assédio robdtico inaceitavel. Para
piorar o quadro, a maquina corre o risco de agasalhar vieses racistas, xen6fobos
e sexistas, alojados com cerrada opacidade . Outro seria a possibilidade um
desvio de finalidade - — ndo no sentido de uma voluntas pessoal, direcionada
para algo que ndo os reclamos do interesse geral, mas uma concepg¢do equivoca
dos pardmetros que direcionam a operacao desse mesmo aparato informatizado
% A propria literatura na area que denuncia que, especialmente nas solugdes
de deep learning, ha um espago de opacidade relacionado ao pleno disclosure

% FREITAS, Juarez. Op. cit, p. 26.

85 VALLE, Vanice Lirio do. Op.cit, p. 187.

5 VALLE, Vanice Lirio do. Bis idem p. 187

87 CENTRO DE ESTUDIOS EURPEOS LUIZ ORTEGA ALVAREZ, INSTITUTO DE
INVESTIGACION TRANSJUSBELTRAN DE HEREDIA RUIZ (2019). Conclusiones Del I
Seminario Internacional Derecho administrativo e inteligencia artificial. IDP. Revista de
Internet, Derecho y politica. N° 29, pags 1-7. UOC. Disponivel em:
<<http/://dx.doi.org/10.7238/idp. v0i029.3203>>. Acesso em: 24. out. 2021.

58 FREITAS, Juarez. Op. cit, p. 25.

% VALLE, Vanice Lirio do. Inteligéncia artificial incorporada & Administracdo Publica: mitos e
desafios tedricos. In: A&C: R. de Dir. Adm. Const. | Belo Horizonte, ano 20, n. 81, p. 179-200,
jul./set. 2020, p. 188.
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e compreensdo de que tenham sido as inferéncias e padrdes reconhecidos e
aproveitados pelo sistema para a construgio de seu proprio aprendizado " Os
riscos que a Inteligéncia Artificial pode acarretar para esta garantia faz com que
seja “[...] necessario o desenvolvimento de mecanismos eficientes e eficazes
para se criar conhecimento e desenvolver habilidades acerca da regulacdo
estatal relacionado ao advento e ao manejo de novas tecnologias na era da IA
71

Nesse sentido essencial lidar com os riscos da tecnologia entre a
principal vocagao da IA seja a facilitacdo de decisdes em concreto ¢ uma atitude
que tende a, na sua incorporagao, preservar a0 maximo seu potencial de efetiva
municiagdo ao Poder Publico dos elementos que ele precisa para decidir em
sociedades complexas "> sem deixar que seja obstado o desenvolvimento
nacional com toda a potencialidade que pode ser usufruida com o uso de
inteligéncia artificial. Sendo, essencial perceber que a ampliagdo do debate
sobre o tema ¢ crucial, em virtude dos impactos drasticos que o crescente uso
da automacao pode acarretar na vida da sociedade e nos direitos fundamentais
dos individuos .

Conclusio

A partir dos argumentos juridicos-econdmicos apesentados ¢ possivel
sustentar que a concep¢ao da inteligéncia artificial na Administragdo Publica
esta intimamente ligada ao principio da eficiéncia. A atividade administrativa
realizada pelo agente publico devera se adaptar as constantes mudancas
advindas da tecnologia para que sejam cumpridos os fundamentos e principios
da ordem econdmica da constituicdo de 1998 que possui no direito econdmico
as diretrizes em que sera realizada as intervencdes na economia com fito de

" VALLE, Vanice Lirio do. Op. cit, p. 189.
"I BORN, Rhana de Almeida. O contraditério substancial diante da tomada de decisdo judicial
automatizada, Rio de Janeiro, 2021. Dissertagdo (Mestrado) — Universidade Candido Mendes,

2021. Orientagdo de: Daniel Brantes Ferreira, p. 58
2 VALLE, Vanice Lirio do. Op. cit, p. 193.
7> BORN, Rhana de Almeida. O contraditorio substancial diante da tomada de decisdo judicial

automatizada, Rio de Janeiro, 2021. Dissertagdo (Mestrado) — Universidade Candido Mendes,
2021. Orientacdo de: Daniel Brantes Ferreira. p. 105
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normatizar a agdo estatal sobre as estruturas do sistema econdmico, seja ele
centralizado ou descentralizado "*.

A Revolugdo digital e os novos caminhos percorridos pela tecnologia
modificam os parametros existentes na economia, na sociedade e até no direito
7 A presenca da inteligencia artificial em diversos ambientes ¢ impulsionador
do desenvolvimento nacional, possibilitando o uso da tecnologia em diversos
nichos ao serem utilizadas estratégias e métodos inovadores '°. A trajetoria
historica da inteligéncia artificial demonstra que Administragdo Publica pode e
deve ser fazer uso da tecnologia ndo para substituir o homem no meio de
produgdo e sim, como aliada por meio de colaboracdo para assumir tarefas
extenuantes ou mesmo perigosas.

Nesse sentido, a atividade administrativa deve ser praticada com a
satisfacdo de determinados padrdes minimos de qualidade, torna-se necessario
que se definam os componentes pardmetros legais, para que a sua satisfagdo
possa ser aferida objetivamente ”’. Necessario sobrepesar os riscos para garantir
a seguranca juridica para o cidaddo e a sociedade para que seja possivel a
persecucdo dos objetivos publicos sendo administrados custos e beneficios
entre as diferentes partes interessadas. Como também agregar valor ao servigo
publico que se concretiza na superacdo de antigos modelos e problemas
existentes na dualidade entre proteger seus cidaddos e na necessidade de
superagdo da eficiéncia na organizagio politica do Estado e seus aparatos '°

Para isto ¢ essencial uma gestdo em que a Governanga Publica esteja
cada vez mais enraizada na Administracdo Publica de forma a permitir o
alcance de seus objetivos otimizando os custos sem deixar de alcangar seu fim
social ao serem utilizados todos os mecanismos de controle como gestdo de
riscos e controle internos, auditorias internas, accountability e transparéncia e
outros.

74 COMPARATO, Fabio Konder. O indispensavel direito econdmico. Revista dos Tribunais, Sdo
Paulo,1963, p. 14.

75 SCHAWAB, Klaus. A quarta revolugdo industrial. Tradugdo de Daniel Moreira Miranda. Sdo
Paulo: Edipico, 2016, p. 3.

76 RUSSELL, Stuart J. Inteligéncia artificial. tradugdo Regina Célia Simille. — Rio de Janeiro:
Elsevier, 2013. p.4

" MOREIRA NETO, Diogo de Figueiredo. Op. cit. p.472.

8 PEREIRA, Luiz Carlos Bresser. A Reforma do Estado dos anos 90: l16gica ¢ mecanismo de

controle. Ministério da Administragdo Federal e Reforma do Estado, Caderno MARE da
reforma do estado, Brasilia, v. 1, 1997.
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Em sua concepcdo a importancia da regulagdo como ferramenta para
alcance a eficiéncia faz com que seu uso seja intrinseco a concepcdo da
inteligéncia artificial na Administragdo Publica, ao garantir o desenvolvimento
nacional e assim os direitos sociais mediante um processo democratico de
direito ao partir da dualidade entre as satisfagdes do interesse publico e de
garantir um mercado eficiente "’

A tecnologia apresenta vantagens, no campo da decisdo nas atividades
administrativas inteiramente estruturadas ™.
predigdo, destaca-se ndo s6 o incremento do potencial de acerto, mas também
de velocidade, e ainda a possibilidade de identificacdo de correlagdes entre
ocorréncias distintas, a partir de massivas bases de dados; correlagdes essas que

Em especial, no campo da

muitas vezes ndo seriam percebidas pelas ferramentas de analise habitual
aplicadas por agentes humanos *'. No entanto, é essencial que sejam bem
escolhidos os preditores para a idonea avaliagdo de impacost, na linha de
assegurar ecossistemas explicaveis, abertos, democraticos, seguros reversiveis,
humanamente supervisionados **.

Por outro lado, as desvantagem da tecnologia tais como falta de
transparéncia, noticias falsas, viéses ou mesmo devio de finalidaed, inclusive
com a opacidade relacional ao pleno ao pleno disclosure e compreensdo de que
tenham sido as inferéncias e padrdes reconhecidos e aproveitados pelo sistema
para a construgio de seu proprio aprendizado ** podem ser combatidos por meio
do uso adequado da regulagdo como instituto juridico para materializar os
direitos fundamentais e sociais como instrumento de fomento a inteligéncia
artificial, ao garantir o funcionamento do mercado de maneira racional, para
que o desenvolvimento econdémico seja meio de inclusdo e ndo de exclusdo
econdmica *.

7 OLIVEIRA, Rafael Rezende. Novo perfil da regulacdo estatal: Administragdo publica de
resultados e analise de impacto regulatorio. 1. Ed. Rio de Janeiro: Forense, 2015.

8 VALLE, Vanice Lirio do. Op. cit., p. 187.

81 VALLE, Vanice Lirio do. Bis idem p. 187

82 FREITAS, Juarez. Op. cit., p. 95.

8 VALLE, Vanice Lirio do. Op. cit., p. 189.

8 MOTTA, Paulo Roberto Ferreira. A regulagdo com instituto juridico. Revista de Direito
Publico da Economia - RDPE
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Introduciao

A Inteligéncia Artificial e a Blockchain sdo importantes ferramentas
para conferir maior eficiéncia & Administracdo Publica. A burocratizagdo por
meio de apresentacdo de papéis e a falta de comunicagdo entre orgdos e
entidades ndo condizem com a nova fase que a Sociedade tem experimentado
com as inovagoes disruptivas.

Atualmente ja se vislumbra a ideia de automatizagdo do servigo publico
e celeridade por meio de bancos de dados compartilhados. Quanto a esse ponto,
vale mencionar a ideia de Open Government implementado pela Estonia. O pais
que desde 2008 ja vinha pesquisando o uso da Blockchain e hoje se tornou
referéncia em Administracdo Publica 4.0. Atualmente quase todos os servigos
publicos prestados nesse pais se ddo por automagao.

No Japao ja se fala em Sociedade 5.0, na qual maquinas e seres
humanos trabalham mutuamente para o desenvolvimento. A realidade ¢ que a
Internet das coisas hoje ja deu lugar a Internet de tudo e o uso da Inteligéncia
Artificial seja pelo “machine learning”, “deep learning” ou por “Redes neurais
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artificiais" tem participado diariamente nas decisdes da vida humana. Seja por
meio de um buscador do Google ou até mesmo por meio de uma conversa com
a Alexa, os algoritmos ja sdo uma realidade.

Por outro lado, o uso da Blockchain pode ser um fator determinante
para que se estabeleca uma Administragdo Publica mais transparente € menos
suscetivel a fraudes. No lugar do carimbo do cartério, basta imaginar um “hash”
(sequéncia alfanumérica) que confere protecdo para que os dados ndo sejam
alterados, uma vez que eles foram criptografados por inimeros computadores
aleatorios espalhados pelo mundo e para que seja fraudado € necessario se
corromper todo o sistema.

Essa tecnologia ainda confere a publicidade ampla para que qualquer
cidaddo possa auditar as informagdes por meio de uma chave publica e ainda a
certificacdo dada pelo proprio “hash” de que aquele documento esta protegido.

Apesar de todo o vislumbre, ha também desafios que devem ser
encarados com a inovagdo ¢ uma ¢é sobre a protecdo de dados de cidaddos e a
possibilidade de as maquinas conseguirem se reprogramar sem a participacao
do ser humano nesse processo. Esses riscos trazem para a Administragdo
Publica a responsabilidade acerca da implementacdo da IA nos seus servigos
prestados aos cidadaos.

Com isso, cabe neste trabalho analisar os caminhos da Administragao
Publica rumo ao governo 4.0, o funcionamento da IA e da Blockchain e quais
as ferramentas criadas por governos para superar os desafios trazidos pela
tecnologia disruptiva.

Dividido em quatro topicos, o artigo abordard na primeira parte o
surgimento de uma nova concep¢do de governo com uma Administragdo
Publica 4.0 em que se busca maior assertividade na prestacdo de servigos
publicos e a analise sobre a Sociedade 5.0, um conceito criado pelo Japdo em
que maquinas e seres humanos atuam juntos em prol do desenvolvimento,
tomando por referéncia a ideia de Revolugao 4.0.

Em seguida, serdo abordados os tipos de Inteligéncia Artificial
diferenciando “machine learning”, “deep learning” e ‘“Redes Neurais
Artificiais”, tratando neste tdpico também acerca dos desafios a serem
enfrentados pelo Estado na implementagdo da Inteligéncia Artificial como o
devido cuidado com os dados dos cidadaos.

No terceiro topico, o funcionamento da Blockchain, como ela pode
auxiliar a Administragdo Publica na efetividade da transparéncia e se tornar
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eficiente no combate a fraudes, além de fazer breve analise sobre o atual
panorama no Brasil.

Nas conclusdes serdo tratadas as questdes sobre os riscos inerentes a
essas tecnologias para os Estados, com énfase na protecdo de dados dos
cidaddos, além dos desafios sobre a implementacdo da Blockchain na
Administracio Publica.

1. Administracio Publica 4.0, um resultado da Sociedade 5.0 em
construcio e da Revolugio 4.0

A ideia de um Estado moroso e dispendioso ndo se coaduna com a atual
realidade em que tudo sucede de forma imediata. O uso do papel tem sido
substituido por telas. Os registros fisicos ja deram lugar para arquivos salvos
em nuvens e os carimbos de cartdrios talvez estejam com os dias contados
perante os sistemas de cadeias de blocos, por meio das quais computadores
aleatorios fornecam as sequéncias alfanuméricas que dardo a devida seguranca
contra fraudes. Ao invés de colocar o ser humano servidor para atuar como
maquinas exercendo trabalho repetitivo para alimentar planilhas eletronicas, a
tendéncia tem sido dar mais inteligéncia aos robds a fim de que estes coletem
os dados e auxiliem o servidor publico na sua fungdo.

Essa sequéncia de imagens pode parecer parte de um capitulo de livro
distopico & moda Aldous Huxley', mas se trata de uma nova versio de
Administracdo Publica em constru¢do na qual as inovagdes tecnoldgicas tém
servido como importantes ferramentas para a eficacia do seu servigo. Nesse
sentido, fala-se atualmente num governo 4.0 em que a Inteligéncia Artificial
(IA), Big Data e a Blockchain sdo elementos fundamentais para o
desenvolvimento desse novo modelo de Estado mais enxuto de custos e mais
eficiente:

O termo passou a fazer parte do vocabuldrio de
gestores publicos em todo o mundo nos ultimos anos
e virou tdbua de salvacdo para uma administra¢ao
inchada, ineficiente e cara. Estimativas da
consultoria McKinsey apontam que a adogdo de

' Ver HUXLEY, Aldous. Admirdvel Mundo Novo. Trad.: Lino Vallandro Vidal Serrano. 22* ed.
Sao Paulo: Globo, 2014.
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tecnologias para a digitalizacdo dos governos
representa globalmente uma oportunidade de
economia de 1 trilhdo de ddlares por ano. Outro
estudo, da consultoria Accenture, calcula que 1% de
avango na digitalizacdo do setor publico poderia
gerar um acréscimo de 0,5% no produto interno bruto
dos paises e de quase 2% na receita de comércio
exterior.”

A implementag@o de uma Administracdo Publica 4.0 ou Governo 4.0,
de acordo com o estudo “Government 4.0 — the public sector in the digital age”
apresentado em 2018 pela McKinsey, pode gerar apenas para a Alemanha uma
economia de 84 milhdes de horas por ano de cada cidaddo. No entanto, o
mesmo estudo aponta que ndo basta a digitalizacdo da Administragdo Publica
se ndo houver investimentos no campo regulatorio e de infraestrutura para o
devido funcionamento das inovagdes tecnologicas.

Cabe ao Estado, entdo, definir estratégia digital abrangente com metas;
prover plataformas comuns de tecnologia de informagdo; definir padrdes
técnicos; facilitar as mudangas por meio de legislagdes’ e dar suporte para
projetos pilotos que auxiliem seus orgdos e entidades a estabelecer suas
inovagdes e ajude aos seus agentes a desenvolver habilidades digitais
essenciais.

O processo de avango tecnoldgico sucede de forma disruptiva em
conformidade daquilo que Joseph Schumpeter chamou de destruigdo criativa®.
A cada inovagdo trazida ha o rompimento da tecnologia anterior, tornando
obsoleto os métodos que ndo acompanham a evolucdo. Apesar de a teoria do
economista austriaco ter sido pensada para explicar como o capitalismo se
renova com a criagdo de um novo método industrial ou descoberta de uma nova
tecnologia, ela serve para ilustrar acerca da necessidade que a Administragdo
Publica tem de acompanhar as mudangas tecnologicas.

% Conforme consta na matéria “A hora e vez do governo 4.0” de Fabiane Stefano, André
Jankavski e Ernesto Yoshida, publicada na revista Exame em maio de 2019. Disponivel em
https://exame.com/revista-exame/a-hora-e-vez-do-governo-4-0/. Acesso 29 de nov. 2021.

3 Veja o artigo, nesta obra, intitulado “Regulagdo e autorregulagdo da inteligéncia artificial no

Brasil”, de Karina Abreu Freire.
4 SCHUMPETER, Joseph. Capitalism, Socialism, and Democracy. New York: Harper, 1950.
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Klaus Schwab vai além e diz que serd a habilidade do governo se
adaptar as mudancas que definird a sua capacidade de sobreviver aos avangos
tecnologicos. Com a Revolugdo 4.0, o que se tem ¢ a maior transparéncia das
informagdes e modernizagio de suas estruturas’. Por meio da Blockchain, o
Estado pode conferir maior transparéncia e seguranga em seus registros
publicos.

1.1 Estonia e o pioneirismo na adocio de inovacdes tecnolégicas para o
servigco publico

A Estonia tem se mostrado um pais bastante avancado com pesquisas
em Blockchain e no uso da tecnologia na prestacao de servigos publicos. O pais
que atualmente ¢ referéncia em matéria de “e-government” e ja adota o voto
pela internet, ja vinha estudando os sistemas de “open source”, ainda em 2008,
ano em que Satoshi Nakamoto tinha publicado um estudo que trazia o
funcionamento dessa inovagdo por meio do White Paper do Bitcoin®.

A relagdo da Estonia com a inovagdo se deu por conta da necessidade
em atualizar sua ciberseguranga. O pais do leste europeu havia sofrido em 2007
uma série de ataques hackers contra seus sistemas’. Depois de pesquisas acerca
de sistemas descentralizados (“open source’), em 2012, a Estonia passou a
utilizar a Blockchain para diversas aplicagdes nos servigos publicos incluindo
a de segurancga cibernética:

> Nesse sentido, Klaus Schwab afirma que “More intense and innovative use of web technologies
can help public administrations modernize their structures and functions to improve overall
performance, from strengthening processes of e-governance to fostering greater transparency,
accountability and engagement between the government and its citizens. Governments must
also adapt to the fact that power is also shifting from state to non-state actors, and from
established institutions to loose networks. New technologies and the social groupings and
interactions they foster allow virtually anyone to exercise influence in a way that would have
been inconceivable just a few years ago.” SCHWAB, Klaus. The Fourth Industrial Revolution.
Geneva: World Economic Forum, 2016. p. 66.

8 NAKAMOTO, Satoshi. Bitcoin: A Peer-to-Peer Electronic Cash System. 2008. Disponivel em:
https://bitcoin.org/bitcoin.pdf. Acesso 15 de nov. 2021

7 MARTINSON, Priit. Estonia — the Digital Republic Secured by Blockchain. Disponivel em
https://www.pwclegaltech.com/wp-content/uploads/2018/10/Estonia-the-Digital-Republic-
Secured-by-Blockchain.pdf. Acesso 06 dez. 2021.
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[...] use of blockchain technologies in e-government
and e-voting platforms, these cloud solutions help to
create a more robust, highly encrypted and
technologically much safer information ecosystem
upon which a true digital state and information
society could be built. In this regard, the general
cyber defense policy adopted by Estonian authorities
and, in particular, Cyber Command team in army has
been culminated in the development of so-called e-
military strategy aimed to defend the sovereignty of
national information and communication technology
facilities and networks from potential foreign cyber
attacks.®

Atualmente, a maior parte da Administragdo Publica estoniana ¢
digitalizada. A tecnologia Blockchain ¢ utilizada para registros cartoriais de
propriedade, sucessdes e contratos. O mesmo sucede com o servigo de Satide
bem como todo o sistema de informacgdo do pais. A vigilancia e rastreamento
de dados também contam com essa tecnologia, assim como os registros de
identidade eletronica de seus cidaddos.

Com o desenvolvimento de um sistema de dados abertos, a Estonia tem
apontado atalhos para que governos cheguem a uma real Administragdo Publica
4.0. Ao aderir a Parceria de Governo Aberto (“Open Government Partnership
OGP”) em 2012, o pais ja havia se comprometido a adotar politicas para uma
democracia aberta e mais participativa por meio de inovagdes disruptivas, o que
se tornou uma realidade com a adog¢do de uma plataforma de dados abertos
centralizada em que qualquer cidaddo, entidades privada ou publica podem
colaborar com informagdes. E como se, grosso modo, houvesse um Big Data
com dados compartilhados entre os cidadaos e pudessem ser reutilizados pelo
proprio governo, nos termos do “Estonian Public Information Act” adotado em
2000 e apos as emendas feitas até 2012°.

¥ KASSEN, Maxat. Open Data Politics in Estonia: Advancing Open Government in the Context
of Ubiquitous Digital State. In: Open Data Politics. Springer: Switzerland. 2019. pp. 37-67. p.
44.

? Sobre esse tema, Maxat Kassen explica que: “the Estonian Public Information Act, which was
adopted in 2000 as a local version of the universal freedom of information act (FOIA), is widely
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Essa realidade, porém, ndo se limitava a informagdes de dentro do
Estado. A Estonia havia proposto ainda uma plataforma para globalizar
estratégias de “open government” em todo o mundo, o que funcionaria como
um intercAmbio de informagdes entre diversos paises. Esse projeto de “e-
government” em escala global na visdo de Maxat Kassen pode ter sido um dos
motivos para que paises como o Japdo buscassem trabalhar em cooperagdo com
a Estonia no setor de inovagao para o setor publico, além de outros paises:

The Japanese-Estonian Dialogues on ICT Policy and
Cyber Security that are held regularly both in Tokyo
and Tallinn, the digital government cooperation with
the United Arab Emirates, Azerbaijan, Ukraine,
Moldova, Kyrgyzstan, Kazakhstan and with many
other countries [...] not to mention that Estonia also
headquarters the NATO cyber defense center and the
European Agency for the Operational Management
of large-scale IT Systems in the Area of Freedom,
Security and Justice (EULISA, 2018), all these
initiatives are just few great examples of what the
promising international cooperation in the area could
offer. Such cooperation was especially intensified
during the Estonian EU presidency in the second half
of 2017 when digital government agendas were

regarded by almost all stakeholders as a key strategic regulatory document to authorize
publication of government datasets at all institutional levels. The amendments made to the law
in 2007, 2011 and, especially, 2012 were explicitly aimed to promote the principles of open
state and regulate the reuse of open government data. For example, the article # 4 of the act
says that “[the] access to information shall be ensured for every person in the quickest and
easiest manner possible” and “without charge unless payment for the direct expenses relating
to the release of the information is prescribed by law.” It is necessary to note that the sub-
section #3 of article 4 clearly endorses the use of public open government platforms by both
national and local public agencies. There is only one exception from the rule. The publication
of the datasets in any form should not disclose information about the private life of Estonians
and must ensure protection of copyright (The Public Information Act, 2000).” KASSEN,
Maxat. Open Data Politics in Estonia: Advancing Open Government in the Context of
Ubiquitous Digital State. In: Open Data Politics. Springer: Switzerland. 2019. pp. 37-67. p.46
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actively advocated by this Nordic country throughout
continental Europe. '’

Essa interagdo fez com que a relacdo da Estonia e da Finlandia se
tornasse mais estreita e em busca de reduzir burocratizacdo e custos de
negociagdes entre os dois paises. As capitais Helsinki (Finlandia) e Tallinn
(Estdnia), entdo, integraram muitas de suas plataformas de “e-commerce” e “e-
government” com o objetivo de criar apenas um ecossistema entre as duas
cidades.

1.2 O Conceito de Sociedade 5.0 criado no Japio e a relacio com a
Revolucio 4.0

No caso do Japao, vale mencionar que ainda em 2015 foi langado o 5°
Plano Baésico de Ciéncia e Tecnologia'', pelo qual definiu politicas de inovagéo
que seriam estimuladas até 2021, e nessa ocasido foi criado o conceito de
Sociedade 5.0'%. Ele é a proxima etapa de evolugdo da humanidade. A
Sociedade 1.0 estava ligada a caga como sobrevivéncia. Em seguida, a
Sociedade 2.0 foi marcada pela agricultura. No entanto, para esse trabalho
caberd analisar a partir da Sociedade 3.0.

Antes de adentrar nesse assunto, cabe demonstrar brevemente a divisdo
feita por Klaus Schwab sobre as quatro revolugdes industriais, o que facilitara
muito a compreensao acerca das Sociedades 3.0, 4.0 e 5.0.

A primeira revolugdo industrial se deu entre os anos de 1760 e 1840, a
partir da revolugdo industrial inglesa, se iniciava a relacdo entre o ser humano
e a maquina, fato que marcou a Revolug¢do 1.0, a qual ainda com as construgdes
de estradas de ferro. A descoberta da eletricidade foi entdo o marco para a
segunda revolucao industrial. A Revolugdo 3.0, ou terceira revolucdo industrial
sucedeu a partir de 1960 e foi chamada, de acordo com Klaus Schwab, de

0 1dem. p. 45

"' JAPAN. Council for Science, Technology and Innovation Cabinet Office, Government of
Japan. Report on The 5th Science and Technology Basic Plan. Disponivel em
https://www8.cao.go.jp/cstp/kihonkeikaku/5basicplan_en.pdf. Acesso 26 de dez. 2021.

12 Disponivel em https://www8.cao.go.jp/cstp/english/society5 0/index.html. Acesso 26 de dez.
2021.
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“revolugdo digital”"’ porque ela foi “catalisada pelo desenvolvimento de
semicondutores, computacdo de mainframe (Anos 1960), computacio pessoal
(anos 1970 ¢ 1980) e internet (anos 1990)”".

Ja a Revolucdo 4.0 ¢ a atual em que ha a inteligéncia artificial, a
exemplo da Alexa conversando com pessoas'’, em que se estio integrados
maquinas e sistemas ( “Internet of Things”) € se tem carros autdbnomos e regras
criadas ndo por Estados, mas por algoritmos computacionais.

Deste modo, cabe afirmar que as Revolugdes 1.0 e 2.0 explicam bem o
cenario em torno da Sociedade 3.0, em que o mundo teve contato com as
maquinas e depois com a eletricidade. Com o advento da revolugdo digital que
desencadeou no desenvolvimento da internet, veio a Revolugdo 3.0 trazendo a
facilidade de se propagar e obter informagdo, o que ocasionou no surgimento
da Sociedade 4.0.

O problema, porém, nesses anos de Sociedade 4.0 ¢ que as informacgdes
compartilhadas nem sempre sdo verdadeiras e nisso ha o desafio sobre a analise
de veracidade de dados colocados na internet. Sob esse prisma, valido lembrar
o que Byung-Chul Han afirma sobre a relacdo entre o excesso de informacao e
o risco de inverdades sobre o que ¢ propagado:

Transparencia y verdad no son idénticas. Esta ultima
es una negatividad en cuanto se pone e impone
declarando falso todo lo otro. Mas informacion o una
acumulacion de informacion por si sola no es ninguna
verdad. Le falta la direccion, a saber, el sentido.
Precisamente por la falta de la negatividad de lo
verdadero se llega a una pululacion y masificacion de
lo positivo. La  hiperinformacion y Ia
hipercomunicacién dan testimonio de la falta de
verdad, e incluso de la falta de ser. Mas informacion,

13 SCHWAB, Klaus. The Fourth Industrial Revolution. Geneva: World Economic Forum,

2016.p.11.

" 1dem.

'S Conforme artigo produzido pela Amazon, intitulado “Conversation Mode helps interactions
with Alexa feel more natural”. Disponivel em:

https://www.aboutamazon.com/news/devices/conversation-mode-helps-interactions-with-
alexa-feel-more-natural. Acesso 25 de nov. 2021.
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mas comunicaciéon no elimina la fundamental
imprecision del todo. Mas bien la agrava.'®

A verificagdo sobre as informagdes propagadas na internet feita
unicamente por seres humanos pode incorrer em graves falhas e resultar em
alto custo para o Estado. No entanto, ndo ha como desconsiderar a importancia
da internet, a qual foi uma etapa necessaria para que atualmente existissem
outras inovagdes que auxiliassem o trabalho do ser humano com mais
assertividade. E, sob esse panorama, vale tragar um paralelo entre a Revolugao
4.0, termo criado na Alemanha, com a implementacdo do conceito japonés da
Sociedade 5.0.

Conforme ja foi mencionado, a quarta revolucdo industrial ¢ marcada
nao pela digitalizacdo da sociedade, mas por uma etapa além: a automagao por
meio de maquinas que imitam o pensamento humano e sdo capazes de conectar
diversos objetos, conduzir carros e até mesmo interagir com as pessoas, a
exemplo da Sophia'”.

De acordo com o 5° Plano Bésico de Ciéncia e Tecnologia produzido
pelo governo japonés, a internet das coisas (“Internet of Things — loT”’) tem
possibilitado a conexdo entre “coisas” dando acesso a uma grande variedade de
informacdes € j& se comentava sobre a Internet de tudo ( “Internet of Everything
—IoE”), por meio da qual todos os dados coletados se encontrariam conectados.
O Japao tem apostado na IA como ferramenta para melhor prestacao de servigos
publicos e ainda em 2015 ja mencionava a possibilidade de existir uma “super
smart society”, na qual existiriam robds e seres humanos trabalhando em
conjunto em prol do desenvolvimento'®.

'S HAN, Byung-Chul. La sociedad de la transparencia. Trad. Rafl Gabas. 1° ed. Helder:
Barcelona. 2013.p. 23.

7 Cf. Hot Robot At SXSW Says She Wants To Destroy Humans. CNBC. Disponivel em
https://www.youtube.com/watch?v=W0 DPiOPmF0. Acesso 20 de dez. 2021

'8 Sobre esse tema vale mencionar o seguinte trecho do 5° Plano Biésico de Ciéncia e Tecnologia

produzido pelo governo japonés: “Such a society is expected to, for example, develop and
realize an environment in which humans and robots and/or artificial intelligence (A1) coexist
and work to improve quality of life by offering finely differentiated customized services that
meet diverse user needs. The society must also be capable of anticipating potential needs and
providing services to support human activities, resolving gaps in service due to differences in
region, age, etc., and enabling anyone to be a service provider. [...]

In order to realize a super smart society, it is necessary to connect various “things” via a
network, create highly advanced systems out of these things, and integrate several diverse
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1.3 A realidade da Sociedade 5.0 e os impactos na Administraciao Publica

A ideia de uso de robos na prestagdo de servico publico, com a proposta
do Japao de uma Sociedade 5.0, pode parecer um roteiro de filme de fic¢do
cientifica, mas a realidade tem seguido esse rumo. Nao hd como deixar de
mencionar mais uma vez a Estonia. O pais implementou o projeto SATIKAS
para tornar menos custosos os Registros ¢ Informagdes agricolas desse pais'.
Por meio desse sistema, sdo usados, por meio de Inteligéncia Artificial (IA),
dados de satélite provenientes do Programa Europeu Copernicus para controlar
automaticamente as informagdes sobre pastagens e planta¢des na Estonia. Com
isso, reduziu-se o nimero de visitas de inspetores de campo para analisar se 0s
agricultores estdo cumprindo os requisitos de subsidio, tornando o Poder de
Policia®® do Estado menos dispendioso.

Na Bélgica e Holanda também foram adotados projetos em IA para
maior eficiéncia do setor publico. O problema para investigar o historico de
qualidade da satde publica na Bélgica foi solucionado por meio de uma
parceria entre a Agéncia para a Crianga e a Familia belga com a IBM. Foi criado
um modelo com os dados anteriores sobre a prestagdo de servigos de Saude a
fim de analisar as melhorias. Enquanto na Holanda, a IA Amberscript se tornou
uma importante aliada para a transparéncia das informagdes das reunides de
conselhos politicos. Antes disso, os advogados tinham de fazer suas
transcrigdes por si proprios. Com essa plataforma, as gravagdes ficam
guardadas e acessiveis aos cidadaos, atendendo os termos da Diretiva da Unido
Europeia n° 2016/2102%".

systems so that they can coordinate and collaborate with each other. This integration allows
for a wide variety of data 4 to be collected, analyzed, and applied across all the coordinating
and collaborating systems in order to continuously produce new values and services”. Council
for Science, Technology and Innovation Cabinet Office, Government of Japan. Report on The
Sth Science and  Technology Basic  Plan. p. 13-14.  Disponivel em
https://www8.cao.go.jp/cstp/kihonkeikaku/5basicplan_en.pdf. Acesso 26 de dez. 2021.

' NOORDT, Colin Van; MISURACA, Gianluca. Exploratory Insights on Artificial Intelligence
for Government in Europe. Social Science Computer Review. December 2020.
doi:10.1177/0894439320980449. Acesso 27 de dez. 2021.

2 Veja artigo, nesta obra intitulado “Poder de Policia e a Inteligéncia Artificial”, de Carolina

Moreira Araujo e Jader Esteves da Silva.

21 I o , . o
De acordo com essa Diretiva, “o termo ‘acessibilidade’ devera ser entendido como os principios
e técnicas a observar na concecdo, construgcdo, manutengdo e atualizagdo de sitios web e
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Na América Latina, vale mencionar como exemplo a implementagao
de uma Inteligéncia Artificial na cidade de Buenos Aires para atendimento de
ouvidoria e responder questdes trazidas por cidaddo sobre a prestacdo de
servigos publicos, conforme demonstra Antonella Stringhini:

Desde finales de los afios 90, la Inteligencia artificial
se acoplod a la robdtica y a las interfaces hombre-
maquina a fin de crear agentes inteligentes que
sugieren la presencia de afectos y de emociones. Esto
dio origen, entre otros, al perfeccionamiento de los
programas informaticos que simulan conversaciones
con usuarios humanos (chatbot).

Estos agentes conversacionales (también llamados
asistentes digitales o virtuales) estdn comenzando a
ocupar un rol central en la Administracion Publica
actual, porque simplifican, facilitan y optimizan la
ecuacion ciudadania-servicios-Estado.

Por ejemplo, la Ciudad de Buenos Aires cre6 a “Boti”
un asistente virtual inteligente para responder a las
consultas de los ciudadanos sobre servicios publicos
y trdmites de la Ciudad. El chatbot responde las
consultas de los ciudadanos, los dirige hacia fuentes
de informacion o hacia la atencién por parte de
personas humanas cuando no pudo responder a la
consulta realizada.*

aplicagdes moveis de forma a tornar os seus contetidos mais acessiveis aos utilizadores, em
especial a pessoas com deficiéncia. [...] as autoridades publicas deverdo ter um papel na
promogao dos mercados dos conteudos em linha. Uma forma de os governos estimularem os
mercados de contetidos consiste em tornar as informagdes do setor publico disponiveis numa
base de transparéncia, eficacia e ndo discriminacdo.” Ndo obstante, os Estados da Unido
Europeia devem, sob os termos da Diretiva n® 2016/2102, disponibilizar informagdes sobre
educagdo por meio de plataformas. UNIAO EUROPEIA. Diretiva UE n° 2016/2102, do
Parlamento Europeu e do Conselho da Unido Europeia. de 26 de outubro de 2016. Relativa a

acessibilidade dos sitios web e das aplicagdes moveis de organismos do setor publico.
Disponivel em https://eur-lex.europa.eu/legal-
content/PT/TXT/HTML/?uri=CELEX:32016L2102&from=EN. Acesso 27 de dez. 2021.

22 STRINGHINI, Antonella. Administracién Piblica Inteligente: novedades al ecosistema
normativo digital de la Republica Argentina. Revista Eurolatinoamericana de Derecho
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A adocdo de Inteligéncia Artificial, porém, ndo se limita apenas a
capital da Argentina, bem como tem sido ja uma realidade em todo o pais, que
chegou até mesmo a estabelecer uma lei para regular o uso da inovagdo para a
efetividade do servigo publico para os cidaddos. O Decreto n°® 733/2018,
estabeleceu a tramitacdo digital completa e compartilhamento de dados entre
entidades que compdem a Administragdo Publica nesse pais. Nos termos desta
norma ndo caberia mais a morosidade do servico publico e a “burocratizacio”.

De acordo com o artigo 4°, do referido Decreto, os dados uma vez ja
coletados por um dos o6rgdos da Administracio Publica deveria ser
compartilhado entre os demais mediante o modelo INTEROPER.AR do
sistema de Gestdo Documental Eletronica (GDE)®. A finalidade disso é que se
evite de a pessoa fazer nova apresentacdo de documentos toda vez que a
Administracdo Publica o solicitar, o que apenas traria uma burocratiza¢do
desnecessaria.

O Brasil também vem adotando o uso de IA desde 2018 como aliada
na andlise automatizada das prestagdes de conta em transferéncias voluntarias
da Unido™. O Ministério da Transparéncia e Controladoria-Geral da Unido
(CGU) desenvolveu uma plataforma que utiliza o “machine learning” o qual
se baseia numa nota de risco para medir a probabilidade de aprovagdo ou
reprovacao das contas, considerando para tanto:

Administrativo, Santa Fe, vol. 5, n. 2, p. 199-215, jul/dic. 2018. DOI:
10.14409/redoeda.v5i2.9094. p. 210.

2 De acordo com o artigo 1° do Decreto n°® 733/2018, todos os documentos como notificagdes e
atos administrativos e procedimentos de forma geral, devem ser instrumentados no sistema de

“Gestion Documental Electronica — GDE”, permitindo seu acesso e tramitacdo digital
completa, remota, simples, automatica e¢ instantanea, exceto quando ndo for tecnicamente
possivel. Nao obstante, consta no preambulo do mesmo decreto que o modulo
INTEROPER.AR foi criado como uma ferramenta para melhores solugdes ao cidadao,
permitindo aplicagdes mais inteligentes evitando a duplicidade de dados e inconsisténcias entre
sistemas. Informacéo disponivel em
http://servicios.infoleg.gob.ar/infolegInternet/anexos/310000-314999/313243/norma.htm.
Acesso 30 de nov. 2021.

% Conforme divulgado pela assessoria de imprensa da Controladoria-Geral da Unido, no
comunicado “Inteligéncia artificial analisara prestagdo de contas em transferéncias da Unido”.

Disponivel em https://www.gov.br/cgu/pt-br/assuntos/noticias/2018/10/inteligencia-artificial-

analisara-prestacao-de-contas-em-transferencias-da-uniao. Acesso 20 de nov. 2021.
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[...] a emissdo de alertas gerados nas trilhas de
auditoria aplicadas pela CGU, na busca por padrdes
pré-definidos de indicios de impropriedades ou
irregularidades, as quais sdo classificadas em trés
categorias: descumprimento de norma; conflito de
interesse; e falhas na execucao financeira, a exemplo
de pagamentos a fornecedores fora da vigéncia do
convénio™.

Antes dessa implementagdo feita pela Unido, o Estado de Sdo Paulo
havia criado em 2015 um projeto de parceria publico-privada com startups para
a implementa¢do de um sistema de IA semelhante ao de Buenos Aires para
interagdo com os cidaddos. O projeto Pitch Gov acabou originando convénios
com as startups GetNinjas, iaiNet, Hand Talk, Nama, Saude Controle e Memed
para a prestacdo de servigos publicos como o AcessaSP, Poupatempo e no
Fundo Social de Solidariedade®®. No Estado do Espirito Santo ja se estuda
também a implementacio do Pitch Gov*’.

A TA também tem sido usada como ferramenta para judiciario
brasileiro”® na busca de tornar mais célere e eficiente o sistema de justiga. De
acordo com o relatorio fruto da pesquisa “Tecnologia aplicada & gestdo dos
conflitos no ambito do Poder Judiciario brasileiro com énfase em inteligéncia

17329

artificial””", metade dos tribunais brasileiros dispde de projetos de inteligéncia

artificial em desenvolvimento ou ja implantados. Dentre os que ja estdo em

% Idem

2 Conforme matéria publicada na revista Exame, intitulada “SP faz convénio com startups para
melhorar servigos publicos”. Disponivel em https://exame.com/pme/sp-faz-convenio-com-
startups-para-melhorar-servicos-publicos/. Acesso 30 de nov. 2021.

2" Cf. consta no site do Laboratério de Inovagdo na Gestio do Estado do Espirito Santo.
Disponivel em https://labges.es.gov.br/pitch-gov-es. Acesso 30 de nov. 2021.

8 Veja artigo, nesta obra, intitulado “A aplicagio da inteligéncia artificial na Administragdo da
Justiga: o caso das altas Cortes brasileiras”, de Luis Coelho da Silva Janior.

» (6] estudo esta disponivel em
https://ciapj.fgv.br/sites/ciapj.fgv.br/files/estudos e pesquisas ia lafase.pdf. Acesso em 30
de nov. 2021.
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produgdo, vale mencionar o Victor’’, do Supremo Tribunal Federal (STF); o
Athos®! e o Socrates®?, ambos do Superior Tribunal de Justica (STJ).

2. Formas de Inteligéncia Artificial e os desafios para seu uso na
Administragao Publica

Para melhor compreensdo sobre Inteligéncia Artificial e Blockchain,
cabe antes o conhecimento acerca do que sdo os algoritmos. Nesse ponto, vale
mencionar o conceito dado ainda em 1972, quando a Suprema Corte dos
Estados Unidos da América ( “Supreme Court of the United States — SCOTUS”)
decidiu o caso “Gottschalk v. Benson”.

Os dados num computador sdo expressos em digitos bindrios, os quais
sdo produtos de solugdes de problemas aritméticos feitos por uma maquina, os
quais também poderiam ser executados por seres humanos com muito mais
esfor¢o e até mesmo tempo envolvido. Alguns desses digitos s@o estocados

3% De acordo com a pesquisa, Victor “6 capaz de executar a identificagio dos recursos que se
enquadram em um dos 27 temas mais recorrentes de repercussdo geral e a respectiva devolugdo
aos tribunais de origem. Esta habilitada para proceder a identificagdo e a separagédo das cinco
principais pegas dos autos: acorddo recorrido, o juizo de admissibilidade do recurso
extraordinario, peticdo do recurso extraordinario, sentenga e agravo no recurso. O projeto
pretende trabalhar com a funcionalidade de agrupamento por similaridade em sua proxima
versdo”. Idem.

31 Athos, segundo consta no estudo, foi “treinada com a leitura de aproximadamente 329 mil
ementas de acorddos do STJ entre 2015 ¢ 2017 e indexou mais de 2 milhdes de processos com
8 milhdes de pegas, possibilitando o agrupamento automatico por similares, a busca por
similares, 0 monitoramento de grupos e a pesquisa textual.

O sistema Athos também atua na rotina de identificagdo de acorddos similares aos que ja
constam na base de dados de jurisprudéncia, a fim de que sejam agrupados, evitando-se, assim,
a poluigdo da base. No Nucleo de Gerenciamento de Precedentes (NUGEP), a ferramenta de
IA atua na identificagdo de processos que tém a mesma controvérsia juridica,com vistas a
fixagdo de teses vinculantes.

O sistema também atua na identificagdo de matéria de notdria relevancia; entendimentos
convergentes e/ou divergentes entre 6rgdos do STJ; possiveis distingdes ou superagdes de
precedentes qualificados.” Ibidem.

32 Usando o mesmo motor de 1A que o sistema Athos, o Socrates ¢ destinado aos gabinetes dos
juizes do STJ no trabalho de monitoramento, agrupamento de processos e na identificacdo de
precedentes. De acordo com a pesquisa “Tecnologia aplicada a gestdo dos conflitos no ambito
do Poder Judiciario brasileiro com énfase em inteligéncia artificial”, o Athos “pode identificar
grupos de processos similares em um universo de 100 mil processos, realizando a comparagao
de todos entre si em menos de 15 minutos”. Ibidem.
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como componentes da maquina, mas ha outros que sdo introduzidos na maquina
como se fossem, grosso modo, criptografias, conforme consta na propria
decisdo da sobre o caso emblematico levado & Suprema Corte norte-americana:

The representation of numbers may be in the form of
a time series of electrical impulses, magnetized spots
on the surface of tapes, drums, or discs, charged spots
on cathode-ray tube screens, the presence or absence
of punched holes on paper cards, or other devices.
The method or program is a sequence of coded
instructions for a digital computer.

The patent sought is on a method of programming a
general purpose digital computer to convert signals
from binary-coded decimal form into pure binary
form. A procedure for solving a given type of
mathematical problem is known as an "algorithm."
The procedures set forth in the present claims are of
that kind; that is to say, they are a generalized
formulation for programs to solve mathematical
problems of converting one form of numerical
representation to another. From the generic
formulation, programs may be developed as specific
applications.

Na decis@o da SCOTUS consta ainda que “o computador opera entdo
sob dados novos e outros ja estocados na maquina. O propdsito maior do
computador ¢ feito para que suas operagdes ocorram em diferentes
programas™>. Em outros termos, o procedimento de o computador resolver
equagdes complexas para transformar dados em codigos representados em
numeros binarios € que se entende como “algoritmo” é o ponto de partida para
entender qualquer outra inovagdo, at¢ mesmo a Inteligéncia Artificial.

33 Tradugdo livre em portugués de “The computer operates then upon both new and previously
stored data. The general purpose computer is designed to perform operations under many
different programs.” Trecho do caso “Gottschalk v. Benson”. Disponivel em
https://supreme.justia.com/cases/federal/us/409/63/. Acesso 10 de dez. 2021.
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Para tanto ainda ¢ bom saber que Alan Turing ja havia em 1950
levantado a hipotese de a maquina poder pensar’. O criador do computador
mencionou que as maquinas aprendem da forma em que sdo educados
(programados). Ele comparou a capacidade dos computadores em aprender
com a do ser humano em idade infantil e ndo afastou a possibilidade futura de
haver uma certa automagdo pelas proprias maquinas indo além da sua
programa(;€1035.

Essa capacidade dos computadores aprenderem ou serem educados
pelos seres humanos nada mais ¢ do que a realidade do “machine learning". E
possivel “educar™® uma maquina para resolver de forma acurada e em menor

3 Veja artigo, nesta obra, intitulado “A concepgdo da inteligéncia artificial na Administracio
Publica”, de Andrea Drumond de Meireles Seyller.

33 De acordo com Alan Turing: “An important feature of a learning machine is that its teacher
will often be very largely ignorant of quite what is going on inside, although he may still be
able to some extent to predict his pupil's behavior. This should apply most strongly to the later
education of a machine arising from a child machine of well-tried design (or programme). This
is in clear contrast with normal procedure when using a machine to do computations one's
object is then to have a clear mental picture of the state of the machine at each moment in the
computation. This object can only be achieved with a struggle. The view that "the machine can
only do what we know how to order it to do,"" appears strange in face of this. Most of the
programmes which we can put into the machine will result in its doing something that we
cannot make sense (if at all, or which we regard as completely random behaviour. Intelligent
behaviour presumably consists in a departure from the completely disciplined behaviour
involved in computation, but a rather slight one, which does not give rise to random behaviour,
or to pointless repetitive loops. Another important result of preparing our machine for its part
in the imitation game by a process of teaching and learning is that "human fallibility" is likely
to be omitted in a rather natural way, i.e., without special "coaching." (The reader should
reconcile this with the point of view on pages 23 and 24.) Processes that are learnt do not
produce a hundred per cent certainty of result, if they did they could not be unlearnt. [...] We
may hope that machines will eventually compete with men in all purely intellectual fields.”

TURING, A. M. Computing Machinery and Intelligence. 1950. Disponivel em

https://www.csee.umbc.edu/courses/471/papers/turing.pdf. Acesso 05 de nov. 2021.

36 Sob essa linha de intelecgio, Alan Turing menciona, ainda em 1950, que os computadores
aprendem da forma em que sdo educados (programados). Ele compara a capacidade das
maquinas em aprender com a do ser humano em idade infantil e ndo afasta a possibilidade
futura de haver uma certa automagdo pelas proprias maquinas indo além da sua programagio:
“An important feature of a learning machine is that its teacher will often be very largely
ignorant of quite what is going on inside, although he may still be able to some extent to predict
his pupil's behavior. This should apply most strongly to the later education of a machine arising
from a child machine of well-tried design (or programme). This is in clear contrast with normal
procedure when using a machine to do computations one's object is then to have a clear mental
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tempo problemas que seres humanos levariam dias e até meses. O termo
“educar” foi utilizado de propdsito, uma vez que o programador estabelece
pardmetros para a atuagdo de uma maquina’’.

Desta maneira, se determinada Inteligéncia Artificial é programada a
executar tarefas como buscar bens que j& tenham sido registrados em nome de
determinado contribuinte, ela fara com grande exatiddo tendo acesso as bases
de dados disponiveis. Para visualizagdo mais simples do que isso significa, vale
imaginar um comando “PROCX” ou “XLOOKUP” usados comumente no
programa Excel, por meio do qual a pessoa consulta numa planilha as
informacgdes que deseja, sem que tenha de ler todas as células.

A planilha do Excel, grosso modo, corresponde a uma base de dados
simploria alimentada pelo préprio usudrio e os comandos “PROCX” ou
“XLOOKUP” a programacgao para que a maquina responda sobre o objeto a ser

picture of the state of the machine at each moment in the computation. This object can only be
achieved with a struggle. The view that "the machine can only do what we know how to order
it to do,"" appears strange in face of this. Most of the programmes which we can put into the
machine will result in its doing something that we cannot make sense (if at all, or which we
regard as completely random behaviour. Intelligent behaviour presumably consists in a
departure from the completely disciplined behaviour involved in computation, but a rather
slight one, which does not give rise to random behaviour, or to pointless repetitive loops.
Another important result of preparing our machine for its part in the imitation game by a
process of teaching and learning is that "human fallibility" is likely to be omitted in a rather
natural way, i.e., without special "coaching.” (The reader should reconcile this with the point
of view on pages 23 and 24.) Processes that are learnt do not produce a hundred per cent
certainty of result; if they did they could not be unlearnt. [...] We may hope that machines will
eventually compete with men in all purely intellectual fields.” TURING, A. M. Computing
Machinery and Intelligence. 1950. Disponivel em
https://www.csee.umbc.edu/courses/471/papers/turing.pdf. Acesso 05 de nov. 2021.

37 Sobre esse assunto vale a leitura do paper “Computing Machinery and Intelligence” de Alan

Turing, pelo qual concluiu que a maquina apenas executa operagdes que poderiam ser feitas
por um “computador humano”. Turing demonstrou que o “computador digital” para solucionar
sobre determinado problema depende de trés elementos: (i) Armazenamento de dados
(“Store”); (ii) Unidade executiva ( “Executive Unit”) ¢; (iii) Controle (“Control”’). O primeiro
consiste nos dados armazenados em sua memoria. O segundo tem relagdo com o modo que as
operagdes serdo feitas pela maquina em si. E, por ltimo, estdo os pardmetros que deverdo ser
respeitados pela maquina, como se houvesse um “livro de regras” a seguir, ou nas palavras do
proprio Turing: Tabela de instrugdes (“fable of instructions”). TURING, A. M. Computing
Machinery and Intelligence. 1950. Disponivel em
https://www.csee.umbc.edu/courses/471/papers/turing.pdf. Acesso 05 de nov. 2021.
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encontrado a partir de parimetros inseridos na pesquisa®*. Apos esse comando,
a maquina faz a busca de forma independente.

Ao contrario do que se propaga no senso comum a ideia de “machine
learning” ndo € tdo nova e ja vinha sido discutida desde a década de 1950 pelo
criador do computador, Alan Turing®. Ademais, atualmente com o proprio
Excel da Microsoft é possivel se utilizar ferramentas mais avancadas de IA* e
at¢é mesmo fazer consulta de base de dados além daquelas alimentadas
diretamente pelo usuario.

2.1 As diferencas entre machine learning, deep learning e redes neurais
artificiais

Além do “machine learning”, ha ainda outros conceitos por tras da
Inteligéncia Artificial: “deep learning” e as chamadas “Redes neurais
artificiais . Para ndo haver confusdo cabe diferenciar cada qual. Enquanto a
“machine learning” depende da acdo humana para aprender, a “deep learning
automatiza grande parte da parte do processo de extragdo de recursos,
eliminando parte da intervencdo humana manual necessdaria e permitindo o
uso de conjuntos de dados maiores”™".

Ja as “Redes neurais artificiais” sdo, grosso modo, reproducdes de
funcionamento de neurénios humanos na busca de melhor solugdo para
determinado problema. Um dos mais conhecidos sistemas de Rede neural
artificial ¢ o algoritmo usado pelas buscas do Google®, o qual seleciona tudo
aquilo que entende que ira ter relagdo com determinado usudrio. Ele aprende
por meio de exemplos, no entanto, ha casos em que a maquina induz outputs

38 Conforme explicado pela propria Microsoft no artigo “Fungdo PROCX” Disponivel em
https://support.microsoft.com/pt-br/office/fun%C3%A7%C3%A30-procx-b7fd680e-6d10-
43e6-8419-88eac8bf5929. Acesso 06 de nov. 2021.

3 TURING, AM. Computing Machinery and Intelligence. 1950. Disponivel em
https://www.csee.umbc.edu/courses/471/papers/turing.pdf. Acesso 05 de nov. 2021.

0 Cf. o artigo “Bringing Al to Excel - 4 new features announced today at ignite”. Disponivel em:
https://www.microsoft.com/en-us/microsoft-365/blog/2018/09/24/bringing-ai-to-excel-4-

new-features-announced-today-at-ignite/. Acesso 09 de nov. 2021.

*1 Cf. o artigo “Deep learning vs. machine learning” publicado pela IBM. Disponivel em
https://www.ibm.com/cloud/learn/what-is-artificial-intelligence. Acesso 02 de nov. 2021.

2 De acordo com o artigo “What are neural networks?” publicado pela IBM. Disponivel em
https://www.ibm.com/cloud/learn/neural-networks. Acesso 02 de nov. 2021.
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: 43 £
(respostas) para os inputs (perguntas)”. E como se ela, com os dados que
possui, fizesse uma espécie de juizo de valor sobre o “melhor contetido” para o
usudrio, conforme explica o pesquisador da Google Christoph Best:

An artificial neural network learns to reproduce its
training examples. However, the network does not
“memorize” the full set of its training examples (as in
literally store them somewhere) - we know this,
because even large neural networks do not have
enough storage capacity to do this. Also, neural
networks are also able to produce outputs for inputs
they have never seen before. They are able to
generalize in some way from the example inputs to
the complete space of all possible inputs. How
exactly this generalization is achieved remains a
difficult and partly unsolved question. One useful
perspective is to look beyond the interpretation of
neural networks as function approximations, and
consider the perspective of probabilistic learning
which is founded in Bayesian statistics.**

As “Redes Neurais Artificiais” sdo comumente utilizadas para
reconhecimento de imagens. Matheus Facure explica que essa tarefa depende
de uma complexa RNA (Rede neural artificial), sendo que quanto mais
neurdnios ela tiver, mais facil serd dela intuir determinada figura. O papel mais
complicado na programacdo ndo ¢ de ensinar a maquina como sucede no
“machine learning”, mas sim de prever as varidveis e nisso as RNAs possuem
um importante papel, sendo capazes até mesmo de aprender sozinhas™®.

* Veja artigo, nesta obra, intitulado “Os mecanismos de busca na internet ¢ o Direito Regulatério:
Search Bias e Discriminagédo algoritmica”, de Gabriel Teixeira.

* BEST, Christoph. Ars gratia retium: Understanding How Artificial Neural Networks Learn To
Emulate Art. Algorithmic and Aesthetic Literacy: Emerging Transdisciplinary Explorations for
the Digital Age. Orgs. Lydia Schulze Heuling; Christian Filk. Leverkusen: Verlag Barbara
Budrich. 2021.p. 182

% Veja artigo, nesta obra, intitulado “O processo de tomada de decisdo administrativa e o uso da
inteligéncia artificial, de André Saddy e Jodo Victor Tavares Galil.
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Desta forma, apesar de haver diferenca entre “machine learning”,
“deep learning” e “Redes Neurais Artificiais”, elas seriam etapas
complementares. Sendo que a primeira delas depende da atuagdo humana. Em
seguida, a maquina conseguiria atuar de forma autobnoma em grande parte das
tarefas. E, por ultimo, as RNAs serviriam como neurdnios para que a “deep
learning” conseguisse maior autonomia*®.

2.2 Os riscos da IA além da programacio humana

Isaac Asimov, em seu romance “Eu, Robo”"’

evolugdo das maquinas. O que no principio se tratava de robds que ndo se

, apresenta uma réapida

aproximavam em nada de seres humanos e se tornavam rapidamente obsoletos,
vieram outros a exemplo da personagem, Robbie que cuidava praticamente da
educagdo de uma crianca. No romance, o pai da menina o achava mais
inteligente do que muitos de seu escritorio. Por outro lado, a mae tinha o receio
de que alguma pane ocorresse com a maquina. O pai afirmava que nao havia
como Robbie fazer mal a filha deles por dois motivos e um deles era a primeira
Lei da Robética®™ de que nenhum robé pode fazer mal a um ser humano sob
pena de ser desligado.

% Sob esse ponto de vista, Matheus Facure explica que “em distingdo ao Aprendizado de

Magquina classico [...], as redes neurais sdo comumente utilizadas em um novo tipo de
Aprendizado de Maquina, que leva o nome de aprendizado de representagdes ou Deep Learning
[...], no qual além de aprender um mapeamento entre caracteristicas representativas e um output
desejado, a maquina consegue aprender as proprias caracteristicas representativas de maneira
automatica.
As técnicas de Deep Learning se baseiam principalmente na utilizagdo de redes neurais
profundas. Podemos pensar nas diversas camadas ocultas de uma rede neural profunda como
aprendendo niveis de abstragdes hierarquicos. Em reconhecimento de imagens, por exemplo,
podemos pensar nas camadas mais baixas (proximas aos inputs) como aprendendo a detectar
tragos e variagdo de luminosidade, enquanto as camadas superiores aprendem a juntar esses
tragos em partes de objetos. Essas partes entdo podem ser utilizadas por um modelo linear para
discriminar entre um ou outro objetos”. FACURE, Matheus. Introducdo as Redes Neurais
Artificiais: Uma apresentag@o tedrica e intuitiva as redes neurais artificiais. Disponivel em
https://matheusfacure.github.i0/2017/03/05/ann-intro/. Acesso 30 de nov. 2021.

47 ASIMOV, Isaac. Eu, Robd.1* ed. Rio de Janeiro: Ediouro. 2004.

* De acordo com Isaac Asimov, existem trés Leis da Robotica. A primeira ¢ que “Um robd ndo
pode ferir um ser humano ou, por omissdo, permitir que um ser humano sofra algum mal”; a

segunda lei traz que “um robo deve obedecer as ordens que lhe sejam dadas por seres humanos,
exceto nos casos em que tais ordens contrariem a Primeira Lei; E a terceira lei consiste no fato
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Robbie ndo se assemelhava a qualquer outro robd tendo em vista seu
grau de inteligéncia e sensibilidade como se humano fosse. A questdo ¢ que
vale perguntar até que ponto a realidade ndo esta caminhando na dire¢do de
uma fic¢do cientifica escrita na década de 1940. Outra pergunta que deve ser
feita é acerca da primeira Lei da Robdtica aduzida por Isaac Asimov.

Diante da evolugdo da IA pela “deep learning” e pelas “Redes Neurais
Artificiais”’, as méquinas ndo dependem de dados rotulados inseridos pelo
programador, podendo elas mesmas inserirem textos, exemplos e imagens, de
acordo com o que julgar mais importante ¢ ndo hé uma zona de seguranga como
elas vao atuar. Essa tem sido uma preocupacao levantada pela Unido Europeia:

[...] if a programmer who wrote an algorithm can be
identified, examining the features of an algorithm
could produce important evidence in determining
whether the programmer intended for a certain
outcome to occur.

In contrast, if the algorithm(s) was derived from
techniques such as deep learning, in which no human
was involved in writing the algorithm(s) or
determining the systems output would it still be
relevant for a court to examine the lines of code to
determine the “intent” of the non-human entity which
created the algorithm(s)? As some have argued, the
answer is only to the extent that the “algorithmic-
based system” has been granted legal person status,
because without such status afforded to an
algorithmic entity, there is a gray area which
currently exists in the law in which there may be no
legal person to hold liable when damages have
occurred.*’

de que “um robd deve proteger sua propria existéncia, desde que tal prote¢do ndo entre em
conflito com a Primeira e a Segunda Leis”. ASIMOV, Isaac. Eu, Rob6.1?* ed. Rio de Janeiro:
Ediouro. 2004.

¥ European Commission. White Paper On Artificial Intelligence - A European approach to
excellence and trust. Bruxelas. 2020. Disponivel em

https://ec.europa.eu/info/sites/default/files/commission-white-paper-artificial-intelligence-
feb2020_en.pdf. Acesso 05 de dez. 2021
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Por mais que se tenha ainda, de alguma forma, o controle humano sobre
as agOes de uma Inteligéncia Attificial®®, a evolugdo tecnoldgica tem dado
passos largos para a automacao até mesmo deciséria uma vez que os algoritmos
das RNAs das buscas do Google e nesse ponto vale refletir sobre o alerta feito
por Vinicio Martinez e Vinicius Scherch:

[...] se aisonomia estava sob cerco e ataque direto nas
redes sociais controlativas, agora serd o Principio da
Isegoria: nem todos falam/agem, como manifestagado
do poder da vontade (autonomia), se ndo for com
base no “conhecimento” produzido por cinco
empresas de formacgdo/formatacdo da informacao.
[..]se a pesquisa Etica em Inteligéncia Artificial ¢
descrita como um “cuidado” necessario ¢ porque,
obrigatoriamente, deixou de ser uma obrigagdo e um
preceito. E, dessa forma, conclui-se também que as
Leis da Robética sdo excegdes.’

A inovagdo da IA ainda traz outros riscos que a Administracdo Publica
terd de se esforgar para dar conta. A Organizacdo para a Cooperagdo e
Desenvolvimento Econémico (OCDE), ao tratar das perspectivas na Ciéncia,
Tecnologia e Inovagdo na América Latina, afirmou que os avangos
tecnoldgicos trazem preocupagdes pontuais, uma vez que a inteligéncia

3% No entanto, Dirk Hebing afirma que: “Only two or three years ago, most people would have
considered it impossible that algorithms, computers, or robots would ever challenge humans
as crown of creation. This has changed. Intelligent machines are learning themselves, and it's
now conceivable that robots build other robots that are smarter. The resulting evolutionary
progress is quickly accelerating, and it is therefore just a matter of time until there are
machines smarter than us. Perhaps such superintelligences already exist.” HELBING, Dirk.
Societal, Economic, Ethical and Legal Challenges of the Digital Revolution: From Big Data to
Deep Learning, Artificial Intelligence, and Manipulative Technologies (April 14, 2015).
Available at SSRN: https://ssrn.com/abstract=2594352 or
http://dx.doi.org/10.2139/ssrn.2594352. Acesso 27 de dez. 2021.

' MARTINEZ, Vinicio Carrilho; SCHERCH, Vinicius Alves. Relagdes entre Direito e
Tecnologia no Século XXI. Revista de Direito. Vigosa. issn 2527-0389. v.12 n.01 2020 doi:
doi.org/10.32361/202012019047. p. 11-13.
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artificial e a robdtica podem impactar no mercado de trabalho, com a
substituicdo da mao de obra humana pela das maquinas:

Sin embargo, los estimados sobre la futura escasez de
fuerza laboral también deben considerar el cambio
tecnologico como factor determinante, en particular
el impacto de la robotica y la inteligencia artificial.
Aunque muy debatido, se considera que estas
tecnologias pueden reducir la demanda de mano de
obra y ayudar a equilibrar el desfase de habilidades
requeridas para el futuro. Estas y otras tecnologias (p.
ej., las neurotecnologias) también pueden mejorar las
capacidades fisicas y cognitivas, permitiendo que la
gente trabaje por mas tiempo a lo largo de su vida™.

A OCDE também alerta que a Internet das Coisas e o Big Data com os
dados dos cidadios podem colocar em xeque o direito a privacidade™. O fato é
que a Inteligéncia Artificial esta atrelada tanto a Internet das Coisas quanto ao
Big Data™* e aqui ha o desafio para os Estados quanto ao tratamento dos dados
e cautela na ciberseguranca.

2 OECD (2018), Perspectivas de la OCDE en Ciencia, Tecnologia e Innovaciéon 2016
(Extractos): América Latina, OECD, Paris Cedex 16/Microsoft Latin America, Fort
Lauderdale, https://doi.org/10.1787/9789264303546-es. Acesso 02 de dez. 2021.

%3 Nesse sentido, a OCDE menciona que: “los avances en inteligencia artificial y robdtica

generan preocupacion acerca del futuro del trabajo, el internet de las cosas y el andlisis de
datos masivos, acerca de la privacidad; la impresion en 3D, acerca de la pirateria y la
propiedad intelectual; la biologia sintética, acerca de la bioseguridad; y las neurociencias,
acerca de la dignidad humana”. OECD (2018), Perspectivas de la OCDE en Ciencia,
Tecnologia e Innovacion 2016 (Extractos): América Latina, OECD, Paris Cedex 16/Microsoft
Latin America, Fort Lauderdale, https://doi.org/10.1787/9789264303546-es. Acesso 02 de dez.
2021.

> Ver Charles Towers-Clark na matéria publicada pela Forbes, intitulada “Big Data, IoT And
Al Part One: Three Sides Of The Same Coin”, explica que: “loT, Big Data, and Al all feed
into each other and create an ecosystem of automation - loT devices collect data on millions

of criteria, which is then collated in the cloud, and used to train and improve Al algorithms.
As such, ensuring that people understand how loT, Big Data and Al interact and improve each
other is the most important thing we can do to bring real improvements to our lives”.
Disponivel em https:/www.forbes.com/sites/charlestowersclark/2019/02/15/big-data-iot-and-

ai-part-one-three-sides-of-the-same-coin/?sh=280a5¢9969da. Acesso 01 de jan. 2022.
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2.3 Privacidade dos dados como prioridade na adociio da IA

Para que a utilizagdo de Inteligéncia Artificial pela Administragdo
Publica seja eficaz, devem ser enfrentadas antes duas questdes. A primeira
delas ¢ acerca da incomunicabilidade dos dados alimentados por diversos
orgdos e entidades publicas, por vezes entre aqueles vinculados ao mesmo ente
federativo™. A segunda se da por conta da seguranga sobre os dados para que
os mesmos nao sofram qualquer manipulac¢do ou que nao sejam vazados a partir
de invasdes hackers.

Apesar de Antonella Stringhini afirmar®® que a IA na Administragdo
Publica tem o potencial de otimizar o servigo publico tanto na simplificagdo na
relagdo entre cidaddo e governo (“‘front office”’) e tornar mais célere as tarefas
internas das entidades publicas (“back office”), a comunicabilidade entre as
entidades que compdem a Administracdo Publica é peca essencial para que essa
inovagdo ndo se torne inécua. Tomando por referéncia o Decreto n°® 733/2018
da Argentina (mencionado no tépico 1) em que os 6rgdos tém de compartilhar
seus dados para ter a devida eficiéncia dos servigos publicos e a licdo deixada
pela Estonia de “open government”, vale mencionar que os dados abertos
facilitam o melhor funcionamento da IA, uma vez que ela depende de uma base
de dados para poder operar. Quanto mais dados disponiveis e compartilhados,
melhor.

Outro ponto sensivel € a ciberseguranca de seus sistemas. Além de o
risco de invasdo cibernética como ocorreu nas bases de dados do Supremo
Tribunal Federal (STF) e Superior Tribunal de Justica (STJ)57, ha ainda a
possibilidade de a Administragdo Publica ficar refém de grandes corporagdes,
como afirmam Vinicio Martinez e Vinicius Scherch:

33 Veja o artigo, nesta obra, intitulado “O potencial uso da inteligéncia artificial pelo Estado para
fins de intervenc¢ao na propriedade privada”, de Isabella Macedo Torres, Jodo Sergio dos Santos
Pereira e Luis Eduardo de Souza Leite Trancoso Daher.

6 STRINGHINI, Antonella. Administracion Piblica Inteligente: novedades al ecosistema
normativo digital de la Republica Argentina. Revista Eurolatinoamericana de Derecho
Administrativo, Santa Fe, vol. 5, n. 2, p. 199-215, jul/dic. 2018. DOI:
10.14409/redoeda.v5i2.9094. p. 209.

7 Cf. matéria de Alexandre Antunes, intitulada “STF sofre ataque hacker, mas contorna

situagdo”. Disponivel em https://livecoins.com.br/stf-sofre-ataque-hacker-mas-contorna-
situacao/. Acesso 20 de nov. 2021.
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O problema maior, abaixo da linha do horizonte do
usuario, é diagnosticar quem esté por tras das teias de
comunica¢do e com que meios e fins manipula e
fornece ou limita o acesso a fonte real de informagao.
No mundo das empresas/midias de producdo de
informag¢do, que atuam especificamente com
Inteligéncia Artificial (IA), sdo cinco gigantes que
monitoram o atual estdgio da Sociedade de
Controle.”®

O fato ¢ que o uso da inteligéncia artificial pela Administragdo Publica
ndo pode desconsiderar a prote¢do de dados dos cidaddos. Caso nao haja dessa
forma incorrerd na violagdo ao direito a privacidade. Sob essa linha, Marco
Aurélio Marrafon e Luiza Leite Cabral Loureiro Coutinho afirmam que:

Privacy by design e privacy by default, sdo principios
que possibilitam uma adequada governanga sobre
dados. As primeiras ideias de privacy by design
(PbD) originaram-se na década de 1970 e foram
incorporadas nos anos 1990 na Diretiva Europeia de
Protecao de Dados: a RL 95/46/EC. [...]

Na origem, a privacy by design se revela no
postulado que impulsiona a ideologia de que a
privacidade deve integrar as prioridades de
organizacdo, desenvolvimento e planejamento das
instituicdes democraticas e ser parte dos deveres e
obrigacdes de todas as operagdes de sociedades
empresarias que utilizam Inteligéncia Artificial (1A).
Exige-se que as organizagdes adotem padrdes
especiais ¢ medidas técnicas que assegurem que

% MARTINEZ, Vinicio Carrilho; SCHERCH, Vinicius Alves. Relagdes entre Direito e
Tecnologia no Século XXI. Revista de Direito. Vigosa. issn 2527-0389. v.12 n.01 2020 doi:
doi.org/10.32361/202012019047. p. 9.
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apenas os dados pessoais necessdrios sejam
J o] ’ 59
processados para cada propdsito especifico’ .

A privacidade ndo se limita apenas a garantia de acesso seguro aos
dados, mas a opgdo por parte do particular a ter o controle sobre quaisquer
informagdes de identificacdo pessoal60. Desta maneira, a Administracdo
Publica tem de se atentar a esse detalhe desde a coleta dos dados, o
armazenamento e a utilizacdo deles seja para manipulacdo ou até mesmo
divulgacao entre outros 6rgaos e entidades que a componham.

Nesse sentido vale mencionar que a Europa tornou mais eficaz a
protecdo de dados entre seus Estados-membros. A Diretiva Europeia de
Protecdo de Dados RL 95/46/ EC apesar de trazer principios e objetivos que
visavam harmonizar a defesa dos direitos e das liberdades fundamentais das
pessoas singulares em relag@o as atividades de tratamento de dados nos paises
da Unido Europeia, consistia numa “soft law”. Esse cenario mudou com a
implementacdo do Regulamento Geral de Protecdo de Dados (RGDP), em
2016, o qual revogou a Diretiva, mas manteve os principios ja estabelecidos
nela e fortaleceu as regras de protegdo de dados.*’

% MARRAFON, Marco Aurélio; COUTINHO, Luiza Leite Cabral Loureiro. Principio da
privacidade por design: fundamentos e efetividade regulatoria na garantia do direito a protegédo
de dados. Revista Eletronica Direito e Politica, Programa de P6s-Graduagéo Stricto Sensu em
Ciéncia Juridica da UNIVALI, Itajai, v.15, n.3, 30 quadrimestre de 2020. Disponivel em:
www.univali.br/direitoepolitica - ISSN 1980-7791. p. 959-960.

5 Idem.

8! Nesse sentido, o item 9 da RGPD menciona: “Os objetivos ¢ os principios da Diretiva 95/46/CE
continuam a ser validos, mas ndo evitaram a fragmentag@o da aplicagdo da protegdo dos dados
ao nivel da Unigo, nem a inseguranga juridica ou o sentimento generalizado da opinido publica

de que subsistem riscos significativos para a protegdo das pessoas singulares, nomeadamente
no que diz respeito as atividades por via eletronica. As diferengas no nivel de protecdo dos
direitos e das pessoas singulares, nomeadamente do direito a prote¢do dos dados pessoais no
contexto do tratamento desses dados nos Estados-Membros, podem impedir a livre circulagido
de dados pessoais na Unido. Essas diferengas podem, por conseguinte, constituir um obstaculo
ao exercicio das atividades economicas a nivel da Unido, distorcer a concorréncia e impedir as
autoridades de cumprirem as obrigagdes que lhes incumbem por for¢a do direito da Unido.
Essas diferengas entre os niveis de protegdo devem-se a existéncia de disparidades na execugao
e aplicacdo da Diretiva 95/46/CE.” UNIAO EUROPEIA. Regulamento (UE) 2016/679 do
Parlamento Europeu e do Conselho da Unido Europeia de 27 de abril de 2016. Relativo a
protecdo das pessoas singulares no que diz respeito ao tratamento de dados pessoais ¢ a livre
circulagdo desses dados e que revoga a Diretiva 95/46/CE (Regulamento Geral sobre a Protegao
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Nao cabe aqui tratar dos pormenores da RGDP, mas apenas sinalizar
que esse Regulamento se deu por conta dos riscos advindos pelo rapido avango
tecnoldgico e a necessidade de os Estados protegerem a privacidade dos
cidaddos. O mesmo sucedeu no Brasil com a Lei n° 13.709/2018%, também
conhecida como Lei Geral de Protecdo de Dados (LGPD), o qual no artigo 6°
estabeleceu que o tratamento de dados deve obedecer aos principios da
transparéncia das informacdes e o livre acesso a pessoa “dona” de seus dados,
além da seguranca cibernética para que ndo suceda difusdo desses dados ou
alteragdo dos mesmos. A seguranca, porém, deve vir acompanhada da
prevencao com a “ado¢do de medidas para prevenir a ocorréncia de danos em
virtude do tratamento de dados pessoais”. Devendo ser responsabilizado
aqueles que ndo respeitarem esses principios, além de outros elencados no
artigo 6° da Lei n® 13.709/2018.

No Brasil ainda ha o projeto de lei n° 21/2020% que visa regular o uso
da inteligéncia artificial e aguarda ainda aprovagdo no Senado. A proposta se
coaduna com os principios da constru¢ao da Sociedade 5.0 no sentido de a [A
ser utilizada em prol do desenvolvimento humano. Para tanto o artigo 9° do PL
n°® 21/2020 prevé que os agente de inteligéncia artificial deverdo divulgar
publicamente a instituicdo responsavel pelo estabelecimento do sistema de
inteligéncia artificial (inciso I); implantar um sistema de inteligéncia artificial
somente apds avaliacdo adequada de seus objetivos, beneficios e riscos
relacionados a cada fase do sistema e, caso seja o responsavel pelo
estabelecimento do sistema, encerrar o sistema se o seu controle humano ndo
for mais possivel (inciso IV) e além de outros requisitos, deverd proteger
continuamente os sistemas de inteligéncia artificial contra ameacas de
seguranca cibernética (inciso VI), sendo que neste ultimo caso, os agentes de
desenvolvimento e de operagdo de sistemas de inteligéncia artificial serdo os
responsaveis pelos seus sistemas.

Na Cémara dos Deputados do Brasil ainda ha um outro projeto de lei
tramitando que visa dispor sobre a Prestacdo Digital dos Servigos Publicos na

de Dados). Disponivel em https://eur-lex.europa.eu/legal-
content/PT/TXT/HTML/?uri=CELEX:32016R0679. Acesso 30 de nov. 2021.
62 Disponivel em http://www.planalto.gov.br/ccivil 03/ ato2015-2018/2018/lei/113709.htm.

Acesso 27 de dez. 2021.
63

Disponivel em
https://www.camara.leg.br/proposicoesWeb/prop mostrarintegra?codteor=1853928. Acesso
28 de dez. 2021.
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Administragdo Piblica. A proposta legislativa n° 3.443/2019% traz a regulagio
do uso de Blockchain e de Inteligéncia Artificial na prestagdo do servigo
publico.

Nesse projeto de lei (PL) consta no artigo 9°, inciso II%, que a
Administracao Publica direta e indireta da Unido, dos Estados, dos Municipios
elaborem instrumentos de planejamento de seguranga da informacdo e
cibernética, incluindo o uso da Blockchain. O mesmo devera suceder com
experimentagdo de uso da IA para automatizacdo de tarefas e a aceleragao dos
servigos publicos. Na justificagdio do projeto, os autores apontaram a
preocupacdo com “resposta da Administracdo Publica em face da difusdo das
novas tecnologias, que permitem maior interagdo e aproximagao entre o Poder
Publico e a sociedade”.

3. Blockchain e a promessa de maior efetividade na Administragao Publica
com a sua implementacio

Do mesmo modo que a IA trouxe mudangas e desafios para a
Administracdo Publica, a conduzindo para a realidade da Revolugdo 4.0, a
Blockchain® tem sido vista como a ferramenta necesséria para uma governanga
mais transparente, célere e eficaz contra fraudes cibernéticas. Essa expectativa
se explica pelo fato de que por meio dessa tecnologia as informagdes registradas
se tornam inapagaveis e transparentes.

O projeto de lei mencionado estd disponivel na integra  em
https://www.camara.leg.br/proposicoesWeb/prop mostrarintegra?codteor=1763139&filenam
e=PL+3443/2019. Acesso 27 de nov. 2021.

53 Art. 9° Para contribuir com o alcance dos objetivos estabelecidos na Estratégia de Politica de
Prestag@o Digital dos Servigos Publicos, os 6rgdos e as entidades de que trata o art. 1° desta

Lei elaboraréo:
(Omissis)
II - instrumento de planejamento de seguranga da informacéo e cibernética, inclusive mediante
a utilizag@o da tecnologia blockchain, para os contratos publicos, registros de bens e prestagao
de contas, e a experimentagdo do uso da inteligéncia artificial para automatizagao de tarefas e
a aceleragdo dos servigos publicos, tendo em vista o aperfeigoamento e a confiabilidade do
controle digital de atos, contratos e procedimentos administrativos, exigindo o maximo de
transparéncia, ativa e passiva, no processo decisorio publico.

66 Veja o artigo, nesta obra, intitulado “O uso da Blockchain pela Administragdo Publica”, de
Anna Lucia Berardinelli e Tatiana S. Ribeiro Strauch.
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Uma vez que uma informagao ¢ validada na Blockchain, ndo ha como
corromper o sistema para apagar ou até mesmo alterar parte dela no mesmo
registro. Isso, porém, ndo significa que a inalterabilidade de uma informagao ja
validada e certificada, impossibilite novos registros para corrigir as
informagdes do documento anterior. Na realidade, o que ird suceder ¢ que os
dois registros coexistirdo.

Para efeito de comparagdo é como ocorre atualmente no Registro Geral
de Imoéveis (RGI). Nao ha como apagar registros ou averbagdes anteriores. A
diferenca ¢ que na Blockchain haverd dois documentos distintos que poderdo
estar atrelados um ao outro, o que ndo sucede com o documento de RGI
validado em cartorio.

Sob essa linha de intelecgdo, Don Tapscott e Alex Tapscott explicam
que a Blockchain ¢ auditavel por qualquer pessoa. Por meio de uma sequéncia
alfanumérica que compdem uma chave publica, a pessoa pode ter acesso ao
historico de informacdes ali registrado e ao mesmo tempo essas informagdes se
mantém criptograficamente protegidas®’. Para tanto, as informagdes por traz
dessa sequéncia alfanumérica, também conhecida como “hash” devem estar
disponiveis.

A seguranca por tras da Blockchain ¢ bem explicada por Satoshi
Nakamoto, em seu White Paper “Bitcoin”, mesmo sem mencionar o termo
“Blockchain” em ponto algum desse documento. De acordo com ele, a
Blockchain ¢ uma cadeia de blocos, na qual cada bloco representa uma parte da
solugdo de um problema matematico resolvido. Essas equagdes sdo
humanamente impossiveis de resolver e € aqui que a tecnologia entra.

Para melhor compreensao, vale remontar os anos da 2° Guerra Mundial.
Os alemies durante esse periodo criaram uma maquina de criptografar®®

57 Sob esse prisma, Don Tapscott e Alex Tapscott explicam que: “The blockchain can also
establish trust when trust is needed by verifying the identity and capacity of any counterparty
through a combination of past transaction history (on the blockchain), reputation scores based
on aggregate reviews [...] The technology will also enable peers to establish identity that is
verifiable, robust, and cryptographically secure and to establish trust when trust is needed” .
TAPSCOTT, Don; TAPSCOTT, Alex. Blockchain Revolution: How the technology behind
Bitcoin is changing money, business and the world. New York: Penguin, 2016.

58 Christof Paar e Jan Pelzl explicam que a criptografia existe desde o ano 2.000 AC (Antes de
Cristo) e era usada por meio de hierdglifos no Egito. Anos depois, foi inventado entdo na
Grécia, a Scytale de Esparta. PAAR, Christof, PELZL, Jan. Understanding Cryptography.
Heidelberg: Springer, 2010.
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mensagens chamada Enigma. Por meio dela, as mensagens eram transmitidas
sem levantar suspeita dos ingleses. Até que o pais viu a necessidade de decriptar
as informagdes transmitidas pelos alemaes e contratou matematicos com
expertise para tal. No entanto, Alan Turing notou que seria mais eficaz se criar
uma maquina que fosse capaz de resolver os calculos, uma vez que ela faria
isso muito mais rapido do que um ser humano e com menos chance de erro. Foi
desta forma que Alan Turing criou o computador.

Um s6 computador consegue quebrar ou construir criptografias, mas
ndo ¢ o bastante para equagdes mais complexas que dependam de uma
construgdo criptografica feita em sequéncia de cadeias de blocos. Para isso, sdo
usados inimeros computadores pelo mundo, que de forma aleatéria que
concorrem entre si para resolver parte de uma grande equagdo, a qual ira
desencadear uma sequéncia alfanumérica chamada de “hash”. O primeiro
bloco descoberto por um desses computadores tera parte da informagdo
necessaria para o bloco seguinte ( “proof-of-work”) e assim por diante. Com as
informacgdes anteriores encontradas, outros computadores tentardo resolver a
sequéncia do problema matematico até que a cadeia de blocos esteja montada
e a informacdo 1a registrada. E isso que torna a criptografia mais segura e forte.
Em outros termos, o pardmetro para que uma maquina resolva parcelas da
equacdo se da por conta de uma corrida computacional. A maquina mais veloz
vence.

O que dificulta a possivel corrupcdo sobre o que € registrado nessa
cadeia de blocos (Blockchain) ¢ que ndo ha um ente centralizado para verificar
e validar esse registro, mas apenas computadores que, apesar de estarem ligados
na rede, ndo guardam relagao entre si.

Para modificar um bloco passado, um invasor teria que refazer o
“proof-of-work” (prova de trabalho) do bloco e todos os blocos apo6s ele e, em
seguida, recuperar o atraso e ultrapassar o trabalho dos nos honestos [...] a
probabilidade de um invasor mais lento recuperar o atraso diminui
exponencialmente a medida que os blocos subsequentes sdo adicionados.

Os participantes do processo sequer conhecem o conteudo
informacional dentro do “hash” que ajudaram a construir, mas garantem que
naquele momento houve o registro de alguém com uma determinada chave
privada a qual ninguém tera acesso sendo a propria pessoa dona do registro
executou tal acdo na Blockchain. O resultado dessa operacdo, entdo, serd a
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criacdo de uma chave publica a qual todos terdo acesso e duas chaves privadas
que pertencerdo apenas as pessoas que fizeram a transacao entre elas.

Como ja foi mencionado, o primeiro pais a adotar esse sistema “open
source” no mundo foi a Estonia. Diversas aplicagcdes nos servigos publicos
como de registros de propriedade e até mesmo os de identidade eletronica de
seus cidaddos passaram a ser feitos pela Blockchain® desde 2012, conforme ja
foi aduzido no tdpico 1 deste trabalho. A identidade eletronica ou e-ID integra
atualmente o voto online, servigos de satde e até mesmo assinatura de
contratos. Além de reduzir a burocratizagdo que torna os servigos publicos mais
caros, ha a maior seguranga de veracidade sobre os dados registrados. Isso,
contudo, teve relagdo com o fato desse Estado possuir alta percentagem de sua
populagdo com acesso 4 internet’’.

A Estdnia ja era considerada referéncia em matéria de “e-government”
e ja havia resolvido o problema de acesso a internet, o que € o primeiro passo
para a Administracdo Publica 4.0, nesse quesito. Isso ndo significa
necessariamente que outros paises com problemas de internet incorrerdo em
fracasso ao buscar implementar a Blockchain. Entretanto, o despreparo pode
resultar em coisa alguma e no meio do caminho podem ocorrer gastos
desnecessarios.

3.1 As tentativas no Brasil para implementar a Blockchain

Com o interesse de tornar viavel a efetividade do servigo publico e dar
maior precisdo na coleta de dados de contribuintes, a Receita Federal do Brasil
(RFB), havia criado um projeto de rede permissionada que seria desenvolvida
pela Empresa de Tecnologia e Informagdes da Previdéncia Social (Dataprev).
Somente a contratagdo da Dataprev para o desenvolvimento da rede
permissionada custou aos cofres publicos R$ 1.994.866,34 entre os anos 2019

% MARTINSON, Priit. Estonia — the Digital Republic Secured by Blockchain. Disponivel em
https://www.pwclegaltech.com/wp-content/uploads/2018/10/Estonia-the-Digital-Republic-
Secured-by-Blockchain.pdf. Acesso 06 de dez. 2021.

" Conforme aponta Maxat Kassen, a Estonia ja em 2009 tinha 72,5% da populagdo com acesso

a internet. Em 2012, esse percentual foi ampliado para 78,4% e em 2016, essa marca foi para
91,4%. O pais, apesar de pouco populoso, ¢ um dos que mais tem pessoas com acesso a
tecnologia, incluindo nisso a internet. KASSEN, Maxat. Open Data Politics in Estonia:
Advancing Open Government in the Context of Ubiquitous Digital State. In: Open Data
Politics. Switzerland: Springer. 2019. pp. 37-67. p. 41
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€2020"", uma vez que a contratacdo tinha validade de apenas um ano. O projeto
da rede permissionada, porém, até hoje ndo foi de fato implementado e desde
2018, a RFB ja emitiu pelo menos trés portarias sobre o tema.

Em 21 de novembro de 2018, a Receita Federal emitiu a Portaria RFB
n° 1.788/2018 para implementa¢do daquilo que chamou de “rede permissionada
Blockchain”, o que deveria ter ocorrido até 31 de julho de 2019. Apesar de ndo
constar nesta norma em si, o objetivo era de facilitar a coleta e cruzamento de
dados de CPFs e CNPJs. E isso fica mais claro ao analisarmos o art. 6° da
Portaria RFB n° 1.639/2016, o qual se remete a “disponibiliza¢do de dados pela
RFB ao 6rgdo ou a entidade solicitante sera operacionalizada”.

A Portaria RFB n° 1.788/2018 era bastante concisa e ndo trouxe muitos
detalhes sobre a implementacao da “rede permissionada Blockchain”, o que foi
feito apenas em 03 de julho de 2019. Com o prazo ja se aproximando para a
implementacao da tecnologia e nada ainda de concreto feito, a Coordenadora-
Geral de Tecnologia da Informagdo (Cotec) da Receita Federal entdo estendeu
o prazo para o dia 31 de janeiro de 2020 por meio da Portaria COTEC n°
55/2019, a qual modificou a Portaria COTEC n°® 54/20197*. Essa normativa foi
de grande importancia uma vez que foi mais explicita sobre a disponibilizagdo
de acesso de dados das bases de dados do CPF e CNPJ dos contribuintes,
conforme consta no art. 1° da referida portaria.

A Portaria COTEC n°® 55/2019 também inovou ao substituir o termo
“rede permissionada Blockchain” por apenas “redes da Blockchain”, pelas
quais os 6rgaos e entidades da Administracao Publica Federal direta, autarquica
e fundacional de qualquer esfera do governo terdo acesso aos dados da Receita
Federal, nos termos do art. 1° da referida portaria. Esse dispositivo, em questdo,
modificou o art. 2° da Portaria COTEC n°® 54/2017 o qual se referia apenas a
consulta de acesso aos dados da Receita Federal apenas via “Web Service/AP],
com o uso de certificado digital”.

™ Conforme consta na matéria de Alexandre Antunes, intitulada “Governo vai pagar R$ 2
milhdes para Dataprev fazer blockchain da Receita Federal”. Disponivel em
https://portaldobitcoin.uol.com.br/governo-vai-pagar-r-2-milhoes-para-dataprev-fazer-
blockchain-da-receita-federal/. Acesso 05 dez. 2021.

7 Para saber melhor sobre as mudangas feitas na Portaria COTEC n® 54/2017 pela nova portaria

de 2019, vale ler a matéria do jornalista Alexandre Antunes publicada no Portal do
Bitcoin/UOL sob o titulo “Receita Federal publica regras para Blockchain no setor publico”.
Disponivel em https://portaldobitcoin.uol.com.br/receita-federal-publica-regras-para-
blockchain-no-setor-publico/. Acesso 08 dez. 2021.
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Apesar da COTEC mencionar na sua portaria de 2019 “redes da
Blockchain”, a propria Receita Federal insistia em tratar de forma semelhante
a rede permissionada e Blockchain, como se fossem sindnimos. Em maio de
2021, a norma da Receita Federal de 2018 foi revogada pela Portaria RFB n°
34/2021 que manteve no seu art. 11, § 2°, a hipotese de criagdo da chamada
“rede permissionada Bockchain”. O prazo, porém, mudou para até o dia 31 de
dezembro de 2021. Diferente da portaria revogada, essa nova norma traz mais
detalhes sobre o compartilhamento de dados e quais efetivamente poderdo ser
disponibilizados pela Receita Federal, ndo se limitando mais a apenas usar o
termo “dados das bases de dados do CPF e CNPJ”.

Esse exemplo da Receita Federal denota a falta de precisdo sobre o que
ela deseja de fato utilizar para a coleta e compartilhamento de dados atrelados
a CPF e CNPJ, uma vez que, por um lado, remete-se a um sistema “open
source” no qual nao ha administrador formal ¢ na mesma norma mencionada a
criagdo de uma rede permissionada, a qual se trata de um sistema centralizado
e fechado com uma entidade responséavel pela administra¢do e funcionamento
dessa rede. Conforme ja foi visto no tépico anterior, ndo ha como tratar como
sindnimos sistemas tao diferentes.

Nao ¢ apenas a Receita Federal que estd com interesse na
implementacdo de um “Distributed Ledger Technology”. Em setembro de
2020, o Ministério da Saude havia anunciado o uso da Blockchain para integrar
dados de exames da COVID -197. O projeto se Rede Nacional de Dados em
Saude (RNDS) que servia para contabilizar os resultados dos testes de COVID-
19 acabou gerando o ConecteSUS que passou a compartilhar informagdes dos
pacientes aos profissionais de saude. O aplicativo ConecteSUS Mobile, passou
a trazer para a pessoa o historico de sua satude registrado na RNDS bem como
informacgdes de estrutura do SUS. O Ministério da Saude decidiu eleger a
Blockchain para afastar a possibilidade de qualquer fraude no servico.

O problema, contudo, ¢ que mesmo com a seguranca buscada pelo
Ministério da Satde, a plataforma ConecteSUS terminou sendo hackeada no
dia 10 de dezembro de 2021 e os 50 Tera de dados pessoais, incluindo aqueles
referentes a vacinagdo contra a COVID-19 foram excluidos sob pedido de

> Conforme consta na matéria de Alexandre Antunes intitulada “Ministério da Saude usa
Blockchain para integrar dados de exames da COVID -19”. Disponivel em
https://portaldobitcoin.uol.com.br/ministerio-da-saude-usa-blockchain-para-integrar-dados-
de-exames-da-covid-19/. Acesso 05 dez. 2021.

84



Coordenador: André Saddy

resgate’*. O acontecimento causa estranheza pelo seguinte motivo: se os dados
do ConecteSUS foram registrados na Blockchain ndo poderiam ser apagados
os registros. Nao hé resposta para esse dilema.

O fato ¢ que o ano de 2020 foi marcado pelo grande interesse do Brasil
na Blockchain. O Tribunal de Contas da Unido (TCU)” chegou a indicar o uso
dessa tecnologia para se ter maior transparéncia na prestacdo do servigo da
Loteria Instantanea Exclusiva (Lotex)’. O Conselho Nacional de Justica (CNJ)
chegou a contratar um curso de e treinamento em “Blockchain Hyperledger
Fabric” pensando na implementagdo da tecnologia ao seu sistema. O valor da
contratagio foi de R$ 29 mil”’
capacitagcdo em Blockchain, desembolsando R$ 252 mi

. A Dataprev também investiu em curso de
1",

Esse era apenas reflexo do que ja estava ocorrendo no resto do mundo.
A Organizagdo para a Cooperacdo e Desenvolvimento Econdmico (OCDE)
tinha criado até mesmo um Conselho Consultivo de Politicas para Especialistas
em Blockchain chamado “Blockchain Expert Policy Advisory Board”” ¢ uma
das representantes do Banco Nacional para o Desenvolvimento Social

(BNDES)™.

"% Conforme consta na matéria de Fidel Forato, intitulada “Apos invasdo do ConecteSUS,
quarentena para estrangeiros pode ser adiada”. Disponivel em:
https://canaltech.com.br/saude/apos-invasao-do-conectesus-quarentena-para-estrangeiros-
pode-ser-adiada-204204/. Acesso 10 dez. 2021

7> Veja o artigo, nesta obra, intitulado “Utilizagdo da inteligéncia artificial — IA na atividade de
fiscaliza¢ao dos Tribunais de Contas”, de Milena Cirqueira Temer.

7 Cf. matéria de Alexandre Antunes. TCU sugere uso da Blockchain para maior transparéncia

em servico de loteria. Disponivel em: https://portaldobitcoin.uol.com.br/tcu-sugere-uso-da-

blockchain-para-maior-transparencia-em-servico-de-loteria/. Acesso 05 dez. 2021
77 Cf. matéria de Alexandre Antunes. Conselho Nacional de Justica contrata empresa para dar

curso de Blockchain. Disponivel em: https://portaldobitcoin.uol.com.br/conselho-nacional-de-
justica-contrata-empresa-para-dar-curso-de-blockchain/. Acesso 05 dez. 2021
8 Cf. matéria de Alexandre Antunes. Governo contrata empresa de ensino de blockchain para

treinamento em Santa Catarina. Disponivel em https://portaldobitcoin.uol.com.br/governo-
contrata-empresa-de-ensino-de-blockchain-para-treinamento-em-santa-catarina/. Acesso 06
dez. 2021

7 Conforme consta em OECD forms a high-level expert group on blockchain. Disponivel em

https://www.oecd.org/finance/oecd-forms-a-high-level-expert-group-on-blockchain.htm.
Acesso 04 dez 2021

80 Cf. matéria de Alexandre Antunes. Gerente do BNDES participara de Conselho de Blockchain
organizado pela OCDE. Disponivel em: https://portaldobitcoin.uol.com.br/gerente-do-bndes-
participara-de-conselho-de-blockchain-organizado-pela-ocde/. Acesso 04 dez. 2021
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Em que pese, todo o lado inovador e a busca pela eficiéncia da
Administracao Publica, o Tribunal de Contas da Unido (TCU) em 24 de junho
de 2020 chamou a atengd@o para que o pais ndo acabe gastando dinheiro ptblico
naquilo que o proprio drgio afirmou ser um risco de ser modismo tecnoldgico®'.

Assim, vale o pensamento trazido por Pierre Lévy. Ele afirmava que a
internet ndo resolveria todos os problemas culturais e sociais do planeta®. O
mesmo cabe a Blockchain, a qual ndo deve ser vista como ferramenta essencial
para solucionar qualquer celeuma ou atraso por parte do Estado.

Conclusoes

A implementagdo de Inteligéncia Artificial na Administragdo Publica
requer uma analise apurada sobre os riscos inerentes a essa tecnologia. Se por
um lado se tem maior eficiéncia com o compartilhamento de dados; uma melhor
governanca e efetividade dos servigos publicos com auxilio de algoritmos, por
outro ha o desafio sobre o que deve ser feito para proteger dados sensiveis de
cidadaos.

Uma gestdo governamental nos termos daquilo que o Japdo chama de
Sociedade 5.0, com o uso de Internet das Coisas e estreitamento na relagdo
homem maéaquina para se alcangar o desenvolvimento humano ¢ algo que
merece ser visto com um estudo sobre como essas maquinas podem se
desenvolver e até que ponto elas irdo, de fato, obedecer as trés Leis da Robotica
pensadas por Isaac Asimov.

Antes de mais nada, ¢ necessario separar a ilusdo de que os algoritmos
estdo integralmente a servico da humanidade. De um lado ha a hipdtese de que
grandes corporagdes tenham maior facilidade em obter dados de pessoas e
possam fazer o uso desses, caso ndo haja uma regulagdo responsavel sobre a
matéria. Nesse quesito, vale mencionar a importancia do Regulamento Geral
de Protecdo de Dados na Europa e da Lei Geral de Prote¢do de Dados no Brasil.

8 Ver Acérdio 1.613/2020 votado em plenario do TCU. Disponivel em:
https://pesquisa.apps.tcu.gov.br/#/documento/acordao-
completo/1613%252F2020/%2520/DTRELEVANCIA%2520desc%252C%2520NUMACOR
DAOINT%2520desc/0/%2520?uuid=ce034160-bbc6-11ea-ad32-519ab286deal. Acesso 07
dez. 2021.

82 LEVY, Pierre. Cibercultura. Trad. Carlos Irineu da Costa. Sdo Paulo: Ed. 34, 1999.
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Mudangas significativas tendo em vista o avango tecnoldgico e o possivel
vazamento de dados, o que colocaria o Direito a privacidade em xeque.

No entanto, ainda ndo h4d como prever o desenvolvimento da
Inteligéncia Artificial ao ponto de essas serem totalmente independentes da
conduta humana. O “machine learning” ¢ apenas um dos tipos de IA. Uma
etapa em que o ser humano ¢ necessario para educar a maquina. Ja sob a otica
das “Redes Neurais Artificiais” e “deep learning” associados existe a hipotese
da maquina tomar decisdes por ela mesma sem qualquer previsibilidade
humana. Elas aprendem por conta prdpria e com isso surge um desafio para os
Estados.

Por outro lado, a Blockchain tem trazido grandes expectativas para uma
Administracdo Publica mais transparente. Isso porque qualquer documento
registrado na sua cadeia de blocos ¢ imutéavel e auditavel por qualquer cidadao.
Essa pode ser uma ferramenta que auxilie os Estados para trilhar o caminho
para dados abertos e um governo mais participativo. O problema, porém, esta
na sua propria implementacdo. A falta de conhecimento sobre seu uso e a
grande expectativa de que ela vai solucionar todos os problemas pode ser
custoso e frustrante.
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Introducio

Estudar as aplicacdes da Inteligéncia Artificial no Direito ¢ uma
necessidade imposta pelo momento atual e a sua analise e empregabilidade pelo
poder publico no Brasil € o principal objetivo deste estudo.

A I.A. deixou de ser uma fic¢do e tornou-se uma realidade que permeia
o cotidiano de toda a sociedade, influenciando ndo s6 o desempenho dos
equipamentos, mas também poupando a presenca intelectual humana.

Na primeira revolucgdo industrial o homem resumidamente substituiu a
sua forca fisica pela forga mecanica das maquinas e agora busca substituir a sua
atividade intelectual e racional pela Inteligéncia Artificial, ou seja,
possibilitando que a maquina tome decisdes proprias, antes exclusivas do ser
humano.

Além disso, o emprego da [LA. tem gerado diversas implicagdes no
campo do Direito e consequentemente, na administracdo publica na condigdo
de prestadora de servigo publico.
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1. A Inteligencia Artificial

O conceito de inteligéncia das maquinas tem seu marco inicial na ficgdo
cientifica, com os filmes Metrépoles (1927) e O Mégico de Oz (1939) que
retrataram personagens roboticos com caracteristicas humanas'.

Nos anos 50 o tema ganha relevancia com a publicacdo do artigo
Computing Machinery and Intelligence’ de Alan Turim que retrata como
construir maquinas, avaliar a sua inteligéncia e o “teste de Turim”, que avalia
se uma maquina consegue, por meio de um teste escrito, se passar por um ser
humano e este ndo perceber.

Ainda na década de 1950, ocorreu a Conferéncia da Universidade de
Dartmouth®, evento no qual, John McCarthy, professor de matematica, criou o
termo “Inteligéncia Artificial”. Na conferéncia foi apresentado o Logic Theory
Machine®, primeiro programa que simulava a¢des humanas na resolugio de
problemas.

Em 1952, Arthur L. Samuel criou um programa de computador para
jogar damas que aprendia a cada jogo’ e em 1959 publicou o artigo intitulado
Some Studies in Machine Learning Using the Game of Checkers cunhando o
termo machine learning para maquinas que aprendem alguma funcdo sem
programagio para isso’

Até os aos 1980, ocorreu o chamado “inverno da I.A.” com reducao
dos investimentos e falta de interesse no setor, porém ao final da década de 80,

' KLEINA, \Nilton. A histéria da inteligéncia artificial.  Obtido  em
<https://www.tecmundo.com.br/mercado/135413-historia-inteligencia-artificial-video.htm>.
acesso em nov 2022.

2 TURING, A. M. Computing Machinery And Intelligence. Mind a Quarterly Review of
Psychology and Philosophy. Vol. LIX. n°. 236. October, 1950.

3 Dartmouth Summer Research Project on Artificial Intelligence (DSRPAI)

* NEWELL, Allen et SIMON, Herbert A. The Logic Theory Machine a Complex Information
Processing System. Obtido em <
http://shelfl.library.cmu.edu/IMLS/BACKUP/MindModels.pre_Octl/logictheorymachine.pd
f>. Acesso em nov 21.

3 LEON, Alejandro Salinas de. Sobre la Implementacion de Algoritmos de Machine Learning en
las Ciencias Penales y sus Implicaciones Juridicas. INACIPE, Revista Mexicana de Ciencias
Penales. Instituto Nacional de Ciencias Penales. Num. 12, septiembre-diciembre 2020, p.194.

8 SAMUEL, A. L. Some Studies in Machine Learning Using the Game of Checkers. IBM Journal
of Research and Development, vol. 3, no. 3, pp. 210-229, July 1959.
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surgiu o sistema de especialistas, proposto por Edward Feigenbaum, que
chamou a atengdo novamente para a LA.

O sistema de especialistas foi um programa que simulava a capacidade
de tomar decisdes de um humano, especialista naquele ramo do conhecimento.
A partir desse sistema, um leigo conseguiria chegar as mesmas conclusdes de
um expert no assunto. Com isso Feigenbaum concebeu o que se chama de
“engenharia do conhecimento™,

A partir dai, o Japdo conduziu o projeto Fifth Generation que
empregava a linguagem de programagio Prolog’ para criar computadores
inteligentes. Para ndo ficar em desvantagem, os Estados Unidos criaram o
consorcio Microelectronics and Computer Technology Corporation (MCC)
focado também em computadores com L.A. .

O esfor¢co de ambos foi fundamental para o avango da tecnologia dos
computadores, bem como para a reducdo dos custos dos equipamentos de
informatica e aumento da capacidade dos computadores, popularizando o uso
doméstico destes equipamentos na década de 1990."

Outro fator relevante nesse periodo foi o crescimento da internet
comercial'?, que se aproveitou do avanco da tecnologia da I.A. para apresentar
incrementos de grande utilidade e agora geridos pela propria maquina tais como

"MOTTA, Claudia Lage Rebello da et PINHO, Antonio de Almeida. Aplicagdes de Técnicas da
Inteligéncia Artificial nos Hipertexto. Pantheon-Repositorio Institucional da UFRJ. Obtido em
< https://pantheon.ufrj.br/bitstream/11422/2580/3/05_96_000575756.pdf>, acesso em nov 22.

¥ MOURA, Eros Estevio de. Implementagdo de um Sistema Especialista remoto na Web
utilizando PHP. Obtido em <http://erosmoura.orgfree.com/vinho/trabalho.html>, acesso em
nov 22.

° VICENTE, André Abe. Apostila Prolog. Universidade Estadual do Oeste do Parané - Centro
de Ciéncias Exatas e Tecnologicas. Cascavel-PR. 2005, p.3.

" GOMES, Dennis dos Santos. Inteligéncia Artificial: Conceitos e Aplicagdes. Revista Olhar
Cientifico — Faculdades Associadas de Ariquemes — V. 01, n.2, ago./dez. 2010, p.238

"' KLEINA, Nilton. A histéria da inteligéncia artificial.  Obtido em
<https://www.tecmundo.com.br/mercado/135413-historia-inteligencia-artificial-video.htm>.
acesso em nov 2022.

2 KLEINA, Nilton. A  histéria da inteligéncia artificial.  Obtido  em
<https://www.tecmundo.com.br/mercado/135413-historia-inteligencia-artificial-video.htm>.
acesso em nov 2022.

95



Inteligéncia Artificial e Direito Administrativo

buscadores?, destacando-se o google'*, que se tornou uma das principais portas
de acesso a internet.

Como consequéncia da melhoria do trafego na internet, ocorreu um
relevante aumento do fluxo de dados"” ocasionando um fendémeno
informacional denominado big datam, que ¢ a forma como se realiza o

13«0 algoritmo que gerou mais literatura nos ultimos anos foi o desenhado e patenteado pelos
criadores do Google, em 1998, denominado de ‘PageRank’. Trata-se de um sistema complexo
baseado nas redes de conexdes existentes entre as paginas web. Embora a totalidade dos
critérios que o sistema utiliza para calcular este dado seja reservada, parece ser consideravel a
frequéncia de aparicdo das palavras, sua posi¢do no texto, o numero de conexdes que se
encaminham até uma pagina ou a importancia da pagina que recebe e emite seu voto. Assim
uma pagina web apontada vinte conexdes, aparentemente possui menos interesse do que as que
sdo apontadas mil conexdes. Quando se faz uma pesquisa no Google ocupardo os primeiros
lugares as paginas que tém um PageRank alto e, que também, coincidam com a tematica da
pesquisa”. (GIL-LEIVA, Isidoro. A Indexagdo na Internet. BJIS, v.1, n.2, p.47-68, jul./dez.
2007, p.62. Disponivel em: <http://www.bjis.unesp.br/pt/>. ISSN: 1981-1640)

" “Em 1994 j4 existia o Yahoo!, um guia tematico da Web construido a mdo. Também
comecaram a surgir os programas de navegacdo automatica (web crawlers), que passeavam
pelas paginas seguindo os hyperlinks existentes e desse modo construiam catdlogos
automaticos. Programas como Alta Vista, Lycos ou Infoseek usavam essa estratégia. O proprio
Yahoo! passou a combinar os resultados de seu proprio sistema crawler com a organizagao
tematica que o caracterizava. A diferenca que o Google trouxe foi a combinagdo de uma
interface muito simples com um modelo inovador de extragdo de dados da web (data mining).
A ideia era estabelecer o valor ou mérito de uma pagina como determinante da posi¢do em que
esta era oferecida ao usudrio em uma lista. Paginas mais importantes viriam antes. O primeiro
critério de relevancia seria o de quantos links apontariam para a mesma, algo facil de definir,
mas dificilimo de quantificar. O algoritmo do Google acumulava um volume de dados
impressionante para estimar, periodicamente, esse valor para cada site visitado. Os
programadores do Google, Larry Page e Sergey Brin, refinaram com o passar dos anos os
critérios de avaliagdo das paginas e a capacidade de armazenamento do servigo, oferecendo
resultados muito superiores aos de outros mecanismos de busca”. (LINS, Bernardo Felipe
Estellita. A evolugdo da Internet: uma perspectiva historica. Cadernos ASLEGIS, n°® 48 «
Janeiro/Abril. 2013, p.33.)

15 ARAUJO, Valter Shuenquener de; ZULLO, Bruno Almeida; TORRES, Maurilio. Big Data,
algoritmos e inteligéncia artificial na Administragdo Publica: reflexdes para a sua utilizagdo
em um ambiente democratico. A&C — Revista de Direito Administrativo & Constitucional,
Belo Horizonte, ano 20, n. 80, p. 241-261, abr./jun. 2020. DOIL: 10.21056/aec.v20i80.1219.

' SCHIRRU, Luca. Direito autoral e inteligéncia artificial: autoria e titularidade nos produtos da
IA. Tese (doutorado) — Universidade Federal do Rio de Janeiro, Instituto de Economia,
Programa de Pds-Graduagdo em Politicas Publicas, Estratégias e Desenvolvimento, 2020.
p.182.
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tratamento, ou seja, agdes envolvendo a coleta e armazenamento, desse imenso
volume de dados, cuja existéncia ndo seria possivel sem a [.A. e seus avangos.

Um dos empregos relevantes da I.A. € o chatbot, que sdo aplicativos de
midia social que simulam uma conversa humana'” e empregam processamento
de linguagem natural ou Neuro-Linguistic Programming (NLP)'® como a
evolucdo do teste de Turim.

E a Internet das Coisas (internet of things — loT) nada mais € do que a
conectividade ampla com diversos equipamentos através de sensores que
transmitem informagdes digitais desses equipamentos (coisas)."’

Retomando o conceito de machine learning ou aprendizagem da
maquina, a [.A. busca realizar atividades autdnomas apds o seu treinamento por
meio de um algoritmo™ que vai buscar um modelo matematico a partir do que
foi treinado.

Quanto ao treinamento, pode ser supervisionado, quando existe a ajuda
do programador na classificagdo, ¢ ndo supervisionado, quando o proprio
algoritmo realizar4 a classificacio, ajuda do programador®.

'7 Obtido em <https://www.oracle.com/br/chatbots/what-is-a-chatbot/> acesso em nov 2021

181770, Beatriz Balestro et al. O Uso de Chatbot para Inovagao no atendimento em Gestdo de
Pessoas no Senado Federal. GT 6 Inovagdo e Empreendedorismo no Setor Publico. VIII
Encontro Brasileiro de Administragéo Publica. Sociedade Brasileira de Administragdo Publica
(SBAP)Instituto Brasileiro de Ensino, Desenvolvimento ¢ Pesquisa (IDP). Brasilia/DF, 3 a 5
de novembro de 2021.

! BRASIL. ENAP - Escola Nacional de Administragdo Piblica. Inteligéncia Artificial no
Contexto do Servigo Publico. Vol 1. Brasilia. 2020, p.22.

20 Existem diversos tipos de algoritmos de treinamento: “ principais algoritmos e suas aplicagdes:
Regressdo Linear: Busca identificar uma linha que melhor se adere a um conjunto de pontos
em um grafico.; Regressdo Logistica: De forma similar a regressao linear, analisa pontos em
um grafico, com a diferenca que a saida esperada ¢ binaria, ou seja, s existem duas
possibilidades de saida; Arvores de Decisido: Busca prever valores para uma variavel a partir
de um conjunto de regras representadas em uma estrutura de arvore; Naive Bayes: E um tipo
de algoritmo de classificagdo baseado no teorema de Bayes, aplicavel a problemas com saidas
do tipo verdadeiro/falso; Support Vector Machines (SVM): Algoritmo de classificagdo
supervisionado utilizado para a identificagdo de clusters; Randon Forest: Combina varias
arvores de decisdo para tentar buscar um resultado mais preciso; Redes Neurais: Algoritmo de
classificagdo que utiliza uma rede de nds interconectados para buscar o resultado.” (BRASIL.
ENAP - Escola Nacional de Administracdo Publica. Inteligéncia Artificial no Contexto do
Servigo Publico. Vol 1. Brasilia. 2020, p.10.)

2l BRASIL. ENAP - Escola Nacional de Administragio Publica. Inteligéncia Artificial no
Contexto do Servigo Publico. Vol 1. Brasilia. 2020, p.13.
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2. Aspectos legais e normativos

O Brasil nao possui uma Marco legal destinado a I.A., porém existe o
Projeto de Lein® 21/2020* ainda em tramitago, mas esse vacuo legislativo faz
com que os diversos poderes adotem normativa propria, como fez o CNJ por
meio da Resolu¢do n° 332, de 21 de agosto de 2020, que veio iluminar a
atividade no ambito do Judiciario, com grande apelo principiolégico™ e com

22 SALOMAO, Luis Felipe. Nota Técnica sobre o Projeto de Lei 21/2020.FGV - Centro de
Inovagédo, Administragdo e Pesquisa do Judicidrio. Rio de Janeiro. Ago 2021.

2 «Art. 4° No desenvolvimento, na implantagio e no uso da Inteligéncia Artificial, os tribunais
observardo sua compatibilidade com os Direitos Fundamentais, especialmente aqueles
previstos na Constituicdo ou em tratados de que a Republica Federativa do Brasil seja parte.
Art. 5° A utilizagdo de modelos de Inteligéncia Artificial deve buscar garantir a seguranga
juridica e colaborar para que o Poder Judiciario respeite a igualdade de tratamento aos casos
absolutamente iguais. Art. 6° Quando o desenvolvimento e treinamento de modelos de
Inteligéncia exigir a utilizacdo de dados, as amostras devem ser representativas e observar as
cautelas necessarias quanto aos dados pessoais sensiveis e ao segredo de justiga. Paragrafo
unico. Para fins desta Resolugdo, sdo dados pessoais sensiveis aqueles assim considerados pela
Lei n° 13.709/2018, e seus atos regulamentares. Art. 7° As decisdes judiciais apoiadas em
ferramentas de Inteligéncia Artificial devem preservar a igualdade, a ndo discriminagdo, a
pluralidade ¢ a solidariedade, auxiliando no julgamento justo, com criagdo de condi¢des que
visem eliminar ou minimizar a opressdo, a marginalizagdo do ser humano e os erros de
julgamento decorrentes de preconceitos. § 1° Antes de ser colocado em produgio, o modelo de
Inteligéncia Artificial devera ser homologado de forma a identificar se preconceitos ou
generalizagdes influenciaram seu desenvolvimento, acarretando tendéncias discriminatdrias no
seu funcionamento. § 2° Verificado viés discriminatéorio de qualquer natureza ou
incompatibilidade do modelo de Inteligéncia Artificial com os principios previstos nesta
Resolugio, deverdo ser adotadas medidas corretivas. § 3° A impossibilidade de eliminagdo do
viés discriminatério do modelo de Inteligéncia Artificial implicara na descontinuidade de sua
utilizagdo, com o consequente registro de seu projeto e as razdes que levaram a tal decisdo. Art.
8° Para os efeitos da presente Resolug@o, transparéncia consiste em: [ — divulgacdo responsavel,
considerando a sensibilidade propria dos dados judiciais; II — indicagdo dos objetivos e
resultados pretendidos pelo uso do modelo de Inteligéncia Artificial; III — documentagéo dos
riscos identificados e indicag¢@o dos instrumentos de seguranga da informacdo e controle para
seu enfrentamento; IV — possibilidade de identificagdo do motivo em caso de dano causado
pela ferramenta de Inteligéncia Artificial; V — apresentagdo dos mecanismos de auditoria e
certificagdo de boas praticas; VI — fornecimento de explicagdo satisfatoria e passivel de
auditoria por autoridade humana quanto a qualquer proposta de decisdo apresentada pelo
modelo de Inteligéncia Artificial, especialmente quando essa for de natureza judicial.”
(BRASIL. Conselho Nacional de Justica. Resolugao n° 332, de 21 de agosto de 2020)
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remicdo a legislacdes alienigenas ou mesmo o Ministério da Ciéncia,
Tecnologia, Inovagdes e Comunicagdes por meio da Portarian® 1.122, de 19 de
margo de 2020 e da Estratégia Brasileira de Inteligéncia Artificial, de cunho
bastante pratico, apesar de ndo deixar de lado os principios gerais e éticos
previstos em instrumentos internacionais de salvaguarda ao Direito™*.

No aspecto legal atualmente apenas a Lei n° 14.129, de 29 de margo de
2021%, também conhecida como “Lei do Governo Digital”, atende
precariamente alguns aspectos relacionados com a [.A. e dispde sobre
principios, regras e instrumentos para o aumento da eficiéncia da administracao
publica, especialmente por meio da desburocratizacdo, da inovacdo, da
transformacao digital e da participacdo do cidaddo e trouxe uma série de
principios e diretrizes voltados para as boas praticas digitais*’, denominados

24«0 desenvolvimento tecnolégico da Inteligéncia Artificial tem sido acompanhado de intensas
discussodes acerca da necessidade de desenvolvimento de pardmetros juridicos, regulatorios e
éticos para orientar o desenvolvimento e aplicagdo da tecnologia. No centro de tais debates
encontra-se a preocupacdo em estabelecer um ponto de equilibrio entre: (i) a protegdo ¢ a
salvaguarda de direitos, inclusive aqueles associados a prote¢do de dados pessoais e a
prevencdo de discriminagdo e viés algoritmico; (ii) a preservagdo de estruturas adequadas de
incentivo ao desenvolvimento de uma tecnologia cujas potencialidades ainda ndo foram
plenamente compreendidas; e (iii) o estabelecimento de pardmetros legais que confiram
seguranga juridica quanto a responsabilidade dos diferentes atores que participam da cadeia de
valor de sistemas autonomos. Nesse contexto, embora ja existam exemplos internacionais de
normas juridicas regulando diferentes aspectos concretos de 1A, como veiculos autdnomos e
sistemas de reconhecimento facial, tém ganhado proeminéncia os debates acerca do
estabelecimento de principios gerais e parametros éticos a serem adotados por atores publicos
e privados quanto ao tema, por meio de codigos de conduta, manuais de boas praticas e
diretrizes de alto nivel. Entre as inimeras iniciativas nesse sentido, destacam-se os seguintes
instrumentos: Principios da OCDE sobre Inteligéncia Artificial (2019). G20 — Declaragdo
Ministerial sobre Comércio e Economia Digital — Principios para IA Centrada nos Humanos
(2019). Grupo Independente de Peritos de Alto Nivel sobre a Inteligéncia Artificial criado pela
Comissdo Europeia em junho de 2018 — Orientagdes Eticas para uma IA de Confianga. A
Declaragdo de Toronto: Protegendo os Direitos a Igualdade e a Nao-Discriminagdo em
Sistemas de Aprendizado por Maquinas (2018). Comunicagdo da Comissdo Europeia:
Inteligéncia Artificial para a Europa (2018). Diretrizes Universais para Inteligéncia Artificial
(Public Voice Coalition, 2018). Declaragio sobre Etica e Protegio de Dados em Inteligéncia
Artificial (ICDPPC, 2018). Asilomar Al Principles (2017).” (BRASIL. Ministério da Ciéncia,
Tecnologia, Inovagdes e Comunicagdes Estratégia Brasileira de Inteligéncia Artificial. Junho.
2021, p.16.)

2 BRASIL. Lei n° 14.129, de 29 de margo de 2021.

2 Art. 3° Sdo principios e diretrizes do Governo Digital e da eficiéncia publica: 1 - a
desburocratizagdo, a modernizagdo, o fortalecimento e a simplificagdo da relagdo do poder
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publico com a sociedade, mediante servigos digitais, acessiveis inclusive por dispositivos
moveis; II - a disponibilizagdo em plataforma unica do acesso as informagdes ¢ aos servigos
publicos, observadas as restri¢gdes legalmente previstas e sem prejuizo, quando indispensavel,
da prestagdo de carater presencial; III - a possibilidade aos cidaddos, as pessoas juridicas e aos
outros entes publicos de demandar e de acessar servigos publicos por meio digital, sem
necessidade de solicitagdo presencial; IV - a transparéncia na execugdo dos servigos publicos
¢ o monitoramento da qualidade desses servigos; V - o incentivo & participagdo social no
controle e na fiscalizagdo da administragdo publica; VI - o dever do gestor ptiblico de prestar
contas diretamente & populagéo sobre a gestdo dos recursos publicos; VII - o uso de linguagem
clara e compreensivel a qualquer cidadao; VIII - o uso da tecnologia para otimizar processos
de trabalho da administragdo publica; IX - a atuacdo integrada entre os 6rgdos ¢ as entidades
envolvidos na prestag@o e no controle dos servigos publicos, com o compartilhamento de dados
pessoais em ambiente seguro quando for indispensavel para a prestagdo do servico, nos termos
da Lein®13.709, de 14 de agosto de 2018 (Lei Geral de Prote¢ao de Dados Pessoais), e, quando
couber, com a transferéncia de sigilo, nos termos do art. 198 da Lei n® 5.172, de 25 de outubro
de 1966 (Codigo Tributario Nacional), e da Lei Complementar n® 105, de 10 de janeiro de
2001; X - a simplificagdo dos procedimentos de solicitagdo, oferta e acompanhamento dos
servigos publicos, com foco na universalizagdo do acesso e no autosservigo; XI - a eliminagéo
de formalidades e de exigéncias cujo custo econdmico ou social seja superior ao risco
envolvido; XII - a imposi¢do imediata ¢ de uma Unica vez ao interessado das exigéncias
necessarias a prestagdo dos servigos publicos, justificada exigéncia posterior apenas em caso
de davida superveniente; XIII - a vedagdo de exigéncia de prova de fato ja comprovado pela
apresentacdo de documento ou de informagao valida; XIV - a interoperabilidade de sistemas ¢
a promogdo de dados abertos; XV - a presuncdo de boa-fé do usudrio dos servigos publicos;
XVI - a permanéncia da possibilidade de atendimento presencial, de acordo com as
caracteristicas, a relevancia e o publico-alvo do servigo; XVII - a protegdo de dados pessoais,
nos termos da Lei n® 13.709, de 14 de agosto de 2018 (Lei Geral de Protecdo de Dados
Pessoais); XVIII - o cumprimento de compromissos e de padrdes de qualidade divulgados na
Carta de Servigos ao Usuario; XIX - a acessibilidade da pessoa com deficiéncia ou com
mobilidade reduzida, nos termos da Lei n® 13.146, de 6 de julho de 2015 (Estatuto da Pessoa
com Deficiéncia); XX - o estimulo a agdes educativas para qualificagdo dos servidores publicos
para o uso das tecnologias digitais e para a inclusdo digital da populag@o; XXI - 0 apoio técnico
aos entes federados para implantagdo e adogdo de estratégias que visem a transformagao digital
da administrag@o publica; XXII - o estimulo ao uso das assinaturas eletronicas nas interagdes
¢ nas comunicagdes entre 6rgdos publicos e entre estes e os cidaddos; XXIII - a implantagéo
do governo como plataforma e a promogao do uso de dados, preferencialmente anonimizados,
por pessoas fisicas e juridicas de diferentes setores da sociedade, resguardado o disposto nos
arts. 7° e 11 da Lei n® 13.709, de 14 de agosto de 2018 (Lei Geral de Protecdo de Dados
Pessoais), com vistas, especialmente, a formulagdo de politicas publicas, de pesquisas
cientificas, de geracdo de negocios e de controle social; XXIV - o tratamento adequado a
idosos, nos termos da Lei n° 10.741, de 1° de outubro de 2003 (Estatuto do Idoso); XXV - a
adogdo preferencial, no uso da internet ¢ de suas aplicagdes, de tecnologias, de padrdes e de
formatos abertos e livres, conforme disposto no inciso V do caput do art. 24 e no art. 25 da Lei
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. ;. . . .. N . r 1. 1: .27
“principios e diretrizes do Governo Digital e da eficiéncia piblica™”.

As vantagens de empregar a [.A. no servigo publico vai ao encontro da
eficiéncia. A Carta Magna estabelece o principio da eficiéncia, assim como os
demais descritos no artigo 37, como basilares para a administragdo publica
cumprir o seu papel e o emprego de ferramentas que venham melhorar a
prestacdo dos servigos pelo ente publico serdo benéficos para os cidadaos na
condic¢do de usuarios.

Também trata de LA. o Decreto n° 10.332, de 28 de abril de 2020%,
que institui a Estratégia Digital 2020-2022 e estabelece como um dos objetivos
do governo numerado como Iniciativa 8.2 “.Implementar recursos de
inteligéncia artificial em, no minimo, doze servicos publicos federais, até
202277

Nesse sentido, a auséncia de uma norma legal especifica faz a
administragdo publica adotar regulamentacdes infralegais para o
desenvolvimento e execu¢do das ferramentas de I.A. O PL segue com seu
tramite legislativo, ndo, porém sem antes sofrer algumas criticas

3. Emprego no Poder Piblico

O Brasil obteve a 16* posi¢do no ranking de digitalizagdo do governo
pela Organizacdo para a Cooperacdo e o Desenvolvimento Econdmico -

n°® 12.965, de 23 de abril de 2014 (Marco Civil da Internet); e XXVI - a promogdo do
desenvolvimento tecnoldgico e da inovagao no setor publico. (BRASIL. Lei n°® 14.129, de 29
de marco de 2021)

27 «f dever do administrador publico, dentro de seu escopo com elementos de subjetividade,
decidir e adotar os comportamentos que lhe permitam alcangar o interesse publico de forma
mais eficiente, em consonancia com os principios que regem a Administracdo, dentre eles o
principio da eficiéncia. (SADDY, André. Elementos essenciais da definicdo de
discricionariedade administrativa. Revista de Estudos Constitucionais, Hermenéutica e Teoria
do Direito (RECHTD)7(2):147-165, maio-agosto 2015, p.147)

28 BRASIL. Decreto n® 10.332, de 28 de abril de 2020. Institui a Estratégia de Governo Digital
para o periodo de 2020 a 2022, no ambito dos orgéos e das entidades da administragdo publica
federal direta, autarquica e fundacional e da outras providéncias.

% Ibdem, Iniciativa 8.2.
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OCDE™. Os 33 Paises participantes foram avaliados em 06 dimensdes’':
orientado pelo usuario, orientado por dados, aberto por padrdo, digital por
design, proatividade, e governo como plataforma™.

3 OECD - Organisation for Economic Co-operation and Development (2020), "Digital
Government Index: 2019 results", OECD Public Governance Policy Papers, No. 03, OECD
Publishing, Paris. p.84. https://doi.org/10.1787/4de9f5bb-en.

31 Tbdem, p.7.

32 Conforme explica a home page da OCDE: “under the Digital Government Policy Framework
(DGPG), a mature digital government: is digital by design when govern and leverage digital
technologies to rethink and re-engineer public processes, simplify procedures, and create new
channels of communication and engagement with stakeholders; is data-driven when values
data as a strategic asset and establishes the governance, access, sharing and re-use
mechanisms for improved decision-making and service delivery; acts as platform when deploys
platforms, standards and services to help teams focus on user needs in public service design
and delivery; is open by default when makes government data and policy-making processes
available to the public, within the limits of existing legislation and in balance with national
and public interest; is user-driven when accords a central role to people’s needs and
convenience in the shaping of processes, services and policies; and by adopting inclusive
mechanisms that enable this to happen; is proactive when anticipates people’s needs and
respond to them rapidly, avoiding the need for cumbersome data and service delivery
processes.” (OECD Digital Government Index (DGI): 2019. Obtido em <
https://www.oecd.org/gov/digital-government-index-4de9f5bb-en.htm> acesso em nov 2021)
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Figura 1 - OECD Digital Government Index (DGI): 2019
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Esse ¢ um dado positivo para o cenario digital nacional, pois representa
uma transformacao pelo qual o pais passa no oferecimento de servigos publicos
por meio digital, empregando para isso a plataforma “Brasil.gov”. Além disso,
a Estratégia Digital 2020-2022, tem por objetivo digitalizar 100% dos servicos

7 . . 4
publicos, contra 61% oferecido atualmente *,
Outra informagdo interessante nesse sentido ¢ um estudo denominado

“Impacto da Automacdo no Executivo Federal no Brasil” da ENAP, que
analisou um universo de 521 mil servidores publicos do Executivo federal e
concluiu que 20% dos ocupam cargos que possuem propensdo para a

3 OECD Digital Government Index (DGI): 2019. Obtido em <

https://www.oecd.org/gov/digital-government-index-4de9fSbb-en.htm> acesso em nov 2021.

3 BRASIL. Ministério da Economia. Brasil conquista 16® posi¢io em ranking de governo digital
da OCDE. Obtido em: < https://www.gov.br/economia/pt-

br/assuntos/noticias/2020/outubro/brasil-conquista- 1 6a-posicao-em-ranking-de-governo-
digital-da-ocde> acesso em dez 2021.
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automacgdo e que entre 2030 e 2035, 44,7% destes servidores poderdo se
aposentar35.

Figura 2. Quadrantes de propensdo a automacao e aposentadoria em 2030
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Fonte: ENAP*,

O gréfico da figura 1 mostra a propensdo para automacdo da fungdo e
também para a aposentadoria do servidor’’. Por este estudo verifica-se que o

33 “No total, sdo cerca de 105 mil servidores classificados em alta propensio a automagio (20%).
Dentre os automatizaveis estdo 42 mil servidores com ensino superior (40,5%), 37 mil
servidores com ensino médio (34,9%), 17,6 mil com mestrado ou MBA (16,8%), 7,9 mil
servidores com ensino fundamental (7,6%), ¢ 214 com doutorado (0,2%). Portanto, a
automacdo tem maior efeito proporcional sobre as ocupagdes de menor nivel de escolaridade.
Porém, em niimero absolutos, mais servidores com ensino superior ¢ médio desempenham
ocupagdes em alta propensdo a automagdo.” (ADAMCZYK, Willian Boschetti. ENAP. Projeto
Basico 284/2019/CGDAD/DPP/ENAP. Relatorio de Pesquisa n°® 3, Impacto da Automagéo no
Executivo Federal no Brasil: aspectos sociodemograficos e previdenciarios. Brasilia. 2020,
p.16)

36 ibdem, p.35

37 “Ilustra-se a situagiio dos servidores em quatro quadrantes: i) em aposentadoria com alta
propensdo a automagao; ii) em aposentadoria com baixa propensio a automagao; iii) em baixa
aposentadoria com baixa propensdo a automagdo; e iv) em baixa aposentadoria com alta
propensdo a automagao no primeiro quadrante, aposentadoria com alta propensao a automacao,
estdo 53,6 mil servidores cujas ocupagdes poderdo ser extintas pela introducédo de tecnologias,
sem a necessidade de novas contratagdes. Como a média de idade ¢ elevada, ndo ha prioridade
de retreinamento de servidores para essas ocupagdes. Nessa situagdo encontram-se servidores
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envelhecimento dos servidores ocasionard um déficit na forca de trabalho
federal, por outro lado, esse fato traz também um grande potencial para a
implementacdo dos servigos automatizados por [.A. no servigo publico federal
até 2030, com cerca de 53,6 mil servidores. Entende-se também na necessidade
de capacitacdo de profissionais com habilidades especificas para a
implementacdo destas automagdes, cabendo o surgimento de mais politicas
publicas nesse sentido.

Atualmente, o Poder Publico emprega a [.A. na prestacdo dos seus
servicos os seguintes recursos: como chatbot para atendimento ao cidaddo,
algoritmos de cruzamento de informagdes da big data para automagdo de

nas areas de construgdo civil, obras publicas, conservagdo e extragdo mineral; trabalhadores
agropecuarios em geral; condutores de veiculos e operadores de equipamentos de elevagio e
de movimentagdo de cargas, embaladores, empacotadores e alimentadores de produgdo; e
trabalhadores das atividades téxteis, do vestuario e das artes graficas. Segundo, no quadrante
em aposentadoria com baixa propensdo a automagao estéo os 178,8 mil servidores que deixardo
o servigo publico com vagas em aberto que, na auséncia de tecnologias de automagao viaveis,
necessitardo da atragdo de servidores por meio de novas contratagdes ou retreinamento dos
existentes. Inclui-se trabalhadores nos servigos de prote¢do e seguranga; nos servigos de
administrago, conservagdo ¢ manutenc¢do de edificios e trabalhadores dos servigos de saude.
Traz também os servidores técnicos em nivel médio nas areas administrativas e de satde
humana. No terceiro quadrante estdo 235,8 mil servidores de menor percentual de
aposentadorias e baixa propensao a automacdo. Sdo servidores que tendem a desempenhar suas
fungdes ganhando com a complementaridade das tecnologias de automagdo, mas sem
necessidade de realocagéo. Destacam-se os pesquisadores e profissionais policientificos, nas
areas de ciéncias sociais ¢ humanas; ciéncias juridicas; ciéncias biologicas, da saude e afins; e
ciéncias exatas, como fisica e engenharias. Mais proximos da fronteira de automacéo estdo os
professores de ensino superior ¢ médio e dirigentes do servigo publico federal, que inclui
diretores, gerentes e especialistas em politicas publicas e regulagdo. O ultimo quadrante traz os
50,9 mil servidores com baixo percentual de aposentadorias e alta propensdo a automagao.
Essas ocupagdes oferecem oportunidades para introducéo de tecnologias de automagdo das
atividades, ao mesmo tempo em que podem preencher cargos deixados por servidores que se
aposentaram em ocupagdes de baixa propensdo a automagdo. Proximos a fronteira de
automacdo estdo os trabalhadores de escritorio que considera escriturarios em geral, agentes,
assistentes e auxiliares administrativos, além de secretarios e auxiliares de servigos de
biblioteca, documentagdo e correios. Inclui ainda os técnicos dos servigos culturais, das
comunicagdes e dos desportos.” (ADAMCZYK, Willian Boschetti. ENAP. Projeto Basico
284/2019/CGDAD/DPP/ENAP. Relatério de Pesquisa n® 3, Impacto da Automagdo no
Executivo Federal no Brasil: aspectos sociodemograficos e previdenciarios. Brasilia. 2020,
p.16)
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prestagio de contas®® e identificagio de atos ilicitos, triagem e selegdo
documental, e apoio de informagdes para o processo de tomada de decisao.

O chatbot ¢ um programa que possui I.A. com a machine learning para
interagir com uma pessoa através de um didlogo usando texto, voz ou ambos
para, desta forma, prestar atendimento a um publico especifico, porém em
diversos casos ha a necessidade do atendimento misto, ou seja, com um humano
intercalando com a maquina, para tomada de decisdes, prestar informacdes
mais complexas que ainda ndo foram assimiladas pelo assistente, ou mesmo em
casos em qual o publico fica frustrado em ser atendido apenas pela .A.%.

Chame a Frida*® é um chatbot implementado pela Policia Civil do
Estado de MG, no formato de atendente virtual, com o0 mesmo nome, que atende
mulheres vitimas de violéncia doméstica pelo whatsapp®.

Figura 3 — Atendente Virtual Frida - Policia Civil MG*

Chawme

\[rida

Fonte: Diério do Rio Doce®’

3% BRASIL. ENAP - Escola Nacional de Administragio Publica. Inteligéncia Artificial no
Contexto do Servigo Publico. Vol 3. Brasilia. 2020, p.5.

39 1270, Beatriz Balestro et al. O Uso de Chatbot para Inovag@o no atendimento em Gestdo de
Pessoas no Senado Federal. GT 6 Inovagdo e Empreendedorismo no Setor Publico. VIII
Encontro Brasileiro de Administragdo Publica. Sociedade Brasileira de Administragdo Publica
(SBAP)Instituto Brasileiro de Ensino, Desenvolvimento e Pesquisa (IDP). Brasilia/DF, 3 a 5
de novembro de 2021, p.4.

*0 https://chameafrida.com.br/como-funciona/#

41 prémio Innovare anuncia finalistas de sua 18a. edi¢do. Obtido em:

<https://www.premioinnovare.com.br/noticias/premio-innovare-anuncia-finalistas-de-sua-

18a.-edicao/106>, acesso em dez de 2021.

*2 MINAS GERAIS. MANUAL BASICO da Violéncia Doméstica ¢ Familiar Contra a Mulher.

Policia Civil de Minas Gerais.

Obtido em: <https://drd.com.br/atendente-virtual-ajuda-policia-civil-de-minas-a-oferecer-

atendimento-agil-em-casos-de-violencia-contra-a-mulher/> acesso em dez 2021.
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O Ministério da Economia langou dois servigos de chatbots para
atendimento ao publico: a LIA e a ISIS.

A LIA (Logistica com Inteligéncia Artificial) para sanar davidas no
portal STASG/Comprasnet.

Figura 4 - LIA (Logistica com Inteligéncia Artificial)

00

Vo o
o duavida:

Lia

SICAF - Sistema de

Médulo Gestio de Ata

Cadastramento Unificado de
Fornecedores

Cadastro Reserva em Ata

Consultar Ata de Registro de

Prego

Sistema de Gestdo de Acesso
- SGA

Cadastro no Comprasnet -
Fornecedor

Recuperar Senha de Acesso

..
-\ - Pregéo Eletrénico

vy

E[Jigite aqui sua divida! ] e

Fonte: Portal de compras do Governo Federal*

E a ISIS na Plataforma + Brasil, para esclarecer duvidas nos sistemas
que concentrem transferéncia de recursos federais.

* BRASIL. Ministério da Economia. Portal de Compras do Governo Federal. Obtido em: <
https://www.gov.br/compras/pt-br/acesso-a-informacao/noticias/lancamento-lia-noticia>
acesso em nov 2021.
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Figura 5 - ISIS
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Fonte: Plataforma + Brasil*®’

Mais um exemplo é o Zello, um chatbot do TCU que funciona pelo
aplicativo whatsapp e criado para esclarecer duvidas ao cidaddo, realizar

consultas sobre contas irregulares, processos e emissao de certiddes do TCU.

Figura 6 — TCU, Zello
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Fonte: TCU*

“ BRASIL. Ministério da Economia. Obtido em: <https:/www.gov.br/economia/pt-
br/assuntos/plataforma-mais-brasil> acesso em nov 2021.

“ Tribunal de Contas da Unido. Chatbot do TCU fornece certiddes pelo whatsapp. Obtido em: <
https://portal.tcu.gov.br/imprensa/noticias/chatbot-do-tcu-fornece-certidoes-pelo-
whatsapp.htm > acesso em nov 2021.
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Para a realizagdo de auditorias contébeis e financeiras*’ o emprego do
machine learning por meio de algoritmos de aprendizagem com supervisao, a
I.A. faz uso do histérico do 6rgdo por meio da classificacdo dos documentos
que tiveram a prestacdo de contas aprovadas ou rejeitadas e a partir deste
padrao, executar futuras classificacdes.

Esse modelo ¢ bastante empregado no TCU e na Controladoria Geral
da Unido - CGU, para revisdo de convénios e contratos, além de outros 6rgaos
de controle™ e para isso empregam os robds: ALICE (Analise de Licitagdes e
Editais) que analisa editais de licitagdo de todos os 6rgdos federais, além de
também ser empregada em diversos tribunais de contas estaduais; MONICA
(Monitoramento Integrado para o Controle de Aquisi¢des) que permite ao
auditor uma visdo mais abrangente envolvendo o contratante, contratado e
servicos; Sofia (Sistema de Orientagdo sobre Fatos e Indicios para o Auditor)
que fornece para o auditor orientagdo sobre fatos e indicios de irregularidades™®.
Também empregam I.A. semelhantes os seguintes Tribunais de Contas: PR,
SP’!, RJI*? e PA™.

Sdo empregados também algoritmos de classificacdo para fazer a
triagem de documentagdo e com isso obter informagdes importantes como

7 CARVALHO, Sérgio Tadeu Neiva. Impacto da Inteligéncia Artificial na Atividade de
Auditoria: Equacionando Gargalos nos Repasses da Unido para Entes Subnacionais Revista
Cadernos de Finangas Publicas, Brasilia, v. 02, n. 1, Edi¢8o Especial 2021, p. 20.

“8 BRASIL. Controladoria-Geral da Unisio. CGU apresenta solugdes inovadoras para a prevengao
e o combate a corrupgdo. Portal de Corregedorias <https://www.corregedorias.gov.br/cgu-
apresenta-solucoes-inovadoras-para-a-prevencao-e-o-combate-a-corrupcao>

* https://irbcontas.org.br/uso-de-robos-pelos-tribunais-de-contas/

%% Tribunal de Contas do Paran. Tribunal passa a utilizar robd para diligéncias a entidades
previdenciarias. Obtido em: < https://www1.tce.pr.gov.br/noticias/tribunal-passa-a-utilizar-
robo-para-diligencias-a-entidades-previdenciarias/7750/N> acesso em nov 2021.

>! Tribunal de Contas do Estado de Sdo Paulo. Tribunal de Contas usara robd para encontrar

irregularidades em editais de licitagdo. Obtido em: < https://www.tce.sp.gov.br/6524-tribunal-

contas-usara-robo-para-encontrar-irregularidades-editais-licitacao> acesso em nov 2021

Canal do Tribunal de Contas do Estado do Rio de Janeiro. <
https://www.youtube.com/watch?v=3mEJPDCQcP0&list=PLbxUzscxhDnqyJ1Cca4eDGPX

Hc0zsj760&index=8> acesso em nov 2021.

33 Tribunal de Contas do Pard. TCMPA implanta rob para aumentar fiscalizagdo em licitagdes
relacionadas ao combate a Covid-19. Obtido em : <https://www.tcm.pa.gov.br/noticias/tcmpa-

52

implanta-robo-para-aumentar-fiscalizacao-em-licitacoes-relacionadas-ao-combate-a-covid-
19/> acesso em nov 2021
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prazos, conteudos e atores envolvidos, como muito mais eficiéncia e rapidez do
que um executante humano’ ‘

O exemplo mais notério ¢ a I.A. empregada no STF, o Victor” que
surgiu de um convenio com a Universidade de Brasilia - UnB*, em 2017, para
atividades de classificagdo e identificagcdo de jurisprudéncias.

Figura 7 — STF, Projeto Victor

Projeto

Victor

STF/UnB

Fonte: UnB®’.

Emprega-se também algoritmos de cruzamento de dados, por meio da
big data, com diversas bases de dados, além de cameras para reconhecimento
facial e com isso chegar a conclusdes satisfatorias de interesse alfandegario,
aduaneiro, e de seguranga publica®®, para agdes de repressdo a diversos tipos de
ilicitos.

> BRASIL. ENAP - Escola Nacional de Administragio Publica. Inteligéncia Artificial no
Contexto do Servigo Publico. Vol 3. Brasilia. 2020, p.8.

3> PEIXOTO, Fabiano Hartmann. Projeto Victor: relato do desenvolvimento da Inteligéncia
Artificial na Repercussdo Geral do Supremo Tribunal Federal. Revista Brasileira de
Inteligéncia Artificial e Direito v. 1 n. 1. 2020.

%6 Universidade de Brasilia. Direito, Racionalidade e Inteligéncia Artificial. Obtido em
<http://dria.unb.br/teste-top> acesso em nov 2021.

*7 Ibdem.

% BRASIL. ENAP - Escola Nacional de Administragio Publica. Inteligéncia Artificial no
Contexto do Servigo Publico. Vol 3. Brasilia. 2020, p.8., p.10.
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Tem-se como exemplos: o CADE com o Projeto Cérebro que permite
a identificagdo de supostos carteis em 1icitag6es59, a Receita Federal
empregando I.A. para controle aduaneiro e alfandegario® e o Estado do Ceara
com o Sistema Policial Indicativo de Abordagem (Spia) com uso de
reconhecimento facial e big data para solucionar crimes.

Ocorre ainda o emprego da [.A. e machine learnig, através das redes
neurais, para analises documentais para fins de apoio a tomada de decisdo, com
amplo emprego no campo juridico®.

Nesse exemplo, destaca-se os modelos empregados pelo Conselho
Nacional de Justica - CNJ que emprega a plataforma Sinapses® que
disponibiliza modelos de I.A. para todo o judiciario® cujo objetivo é facilitar
atividade jurisdicional, inclusive controlar prazos e sugerir modelos de redagdo
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de documentos™.

Figura 8— CNJ- Plataforma Sinapses

PLATAFORMA

SINAPSES

Fonte: CNJ®

Enfim, o emprego da I.A. na administrag@o publica ¢ uma tendencia
e a exemplo das iniciativas j& tomadas acima, cujo rol ndo é exaustivo, diversos

% PIMENTA, Guilherme. Projeto Cérebro: CADE usa inteligéncia artificial no combate a cartéis.
Obtido em: <https://www.jota.info/coberturas-especiais/inova-e-acao/projeto-cerebro-cade-
usa-inteligencia-artificial-no-combate-a-carteis-29102019> acesso em nov 2021

% BRASIL. ENAP - Escola Nacional de Administragio Publica. Inteligéncia Artificial no
Contexto do Servigo Publico. Vol 3. Brasilia. 2020, p.10.

8L ISSN: 2177-8337 - Revista da SJRJ, Rio de Janeiro, v. 2 3, n. 46, p. 65-76, jul./out. 2019, p.72.

2 BRASIL. Conselho Nacional de Justica. Resolugdo n° 332, de 21 de agosto de 2020.

® BRASIL. Conselho Nacional de Justia. Plataforma Sinapses. Obtido em <
https://www.cnj.jus.br/sistemas/plataforma-sinapses/historico/> acesso em nov 2021.

64

% BRASIL. Conselho Nacional de Justica. Plataforma Sinapses. Obtido em
<https://www.cnj.jus.br/sistemas/plataforma-sinapses/> acesso em nov 2021.
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setores publicos possivelmente irdo aderir ao emprego dos robds para otimizar
o0 servigo publico, reduzir tempo e a burocracia e prestar um servigo eficiente.

Consideragoes Finais

A tecnologia que compde a Inteligéncia Artificial ja permite, em grande
parte, a substituicdo do homem pela maquina na execugdo de tarefas cognitivas
antes exclusivas da inteligéncia humana.

Com o treinamento assistido ou automatico, a I.A. tornou-se 1til na
execugdo de tarefas antes exclusivas do homem e em diversos casos mais
eficientes que o trabalho desempenhado pelo humano.

O emprego da I.LA. como ferramenta principalmente nas fungdes
administrativas e de raciocinio ¢ uma realidade que ja requer um olhar humano
no futuro, no sentido de preparacdo para competir pela atividade profissional.

Outro fator importante ¢ a fiscalizag@o e diligencia no sentido de que
as decisoes da I.A. ndo venham a prejudicar o Direito e nesse sentido as nagdes
vanguardeiras j& estabeleceram uma gama de legislagdes de prote¢do as
garantias humanas, com fundamento na ética e garantias individuais.

Nesse sentido, o Brasil ainda ndo possui um marco legal para a [.A. e
apoia o desenvolvimento desta tecnologia em normas infralegais, apesar de
existe um Projeto de Lei em tramitacdo legislativa.

Observou-se que as profissdes do funcionalismo publico federal
relacionadas a base da pirdmide educacional, até 2035, possuem uma tendéncia
a sofrerem substitui¢do pela .A. e que até¢ 2050 havera uma grande quantidade
de servidores federais em condi¢des de solicitar a aposentadoria, deixando uma
enorme lacuna que pode ser atenuada com o emprego da [.A. mas que também
vai gerar uma demanda por novas profissoes relacionadas a manutengdo da . A.

Além disso, verificou-se no Brasil que diversos 6rgdos publicos ja
empregam a [.A. na prestacdo de servicos publicos, como atendimento ao
cidadao, apoio jurisdicional, controle de ilicitos e dentre outros, com amplo uso
dessa tecnologia porém a administracdo publica tem potencial para
empregabilidade dessa tecnologia.
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Introducio

A informaética deciséria ou informatica nas decisdes administrativas ¢é
muito facilmente visualizada nas decisdes vinculadas da Administragdo. Tal
forma de atuagdo cede espago a flexibilizagdo administrativa quanto as normas
previamente estabelecidas e a padronizagdo (estandardizagdes) que originam
decisdes administrativas que realizam uma concretizagdo esquematizada. E
muito simples imaginar a automagdo de decisdes vinculadas, porém ¢ muito
mais dificil imaginar a automacdo das decisdes com alguma liberdade de
atuacdo, ou seja, com alguma forma de subjetividade ou autonomia publica.

Colocando a questdo em terreno dos meros condicionantes técnicos ou
externos, ¢ importante procurar saber se conduta administrativa admite a
algoritimizagdo, ou seja, se ela pode ser configurada como de tipo condicional
(sim, entdo). A principio, atuagdes subjetivas ou autbnomas parecem nao ser de
tipo condicional, de modo que passa a haver uma incompatibilidade técnica
entre a conduta administrativa e a logica do funcionamento da programagao
informatica. A margem de liberdade ¢ o impedimento, a programagdo
informatica ndo admite em si o exercicio concreto da subjetividades ou
autonomias publicas, ou seja, de qualquer forma de liberdade'.

Cré-se, no entanto, possivel uma automacgao das decisdes subjetivas ou
autonomas’. Basta, para tanto, que se efetue uma reprogramacio anulatoria da
subjetividade/autonomia, determinando especificamente as varias hipdteses
que, em abstrato, a abertura subjetiva ou autdbnoma pode contemplar. Basta
pensar que a realizagdo dos critérios incluidos no programa foi feita
previamente pelo administrador e, inclusive, quando diante da inteligéncia
artificial.

THOMAS J. BARTH ¢ EDDY ARNOLD? relatam que 0s avangos no
campo da inteligéncia artificial estdo levando a um novo nivel de computador
em que os sistemas terdo a capacidade de atuar como agentes autonomos e

! Para maiores informagdes, vide: GONCALVES, Pedro. O acto administrativo informatico.
Scientia luridica, Braga, t. 46, n. 265-267, p. 47-95, jan./jun., 1997.

2 Manifesta-se esse posicionamento desde 2014: SADDY, André. Apreciatividade e
discricionariedade administrativa. Rio de Janeiro: Lumen Juris, 2014.

3 BARTH, Thomas J.; ARNOLD, Eddy. Artificial Intelligence and Administrative Discretion:
Implications for Public Administration. The American Review of Public Administration, St.
Louis, v. 29, n. 4, p. 332-351, dez., 1999, p. 333.
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aprendem a aprender independentemente, a avaliar seu meio ambiente e a
pensar nos valores motivacionais e emocionais.

Com o uso da inteligéncia artificial pela Administragdo Publica, os
argumentos da tomada de decisdo subjetiva ou autbnoma terdo que ser
revisitados e a proposta do presente artigo ¢ evidenciar o processo decisorio
associado ao uso da inteligéncia artificial.

Para essa empreitada, ¢ necessario, antes de tudo, que se esclareca a
realidade sobre a qual se debruga, inclusive sobre a delimitagdo do objeto em
estudo.

O que acontece com a utilizacdo de inteligéncia artificial, e isso parece
claro, ¢ o deslocamento da presenga humana para um cenario mais abstrato,
mas ainda sublegal, visando a producao com maior acuracia propria dos sistema
informaticos. Assim sendo, em busca de maior celeridade, e maior seguranca,
pois neutraliza, em considerael medida, as falhas fisioldgicas do ser humano,
retira-se a analise sensivelmente humana do caso em concreto, do caso a caso
cotidiano, e posiciona-se o papel de decisdo do agente em um plano
intermedidrio entre o mais concreto dos atos administrativos e o plano legal,
propriamente dito.

Com essa técnica, € inegdvel que prevalega a possibilidade de que casos
sejam decididos de maneira uniforme, com base em caracteristicas iguais, que
passardo a constituir a realidade do mundo para a maquina, e muitas vezes nao
alcancard o melhor nivel de justiga individualmente considerada. Eis um
conflito principiologico que é, e sempre serd, o pano de fundo da atividade
administrativa em abstrato e que, no cenario da inteligéncia artificial, apresenta-
se ainda mais marcante: o confronto, base de ponderacdo, entre seguranca
juridica, propria da igualdade formal, e igualdade material, o que, justamente,
¢ reflexo do grande conflito entre os elementos do Estado Liberal e do Estado
Socialista que, confrontando-se, trazem a sintese matriz do Estado Social (de
Justica) Democratico de Direito.

Justamente em razdo dessa atividade sob papel mais abstrato que se
torna necessdrio enfatizar o dever do administrador ndo apenas quanto a
promocao de solugdes proprias do momento exato de aplicagdo, mas sob um
papel tipico de planejamento, caracterizado pelo mapeamento, padronizagao,
planejamento de acdes e estabelecimento de procedimentos com base em
indicadores apropriados.
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Inegével, assim, a razdo da ligdo de VANICE LIRIO DO VALLE. De
fato, o desafio do desenvolvimento de inteligéncia artificial esta relacionado ao
modo de como instrumentalizar a maquina de maneira a reproduzir a operacao
cognitiva e/ou decisoria que se desenvolveria no cérebro humano®. Opera-se
uma prognose, por parte do administrador, € uma presuncdo, por parte do
administrado, que se concretiza no processo de formagdo da decisdo
administrativa. E o que se passa a estudar.

1. Processo que conduz o agente piiblico a decisiao

Existe um conjunto de procedimentos mentais que o tomador da
decisdo faz em ordem para chegar a sua adogdo. Sdo instantes dissocidveis
logicamente, ainda que, temporalmente, aparecam imediatamente vinculados
ou relativamente apartados. Trata-se de um procedimento que, em termos
cronolégicos, apresenta uma sequéncia de acdes e reacdes que emprega
critérios de diferente natureza (logico, juridico, valorativo, etc.). Inclui matérias
de interpretacdo e implementacdo e matérias de procedimento e estratégias que

estdo afetadas pelos mais diversos fatores sociais, humanos, economicos,
politicos, psicoldgicos, entre outros.

Para entender como o agente publico decide, deve-se separar as
distintas etapas que normalmente sdo tomadas. O primeiro ponto que o agente
precisa respeitar € a constatacdo de sua competéncia e da ocorréncia de uma
situagdo de fato. Imediatamente depois, o agente publico deve classificar os
problemas, estabelecer os objetivos a alcancar e, em seguida, identificar,
analisar e sintetizar as alternativas ou op¢des que possui dando a cada uma um
peso e valoragdo. Depois, deve optar entre as formas e os meios materiais
vidveis que necessitara utilizar. Para tanto, recolhera a informagao importante
e necessaria e selecionara as formas e meios preferiveis para o fim que deseja
alcancar, para tanto, avaliando as vantagens e desvantagens de cada um. Aqui,
0 agente valorard a situagdo de fato, ou seja, estabelecerd regras exitosas,
avaliara, estimard rendimentos e julgara pessoas. Posteriormente, determinara
o momento de utilizagdo das formas e meios selecionados e escolhidos para o

* VALLE, Vanice Lirio do. Inteligéncia artificial incorporada 4 Administragdo Publica: mitos e
desafios tedricos. A&C — Revista de Direito Administrativo & Constitucional. Belo Horizonte,
a. 20, n. 81, p. 179-200, jul./set. 2020, p. 184.
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fim que almeja. Por fim, o agente deverd aplicar as formas e os meios
selecionados ao fato.

2. Classificacdo dos problemas, dos objetivos a alcancar e do peso ou
valoracio das alternativas ou opcoes

Imediatamente depois de verificada sua competéncia e a existéncia do
suposto de fato, o agente publico classifica o problema, estabelece os objetivos
a alcangar e, em seguida, identifica, analisa e sintetiza as alternativas ou opgoes
que possui dando a cada uma um peso ¢ valoragdo. Tal etapa simplesmente
consiste em elaborar e avaliar as alternativas ou opgdes aptas tecnicamente para
a prossecuc¢do do fim. Ao dar este passo, o agente possui uma total margem de
liberdade.

Nesta etapa, deve o agente classificar o problema em genérico ou
excepcional e unico. Todo acontecimento, exceto o que ¢ autenticamente inico,
implica uma solugdo genérica. Necessita de uma regra, norma ou principio, para
que, assim, todas as manifestagdes da mesma situagdo genérica se possam tratar
por meio dessa, adaptando a norma as circunstancias de cada caso. No entanto
as situagdes excepcionais e unicas devem ser tratadas individualmente. Nao ¢é
possivel tratar situacdes excepcionais do mesmo modo e com as mesmas regras
que situagdes genéricas.

Quando se aborda a atuacdo administrativa automatizada, busca-se
justamente a concretizacdo de uma Justica Preditiva, caracterizada pela
possibilidade de previsdo dos resultados de um julgamento, o que ocorre por
meio do auxilio de sistemas algoritmicos de célculo, os quais, por 6bvio,
baseiam-se em analise de comportamentos anteriores, cujos critérios passam a
ser aprendidos pela maquina, seja a partir de caracteristicas dos casos que ditam
certas condutas (machine learning), seja com base nos padroes de decisdo do
julgador competente (pattern recognition)’.

Nao se pode ignorar, todavia, que a maquina recortara a realidade
fenoménica e promoverd, a partir dai, o fato juridico, com base nos critérios
que lhe foram programados ou, ao menos, condicionados ao desenvolvimento.
Assiste razdo a ANDRE VASCONCELOS ROQUE e LUCAS BRAZ

> SANCTINS, Fausto Martin. Inteligéncia artificial e direito. S3o Paulo: Almedina, 2020, p- 112
ep. 120/121.
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RODRIGUES DOS SANTOS® quando da afirmagdo de que se deve tomar
como falsa a acep¢do de que as decisdes tomadas por meio de maquinas seriam
neutras, livres de experiéncias humanas.

Sdo justamente os elementos faticos alheios aos padrdes adotados,
quando dotados de relevancia suficiente, que definirdo as situagdes
excepcionais. Sendo assim, € sugestivo de que o conflito entre igualdade formal
e igualdade material que impera, de maneira marcante, no ambito da
inteligéncia artificial empregada sobre decisdes administrativas, exigird o
desenvolvimento do sistema que possa verificar se uma situagdo ¢ ou ndo
genérica’. Tera que ser programado para ndo decidir em situagio excepcional e
unica, ou que a0 menos permita, nesses casos, que a decisdo seja tomada
diretamente pelo ser humano competente, sob pena de ser considerado como
erro de programac¢do qualquer decisdo automatizada que trate como genérica
situacdo excepcional e vice-versa.

E com o objetivo de evitar que a utilizagio da maquina possa resultar
na promocao de decisdes incompativeis com a percepg¢do de justica concilidvel
com a discricionariedade do agente competente que ANDRE VASCONCELOS
ROQUE e LUCAS BRAZ RODRIGUES DOS SANTOS reconhecem como
necessaria a premissa de que seria inconstitucional, por conflitante com o
julgamento pelo agente naturalmente constituido ¢ com o conteudo de uma
solucdo adequada, a tomada de decisdes exclusivamente por robds, sem que
suas decisdes fossem submetidas a revisdo humana®.

O erro mais comum que cometem as pessoas que tomam decisdes € o
de enfocar uma situacdo genérica como se fosse uma série de acontecimentos

6 ROQUE, Andre Vasconcelos; SANTOS, Lucas Braz Rodrigues dos. Inteligéncia artificial na
tomada de decisdes judiciais: trés premissas basicas. Revista Eletronica de Direito Processual
— REDP. Rio de Janeiro, a. 15, v. 22, n. 1, p. 58-78, jan./abr., 2021, p. 67. Apesar de referir-se
a utilizagdo no ambito judicial, as reflexdes sdo cabiveis ao processo de decisdo administrativa.

7 GEORGES ABBOUD ¢ JOAO SERGIO DOS SANTOS SOARES PEREIRA (ABBOUD,
Georges; PEREIRA, Jodo Sérgio dos Santos Soares. O devido processo na era algoritmica
digital: premissas iniciais necessarias para uma leitura constitucional adequada. Revista dos

Tribunais. Sdo Paulo, v. 1026, p. 125-145, abr., 2021, p. 130), sob o tema, manifestam-se no
sentido de ser necessaria a cautela na atividade decisoria por Inteligéncia Artificial, de modo a
evitar-se que essa, por vincular-se aos precedentes que ela condicionam, ndo resultem em um
engessamento dos contetidos decisorios, desvinculados do mundo real.

8 ROQUE, Andre Vasconcelos; SANTOS, Lucas Braz Rodrigues dos. Inteligéncia artificial na
tomada de decisdes judiciais: trés premissas basicas. Revista Eletronica de Direito Processual
— REDP. Rio de Janeiro, a. 15, v. 22, n. 1, p. 58-78, jan./abr., 2021, p. 71.
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excepcionais. Ademais, ¢ igualmente corrente considerar uma nova situagdo
como se constituisse outro exemplo dos problemas tradicionais e reagir, na
continuagio, segundo aconselham as normas classicas estabelecidas ao efeito’.

Segundo PETER F. DRUCKER'’, neste passo, o agente define a
situagdo e o objetivo, ou seja, além de identificar, analisar e sintetizar as

alternativas ou opcdes que possui, também, devera determinar aonde quer

chegar, as minimas metas; isso ¢ Uitil e essencial para as tomadas de decisdo ou
elei¢do. Segundo o autor, a causa mais corrente do erro de uma decisdo ndo
reside em que essa seja incorretamente apurada em seu comego, mas sim no
desvio posterior das metas. Isso também deve ser evitado por decisdes
automatizadas, cujas finalidades devem ser compativeis com as perspectivas
politicas dos agentes competentes.

E sob esse aspecto que ndo se pode deixar enganar. Embora,
materialmente, seja o programador o ser humano responsavel pelo
condicionamento das decisdes a serem editadas pelo sistema, essa atividade &,
tdo somente, de carater material. Sob o aspecto juridico, o que se faz ¢
sistematizar os critérios proprios do agente competente que, sob uma
antecipagdo, permite a conjugacdo de critérios para a automatizagdo dos atos
administrativos''. Em outras palavras, adianta-se a subjetividade publica para,
no cotidiano, vincular-se a atuagdo administrativa. Vinculagdo essa que sé sera
devidamente exercida se adequada as pretensdes, obviamente legitimas, do
agente competente, sob sua propria responsabilidade, perante os administrados.

Definir os objetivos obriga que a tomada de decisdo seja: possivel
juridica e fisicamente; licitamente determinante ou determindvel em relagdo as
normas, comandos ou politicas; visivel e compreensivel; realizdvel em fato e
direito (resultado legitimo) e utilizdvel; determinante ou determinével, também,
em recursos humanos, materiais, econdmicos e financeiros; incidente sobre a
possibilidade, complementével, utilidade, certeza e durabilidade do resultado;

® DRUCKER, Peter F. La decision eficaz. Harvard Business Review: la toma de decisiones.
Barcelona: Deusto, 20006, p. 6, “The effective decision”, publicado originalmente em janeiro-

fevereiro de 1967.

"% Idem, Ibidem.

" H4, portanto, que concordar-se com MIREN SARASIBAR IRIARTE (IRIARTE, Miren
Sarasibar. La Cuarta Revolucion Industrial: el Derecho Administrativo ante la inteligencia
artificial. Revista Vasca de Administracion Publica. Navarra, n. 115, p. 377-401, Sep./Dic.,
2019, p. 399), para quem
no en la persona digital”.

‘

‘el foco de atencion debe situarse en la persona, en el ser humano,
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conforme e congruente com a finalidade que deve ser alcangada; licito enquanto
respeitoso e satisfatorio do que atribui, ndo usurpando, destruindo ou danando,
sacrificando se necessario e com minimo dano, protegida como interesse
legitimo ou como direito da pessoa, formagdes sociais, entes, comunidades e
sociedades; qualitativa e quantitativamente (tecnicamente) valida e respeitosa
do interesse primdario (desenvolvimento econdmico, saude, sanidade,
seguridade, tutela do meio ambiente, direitos fundamentais); com um desenho
detalhado, pormenorizado e aberto a mais detalhes, particularidades e
especificacdes que melhorem a justica e a eficiéncia.

Tais exigéncias evidenciam o quanto ¢ dificil criar decisdes
automatizadas em sede administrativa. Estes desafios, todavia, jamais poderdo
ser dados como incontornaveis sob a justificativa de incompatibilidade do
proprio sistema. A razdo ¢ clara: se a decisdo pela automagdo prejudica o
exercicio da atividade administrativa como deveria sé-lo sob perspectiva do
agente competente, obviamente condicionada perante os parametros
jurisvalorativos do ordenamento vigente e sob a finalidade de atingimento de
melhor forma aos interesses publicos, parece Obvio que a
autaincompatibilidade ndo pode ser considerada, a titulo de circunstancia fatica,
como elemento relevante para o exercicio da atividade administrativa. A
reflexdo parece 6bvia, mas ndo € raro que se depare com situagdes nas quais a
Adminsitracdo alega a impossibilidade de atingir certa medida, propria para o
alcance das metas que foram, ou que ao menos deveriam ter sido, tracadas, sob
a justificativa de limitagdo dos sistemas operados. Essas situacdes revelam a
ilegitimidade da decisdo pela automagdo das decisdes, cuja tutela concreta ha
de poder ser buscada pelas vias recursais ou perante o Poder Judiciario.

Conforme leciona ITALO S. VEGAlz, um sistema, para ser util, deve
operar sob um pensamento racional, programado a partir de inferéncias
proposicionais que lhe permitam fornecer respostas coerentes umas com as
outras. Isso, todavia, traz um grande desafio, uma vez que a realidade fética,
dificilmente, € possivel de ter a sua complexidade reduzida a inferéncias logicas
capazes de alimentar o sistema programado sob no¢des de supervised learning
ou de, minimamente, serem por ele mesmo aprendidas, sob as ideias de

2 VEGA, Italo S. Inteligéncia artificial e tomada de decisio: a necessidade de agentes externos.
In: FRAZAO, Ana; MULHOLLAND, Caitlin. Inteligéncia artificial e direito: ética, regulagio
e responsabilidade. Sdo Paulo: Revista dos Tribunais, 2019, p. 109-111.
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unsupervised learning ou reiforcement learning”. Ao tentar apreender a
realidade, muitas vezes o sistema passa a ndo conseguir mais processar
resultados uteis com base nas inferéncias por ele captadas, provocando
contradicoes.

Essa percepcao se constitui no proprio efeito do chamado Teorema de
Godel, sob o qual um sistema, para ser coerente, ndo pode ser completo. A
completude €, justamente, oposta a coeréncia, de modo que essa, diante da
complexidade a ser formada, haver4 de ser buscada por um agente regulador
externo.

Trazendo para o cenario do direito, parece claro que a concretizagao de
uma decisdo justa, que haverd de ser formada a partir da nocdo da igualdade
material, devera ser o norte perseguido pelo agente humano que, exercendo sua
competéncia, decidiu agir através da utilizacdo de inteligéncia artificial. Assim
sendo, serd seu dever a supervisdo constante sobre a atuagdo do sistema, ainda
que para sua remodelagem, sempre quando os pardmetros da tecnologia
empregada j& ndo mais atenderem as expectativas do agente competente ou da
sociedade que, submetendo-se ao tratamento pela maquina, enxerga-se em uma
relacdo juridica perante o orgdo ou perante a entidade estatal.

ARISTIDE POLICE" refere que tal etapa é um passo que “consiste in
un ragionamento concretizzante che si indirizza alla individuazione dei fini”.
Segundo o autor, neste ponto, os objetivos sdo muitos e faz-se necessario criar
uma escala de preferéncias, que se pode denominar escala preferencial. Essa
escala, porém, ndo ¢ completa, porque ndo ¢ equivalente a selecionar um
objetivo tnico. E, portanto, limitada, pois elimina certos propositos para os

> VALTER SHUENQUENER DE ARAUJO, BRUNO ALMEIDA ZULLO ¢ MAURILIO
TORRES (ARAUJO, Valter Shuenquener de; ZULLO, Bruno Almeida; TORRES, Maurilio.
Big Data, algoritmos e inteligéncia artificial na Administracdo Publica: reflexdes para a sua
utilizagdo em um ambiente democratico. A&C — Revista de Direito Administrativo &

Constitucional, Belo Horizonte, a. 20, n. 80, p. 241-261, abr./jun. 2020, p. 247) ensinam que
ha trés modalidades de machine learning: a) supervised learning, pela qual os dados sdo
“rotulados” para instruir a maquina em relagdo a quais padrdes ela deve procurar; b)
unsupervised learning, pela qual os dados ndo possuem rotulos; a maquina procura por conta
propria, dentre os inputs fornecidos, os padrdes que puder encontrar e c) reinforcement
learning, pela qual o algoritmo aprende por tentativa e erro para alcangar um objetivo
determinado, sendo recompensado ou penalizado pelo resultado.

4 POLICE, Aristide. La predeterminazione delle decisioni amministrative: gradualita e

trasparenza nell’esercizio del potere discrezionale. Napoli: Edizioni Scientifiche Italiane, 1997,
p- 93,97 e 98.
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quais oferece a menor utilidade. Outros fins sdo, assim, ordenados em uma
escala preferencial que requererd maior concretizagao.

E, nesta fase, que se estabelecem os critérios e subcritérios para que
logo se apliquem aos fatos. Para DENIS J. GALLIGAN'®, ao estabelecer
critérios, as operacdes de discernimento ou ajuizamento sdo efetivadas.
Segundo o autor, ha margem de liberdade nesta etapa porque a norma deixa
espaco para uma interpretacdo variavel ou porque se deixa ao agente publico
uma margem para criar pardmetros por si mesmo. Tal margem ¢ o que ANDRE
SADDY denomina de apreciatividade administrativa'®.

Aqui, o agente deve dar sentido aos critérios e subcritérios realizados,
além de estabelecer um ranking de importancia por meio de um sistema de
pesos ou valores. O mesmo deve ser feito em decisdes automatizadas, da qual
se espera a atuacdo nao em mera substitui¢do ao agente publico, mas em propria
relacdo de presentar-lhe. Em outras palavras, ao relacionar-se com a maquina,
o administrado estara relacionando-se, em realidade, com o proprio orgdo ou
entidade, cujo exercicio s6 podera, de fato, realizar-se mediante a figura do
agente publico. Opera-se, assim, uma verdadeira ficcdo, como todas as
realidades constituidas pelo direito, mas de maneira mais marcante do que
ocorre muitas vezes: ha uma verdadeira interagdo entre o cidaddo, ou quaisquer
que sejam os sujeitos passivos da decisdo administrativa, e o proprio agente
administrativo. E com a sua selegdo de critérios que operar-se-4 a maquina. Os
defeitos de ponderagdo por ela cometidos serdo os seus defeitos de ponderagao,
na linguagem de DAVID DUARTE"’,

ANTONIO FRANCISCO DE SOUSA'® esclarece que os elementos
reunidos ndo t€m todos os mesmos valores ou pesos. Diferencia o autor os
elementos publicos dos privados, positivos e negativos, objetivos e subjetivos.
Relativamente a cada um, deve ser encontrado seu preciso valor e peso. Tal

'S GALLIGAN, Denis J. Discretionary powers: a legal study of official discretion. Oxford:
Clarendon Press, 1990, p. 9-11.

16 SADDY, André. Apreciatividade e discricionariedade administrativa. 2. ed. Rio de Janeiro:
CEEJ, 2020.

7 DUARTE, David. Procedimentalizacdo, participacio e fundamentacio: para uma

concretizacdo do principio da imparcialidade administrativa como pardmetro decisério. Lisboa:
Almedina, 1998, §§14, 15 16 ¢ 17, p. 403 a 478.

13 SOUSA, Anténio Francisco de. A Discricionariedade Administrativa. Lisboa: Danubio, 1987,
p- 321.
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processo ¢, para o ser humano, natural, apesar de influenciado por diferentes
fatores fenotipos.

Para TOMAS-RAMON FERNANDEZ RODRIGUEZ", tal processo
ndo ¢ uma formula matemaética, mas, por ser um ‘‘terreno incierto y movedizo”,
parece que tal forma de proceder ¢ melhor que nada na medida em que contribui
a estruturar a forma de decisao.

Segundo ANTONIO FRANCISCO DE SOUSAZO, em relacdo ao peso
ou ponderacdo dos interesses, deve ser feito um balango final. Essa operagdo
ndo €, na pratica, menos complexa que as anteriores. Os valores encontrados
para cada elemento t€m natureza (moral, cultural, politica ou econémica) e
intensidades diferentes. Esses valores podem se refletir positiva ou
negativamente na decisdo final. Diante da lei, qualquer das decisdes possiveis
¢ integralmente correta e tem, por isso, 0 mesmo valor juridico que as demais.

Com tal adogdo de critérios (pesos ou valoracdo) poderd mesclar-se a
intui¢do. ARISTIDE POLICE*, por exemplo, afirma que, depois de realizada
uma perspectiva do problema a resolver, o agente publico devera criar uma
escala de valor. E essa consiste na selecdo entre dois valores concorrentes, 0s
da maioria da sociedade e outros. Na continuagdo, deve fazer uma série de
opgoes adicionais.

A criagdo dessa escala de valores nascera do programador e por ele,
juridicamente, sera incorporada & maquina. E apés a inclusdo desses valores,
todavia, que o sistema podera aprender e estabelecer os seus proprios critérios.
Todavia, insiste-se, assim como ocorre com o0s seres humanos, a maquina
podera se desvirtuar dos pesos e valores inicialmente estabelecidos decidindo
ndo s6 de forma contrdria as normas postas, mas também, contrdrias a
legitimidade e a licitude. O resultado dessas a¢des desvirtuadas serd um ato cuja
validade serd duvidosa e que exigira a sua verificagdo.

Sob esse olhar, o processo se torna bem mais complexo, pois relaciona-
se o funcionamento artificial, em larga medida, a pontos de vistas subjetivos,
cuja implantacdo exigird, por si so, a transversdo do modo de anélise para o

! FERNANDEZ RODRIGUEZ, Tomés-Ramoén. Del arbitrio y de la arbitrariedad judicial.
Madrid: Tustel, 2005, p. 124.

20 SOUSA, Anténio Francisco de. A Discricionariedade Administrativa. Lisboa: Dantbio, 1987,
p- 321.

2l POLICE, Aristide. La predeterminazione delle decisioni amministrative: gradualita e

trasparenza nell’esercizio del potere discrezionale. Napoli: Edizioni Scientifiche Italiane, 1997,
p. 93, 97.
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sistema a ser utilizado, ambiente no qual se estabelecerdo os pesos ou os valores
a cada elemento que deva ser levado em consideragao.

O risco, desses mecanismos, € justamente se, com a técnica do machine
learning, passar-se a encarar um cenario no qual a propria maquina se desvirtue
dos padrdes adotados e passe a agir sob padrdes alheios a fungdo para a qual
foi criada. A partir desse momento, toda edi¢do normativa vindoura que exija
um grau de discricionariedade, serd proferida com a validade maculada. Isso
porque ser4 adotavel a perspectiva de RICARDO MARCONDES MARTINS*
quanto aos atos produzidos em competéncia discricionaria cuja ponderagdo
tenha sido realizada de maneira equivocada ou que se tenha como discutivel a
finalidade a ser perseguida, justamente por ndo ter havido a implantacdo da
escala de maneira adequada. Essa constatacdo defeituosa propria de quando o
administrador ignora critérios valorativos que, necessariamente, deveriam ser
incorporados na edi¢gdo normativa artificial, corresponde ao que ROBERT
ALEXY?® reconhece como vicio de ponderacdo e maculara, por certo, o
resultado final, prejudicando a validade da norma editada, uma vez que o
desprendimento da méaquina dos critérios os quais dela se esperaria obediéncia,
por certo, ocasionard a absor¢cdo de valores de maneira ndo desejada no
processo decisorio. O resultado, de validade duvidosa, apos a ponderagdo do
material colhido, acabard por exigir a corre¢do do sistema, ou ao menos a
verificacdo de se a conduta adotada foi, de fato, aquela que seria diante da
adocdo de uma escala correta, que consagrasse aquilo que o administrador,
sobre o qual incide o principio democratico, teria, legitimamente, com aten¢do
ao interesse publico, escolhido.

Esse fendmeno se torna mais claro apds a coleta das informacdes que
se sujeitardo a escala estipulada, que devera corresponder aos viéses valorativos
do proprio ordenamento, mas é necessario notar o seguinte: o sistema juridico,
possui, por expressas mengdes constitucionais, uma carga objetiva de valores
em abstrato. E inegavel que o direito & vida é, a priori, mais importante do que

22 MARTINS, Ricardo Marcondes. Conceito de ato administrativo, p- 37-125. In: BACELLAR
FILHO, Romeu Felipe; MARTINS, Ricardo Marcondes. Tratado de direito administrativo: ato
administrativo e procedimento administrativo. 2. ed. Sdo Paulo: Thompson Reuters Brasil,
2019, p. 272-276.

2 ALEXY, Robert. Vicios no exercicio do poder discricionario. Revista dos Tribunais Sdo Paulo,
a. 89,v. 779, p. 11-46, set/2020, p. 35
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o direito a livre iniciativa, embora todos os valores estejam sujeitos as releituras
perante o caso concreto.

A partir deste ponto, pode-se tracar uma conclusdo preliminar,
justamente porque ¢ essa ordem objetiva de valores que formard a moldura
dentro da qual o administrador poderd definir valoracdes, sob nuances
subjetivas, a serem incorporadas no sistema®*. Nada condenavel, uma vez que
se trata do proprio exercicio democratico, concretizagdo do pluralismo politico
previsto pelo art. 1°, inc. V, da CRFB. O desvirtuamento da maquina dessa
escala tragada ndo pode ser tolerado pelo sistema. Em uma rustica analogia, é
0 mesmo que permitir que um decreto atentatdrio aos valores do ordenamento
seja reconhecido como valido, fundamentando a edi¢do infinita de varias
normas invalidas.

A possibilidade, no entanto, da verificagdo e da corre¢do da adogdo
equivocada da escala so6 serd possivel com a edicdo, de fato, dos atos
administrativos concretos, seja pela motivagdo a ser produzida, e acariciada
com a circunstancia fatica percebida, seja pelo efeito gerado. Para isso, sem
embargo, é necessario que seja realizada a absor¢do das informagdes a serem
valoradas. E o que se passa a verificar.

3. Opcao pelas formas e meios viaveis (coleta de informacao e elenco de
formas e meios preferentes)

Em seguida, o agente optara entre formas e meios materiais viaveis que
necessita utilizar. Fard, para tanto, a coleta da informacdo importante e
necessaria, além de uma selecdo das formas e meios preferentes para o fim que
deseja alcancar, desse modo, avaliando as vantagens e desvantagens de cada
uma. Aqui, o agente valorard a situagdo de fato, ou seja, estabelecera regras

2 Vale destacar a percepgdo de VANICE LIRIO DO VALLE (VALLE, Vanice Lirio do.
Inteligéncia artificial incorporada & Administragdo Publica: mitos e desafios tedricos. A&C —
Revista de Direito Administrativo & Constitucional, Belo Horizonte, a. 20, n. 81, p. 179-200,

jul./set. 2020, p. 194): Nao se pode desconsiderar, todavia, que o cenario de médio prazo, com
a incorporagdo de IA determinativa nas atividades estruturadas da Administracdo, sera o
deslocamento da fungdo administrativa para o campo do planejamento e estratégia — o que
reclamara decerto o emprego intenso do ferramental preditivo de que se disponha. O desafio
entdo sera de uma dupla accountability: a do sistema de IA, na identificagdo das operagdes
internas que levaram a predi¢do apresentada; e a do gestor, que diante de um quadro de cenarios
alternativos, formula a escolha administrativa.

129



Inteligéncia Artificial e Direito Administrativo

exitosas, avaliard, estimard rendimentos e julgara pessoas. Nesta fase, o que
fard ¢ uma reflexdo sobre o objetivo que se pretende, os caminhos para alcanga-
lo, 0os meios com que se conta e os problemas que suscitardo. Isso a automagao
terd muita dificuldade para implementar, a subjetividade aqui impera e mesmo
que o programador estabeleca critérios, a méaquina, com comportamentos
errados dos seres humanos, poderd submeter-se a pattern recognition
indevidamente, de modo que, quando da atuagdo correta do humano, a maquina
operara com inversdo de valores e entenderd que o posicionamento certo,
equivocadamente, ndo ¢ devido, pois a maioria das pessoas apresentaram
condutas anteriores ilegais, ilegitimas ou imorais.

Para tornar esse processo possivel, primeiramente, deverd haver a
coleta correta de informagdo importante e necessaria, o que implica analisar a
informacdo disponivel e tomar medidas para encontrar a que falta. E um bom
principio ndo fazer escolhas ou tomar decisdes enquanto falte informacao.
Todavia, e linguagem s6 pode ser produzida perante as possibilidades féticas
presentes e, muitas vezes, niveis de informacdes sdo impossiveis de serem
alcangados com o tempo € com 0s recursos vigentes.

Aqui, € preciso diferenciar as informagdes necessarias das disponiveis.
Deve a maquina, tornando presente o agente competente, também, custodiar e
cuidar de toda documentagdo e informacao coletada ou a qual tenha acesso,
bem como conserva-la sob seu cuidado, impedindo ou evitando o uso, a
subtracdo, destruicdo, ocultagdo ou inutilizacdo indevidas. ARISTIDE
POLICE® menciona recopilagdo de informagdo relativa as linhas estruturais,
funcionais e de causalidade no ambiente a fim de determinar as possiveis
estratégias para cada situagcdo. A recopilagdo de informacdo deve servir,
também, para estabelecer, da maneira mais precisa possivel, a probabilidade de
que essas estratégias alcancem os objetivos perseguidos. Por ultimo, aduz esse
autor que a informacgdo deve ajudar a determinar o custo de cada uma dessas
estratégias com o beneficio da realizagdo dos fins. Afirma que: “la strategia
selezionata si deve distinguere per il piu piccolo costo e per la piu grande
probabilita di realizzazione ™.

% POLICE, Aristide. La predeterminazione delle decisioni amministrative: gradualita e

trasparenza nell’esercizio del potere discrezionale. Napoli: Edizioni Scientifiche Italiane, 1997,
p. 98.
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Com relacdo as informacdes, YVES MENY e JEAN-CLAUDE
THOENIG™ consideram que, muitas vezes, acessar ou conseguir a informagao
¢ complicado. Caso tenha tempo, pode essa ndo ser gratuita, o que significa um
custo de pesquisa para quem decide. Outras vezes, pode ndo ter tempo habil
para recopilar a informagdo. O preco que por ventura venha a pagar pode
significar tempo ou, caso dependa de terceiros que detenham a informacao,
quica tenha que devolver o favor.

Em seguida, h4 que enumerarem-se as formas e meios preferentes para
o fim almejado. Recorda-se que as formas e meios, comumente, estdo prescritos
na norma juridica. Para ser valida, portanto, precisa ser compativel com o que
expressamente dispde a norma. Qualquer auséncia ou inobservancia da forma
ou meio legalmente previsto para exteriorizar a vontade administrativa
caracteriza um vicio suscetivel de ser controlado. Ademais, quando enumera as
formas e meios preferenciais, estard o agente, subordinado a imperativos de
eficiéncia, pois o que toma a decisdo terd de encontrar o melhor meio tendente
a concretizar o fim*’. Esta etapa, também, revela uma margem de liberdade,
mas nao tdo grande quanto a anterior, pois terd suas opg¢des previamente
definidas, além de se estar diante de um dever juridico tendencialmente
imperfeito, por ser desprovido, quase sempre, de sangdes.

As formas e meios devem, portanto, ser coerentes, ndo permitindo que
se opte por uma entre as alternativas ou op¢des de forma desproporcionada, ou
seja, a forma e o meio devem ser idoneos. Apenas a coeréncia ndo ¢ suficiente
para que a forma e o meio sejam validos, devem, também, ser consistentes e
compativeis com aqueles que expressamente dispdem a norma, comando ou
politica, isso quando existe disposi¢@o a respeito da forma ou meio e com os
objetivos a atingir. Por fim, a opgao pelas formas e meios deve ser publica no
sentido de publicidade, ou seja, deve ser transparente, além de seguir um
procedimento adequado.

Desse modo, coletada a informagao e enumerados todas as formas e
meios preferentes, deverd haver a geragdo de “opg¢des viaveis”. Portanto, terd
de passar de uma grande quantidade de possibilidades a um grupo reduzido de
opgOes vidveis, aquelas que sdo, de fato, praticaveis ou capazes de serem
realizadas em vista dos recursos disponiveis. E preciso recordar que se ¢ viavel,

26 MENY, Yves; THOENIG, Jean-Claude. Las politicas publicas. Barcelona: Ariel, 1992, p. 141.
27 AYALA, Bernardo Diniz de. O (Défice de) Controlo Judicial da Margem de Livre Decisio
Administrativa. Lisboa: Lex, 1995, p. 145-147.
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ha grande possibilidade de ser factivel. Tem, por isso, de comegar com o que ¢
correto, em lugar de com o que ¢ aceitavel. Termina-se optando pela forma e
pelo meio que utilizara para alcangar o fim perseguido, ou seja, fara a elei¢do
ou decisdo que, ao ser tomada, determinados critérios entrariam em jogo, tais
como: necessidade imperativa; aconselhdvel; e desejavel.

Devera o agente, em abstrato, buscar o condicionamento da maquina
para a avaliacdo de todas as possiveis consequéncias das alternativas ou opgdes,
comparar as consequéncias de cada elei¢do e realizar a elei¢do da solugdo mais
proxima ao resultado. ARISTIDE POLICE?® chama esta fase de “momento del
calcolo correttivo”. Para o autor, ¢ esta a fase em que se deve calcular e
comparar a utilidade e o custo de cada extremo com o custo da estratégia
correspondente. A utilidade de cada extremo diminui seus respectivos custos,
que se reduzirdo ainda mais pelo custo da estratégia. O efeito dessa operagdo
serd a correcdo e a concretizagdo da escala preferencial. Eleger-se-4, segundo o
autor, a alternativa ou op¢do que seja mais util e menos custosa para o fim
perseguido e que oferega uma melhor oportunidade de éxito.

E necessério que, nessa fase, insiste-se, ndo se reconheca como
impecilho caracteristicas provenientes da incompatibilidade do proprio
sistema. Como se disse, se o adota para facilitar a realizacdo da atividade
administrativa, de maneira que seu descabimento ¢, antes que produtor de
solugdes limitadas, ilegitimo por si s0, convertendo a atividade em uma grande
realidade deslocada das exigéncias do sistema. Aceitar de maneira contraria ¢
permitir que a Administracdo, ja deveras burocratica e pouco transparente, de
forma autoritaria, escape de seu dever de alcangar a concretizagdo do interesse
ponderado dos cidaddos.

Assim sendo, jamais podera o administrador, no futuro, valer-se da
automagdo para justificar a validade do agir estatal. O sistema ndo é um
sandbox para a experimentacdo de valores ndo vigentes no sistema juridico-
constitucional. H4 sempre que prevenir-se, assim, da possibilidade de
incorporar valores que possam produzir eventos parecidos com o que ocorreu
em Wisconsin State (quando o sistema Correctional Offender Management
Profiling for Alternative Sanctions — COMPAS foi acusado de ser racialmente
tendencioso, ndo obstante a solucdo por ele alcangada tenha sido confirmada

2 POLICE, Aristide. La predeterminazione delle decisioni amministrative: gradualita e

trasparenza nell’esercizio del potere discrezionale. Napoli: Edizioni Scientifiche Italiane, 1997,
p- 93 ¢ 98.
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pela Suprema Corte dos Estados Unidos)*’ ou com a Amazon, quando teve seu
robo, cuja fungdo projetada se referia a analise de curriculos, passou a realizar
resultados a partir de valoragdes de cunho machista, rejeitando candidatas
mulheres, o que gerou seu abandono em 2015°.

Na automatizagdo, deve-se averiguar se 0s custos econdmico-
financeiros da decisdo resultam excessivos em comparacdo com outros
interesses em jogo. A maquina tem de fazer um exame comparativo das
vantagens e inconvenientes e ponderar a melhor escolha, sem substituir a
vontade administrativa. Deve analisar, também, os efeitos positivos que
produzem e os efeitos negativos que geram e confronta-los. Apenas se os custos
forem excessivos em comparagdo com os beneficios € que a atuacdo ndo deve
ser realizada, e outra deve assumir o seu lugar. Ressalta-se, nesse aspecto, que
a Administracdo deve sempre atuar com eficiéncia. Os recursos disponiveis ndo
sdo ilimitados, logo a Administracdo deve alocar seus recursos de tal maneira
que se alcance o maior bem-estar possivel.

Quando elege, decide, sobre a utilizagdo da forma e do meio
preferencial, devera atender aos respectivos inconvenientes e vantagens — as
consequéncias de cada decisdo, que constata a decisdo escolhida com o critério
de seu objetivo e que sopesa os riscos em contraposi¢do aos beneficios. Aqui,
pontuando-se que avaliar os riscos significa pensar em todas as consequéncias
que podem ser manifestas ou latentes. As primeiras sdo as que, em principio,
pode-se prever quando se toma uma decisdo. J4 as segundas sdo diferentes pelo
fato de que ndo sdo tdo provaveis, nem claramente possiveis. A maquina deve
realizar a ponderacdo que seria realizada pelo agente competente, verificando
a importancia entre os interesses publicos e privados, além de optar pela decisdo
mais favoravel ou menos gravosa. Igualmente, deverd levar em consideracao
todos os aspectos relevantes para a decisdo evitando ser influenciada por
aspectos irrelevantes. O relevante ¢ analisar todos os interesses, fatores e
questdes em jogo.

2 ARAUJO, Valter Shuenquener de; ZULLO, Bruno Almeida; TORRES, Maurilio. Big Data,
algoritmos e inteligéncia artificial na Administragdo Publica: reflexdes para a sua utilizagdo
em um ambiente democratico. A&C — Revista de Direito Administrativo & Constitucional,
Belo Horizonte, a. 20, n. 80, p. 241-261, abr./jun. 2020, p. 257.

3% Sobre o caso, tem-se material disponivel em: hitps:/super.abril.com.br/especiais/os-6-grandes-
mitos-da-inteligencia-artificial/. Acesso em 16 de novembro de 2011.
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Pode ocorrer que se verifique o erro ou o dolo no momento da tomada
de decisdo. Aquele vicio leva a uma presungao relativa de ilegitimidade do ato,
de modo que pode ser possivel que o administrador, no caso aquele controlador,
se manifeste e, assim, reconheca que, embora tenha considerado elementos a
mais — excesso de ponderagdo -, elementos a menos — falta de ponderagao -, ou
se equivocado quanto a atribui¢do dos pesos, seria justamente aquela a sua
decisdo sob um procedimento correto’'.

Em oposicao, verificada a presenca de elemento volitivo doloso, surge
uma presuncao absoluta quanto ao vicio de validade do ato editado, uma vez
que jamais serd possivel o ingresso a psiqué do agente para verificar-se se a
medida adotada seria, perante a falta de dolo, aquela acreditada como a melhor
a alcangar os interesses publicos.

Nao se esta a dizer que goza, a maquina, de elemento volitivo. Tal
caracteristica € propria dos seres humanos, cujas condutas busca o direito dosar,
ainda que por intermédio de sancdo as agdes atribuidas a pessoas juridicas,
conforme licdes de HANS KELSEN*’. Mas as reflexdes elucidam a
importancia da defesa de tantos autores que se debrugam sobre o tema da
inteligéncia artificial quanto ao fato de que o sistema utilizado seja sempre
aberto a possibilidade de auditamento®. Isso porque, serd por meio de
auditorias que verificar-se-a se, de fato, o sistema adotado atende as
perspectivas do administrador quanto a analise e a atribui¢do de valores ao caso
concreto.

Nado é por mero amor ao debate, portanto, que o “principio de
transparencia, imparcialidad y equidade”, que permita a compreensdo e o
controle por auditorias externas, foi explicitado no teor da Carta de principios

3l MARTINS, Ricardo Marcondes. Conceito de ato administrativo, p- 37-125. In: BACELLAR
FILHO, Romeu Felipe; MARTINS, Ricardo Marcondes. Tratado de direito administrativo: ato
administrativo e procedimento administrativo. 2. ed. Sdo Paulo: Thompson Reuters Brasil,
2019, p. 276-279.

32 KELSEN, Hans. Teoria pura do direito. Sdo Paulo: Martins Fontes, 2000, Capitulo IV, itens 6
e’7.

33 Por todos: PINTO, Henrique Alvez. A utilizagdo da inteligéncia artificial aplicada ao processo
de tomada de decisdes: por uma necessaria accontability, p. 491-510. In: PINTO, Henrique;
GUEDES, Jefferson Carts; CESAR, Joaquim Portes de Cerqueira (coords). Inteligéncia
artificial aplicada ao processo de tomada de decisdes. Belo Horizonte: D’Placido, 2020.
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quanto a Inteligéncia Artificial da Comision Europea para la Eficiencia de la
Justicia (CEPEJ) del Consejo de Europa®.

Verificado o funcionamento inadequado, ¢ possivel que o
administrador reveja o processo de decisdo e confirme ou negue a escolha
efetuada de maneira automatica. Perante a impossibilidade de auditoria, sem
embargo, ha duas situagdes que podem ser verificadas: se constatado que essa
impossibilidade decorreu da vontade do préprio administrador, serd maculado
em definitivo o ato editado. Todavia, se verificada que essa impossibilidade
decorre de erro de programacdo, inclusive quando a uma evolugdo
descontrolada do procedimento de machine learning, poderd o administrador
rever a edicdo, sendo inegével que sobre ele recaird um Onus maior pela
reafirmagdo se comparada a hipotese de quando o erro puder ser verificado pela
propria auditoria, uma vez que exigir-lhe-4 a demonstracdo mais cirurgica
quanto ao procedimento que o levaria ao mesmo resultado.

E importante, ainda, entender que a capacidade para gerar o inventario
de informacdes e elenco de formas e meios preferentes varia em relagdo a cada
individuo, mas a maquina tem uma capacidade muito maior que qualquer
humano. Por isso deve ser programada para dispor de uma massa consideravel
de informagdes, formas e meios. Quanto mais complexo parece o problema,
mais decantada parece a situagdo e mais dispostos se mostram esses a atuar.

Dessa maneira, inverte-se a logica dantes apresentada. Se a
incompatibilidade da méaquina ndo pode ser considerada circunstancia fatica a
favor da legitimidade da decisdo limitada, a possibilidade da maquina de reter
e processar informacdes em maior escala, oriundas do metaverso de Big Data,
deve ser reconhecida como circunstancia fatica que exija, sim, a produgdo de
atos administrativos mais complexos. Como afirma VANICE LIRIO DO
VALLE®, ¢ quase que intuitivo o fato de que se aumenta o énus argumentativo
de quem decide, diante de um quadro de efeitos possiveis de andlise complexa
ou ainda de uma indicacdo da inteligéncia artificial que ndo ratifique o
encaminhamento que tinha a predile¢do do agente decisor.

3% IRIARTE, Miren Sarasibar. La Cuarta Revolucion Industrial: el Derecho Administrativo ante
la inteligencia artificial. Revista Vasca de Administracion Publica. Navarra, n. 115, p. 377-401,
Sep./Dic., 2019, p. 399.

3 VALLE, Vanice Lirio. Inteligéncia artificial incorporada 4 Administragio Publica: mitos e

desafios tedricos. A&C — Revista de Direito Administrativo & Constitucional, Belo Horizonte,
a. 20, n. 81, p. 179-200, jul./set. 2020, p. 194.
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Como dito, ¢ a realidade imperante que ditard até que distincia a
linguagem humana pode alcangar o evento fenoménico. Com a possibilidade
de recortar o evento social de maneira mais complexa, ndo ha razdo para quitar-
lhe o dever do administrador, ainda que em abstrato, em promover a
configuragdo sistémica para tal. Em outras palavras, se se optou pelo uso da
inteligéncia artificial, ¢ necessario que esse uso seja em prol dos interesses
publicos, ndo em prol da fuga dos interesses dos cidaddos. Se assim agiu, ¢
porque se buscou gerar, na populacdo, a confianca de que as decisdes
alcancariam um grau de complexidade maior em prol, justamente, de uma
maior igualdade material. E o efeito: quanto mais complexo o sistema, mais
informacgdes se processam e maior a possibilidade de decisdes distintas, o que
favorece a producdo de decisdes distintas, mais bem adequadas as situacdes
concretas, todas igualmente validas. E a igualdade material pesando mais do
que uma mera e fria seguranca juridica, desatenta, muitas vezes, as angustias
sociais.

4. Determinaciao do momento de utilizacdo das formas e meios

Nao se pode olvidar que caberd ao agente, presentado ou ndo pela
maquina, o dever de determinar o momento de utilizagdo das formas e dos
meios selecionados e escolhidos para o fim que almeja. Encontrar o momento
perfeito ndo ¢ tarefa facil. Nem sempre o melhor momento é o diligente.
Normalmente, o agente publico tem o dever de cumpritr com a maxima
diligéncia o servigo que lhe seja encomendado, além de abster-se de qualquer
ato ou omissdo que cause a suspensdo ou deficiéncia de dito servigo ou
implique abuso ou exercicio indevido de sua fungdo. A decisdo é rdpida quando
se adota com a prontiddao necessaria para alcangar o objetivo perseguido.

A decisdo adotada antes de tempo € prematura e, as vezes, prejudicial.
A decisdo tomada tardiamente, por sua vez, ¢ inoperante, quando ndo € nociva.

A dita oportunidade administrativa, refere-se ao melhor momento para
a pratica da agdo administrativa considerando as circunstancias na ocasido. Para
BERNARDO DINIZ DE AYALA™, estar-se-a diante de uma prética de grande
margem de liberdade, pois sdo raras as ocasides em que se regula o momento
exato em que a acdo deve ser praticada.

3% AYALA, Bernardo Diniz de. O (Défice de) Controlo Judicial da Margem de Livre Decisdo
Administrativa. Lisboa: Lex, 1995, p. 145-147.
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A méquina deve ter em considera¢io o que JOHN ADAIR®’ chama de
Ponto de ndo Retorno (PNR), que € o ponto no qual custa mais voltar atras ou
trocar de escolha que continuar com uma decisd@o que se revelou imperfeita.
Embora muitas vezes essa constatacdo seja impossivel ao ser humano, a
complexidade da méquina poderd delimitar melhor um momento mais
adequado para a geracdo dos efeitos devidos. A fisica quantica ensinou a
humanidade que as previsdes categéricas muitas vezes sdo impossiveis, mas €
inegavel que a gestdo de riscos a ser operada pelo sistema alcanga niveis de
precisdo mais altos. Isso esclarece uma exigéncia: dentro das informacgdes a
serem colhidas pela maquina, é necessario que se lhe permita identificar os
riscos da eficacia de um ato administrativo, baseados em uma escala valorativa
especifica que lhe permita tragar os melhores momentos de atuagdo. Nada mais,
nada menos, do que um aprofundamento especial de técnicas ja presentes em
programas de conformidade.

5. Aplicar as formas e meios escolhidos aos fatos (conversido da decisio em
acio)

Uma vez identificadas, analisadas e sintetizadas todas alternativas ou

opgoes, enumerados formas e meios, selecionada a opgdo entre as formas e os
meios pensados e determinado o momento de sua utilizacdo, faltara ao agente,
ou a maquina, aplicar as formas e os meios aos fatos; e para que esta se converta
em decisdo efetiva, requerer-se-4 a agao.

Diante, portanto, dos elementos dignos de serem levados em
consideragdo, devidamente pesados ou valorados, e da individualizagdo de uma
ou mais normas em que a tomada de decisdo devera se basear, a Administragao,
como bem ressalta BERNARDO DINIZ DE AYALA38, deverd eleger, de
acordo com seus proprios critérios e ponderacdo, entre todos os interesses em
jogo, uma entre as vdrias solugdes legalmente admissiveis. Ao que o autor
completa: “se assim ndo for, de duas uma: ou estamos perante uma drea de
actuagdo vinculada, ou entdo encontramo-nos em face de uma modalidade de

’»

autonomia publica diferente da discricionariedade ‘proprio sensu’”.

37 ADAIR, John. Toma de decisiones y resolucién de problemas. Barcelona: Nuevos
Emprendedores, 2008, p. 44.
3% AYALA, Bernardo Diniz de. Op. Cit., p. 133.
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E importante entender que muitas vezes a maquina decidird, mas nio
executara a decisdo. Os verbos, todavia, ndo sdo excludentes, mas submetidos
a apreciagdo da autoridade competente. O sistema que decide, mas ndo executa
a acdo. Nao ¢, todavia, obstado ao administrador em permitir a configuragao de
modo contrario.

Hé4 que se esclarecer: a atuagdo s6 podera ocorrer, juridicamente,
mediante decisdo. E para essa que se ouve o administrado. Apés ela, é apenas
execucdo material, hipdtese cuja realizacdo por maquinas ja era aceita pela
doutrina.

DENIS J. GALLIGAN® reconhece uma margem de liberdade nesta
etapa, pois o agente pode ou ndo estar obrigado a aplicar os critérios e tomar
uma decisdo que poderd ser feita de distintas formas. E significa que, nesta
etapa, o agente praticara ou ndo a a¢do, ou a realizard de determinada maneira
ou ndo. Aqui, a apreciatividade, nos termos defendido por ANDRE SADDY, é
a agdo final, e ndo um elemento ou etapa no curso da decis@o. Assim, uma coisa
¢ aplicar, e outra ¢ criar critérios e subcritérios, os quais estdo alheios a
intervencdo do Poder Judicidrio.

Nao podera nessa etapa a maquina praticar ou ndo alguma forma de
inatividade administrativa abusiva, como, por exemplo, ignorar, ou seja, ndo
fazer caso de algo ou de alguém intencionalmente. Aqui ndo importa se a
atuacdo possui carater definitivo, isto €, até que o administrado deixe de
solicitar o que necessita ou o objeto da solicitacdo deixa de existir; ou se a
atuagdo possui carater temporal, ou seja, até que dé vontade ao agente e este,
pela maquina, atue®.

Optando o administrador por atuar, ainda que tal opcao seja, por ficcao,
comunicada pela maquina, devera seguir a forma e o meio estabelecido no

3 GALLIGAN, Denis J. Discretionary powers: a legal study of official discretion. Oxford:
Clarendon Press, 1990, p. 9-11.

40 para EDUARDO JORDAO (JORDAO, Eduardo. Controle judicial de uma Administracdo
Publica complexa: a experiéncia estrangeira na adaptacdo da intensidade do controle. Sdo

Paulo: Malheiros, 2016, p. 96), a decisdo de adotar ou ndo determinada medida envolve
consideragdes sobre a organizagdo de tempo, pessoal e recursos das autoridades
administrativas. Segundo o autor, nas jurisdi¢des estudadas por ele, a inacdo ndo deve ser
controlada pelo Judiciario. Afirma que a principal razdo esta no fato de que a decisdo de ndo
agir normalmente envolve uma complicada ponderagdo de varios fatores, a qual ¢ mais bem
realizada pela autoridade administrativa. Por certo que existem excegdes, cita, por exemplo, a
inagdo recorrente e sistematica.
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momento imaginado, ademais, devera estar claro de ndo ser abusiva a decisdo.
E esta etapa a fase da implementagdo. Trata-se de converter as opgdes
realizadas em agoes, restando os tomadores das decisdes responsaveis por suas
condutas.

Nao poderd, assim, haver acdo com objetivo alheio a qualquer dos
interesses publicos, sejam estes gerais — canalizados por normas coativamente
impostas, por valores consensualmente aceitos e pela moral — ou especificos —
definidos pela constituicdo e objeto de concretizacdo pela lei; ou, quando
inclusive buscando um dos interesses publicos, fazé-lo mediante uma agdo cujo
destino seja diverso, deliberada ou involuntariamente, da norma.

O agente deverd determinar o condicionamento da maquina para nao
recusar uma solicitagdo de um cidaddo se esta obrigado a receber sua peti¢do
ou, na auséncia dessa possibilidade, instruir o orgdo a aceitar a solicitagdo para
fins de corre¢do daquilo que ndo pode ser alcangado pelo sistema. Ademais,
tampouco deverd enganar-lhe, dar-lhe informagdo equivocada, nem
proporcionar-lhe impressos (formularios, por exemplo) inadequados, mas
permitir que a relagdo se opere sob linguagem clara para o cidadao médio, pelo
menos*'.

Nao se pode olvidar que as relagdes juridicas sdo relacdes
comunicativas, voltadas para a dire¢do dos comportamentos humanos, com
efeitos fenoménicos e sociais. Por essa razdo, o Direito se utiliza, por diversas
vezes, da linguagem comum ou natural, de maneira a permitir um minimo de
aproximag¢do com a linguagem social que possa facilitar a traducdo das
linguagens®”. JUAREZ FREITAS®, por sua vez, chega a afirmar que a nio
oferta de explicagdes sobre a intimidade do processo decisorio algoritmico, na
seara publica, a favor da opacidade dolosa genérica, configura, no limite, uma
espécie de improbidade administrativa, por violagdo ostensiva aos principios
constitucionais.

* LACERDA, Bruno Torquato Zampier. A fungio do direito frente 4 inteligéncia artificial, p.
88. In: BARBOSA, Mafalda Miranda; NETTO, Felipe Braga; SILVA, Michael César;
FALEIROS JUNIOR, José Luiz de Moura. Direito digital e inteligéncia artificial. Indaiatuba:
Foco, 2021, p. 81-95.

*2 FLUSSER, Vilém. Para uma teoria da tradugdo. Revista Brasileira de Filosofia. Sdo Paulo, v.
XIX, f.. 73, p. 16-22, 1969.

43 FREITAS, Juarez. Direito Administrativo e inteligéncia artificial. Interesse Publico — IP, Belo
Horizonte, ano 21, n. 114, p. 25, mar./abr. 2019.
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Com a inteligéncia artificial, sendo absorvida na seara da
Administracdo Publica, é necessario que se passe a encarar a complexidade
propria do arranjo como um desafio a ser desviado para que a transparéncia e a
isonomia ndo restem prejudicadas. Em um pais onde mais de 12 milhdes de
domicilios ainda ndo tém acesso & internet*!, a adogdo de inteligéncia artificial
sem o fornecimento de projetos de explicacdo ou vias alternativas a
participag¢io dos administrados se converte em uma clara politica de exclusio™.

E por essas razdes que se percebem os motivos que justificam o fato de
que, pelo art. 2° do Projeto de Lei n® 5.961/2019, procura-se positivar, como
principios da Politica Nacional de Inteligéncia Artificial, a transparéncia, a
seguranca e a confiabilidade nas decisdes. De maneira ndo distinta, o art. 6° da
Lei Geral de Prote¢do de Dados dialoga com a questdo, uma vez que define,
por meio dos incisos IV e V, que aos titulares dos dados tratados, deve ser
assegurado a clareza e a precisdo das informagdes referentes ao tratamento
disposto, sendo-lhes garantido o direito de revisdo de decisdes tomadas
unicamente com base em tratamento automatizado de dados pessoais que
afetem seus interesses, cujas informagdes deverdo ser prestadas pelo
controlador, ou seja, a quem competem as decisdes referentes ao tratamento de
dados pessoais, sob pena de promogdo de auditoria promovida pela Agéncia
Nacional de Protegdo de Dados (ANPD). E o que reza o teor do art. 20, caput
e §§, do mesmo diploma“.

* Informagdes colhidas do portal oficial do Ministério das Comunica¢des do Governo Federal.
Disponivel em: < https://www.gov.br/mcom/pt-br/noticias/2021/abril/pesquisa-mostra-que-
82-7-dos-domicilios-brasileiros-tem-acesso-a-internet>. Acesso em 15 de novembro de 2021.

* K clara a seguinte ligio: “En este mismo sentido, para consolidar la confianza, los ciudadanos
también necesitan comprender de qué modo funciona la tecnologia, de ahi la importancia de la
investigacion sobre el método de explicacion de los sistemas de IA que por otra parte deberian
ser lo mas sencillos posible. Al igual que ocurre con cualquier otra tecnologia o herramienta,
la IA puede utilizarse para fines positivos, pero también para fines malintencionados. Si bien
la IA proporciona claramente nuevas oportunidades, también plantea retos y genera riesgos,
como la seguridad y la responsabilidad, la proteccion (frente a usos delictivos o ataques) o la
discriminacion”. (IRIARTE, Miren Sarasibar. La Cuarta Revolucion Industrial: el Derecho
Administrativo ante la inteligencia artificial. Revista Vasca de Administracion Publica.
Navarra, n. 115, p. 377-401, Sep./Dic., 2019, p. 398). O autor ainda destaca que “la Ley
39/2015 regula la posibilidad de que el ciudadano se rela cione con la Administracion de modo

digital pero no obliga a que sea asi. Es una posibilidad, no una imposicion”. (Idem, p. 399).

% CAITLIN MULHOLLAND e ISABELLA Z. FRAJHOF (MULHOLLAND, Caitlin e
FRAJHOF, Isabella Z. Inteligéncia artificial e Lei Geral de Protecdo de Dados, p. 273/274. In:
FRAZAO, Ana; MULHOLLAND, Caitlin. Inteligéncia artificial e direito: ética, regulacio e
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Do mesmo modo, ndo se poderia aceitar a adaptagdo das pesquisas
sobre o solicitado para que as solicitacdes possam ser ou ndo concedidas.
Tampouco poderéd organizar-se os recursos e deferir as solicitagdes de acordo
com os servigos disponiveis, ou até mesmo inclusive negociar um direito com
o administrado para alcangar um consenso. E, para terminar sem estender mais,
ndo podera, em absoluto, vender sua eleicdo ou decisdo, além de estar proibido
de fazer com que suas decisdes dependam de prestacdes do administrado que
ndo tenha qualquer relacdo com a decisdo em questdo. Em quaisquer desses
casos, deve o juiz considerar maculada a conduta.

YVES MENY e JEAN-CLAUDE THOENIG"" asseveram que: “lo
esencial para quien debe decidir es concentrarse en el problema, en el
contenido de las alternativas y las preferencias, y en la eleccion de un buen
criterio, adecuado a ese contenido. Decidir consiste en maximizar u optimizar
los resultados en relacion con los costos, y las ventajas en relacion con los
inconvenientes”.

Uma decisdo automatizada somente serd legal se a medida for
necessaria diante da situacdo de fato e das informag¢des conhecidas pelo agente,
ou que tal possibilidade seja conferida, antecipadamente, & maquina operante
no momento no qual a mesma foi adotada.

A funcdo desempenhada pelo decisor quando esse ¢ humano, ou seja,
0 compromisso que assumiu diante da sociedade, estd composta pelas
expectativas e valores com os quais o0 meio pressiona o agente decisor. Trata-
se da propria manifestagdo do pluralismo e da concretizagdo do principio
democratico no cotidiano da Administragdo. O agente precisa,

responsabilidade. Sdo Paulo: Revista dos Tribunais, 2019) tragam um paralelo com a previsdo
do art. 20 da LGPD com o art. 22 do Regulamento Geral de Prote¢do de Dados Europeu.
Afirmam que, enquanto, no Brasil, ha o direito de solicitar uma revisdo da decisdo proferida
de forma unicamente automatizada, na Europa existe uma probigdo de impor-se, a alguém, a
obediéncia a tal resultado decisorio, reconhecidas todas aquelas nas quais a atuagdo humana
ndo tenha ocorrido de maneira significativa ou capaz de orientar o resultado final ou, ainda,
realizada por autoridade competente para tal, conforme os Guidelines on Automated Individual
Decision Making and Profiling, do Data Protection Working Party (A29WP), orgdo consultivo
criado pela antiga Diretiva 95/46, composto por representantes de cada Estado-membro da
Unido Europeia, e responsavel por dar suporte técnico e realizar recomendacdes sobre praticas
que pudessem afetar o direito a protecdo de dados pessoais dos cidadios. Foi substituido, em
2018, pelo European Data Protection Board, a partir da vigéncia do Regulamento
supramencionado.

“"MENY, Yves; THOENIG, Jean-Claude. Las politicas publicas. Barcelona: Ariel, 1992, p. 140.
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necessariamente, adaptar-se, pois carece de liberdade e, afinal, vincula-se a
essas esperancas e valores citados, salvo que se arrisque a perder sua
credibilidade ou, inclusive, seu cargo.

Este mecanismo induz efeitos conservadores e compromete,
poderosamente, a eleicdo das alternativas ou op¢des do tomador de decisdo. A
maquina, ao contrario, ndo poderia ter essa questdo. No humano, a necessidade
de escolher desencadeia uma tensdo psicologica, traduzindo-se em momentos
de incerteza, pressdo e tensdo. Estd em jogo o porvir, estdo em discussdo
interesses e veem-se afetados certos administrados. Existem motivos
suficientes para que se desestabilizem os egos sob o peso das responsabilidades.
Por isso, deve-se levar em consideragdo a capacidade do decisor para suportar
psicologicamente a eleigdo, pois esta varia de forma considerdvel de uma
pessoa a outra. Com a maquina, essas circunstancias psicoldgicas perdem forga
para a analise da legitimidade do ato. Em outros termos, ha um reforgo dos
efeitos da propria impessoalidade que deve conduzir o agir administrativo.

A frequéncia com que os agentes, presentados ou ndo pelas maquinas,
tomam decisdes proporciona um sistema de regras e principios que guia eventos
jé vividos. Toda a organizacdo possui uma estrutura de conhecimento,
experiéncia, valores e significados que, organizacionalmente localizados, os
decisores acabam por concretizar. A experiéncia de tomar decisdes de maneira
regular e repetitiva desenvolve mecanismos de classificacdo de casos que
ajudam a adotar medidas futuras. A tomada de decisdes repetitivas constrdi para
as futuras decisdes um conjunto de conhecimentos que permite limitar as
distintas formas de subjetividades ou autonomias publicas pela previsibilidade
existente com a familiaridade que se tem por ter vivido a conduta de maneira
repetitiva. Assim, funciona a automacgdo administrativa na maioria dos casos,
assim a maquina aprende e, quanto mais comum e repetitiva ¢ a decisdo, mais
controlavel sera.

Além disso, a capacitagdo e o treinamento concedem expertise aos
agentes. Quanto maior capacitacdo e treinamento existam, mais se estara
elevando o nivel de entendimento, fazendo com que os agentes sejam mais
especialistas, além de hébeis e praticos no que exercam. Uma especializagdo
bem-concebida conduz a um aumento do rendimento ¢ a uma diminui¢ao dos
erros. Na maquina, basta o programador incluir as informagdes técnicas
necessarias que seriam transmutadas aos agentes nas capacitacdes e
treinamentos para que tais caracteristicas existam na automag¢ao administrativa,
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sem prejuizo de que a certeza desse procedimento e de sua evolucdo sejam
auditaveis.

Bases de dados experimentais que mostram as consequéncias de acdes
anteriores, um sistema que concede um feedback do ocorrido, informacdes da
inteligéncia e informagdes de tratamento, por exemplo, trariam maior eficiéncia
e limitariam as elei¢des ou decisdes tomadas, afinal de contas, deveriam
justificar por que se afastaram do know-how adquirido por si ou pelo ente ou
orgdo. Com a maquina, em regra, ndo se teria essa preocupacdo, bastaria a
programagdo estabelecer a impossibilidade de se desviar de padroes
anteriormente existentes.

Resolver casos em linha de continuidade, ou seja, em um momento
posterior, mas sendo a mesma questdo, apresentada por sujeitos distintos,
porém reunindo as mesmas caracteristicas, estabelece uma vinculacdo ao
precedente onde sua modificacdo apenas ¢ possivel caso a Administragdo
justifique a separacdo do critério anterior. Também, cabe a maquina resolver
sem malpraxis, ou seja, deve ela respeitar o conjunto de normas e critérios,
escritos ou ndo, que definem a corre¢do de uma conduta concreta, permitindo
valorar ou medir juridicamente se a conduta é adequada ou ndo. Caso diferente
revela a atuagdo ilicita do mecanismo.

Informes ou relatorios que advertem ao que toma a decisdo, agente ou
maquina, devem ser observados no momento da conversdo da decisdo em acao.
A existéncia de promessas publicas validas, ou seja, que respeitam seus
elementos essenciais, também, devem ser utilizadas, afinal de contas,
configura-se como uma declaragdo voluntéria unilateral autovinculativa.

Fora esse conjunto de regras e principios que guiam eventos ja vividos
e a expertise adquirida, também, deve o agente, presentado pela maquina ou em
vias de corrigir a sua atuagao, ter em conta o local e o contexto em que a decisdo
¢ tomada. O ambiente no qual a decisdo ¢ tomada pode influenciar nesta. Nao
¢ o mesmo tomar uma decisdo em um ambiente seguro e tranquilo que em um
ambiente hostil. Para uma maquina, tal diferenca ndo importa tanto, a menos
que assim seja possibilitado o seu aprendizado. Do mesmo modo, deve-se
considerar o contexto, ou seja, o conjunto de circunstancias que condicionam o
fato. Toda decisdo ¢ realizada sob um juizo de valor influenciado pelos mais
diferentes tipos de pressdes, de grau de informagdo, de grau académico, de
preconceitos, entre outros. Uma maquina deve ser programada com todos as
informacgdes necessarias para decidir, mas podera, se detentora de inteligéncia
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artificial, realizar juizo de valor a depender do caso concreto que venha a
analisar. E esse juizo que devera, sempre, ser auditavel e controlavel, sob pena
de desviar-se das opgdes politicas legitimas dos proprios adminsitradores.

Todo o processo ¢ considerado, para os casos de existéncia de
subjetividades ou autonomias publicas como acdes que o agente, diretamente
ou pela maquina, minguard, atrofiard ou reduzird as alternativas ou opgdes
existentes em abstrato.

Por fim, ndo se pode esquecer que a Administracdo esta a servigo do
administrado. L. J. A. DAMEN" sustenta que as autoridades administrativas
devem adotar uma atitude benévola. Uma atitude benévola se coaduna a que
um 6rgdo de administragdo e seus agentes publicos devem “regard themselves
in every respect as servants of the citizens and should meet their explicit or
implicit wishes as well and to as great an extent as they possibly can”. E essa
atitude benevolente ¢, segundo o autor, muito diferente da cleméncia. Afirma
que para adotar tal atitude benévola, podem fazé-lo de distintas formas, como
prestar informagdo ativa e adequada; conceder ajuda nas apresentagdes de
solicitagdo a fim de evitar a perda dos beneficios pelas pessoas; jogar limpo e
dar aos cidaddos uma voz em lugar de obstaculizar suas possibilidades
(incluindo suas possibilidades de procedimento); realizar as prestagdes de
forma meticulosa, fazendo perguntas sobre os desejos dos cidaddos e
examinando a viabilidade dos desejos com exatiddio das medidas
administrativas e técnicas; selecionando a alternativa ou op¢ao mais favoravel
ao considerar as possiveis solucdes e elegendo a decisdo que seja a menos
dolorosa para o cidaddo, principalmente quando seja onerosa, mas impondo
sancdes quando necessario; e, tomando a decisdes de forma pontual, pelo
menos sempre dentro do prazo legal. Tem de se incluir a tal lista o atendimento
com paciéncia, escutando os cidaddos e emprestando as informagdes
necessarias com a maxima educacao possivel.

8 DAMEN, L. J. A. Public administration: ‘At your service!’ In: GRAAF, K. J. de; JANS, J.H.;
MARSEILLE, A.T.; RIDDER, J. de. Quality of Decision-Making in Public Law: Studies in
Administrative Decision-Making in the Netherlands. Groningen: Europa Law Publishing,
2007, p. 158 e 159.
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Conclusoes

A evolucdo da complexidade social exige que, cada vez mais, as
respostas da Administra¢do sejam dadas de forma eficiente sob risco de ver-se,
prejudicada, a propria confianga legitima na Administragdo.

Nesse cenario, a implantagdo da inteligéncia artificial, seja para a
edicdo de atos administrativos, seja para a execugdo desses, passa a ser, cada
vez mais, imprescindivel. Todavia, sua utilizagdo, juridicamente, exige uma
releitura, cautelosa, das concepgdes doutrinarias a respeito do processo de
decisdo seguido pelo administrador publico.

Nao se trata de mero jogo de palavras, mas de cuidados reais que devem
ser seguidos sob o risco de a propria utilizacdo da maquina se transformar, por
si sO, em circunstancia que possa ocasionar o prejuizo ao interesso publico. Por
essa razdo, ha de construir-se uma concepgao doutrinaria e jurisprudencial da
utilizagdo desses métodos na edicdo dos atos administrativos que visem,
justamente, blindar as justificativas levianas para as condutas limitadas ou
dirigidas da Administragdo. Caso contrdrio, o que se terd ¢, meramente, a
aceitagdo social da produgdo continua de decisdes automaticas caracterizadas
por veicularem contetidos ilegitimos.

Toda essa releitura deve passar, antes de tudo, pelo papel que passa a
exercer o agente publico, verdadeira unidade competente para tornar presente
o Estado nas relagdes juridicas. E a esse que cabe definir os padrdes que a
maquina deve adotar, o que se torna mais complexo a medida que aumenta a
esfera de discricionariedade para as condutas para as quais, por prognose,
antecipam-se solugdes.

Portanto, deve-se sempre aten¢do a eterna ponderacdo a ser realizada
entre a seguranca juridica, propria de uma igualdade formal, prevalente, no
cendrio que se apresenta, e a igualdade material, necesséria para a edigdo de
decisdes verdadeiramente justas. Inegavel, todavia, que quanto mais complexo
se torna o sistema, em referéncia a possibilidade de solugdes a serem
alcangadas, ¢ justamente a igualdade material que mais serd valorizada.

Portanto, passa-se a uma atua¢do administrativa acautelada por aquilo
que foi chamado, por Isaac Asimov, como as leis da robotica, pelas quais a
maquina ndo pode prejudicar o ser humano, nem desobedecé-lo, exceto se a
ordem dada contrariar a primeira lei, bem como nio pode se autodestruir, salvo
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se para defender o ser humano'. As aplicabilidades dos conceitos
extrajuridicos assumem, a partir do contexto atual, forca normativa sob o
carater de circunstincias faticas e devem ser atendidos pelos agentes que
passam a implantar tais mecanismos.
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Introducio

O presente ensaio tem como objetivo principal analisar o contexto das
chamadas ‘decisdes administrativas roboéticas’, a partir da edi¢do do Enunciado
n. 12 da I Jornada de Direito Administrativo, suas possibilidades e limites.
Questionou-se em que medida as decisdes administrativas automatizadas
possibilitam o cumprimento dos mandamentos constitucionais principioldgicos
da Administracdo Publica, mormente os destacados no artigo 37 e 93, IX,
ambos da CRFB/88, e se ha limitacdes para o seu uso e desenvolvimento no
Brasil.

A fim de proceder ao estudo, na primeira sec¢do, tragou-se 0 cenario
atual, contemporaneo, de auxilio que as novas tecnologias podem vir a trazer a
tomada de decisdes administrativas.

Posteriormente, avaliou-se o teor do Enunciado em questdo,
observando-se que o termo “robotica” ndo se revela como o mais adequado aos
sistemas inteligentes digitais hoje operantes quando tratamos de decisdes
automatizadas, além de apurar que os elementos textuais dogmaticos inseridos
ndo sdo, propriamente, novidades, quer no que tange a seara administrativa ou
jurisdicional. Em um Estado Democratico de Direito, ndo se faz possivel
transigir com a motivagdo e justificagdo deontoldgica adequada na tomada de
decisdes que envolvem os cidaddos.
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A tltima secdo se propoe a tracar possibilidades e limitagdes inerentes
ao Ambito das decisdes administrativas automatizadas, uma vez que ¢ preciso
refletir para além dos elementos textuais contidos no Enunciado n. 12. Embora
a opacidade, transparéncia e devida fundamentacdo sejam elementos fulcrais
de interesse e importancia, reflexdes outras preliminares devem funcionar
como base, um a priori, as discussdes.

A metodologia aplicada foi a bibliografica exploratéria, de cunho
qualitativo, utilizando-se do método hipotético-dedutivo, com analise da
doutrina patria (artigos, livros, relatdrios e documentos oficiais existentes sobre
o tema), a fim de aferir a confirmacao ou refutabilidade de hipoteses.

1. A tomada de decisdes automatizadas: realidades contemporianeas

Na atualidade, a existéncia da tomada de decisdoes automatizadas, nos
mais diversos setores da sociedade, ¢ inquestionavel. As questdes sdo: sob qual
proposito, em quais circunstdncias e sentidos de aplicacdo, com quais
indicadores e varidveis de peso, ha transparéncia suficiente para a sua
utilizagao?

O desenvolvimento de aplicacdes automatizadas, baseada em modelos
algoritmicos ndo programados, ganha relevo quando se trata da percepgdo e
analise da grande quantidade de dados espalhados no mundo on life em que
estamos imersos.

Algoritmos ndo programados, ou seja, os learners, se utilizam de
técnicas de aprendizado de maquina para a resolucao de problemas ou a solugao
de propdsitos especificos. Eles se subdividem em supervisionados e ndo
supervisionados. A distingdo se relaciona ao modo como o dado ¢é carregado
como input no sistema. Os ndo programados supervisionados sdo carregados
com dados rotulados, escolhidos por seres humanos, enquanto os ndo
programados e ndo supervisionados sdo aqueles que ndo dependem de uma
categorizagdo preliminar de dados.

A partir de dados ndo rotulados, o sistema identifica padrdes, pela
aproximagio de casos correlatos, inexistindo, porém, classe predefinida.' E
uma espécie de modelo mais avangado, complexo, e, por isso, a forma de sua

! WOLKART, Erik Navarro. Analise econdmica do processo civil: como a economia, o direito

¢ a psicologia podem vencer a tragédia da justica. Sdo Paulo: Revista dos Tribunais, 2019,
p.706-707.
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operagdo se da por aprendizagem profunda (deep learning). Sao utilizados, por
exemplo, em programas de reconhecimento facial, carros e drones autdnomos.

Tanto nos algoritmos supervisionados (em que os dados de input no
sistema foram tratados) como nos ndo supervisionados hd preocupagdes e
implicacdes em seu desenvolvimento, uma vez que tanto os técnicos da area da
informatica como os juristas possuem dificuldades para compreender, de forma
efetiva, as camadas percorridas entre a operacdo de entrada e saida, o que
dificulta a verificagdo legitima do que aconteceu para a tomada daquela decisdo
especifica.

Pois bem. Muito se tem dito e escrito sobre o uso desses algoritmos em
nosso Pais. No entanto, levantamento promovido pela Fundagdo Getulio
Vargas demonstra que a maioria dos sistemas algoritmos que se identificam
como de Inteligéncia Artificial, na realidade, ndo passam de automacdes
simples, com o uso de modelos estatisticos especiﬁcos.2

Importante termos em mente tais consideracdes a fim de identificar em
que estagio estamos na utilizagdo de novas tecnologias.

A realidade contemporanea de utilizagdo dos modelos digitais para a
tomada de decisdo foi diagnosticada, no setor Publico, igualmente, por estudo
que abrange os trés ‘bracos estatais’: Poderes Executivo, Legislativo e
Judicidrio, por pesquisa elaborada colaborativamente por organizagdes da
sociedade civil interligadas a ‘transparéncia Brasil’, dentre elas, o Instituto
Brasileiro de Defesa do Consumidor (IDEC), Instituto de Defesa (IDDD) e o
Instituto de Tecnologia e Sociedade (ITS).?

O documento identificou, no ano de 2020, quarenta e quatro
ferramentas de IA usadas por 6rgdos governamentais, divididas em duas

2 Tomando como exemplo o Poder Judiciario, em julho de 2020, noticiava-se que existiam, ao
menos, 72 (setenta e dois) projetos de IA nos Tribunais. No entanto, a maioria deles se utiliza
de automagdes mais simples, virtualizagdes do meio fisico para o digital, sem a promogao de
alteracdes substanciais e transformadoras de realidades (caracteristicas inerentes a Inteligéncia
Artificial efetiva). Vide: BRASIL. Fundagdo Gettllio Vargas. Inteligéncia Artificial: tecnologia
aplicada a gestdo dos conflitos no ambito do Poder Judiciario brasileiro. Coordenagao de Luis

Felipe Salomdo. Rio de Janeiro: FGV Conhecimento, 2020. Disponivel em:
https://ciapj.fgv.br/sites/ciapj.fgv.br/files/estudos_e pesquisas_ia lafase.pdf Acesso em 04
fev. 2022.

O documento denominado “Uso de Inteligéncia Artificial pelo Poder Publico” pode ser
encontrado na pagina eletronica “transparéncia Brasil”, no seguinte enderego:
https://www .transparencia.org.br/downloads/publicacoes/Recomendacoes_Governanca Uso
IA_PoderPublico.pdf Acesso em 05 fev. 2022.
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\

dimensdes: a primeira relacionada a utilizagdo para tomada de decisdo e a
segunda diferenciando o usudrio final, ou seja, tecnologia desenvolvida com o
publico-alvo interno ou externo.

Considerando o objeto de andlise deste artigo, nos interessa mais
diretamente as ferramentas utilizadas pela Administra¢do como apoio a tomada
de decisdoes. Sob esse prisma, a pesquisa ressalta que tais ferramentas se
constituem como as de maior nimero, utilizadas pelos 6érgados governamentais:
sdo vinte direcionadas aos proprios Orgdos internos € oito para o publico
externo.

Um dos exemplos de uso ¢ a ferramenta PalasNET, do Departamento
da Policia Federal, que se utiliza do registro de informagdes da fase sigilosa das
investigacdes, técnicas de reconhecimento de imagens e facial, perfil criminal,
0 que conduz a observagdes que auxiliam na identificagdo dos fatos
supostamente ilicitos. A ferramenta pode conduzir a autoridade policial a
decidir pelo arquivamento ou ndo das pecas investigatdrias, ainda que
indiretamente.

Atualmente, em relacdo aos usudrios externos as ferramentas de apoio
a tomada de decisdo que mais interagem diretamente com os cidaddos sdo os
chatbots. Sao pensados com o proposito de auxilio na direcdo de resolucao de
problemas e solucdo de pleitos comuns, com a redugdo de recursos humanos e
promogao da eficiéncia pela via da facilitagdo e método de comunicaciao. Nao
obstante, o processo de sua estruturacdo e desenvolvimento ainda carece de
melhores estudos e melhoramentos seménticos na area do processamento de
linguagem natural.

As institui¢des publicas governamentais, igualmente, apostam no
advento do comércio eletrdnico, e o Governo Eletronico j& se apresenta como
uma das vias de possibilidade de ampliacdo do ambiente democratico da
sociedade da informagdo. Preocupagdes, no entanto, com as dificuldades que
as pessoas enfrentam ao usar um sistema automatizado s3o verificadas
posteriormente, o que se revela como um equivoco de governanca. Boas
aplicagdes tecnologicas sdo configuradas com elementos de testes,
treinamentos e, principalmente, retreinamentos a priori. *

* Sob o ponto: PEREIRA, Jodo Sergio dos Santos Soares. A padroniza¢io deciséria na era da
Inteligéncia Artificial: uma possivel leitura hermenéutica e da autonomia do direito. Belo
Horizonte: Casa do Direito/Letramento, 2021, p.393-398.
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Ha4, ainda, diversas aplicagdes que poderiam ser citadas, como aquelas
que visam o combate da corrupg¢do e o afastamento de fraudes ou a malversagdo
do uso de dinheiro publico. Nesse campo, a Inteligéncia Artificial propria
(aquela que, efetivamente, se utiliza de algoritmos /earners para a identificagdo
de padrdes em um grande volume de dados e, no sentido funcional, sdo capazes
de mudar o seu comportamento para melhorar o seu desempenho em alguma
tarefa, por meio da experiéncia) tem grande vantagem, pois as informagdes
podem ser analisadas de forma mais célere, precisa e com acuracia
significativa.

Nao se faz possivel elencar todas as aplica¢des possiveis da atualidade
em relacdo aos modelos que se encontram em desenvolvimento para o auxilio
da tomada de decisdes, no ambito da Administragdo Publica, até mesmo
porque, a cada dia, novas ideias e propdsitos de solugdo vém sendo testadas.

Interessa-nos, neste estudo, a andlise de um espectro relativo a
Administracdo: as decisdes administrativas roboéticas, a partir da edi¢do, no ano
de 2020, de um enunciado, o de numero doze do CEJ/CJF, resultante da I
Jornada de Direito Administrativo. Pensado originalmente para a aplicagdo em
ambitos da decisdo administrativa a ser proferida no ambito de processos
administrativos disciplinares, sua redagdo abrange qualquer tipo de decisdo
administrativa que envolva solu¢do a ser tomada por algoritmos (que o
enunciado chama de “decisdo robotica”).

Assim, na proxima se¢do, esse € 0 nosso objetivo: analisar, dentro do
limite especificado desta pesquisa, o referido Enunciado, com os seus impactos
e efeitos na seara administrativa.

2. As decisoes administrativas robéticas e o Enunciado n. 12 da I Jornada
de Direito Administrativo

Em razdo da Pandemia Covid-19, o Centro de Estudos Judiciarios do
Conselho da Justi¢a (CEJ/CJF) realizou, entre os dias 3 e 7 de agosto de 2020,
a [ Jornada de Direito Administrativo, de forma remota. Foram aprovados 40
enunciados, dentre 743 propostas que foram inicialmente recebidas para a
analise das comissdes.’

5 Sobre a referida Jornada, as informagdes oficiais constam no seguinte enderego eletronico:
https://www.cjf.jus.br/cjf/noticias/2020/08-agosto/cej-publica-cadernos-de-enunciados-
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Dentre os 40 enunciados, o de nimero 12 veio a tratar de tema relativo
as ‘decisdes administrativas roboticas’, nos seguintes termos:

Enunciado 12: A decisdo administrativa robdtica deve ser suficientemente
motivada, sendo a sua opacidade motivo de invalidagao.

A documentagdo relativa ao evento da I Jornada de Direito
Administrativo contextualiza o referido Enunciado na érea relativa ao
“Processo administrativo”, o que nos conduz ao entendimento inicial que o seu
ambito de aplicagdo, imaginado pelas comissdes, seria as decisdes proferidas
em tal processo. A justificativa destacada é a seguinte:

Processo administrativo

No ambito do processo administrativo, o enunciado
n. 20 consignou o direito do interessado a prévia
intimacdo e contraditério no caso de autotutela
administrativa destinada ao desfazimento de ato
administrativo benéfico ao interessado. O enunciado
n. 33 afasta a duvida sobre se o CPC — Coédigo de
Processo Civil — teria estendido ao processo
administrativo a contagem de prazos em dias uteis. E
o ja referido enunciado n. 12 enfrenta uma
dificuldade que apenas comeca a se manifestar ao
tratar das decisdes administrativas baseadas em
algoritmos — tema que gerou, nos dias subsequentes
a realizacdo da Jornada, grande debate no Reino
Unido a propésito da atribuigdo estimativa, por meio
de algoritmos, de notas em substitui¢do as de provas
efetivas (tornadas invidveis pela pandemia da covid-
19) em um exame nacional similar ao ENEM —
Exame Nacional do Ensino Médio.

Interessante observar que ao citar o Enunciado n. 12, o documento
oficial do evento cita fato ilustrativo ocorrido no Reino Unido relativo a

aprovados-na-i-jornada-de-direito-administrativo-e-na-i-jornada-de-direito-e-processo-penal
Acesso em 05 fev. 2022.
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atribuicdo de notas, por meio de algoritmos, em uma Exame Nacional,
semelhante ao nosso ENEM. Ou seja, se trata de area de aplicacdo da decis@o
administrativa geral, que nada tem a ver, inicialmente, com a formacdo de um
processo administrativo regular, demonstrando o descompasso da comissdo em
formular a justificativa adequada ao Enunciado formulado na I Jornada.

Quanto a hipotese citada na justificagdo, matéria da Rede BBC, de
Londres, datada de 20 de agosto de 2020, relata que diversas previsdes dos
Professores responsaveis que seriam utilizadas para a tomada de decisdo de
ingresso no sistema de ensino superior acabaram nao sendo consideradas pelo
algoritmo ou, até mesmo, foram rebaixadas pelo algoritmo, deixando todos
surpresos. A questdo diz respeito, na realidade, ao proprio dataset utilizado e a
falta de treinamento adequado do modelo.’®

Ao seguir o contexto imaginado para o Enunciado, pensamos em
alguns dispositivos legais que exigem posicionamentos democraticos por parte
da Administragdo Publica. A Constituicdo de 1988 enumera os principios
dispostos no artigo 37, dentre eles, o da impessoalidade, publicidade e
eficiéncia (que se coadunam com os termos “suficientemente motivada” e
“opacidade” expressos no texto do ja transcrito Enunciado n. 12, como
veremos).

Em complemento, ao pensarmos no dmbito processual administrativo,
nao devemos olvidar que o artigo 5° da CRFB/88 assegura, em seu inciso LV,
o contraditorio e ampla defesa, com os meios e recursos a eles inerentes, aos
litigantes (ou seja, um devido processo legal, seja em que ambito for, exige
motivacao adequada, sob pena de invalidacao da decisdo). Também, nos termos
do artigo 93, IX da Carta Magna, as decisdes administrativas devem seguir o
aplicavel ao Poder Judiciario, quanto ao dever de motivacgao.

A Lei n. 9.784, de 29 de janeiro de 1999, por sua vez, que regula o
processo administrativo no &mbito da Administracdo Publica Federal (apenas a
titulo exemplificativo, uma vez que a maioria das Legislacdes Estaduais
também trazem os mesmos principios), explicita em seu art. 2° que ela deve
obedecer, dentre outros, aos principios da legalidade, finalidade, motivagao,
razoabilidade, proporcionalidade, moralidade, ampla defesa, contraditorio,
seguranca juridica, interesse publico e eficiéncia. Inclusive, o paragrafo tinico

% O Caso do Reino Unido ¢é veiculado pela matéria da BBC de 20 de agosto de 2020: 'Algoritmo
roubou meu futuro': solugio para 'Enem britdnico' na pandemia provoca escandalo, disponivel
em: https://www.bbc.com/portuguese/internacional-53853627 Acesso em 22 jan. 2022.
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do mesmo dispositivo legal indica que, nos processos administrativos, serdo
observados, entre outros, os critérios de atuacao conforme a lei e o Direito. E,
o artigo 50 da Lei n. 9784/99 dispde que os atos administrativos deverdo ser
motivados, com indicac¢do dos fatos e dos fundamentos juridicos inerentes, e,
em seu § 1°, expressamente expde que essa motivacao ndo pode ser qualquer
uma, descompromissada com o que se espera de justificagdo em um Estado
Democratico de Direito, ou seja, deve ser explicita, clara e congruente.

Voltando os nossos olhos aos termos utilizados no Enunciado em
questdo, de n. 12 da I Jornada de Direito Administrativo, percebemos que as
palavras-chaves s@o: Robotizagdo- Motivacao- Opacidade- Invalidagao.

Ao expressar as palavras “decisdo administrativa robotica”, observa-se
que teria sido mais acertado dispor do tema sob outra perspectiva da realidade,
uma vez que que diversos sistemas inteligentes ndo se relacionam a figura de
associagdo fisica de um ‘rob6”.

E preciso considerar que a associacio fisica de aplicagdes das novas
tecnologias nas sociedades digitais exponenciais contemporaneas ndo se revela,
necessariamente, como um dado da realidade, uma vez que a possibilidade de
intervencdo direta no mundo tangivel ndo ¢ algo essencial ou imprescindivel
para o reconhecimento das técnicas. Conforme nos informa Ryan Calo7, a
robotica € apenas uma das diversas técnicas de uso e desenvolvimento de novas
tecnologias, como a Inteligéncia Artificial, termo que congrega um guarda-
chuva de potencialidades.

Outrossim, softwares, plataforma automatizadas, aplicagdes que
emulam atividades humanas, estdo embutidos em diversos objetos, coisas, ou
ndo, at¢ mesmo, pelas ondas de transmissdo de informagdes que, aguardamos,
no ano de 2022, sejam implementadas no nosso Pais, por meio da tecnologia
5G.

No campo da decisdo administrativa, ademais, se pesarmos em uma
Inteligéncia Artificial especifica ou sistemas inteligentes de automacio,
modelos de customizagdo sdo de maior interesse para a Administragdo, pois, se
tomarmos propdsitos idoneos a Democracia que vivemos, cercados dos devidos
cuidados éticos, termos a capacidade de alcancar a etiologia e causas dos
acontecimentos, tracando correlagdes e fazendo inferéncias, a partir de padrdes,
para o conhecimento real do mundo da vida.

7 CALO, Ryan. Artificial Intelligence Policy: A primer and Roadmap. In: University of
California, Davis, vol. 51:399, 2017, p. 400-405.
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A expressdo “suficientemente motivada” ou o campo necessario da
motiva¢do ndo traz nenhuma novidade. Ao revés. Qualquer decisdo tomada
pelo Poder Publico (em sua acepgdo ampla) deve ofertar as razdes pelas quais
se chegou a uma determinada solucdo. Na seara administrativa, alias, ofertar
explicagdes as decisdes deve ocorrer em qualquer circunstancia, uma vez que ¢
pela fundamentacdo que se exerce o controle da legalidade dos atos
administrativos.

Por todos, ensina-nos Alexandre Santos de Aragdo sobre a motivagao
dos atos administrativos, quer discricionarios como vinculados:

Todos os atos, discricionarios como o0s vinculados,
devem ser motivados. Na verdade, como o ato
vinculado j& tem como parametro de contraste a lei,
ele j4 ¢ até mais facil de ser controlado; o ato
discricionario, ao revés, por possuir menos
parametros de contraste previamente estabelecidos
pelo ordenamento juridico, é que tem que ser
especialmente bem-motivado para que possa ser
adequadamente controlado®

Sobre o dever de fundamentagdo/motivagdo, importante contribui¢ao
nos ¢ ofertada por André Saddy, uma vez que o siléncio da Administracdo a
algum pleito formulado pelos cidaddos igualmente deve ser repudiado, “ndo s6
por ndo se conseguir cumprir com deveres constitucionalmente consagrados,
mas, também, pelas novas concepgdes do Estado Pos-Moderno™, tratando-se
de desvio/abuso de Poder. Neste sentido, ¢ possivel defender que o siléncio
administrativo ndo cumpre com o dever da expressa motiva¢do, quer no
ambiente ‘analogico’ ou digital.

A auséncia de motivacdo conduz a outra expressdo textual do
Enunciado, a invalidagdo do ato (ou quiga, poder-se-ia pensar em sua propria
inexisténcia juridica), o que, igualmente, ndo apresenta inovagdes ou

8 ARAGAO, Alexandre Santos de. Curso de Direito Administrativo. 2.ed, Rio de Janeiro:
Forense, 2013, p. 80/81.

® SADDY, André. Siléncio administrativo no direito brasileiro. Rio de Janeiro: Forense, 2013,
p.48, ebook.
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novidades, pois, de forma clédssica, a nulidade do ato estd diretamente
relacionada a falta de razdes suficientes para a sua identificacdo e intelecgao.

Neste sentido, Fabiano Hartmann, Eduardo Schiefler e Matheus Lopes
Dezan, ao refletirem sobre a reda¢do do Enunciado n. 12, afirmam que ele ndo
inova no campo do direito administrativo, haja vista que a motivacdo das
decisdes administrativas é requisito de validade dos atos administrativos
decisorios, dado seu regulamento exige que a gestdo da res publica ocorra de
modo responsiva e transparente, ou seja, o registro formal dos motivos de fato
e de direito que orientaram o processo de tomada de decisdo ¢ medida exigida
para o controle juridico e social sobre os referidos atos."

Mas, qual a razdo para a preocupacdo com a auséncia de motivagao,
mais especificamente no ambito digital, das “decisdes administrativas
roboticas”, para além do que j& conhecemos? Uma das respostas consta no texto
do préprio enunciado, conforme se debateu nas comissdes de sua edicdo e
formulacdo: a opacidade.

Em um mundo exponencialmente rdpido, em que nossos dados sdo
coletados e tratados sem que sequer tenhamos ciéncia exata de como o processo
se desenvolve em sua inteireza, € nem mesmo em que local, uma vez que a
globalizagdo e extraterritorialidade neoliberal colonizam'' nosso cotidiano
informacional e comunicacional, a demanda por transparéncia e explicabilidade
¢ uma das principais preocupagdes éticas propedéuticas para a utilizacdo de
sistemas de apoio e tomada de decisdes automatizadas.

O tratamento de grande massa de dados ¢ melhor operado a partir de
redes neurais, embora, como ja afirmado, na seara atual brasileira, poucos sdo
0s casos que operam a partir de tais elementos (podemos citar, mais
propriamente, instrumentos de reconhecimento facial), uma vez que ainda
estamos em uma fase preliminar de estruturagdo, digitalizag¢do e virtualizagdo
dos dados que se encontram espalhados em diversas bases de dados nacionais,

' HARTMANN, Fabiano; SCHIEFLER, Eduardo; DEZAN, Matheus Lopes. A decisio
administrativa roboética e o dever de motivagdo: Robds proferirem decisdes administrativas é
decerto inovador. A necessidade de motivagdo, ndo. Jota, em: 01 set. 2020, disponivel em:
https://www jota.info/coberturas-especiais/inova-e-acao/a-decisao-administrativa-robotica-e-
o-dever-de-motivacao-01092020 Acesso em 05 fev. 2022.

' Para maiores esclarecimentos sobre a era da colonizagdo de dados que vivemos, vale a leitura
da obra sob organizagdo de Jodo Cassino, Joyce Souza e Sérgio Amadeu: CASSINO, Jodo
Francisco; SOUZA, Joyce; SILVEIRA, Sérgio Amadeu da. Colonialismo de dados: como
opera a trincheira algoritmica na guerra neoliberal. Sdo Paulo: Autonomia Literaria, 2021.
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regionais e locais. Porém, considerando exatamente que o resultado advindo do
uso de redes neurais ¢ mais efetivo, preciso e com grande possibilidade de
acuracia de aplicagdo que nos preocupamos com ele. Afinal, tais redes sdo
opacas, de dificil conhecimento e explicagdo, embora se reconheca que, em
alguns casos. mesmo que ndo seja possivel descrever passo a passo como os
algoritmos chegaram a uma determinada decisdo, pode-se estimar quais
variaveis teriam maior peso para o alcance de um resultado especifico da
maquina.

De qualquer forma, no mundo juridico, para o Direito, ndo é possivel
admitir respostas ou decisdes rapidas, céleres, sem se preocupar com O
conteudo delas. Ou seja, este contetido importa, pois, no Estado Democratico
de Direito brasileiro, o devido processo ndo abrange apenas a necessidade de
eficiéncia, mas também do resguardo de uma resposta adequada a Constitui¢ao,
um procedimento justo que engloba a participacdo dos interessados, sua visao,
interferéncia, consideragdo. SO assim a resposta estatal ganha relevo
justificativo deontoldgico.

Sob o ponto, a devida explicagdo da decisdo, € o resguardo para que
ndo se torne opaca (ininteligivel, incompreendida por seus destinatarios)
garante a dignidade da pessoa humana, enquanto um dos fundamentos da
Reptiblica, na forma do artigo 1°, III da Constituicao de 1988, pois € impossivel
imaginar qualquer sistema de aplicacdo tecnoldgica que ndo valorize o ser
humano em sua perspectiva plural, cultural e policontextual.

Como saber se os requisitos constitucionais foram respeitados se nao
ha a possibilidade do controle democratico sobre a decisdo administrativa
proferida? Os oOrgdos estatais, o Poder Publico, s6 podem e devem ser
reconhecidos como elemento de Estado Democratico, enquanto tal, se
substituirmos o coédigo algoritmico pelo coédigo da eticidade e cultura
preliminar de confianga e promoc¢ao de politicas publicas adequadas de fomento
a responsabilidade na formulagdo e construg@o das bases de dados e variaveis
usadas para a tomada da decisdo.

Nao obstante a preocupacdo com a opacidade, transparéncia e
inteligibilidade das decisdes administrativa proferidas por meios eletrénicos,
ndo ¢ a unica que deve ser alvo de nossas atengdes. As discussdes da Jornada
poderiam ter incluido outras discussdes relevantes, primordialmente éticas,
para a realizagdo de espagos democraticamente consistentes. E o que passamos
a discutir na proxima se¢do, a partir da analise das possibilidades e limitacdes
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da utilizagdo dos modelos digitais para além do espectro tratado explicitamente
no referido Enunciado.

3. Possibilidades e limitacdes: ampliando o espectro do Enunciado
administrativo

Embora tenhamos observado que o Enunciado n. 12 em questdo tenha
sido debatido, formalmente, em comissdo relativa ao processo administrativo,
percebemos que sua aplicacdo podera ser realizada em outros campos. As
possibilidades sdo grandes, ainda mais quando sabemos que a implementacao
de um Governo Digital e a interoperabilidade entre os sistemas sdo propositos
a serem alcangados a pequeno ou médio prazo. As novas tecnologias geram
beneficios ao estimular e facilitar a cooperagdo administrativa e fomentar o
sistema de controle de legalidade das acdes realizadas pelo Poder Publico.

Com efeito, de forma geral, se pensassemos no contexto apenas do
processo administrativo, sdo elencados como pontos positivos das inovacodes
tecnoldgicas a redug¢do no tempo de tramitagcdo processual, com a automagado
procedimental técnica e o tratamento isondmico das questdes que sdo
apresentadas, a eficiéncia em congregar os elementos e dados de varias fontes
para o alcance de um resultado mais completo, integro e coerente, além da
possibilidade de apoio na propria tomada de decisdes (assistentes virtualizados
de identificagdo de precedentes administrativos, constru¢cdo de relatérios,
pareceres baseados em dados, estatisticas e empirias).

Em resumo, maior eficiéncia, objetividade (capacidade de lidar com
tarefa especifica de maneira especializada) e produtividade sao indicados como
possibilidades férteis na area tecnologica contemporanea, sendo certo que, na
seara administrativa, sua aplicacdo deve ser conjugada ao denominado “FAT”,
ou seja, fairness, accountability and transparency.

No campo decisorio, para além do espectro da opacidade e motivagdo
tratados expressamente no Enunciado n. 12 da I Jornada de Direito
Administrativo, outras preocupagdes e limitacdes afligem a aplicagdo de
sistemas inteligentes automatizados. Citemos alguns.

Tanto decisdes judiciais como administrativas automatizadas partem de
algo, de uma base de dados passada. A possibilidade de replicacdo de elementos
e padrdes anteriores, sem a devida contextualizag@o ¢ alvo de preocupacao nos
mais diversos ambitos de aplicacdo. A necessidade de testes, validacdo e
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experimentagdo ¢ elementar a fim de cheguemos a avaliag@o e determinagdo se
um resultado ¢ ou ndo correto, adequado constitucionalmente. Devemos ter um
compromisso com a inclusdo, observagdo de contextos, culturas e elementos
sociais diversificados quando pensamos na utilizagdo de tecnologia.

Ademais, at¢ mesmo quando pensamos no termo “opacidade”, ¢
preciso fazé-lo sob a ética intencional, sabendo que codigos algoritmos e suas
aplicacdes ndo sdo neutras, isentas de vieses e preconceitos. Devemos nos
cercar de equipes cooperativas de representacdo substancial diversa e
multidisciplinar quando envolvemos automacdes que conduzem a tomada de
decisdes para os cidaddos. Embora exista, na atualidade, grande debate entre
dois polos supostamente contrastantes: a transparéncia, abertura de dados,
volume e quantidade de informagdes ¢ motivacdo em face da protecdo do
segredo de negocios e a propriedade intelectual, parece-nos que, ao tratarmos
com o Poder Publico, a abertura da estrutura modular e a auditagem dos
modelos ¢ de rigor.

Pesquisas precisam se desenvolver a fim de trazer a lume, a partir de
um Orgao centralizado ou uma estrutura propria geral institucional oficial, quais
as administragdes, em nosso Pais, adotaram ou possuem a pretensdo de adotar,
formalmente, “decisdes administrativas por automacao ou eventual técnica de
IA”. Seguramente, sequer se tem o conhecimento preciso das parcerias que
estdio sendo efetivadas ou que ainda serdo firmadas pelos Orgaos
administrativos para a concregao de tal realidade.

Hé estudos sérios desenvolvidos, dentre os quais o que citamos neste
artigo, promovido pela organizagdo Transparéncia Brasil relativo ao uso de IA
pelo Poder Publico, mas precisamos aprofundar o debate, noticiando,
amplamente, os sistemas inteligentes de aplicagdo, incluindo os projetos para
utilizagdo em licitagdes publicas (4rea que vem ganhando diversos estudos
proprios).

Garantir a revisdo humana e supervisionada das decisdes
administrativa automatizadas também ¢ importante. Conforme lembram
Michelle Balbino e Rodrigo Silva, antes mesmo da atual Lei Geral de Protegado
de Dados expor sobre decisdes proferidas por sistema eletronicos (artigo 20 e
seu § 1°), o marco legal primordial do direito nacional no tema ¢ a Lei do
Cadastro Positivo. O inciso VI do Art. 5° da Lei Federal n.° 12.414/2011
garante ao consumidor o direito de solicitar a revisdo da decisdo que formulou
sua reputagdo como consumidor se essa decisdo se deu por meio de um
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processo de ranqueamento exclusivamente realizado por meios
automatizados'?. Extremamente importante a disposi¢do, uma vez que as
correlagoes e perfilamentos na sociedade digital podem ter sido eivadas de
vieses e heuristicas equivocadas.

Como bem nos aponta Solon Barocas'®, Professor de Etica e Politica
em Ciéncia de Dados da Universidade de Cornell, nos Estados Unidos, a
preocupagdo com os vieses humanos em relacdo a solugdo apresentada pela
maquina também deve ser considerada.

Os vieses advém, normalmente, pela definicdo do alvo (a maquina
precisa saber especificamente que informagdes buscar); pela escolha das
amostras (que ndo podem se pautar em dados e discriminagdes humanas
passadas); pela coleta de dados (o universo de dados pode ser parcial, como no
caso em que ¢ desenvolvida tecnologia que informa ao governo, em tempo real,
informacgdes para planejamento de manutengdo necessaria em estradas federais:
pessoas com menos condigdes financeiras podem ser excluidas pelo fato de ndo
possuirem automéveis ou smartphones dotados da referida tecnologia); pelo
uso de modelos simplistas (por questdo de tempo ou custo, a empresa ou
governo simplifica demais a sele¢do de dados, gerando discriminacdo) e por
correlagoes distorcidas.

Os nortes da impessoalidade, publicidade, motivagdo exigem que a
Administracao Publica demonstre a legitimidade do modelo. A inteligibilidade
minima modular € requisito a priori, corrobora o minimo de controle as partes,
entretanto, para que ela se viabilize, as preocupacdes com a formagdo adequada
dos datasets, variabilidade dos dados para a identificacdo das decisdes
administrativas e sua adequabilidade aos contextos sociais e culturais sdo ainda
mais substanciais e necessarias as aplicacdes virtualizadas.

Essas algumas das possibilidades e limitagdes que deveriam ser
refletidas antes mesmo da edicdo do Enunciado ora em debate, pois, sem elas,
dificilmente alcangaremos o objetivo almejado por ele: a correcdo dos
resultados “robdticos”, sem opacidades e nulidades consequentes.

12 SILVA, Rodrigo Vianna; BALBINO, Michelle Lucas Cardoso. Decisdes exclusivamente
automatizadas e a necessidade de uma supervisdo humana no Brasil, Revista da Advocacia
Publica Federal, v.5, n. 1, 2021, p. 77-102.

S BAROCAS, Solon; SELBST, Andrew D. Big Data’s Dispare Impact, n. 104. California Law
Review, 671, 2016.
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Conclusio

O Direito tenta, de todas as formas, acompanhar o movimento
tecnoldgico em tramite. Nao ¢ possivel fechar os olhos para as inovagdes, por
certo. Mas, igualmente, ndo colheremos os melhores frutos advindos dessa Era
cibernética se ndo promovermos as reflexdes propedéuticas necessarias a sua
aplicacdo constitucionalmente adequada.

A edicdo do Enunciado n. 12 da I Jornada de Direito Administrativo
possui 0 mérito de expressar em seu texto uma das principais preocupagdes no
uso dos sistemas automatizados decisorios, a necessidade de motivagdo idonea
e adequada das decisdes, seja elas quais forem, no ambito juridico.

Porém, em nada inova, uma vez que o constitucionalismo democratico
exige a justificacdo normativa deontoloégica no ambito da Administragdo
Publica, igualmente. Provavelmente, a sua aprovacao se deu pelo fato do risco
da maior opacidade, quando trabalhamos com as novas tecnologias.

Ainda assim, ndo ¢ possivel substituir por completo as decisdes
administrativas por sistemas artificiais. E preciso considerar que predi¢des nio
envolvem conhecimento juridico e servem para auxiliar. A correlagdo de
palavras e o encontro de eventos ndo se iguala a devida fundamentacdo
normativa contemporanea que se espera de atos decisérios que envolvem
pessoas, sensibilidades e ndo apenas processos ou atos materiais da vida que
esperam a solucao advinda do Estado. As respostas advindas do Poder Publico
interferem na vida dos cidaddos que serdo afetadas no emprego de quaisquer
das etapas de implementacao tecnoldgica no Poder Executivo.

Se Poder ¢, o conteudo de tais respostas importam. Ainda que a solucdo
apresentada pela maquina seja “inteligivel”, ndo restando possivel se falar em
“compreensdo”, que deve se dar por um ser humano, é preciso que nos
conscientizemos, enquanto sociedade, sobre os problemas que podem vir a
ocorrer pela automatizacdo avancada das decisdes, saber qual o data set foi
utilizado para treinar o modelo, promover discussdes com os interessados sobre
o processo de desenvolvimento dos programas (as participacdes devem se dar
desde o inicio, pois € nesse momento que se fard possivel obter explicabilidade
sobre o algoritmo que estd sendo desenvolvido e para qual finalidade), informar
os interessados sobre a curadoria de seus dados administrativos, incluir diversos
segmentos diferenciados no debate e grupos de trabalho a fim de ofertar
solucdes para a efetiva implementacdo dos modelos e suas funcionalidades, a
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partir de uma comunidade cooperativa (governo, academia, técnicos, industria).
Com as devidas reflexdes podemos vir a alcancar a necessaria eficiéncia
administrativa, mas sem descurar dos outros principios insculpidos no proprio
artigo 37 da Constitui¢do da Republica de 1988.
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Introducio

Este artigo possui a finalidade de promover discussdes e apresentar
perspectivas acerca dos reflexos da utilizagdo da inteligéncia artificial nos
processos automatizados que incidem sobre a aplicacdo dos principios
administrativos.

O tema se reveste de relevancia e atualidade, porque, atualmente, a
humanidade vivencia uma profunda e extensa transformagdo de paradigma nas
estruturas sociais e sistemas economicos. Desde o inicio do século XXI a
revolucdo digital, ou quarta revolucdo industrial, intensificou o processo de
universalizagdo da internet integrado ao desenvolvimento da inteligéncia
artificial e o aprendizado de maquina. A inteligéncia artificial, hoje, ja
proporciona um imenso progresso em termos historicos, com o
desenvolvimento da capacidade de processamento e armazenamento de um
amplo banco de dados. Nessa esteira, as interagdes humanas sdo profundamente
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impactadas, reflexo indissocidvel do uso de um vasto arsenal tecnolégico pelo
setor econdmico e institucional, mediante o emprego dos algoritmos.

Neste cenario, parece acertado afirmar que a adogdo dessas novas
tecnologias pelo Estado ¢ capaz de reconfigurar todo o aparato institucional tal
como o conhecemos. Na esfera da Administracao Publica, a implementacao da
tecnologia de machine learning e deep learning talvez seja a inovagdo mais
impactante da ultima década. Essa técnica, consequéncia da multiplicagdo
exponencial da base de dados dos computadores, utiliza algoritmos capazes de
aprenderem sozinhos por meio da andlise de um grande volume de informagdes,
formulando um raciocinio préprio e ndo humano. Em tese, os resultados,
diagnosticos e prognosticos automatizados geram solugdes melhores e mais
eficientes, com reduzida probabilidade de erro nas tomadas de decisdo, quando
comparados ao processo decisorio de um individuo. Somado a isso, a
otimizacdo da gestdo e andlise de dados permite que o Poder Publico atue de
forma antecipada as demandas dos administrados.

Entretanto, as implicagdes originadas da consolidacdo da
Administragio 4.0', como muitos nomeiam, ja sdo motivos de preocupagio por
parte dos administradores e, sobretudo, dos pensadores do Direito. Isto pois,
intrinsicamente a automatizacdo do processo decisério das entidades
administrativas, estd a provavel e necessaria remodelagem dos principios
administrativos. Assim, esta pesquisa objetiva analisar a adequagdo dos
principios ja existentes, notadamente aqueles previstos de forma expressa pela
CRFB/88, aos novos procedimentos administrativos desenvolvidos pela
aplicag@o da nova tecnologia, explorando também a possibilidade de defini¢ao
de novos principios.

Tendo em vista esta complexa questdo que se apresenta, sera feita uma
reflexdo sobre um dos principais desafios acerca do futuro da relagdo entre o
Estado e a inteligéncia artificial, qual seja, o de compatibilizar a acuracia e
objetividade da tecnologia com a capacidade inovadora da subjetividade
humana. A proposta &, portanto, a de colaborar com as indagacdes, diividas e
construgdes de eventuais respostas sobre o futuro da aplicacdo principioldgica
no ambito da Administragdo Publica.

! Conceito mais bem explorado pelo autor Alexandre Magno de Antunes Souza, no capitulo desta
obra intitulado: “Administragdo Publica 4.0 - a mudanga por meio da Blockchain ¢ da
inteligéncia artificial”.
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Este artigo esta dividido em 5 se¢des. Na primeira secdo, apresentar-
se-30 os principios administrativos expressamente previstos na Constituicao da
Republica Federativa do Brasil. Na segunda secdo, serdo expostos alguns
exemplos de incorporacdo da Inteligéncia Artificial na Administragdo Publica
nacional. Em seguida, na terceira secdo, serd abordada a questio da
compatibilidade entre os principios administrativos e a utilizacdo da
inteligéncia artificial na Administragdo Publica. Serd explorado na quarta
secdo, a possibilidade de incorporagdo e aplicagdo de novos principios ao
ordenamento e, por fim, na quinta se¢do, o risco de um possivel retorno ao
positivismo. Ao final, serdo tecidas as conclusdes dos autores sobre as questoes
levantadas ao longo do artigo.

1. Principios Administrativos

E inegavel a importancia dada aos principios no contexto juridico atual,
principalmente para os juristas defensores do pds-positivismo. Neste sentido,
Luis Roberto Barroso® esclarece que “no ambiente pos-positivista de
reaproximacdo entre o Direito e a Etica, os principios constitucionais se
transformam na porta de entrada dos valores dentro do universo juridico”.

Assim, os principios adquirem um papel central no ordenamento, seja
na interpretagio da lei’ ou por meio do reconhecimento da forca de sua
normatividade’; nio ¢ diferente a sua aplicacdo no ambito do direito
administrativo, que tem na Constitui¢do a previsdo de principios proprios.

Estes principios proprios estdo previstos principalmente no art. 37,
caput, da CRFB: “A administragcdo publica direta e indireta de qualquer dos
Poderes (...) obedecera aos principios de legalidade, impessoalidade,
moralidade, publicidade e eficiéncia (...)”.

Sem embargo dos principios expressos na Constitui¢do, a doutrina
juridica costuma elencar principios implicitos, extraidos da interpretagdo
sistematica da Carta ou de outros diplomas legais, tendo como exemplos os

2 BARROSO, Luis Roberto. Curso de direito constitucional contemporineo: os conceitos
fundamentais e a constru¢éo do novo modelo. 2.ed. Sdo Paulo: Saraiva, 2010, p.344.

3 Vide art. 4* da LIND (DL n°4.657/42): “Quando a lei for omissa, o juiz decidir o caso de
acordo com a analogia, os costumes ¢ os principios gerais de direito”.

4 Vide Luis Roberto Barroso, Curso de direito constitucional contemporineo: os conceitos

fundamentais e a construcdo do novo modelo. 2.ed. Sdo Paulo: Saraiva, 2010, p.343: “(...) os
principios, com sua flexibilidade, ddo margem a realizagdo da justica no caso concreto”.
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principios da autotutela, da continuidade dos servigos publicos, reconhecidos
por autores como Maria Sylvia Zanella Di Pietro’ e José dos Santos Carvalho
Filho®, e o principio da supremacia do interesse publico sobre o privado,
reconhecido por autores como Celso Antonio Bandeira de Mello’. Assim, os
principios implicitos por vezes sdo reconhecidos por um autor enquanto por
outro ndo, gerando embates doutrinarios acerca da sua aplicabilidade no
ordenamento juridico brasileiro.

Isto posto, importante ressaltar que no presente estudo serdo abordados
apenas os principios expressamente previstos na CRFB em seu art. 37, de forma
a considerar principios unanimemente reconhecidos. Esta delimitagdo possui
fins meramente metodoldgicos e considera a divergéncia doutrinaria de
diversos administrativistas ao elencar o rol de principios implicitos.

Assim, antes de adentrarmos propriamente na tematica dos principios
expressos na CRFB importa ser realizada breve abordagem sobre a teoria dos
principios, crucial para um entendimento mais acurado sobre o tema.

Esta teoria define e dimensiona o alcance dos principios, colocando-os
como normas juridicas passiveis de integrarem lacunas interpretativas e de
orientarem o deslinde de causas em que as regras, normas mais objetivas, sdo
insuficientes. Neste sentido, importa trazer defini¢do de Ronald Dworkin® sobre
o tema:

Denomino "principio” um padrdo que deve ser
observado, ndo porque vd promover ou assegurar
uma situagdo econdmica, politica ou social
considerada desejavel, mas porque ¢ uma exigéncia
de justica ou eqiiidade ou alguma outra dimensdo da
moralidade.

S DI PIETRO, Maria Sylvia Zanella. Direito Administrativo. 33. Ed. Rio de Janeiro: Forense,
2020.

® CARVALHO FILHO, José dos Santos. Manual de direito administrativo. 34. ed. Sdo Paulo:
Atlas, 2020.

7 MELLO, Celso Anténio Bandeira de. Curso de Direito Administrativo. 32.ed. Sdo Paulo:
Malheiros Editores, 2015.

8 DWORKIN, Ronald. Levando os direitos a sério. Tradugdo: Nelson Boeira. 1. ed. Sdo Paulo:
Martins Fontes, 2002. p.58.
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De forma mais concreta, também pode ser explicado nas palavras de
José Joaquim Gomes Canotilho’:

Os principios sdo normas juridicas impositivas de
uma optimizagdo, compativeis com varios graus de
concretizagdo, consoante os condicionalismos faticos
e juridicos; (...) permitem o balanceamento de
valores e interesses (ndo obedecem, como as regras,
a “légica do tudo ou nada’), consoante o seu peso e a
ponderacdo de outros principios eventualmente
conflitantes.

Desta maneira, pode-se afirmar que, em razdo da sua abstragdo, os
principios sdo verdadeiros norteadores dos microssistemas juridicos, sendo isto
também plenamente aplicavel quando nos referimos ao direito administrativo.
Apesar de existirem vozes criticas na doutrina'’, que problematizam a suposta
vagueza e inseguranca juridica trazidas pela sua utilizagdo exagerada, fato ¢
que na pratica juridica os principios sdo amplamente utilizados e possuem
grande importancia.

Neste ponto, os principios eleitos pelo legislador constituinte para
serem positivados na CRFB possuem uma especial proeminéncia. Por esta
razdo, adentraremos no seu estudo a fim de suscitar questionamentos acerca da
pertinéncia dos principios administrativos na contemporaneidade,
considerando as intensas mudangas nas relagdes sociais ocorridas por meio da
modernizacdo da tecnologia.

Como ja referido, o art. 37 da CRFB positiva os principios da
legalidade, impessoalidade, moralidade, publicidade e eficiéncia. O primeiro é
comum a diversos ramos do direito, porquanto essencial para a coesdo de um
ordenamento juridico baseado na tradi¢do da civil law.

® CANOTILHO, José Joaquim Gomes. Direito constitucional e teoria da constitui¢do. 7* ed. 11°
reimp. Coimbra: Almedina, 2012, p.1161.

19 SUNDFELD, Carlos Ari. Direito Administrativo para céticos. 1. ed. Sdo Paulo: Malheiros
Editores, 2012. O capitulo 3 da referida obra ja se inicia com uma critica a utilizagdo atual dos
principios: “Vive-se hoje um ambiente de ‘geleia geral’ no direito publico brasileiro, em que
principios vagos podem justificar qualquer decisdo”, p.60.
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A legalidade ¢ colocada como principio basilar do regime juridico-
administrativo e decorrente do proprio do Estado direito, segundo o
ensinamento de Celso Anténio Bandeira de Mello''. Isto porque ele limita a
discricionariedade do Estado ao estabelecer que este s6 pode atuar quando a lei
autorizar, em oposi¢do ao principio da autonomia privada, aplicavel ao direito
privado, que age pela liberdade do individuo de fazer tudo que a lei ndo veda'”.

O referido principio também ¢ um prestigio a teoria da separagdo dos
poderes, visto que condiciona as agdes do poder Executivo a previsdo
legislativa, demonstrando que o poder Legislativo possui a competéncia de
balizar a atuagdo da Administragdo Publica.

O principio da impessoalidade, por sua vez, é considerado um
consectario do principio da igualdade previsto no art. 5°, caput, da CRFB. Dele
se extrai que a Administracdo Publica deve dispensar igual tratamento aos
administrados, sem dar margem para favorecimento ao interesse privado em
detrimento do interesse publico”. Celso Anténio Bandeira de Mello coloca,
ainda, que a propria Constituigdo prevé algumas aplicagcdes concretas do
principio da impessoalidade, como na exigéncia de concurso publico para
ingresso em fungdo publica (art. 37, inciso II) e pela exigéncia de licitagdo (art.
37, inciso XXI), ambos os dispositivos tendo como finalidade a igualdade entre
os candidatos/concorrentes' .

Sobre o tema, Maria Sylvia Zanella Di Pietro ainda cita como aplicagdo
do referido principio o art. 100 da CRFB, que versa sobre precatorios judiciais,
em que proibe a “designacdo de pessoas ou de casos nas dotagdes orgamentarias
e nos créditos adicionais abertos para esse fim”'’. Na mesma obra, reconhece a
autora outros significados do referido principio, como o colocado por José
Afonso da Silva, referindo que a impessoalidade também pode ser interpretada
como a necessidade de imputacdo dos atos da Administragdo Publica ndo aos

' MELLO, Celso Antonio Bandeira de. Curso de Direito Administrativo. 32. ed. Sdo Paulo:
Malheiros Editores, 2015, p.103.

'2 MEIRELLES, Hely Lopes. Direito administrativo brasileiro. 18. ed. Sio Paulo: Malheiros,
1993. p. 83.

13 CARVALHO FILHO, José dos Santos. Manual de direito administrativo. 34. ed. S3o Paulo:
Atlas, 2020, p.96.

¥ MELLO, Celso Antonio Bandeira de. Curso de Direito Administrativo. 32. ed. Sdo Paulo:
Malheiros Editores, 2015, p.117.

5 DI PIETRO, Maria Sylvia Zanella. Direito Administrativo. 33. ed. Rio de Janeiro: Forense,
2020, p.96.
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agente que os praticam, mas a propria Administragdo'®; citando que ¢ aplicado
o principio quando “se reconhece validade aos atos praticados por funcionario
irregularmente investido no cargo ou fungdo, sob fundamento de que os atos
sdo do 6rgdo e ndo do agente publico™"”.

Seguindo com a apresentagdo do art. 37, a previs@o do principio da
moralidade, muitas vezes referido como moralidade administrativa, esta ligada
a ideia de ética e honestidade na Administracdo Publica. Segundo Jos¢ dos
Santos Carvalho Filho'®, este principio esta intimamente ligado a nogao do bom
administrador, e seu contetido costuma ser associado ao principio da legalidade
— também trazendo Maria Sylvia Zanella Di Pietro esta observagdo em sua
obra'’.

Desta forma, muitas vezes o proprio legislador ao entender uma
conduta como imoral, proibe-a, tornando-a um ilicito e abarcando-a entdo no
principio da legalidade. Porém, ainda assim a moralidade se mostra com
destaque, tendo em vista a sua previsdo como uma das hipoteses para
proposi¢do de agdo popular no art. 5°, LXXIII da CRFB — “qualquer cidadao ¢
parte legitima para propor acdo popular que vise a anular ato lesivo (...) a
moralidade administrativa (...)”, e também ao ser colocada como hipodtese de
crime de responsabilidade do Presidente da Republica, no art. 85, V, da CRFB,
na hipéteses de atos contra a “probidade da administragio™”.

O principio da publicidade, por sua vez, preza pela transparéncia dos
atos da Administracdo Publica. Este serve como uma verdadeira prestagdo de
contas dos administradores aos administrados que os elegeram, sendo essencial
sua existéncia numa Republica Democratica em que “todo poder emana do
povo” (art. 1°, pardgrafo unico, CRFB). Este principio se concretiza em
diversos mandamentos legais, como na previsdo do direito de peti¢do a 6rgaos
administrativos (art. 5°, XXXIV, “a”, CRFB) e do habeas data (art. 5°, LXXII,
CRFB).

16 SILVA, José Afonso da. Curso de direito constitucional positivo. 22. ed. Sdo Paulo: Malheiros,
2003.

7 op. cit.

8 CARVALHO FILHO, José dos Santos. Manual de direito administrativo. 34. ed. Sdo Paulo:
Atlas, 2020, p.98.

Y DI PIETRO, Maria Sylvia Zanella. Direito Administrativo. 33. ed. Rio de Janeiro: Forense,
2020.

20 MELLO, Celso Antonio Bandeira de. Curso de Direito Administrativo. 32. ed. S3o Paulo:
Malheiros Editores, 2015, p. 123.
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Por fim, o principio da eficiéncia € o mais recente do rol, visto que foi
inserido no art. 37 somente em 1998 pela EC n° 19. Hely Lopes Meirelles define
o principio como o que “exige que a atividade administrativa seja exercida com
presteza, perfeicdo e rendimento funcional™'. Assim, a inclusio do principio
também pode ser vista sob um viés de tentar positivar a necessidade da
Administracdo de cumprir de forma eficaz a sua finalidade de servir ao interesse
publico.

2. Incorporacio da inteligéncia artificial na Administracao Publica

O avanco da tecnologia trouxe diversas ferramentas novas que vém
sendo gradativamente incorporadas na Administracdo Publica, tendo em vista
o aperfeigoamento da prestagdo de suas atividades. Assim, com a inser¢do de
novos métodos que influenciam diretamente na tomada de decisdes e
formalizagdo de atos administrativos, como a utilizacdo de maquinas com ou
sem inteligéncia artificial, alguns autores tém apontado a necessidade de
remodelar alguns institutos classicos do direito administrativo, como veremos
a seguir.

Neste sentido, ressalta Juarez Freitas que “o Direito Administrativo,
sem escapatoria, precisa ser reinventado™”. Da mesma forma, Valter
Shuenquener, Bruno Almeida Zullo e Maurilio Torres™ ressaltam que “essa
transformacdo na natureza e estrutura da forma como o Estado organiza-se
ensejard a inevitavel revisitacdo de alguns paradigmas classicos do Direito
Administrativo”.

Considerando o contexto exposto, indaga-se se a classica organizacao
principiologica positivada no direito administrativo também nao haveria de ser
alvo de uma reformulacdo, de forma a evitar o seu anacronismo.

A sintese de algumas experiéncias brasileiras divulgadas até o presente
momento se faz imprescindivel para um melhor entendimento a respeito do

2! MEIRELLES, Hely Lopes. Direito administrativo brasileiro. 18. ed. Sdo Paulo: Malheiros,
2010, p. 98.

22 FREITAS, Juarez. Direito administrativo e inteligéncia artificial. Interesse Piblico — IP, Belo
Horizonte, ano 21, n. 114, p. 15-29, mar./abr. 2019, p.24.

2 ARAUJO, Valter Shuenquener de; ZULLO, Bruno Almeida; TORRES, Maurilio. Big Data,
algoritmos e inteligéncia artificial na Administracdo Publica: reflexdes para a sua utilizacdo

em um ambiente democratico. A&C — Revista de Direito Administrativo & Constitucional,
Belo Horizonte, ano 20, n. 80, p. 241-261, abr./jun. 2020, p.244.
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momento em que vivemos, e das possibilidades que surgem desta
transformacgao.

O primeiro exemplo de inclusdo da Inteligéncia Artificial, no &mbito
da atividade controladora junto ao Congresso Nacional, é o uso de trés robos
pelo Tribunal de Contas da Unido, Alice, Sofia e Moénica.** O robd Alice,
acronimo para Analise de Licitacdes e Editais, analisa todas as contratagdes
federais e editais publicados no dia e indica quais podem conter irregularidades.
Ja o robd Sofia, abreviacdo para Sistema de Orientagdo sobre Fatos e Indicios
para o Auditor, identifica erros nos textos dos auditores e indica diferentes
fontes de referéncia. Monica ¢ um painel que retine todos os dados envolvendo
as compras publicas. As trés interfaces integram o Laboratoério de Informagdes
de Controle (Labcontas)*, sistema maior que retne dezenas de bases de dados,
como composi¢do societaria das empresas, lista de politicas publicas e registro
de contas governamentais, conforme abordado de forma mais aprofundada no
artigo “Interven¢do do Estado na propriedade privada para obtencdo de dados
para implementacao de IA”.

Desenvolvido pelo Governo Federal, a nova plataforma
GovData ambiciona reunir os principais dados capturados pelo governo em
uma Unica plataforma unificada. A grande facilidade que essa inovacao trara
serd a de permitir aos gestores e agentes publicos um processamento e analise
de dados muito mais eficientes, mediante o cruzamento de um grande volume
de dados com as tecnologias Big Data e Data Analytics. Com acesso a toda essa
informacdo estratégica de alta assertividade, os gestores terdo ainda mais
oportunidades de aperfeigoar programas sociais e metas politicas.’® Ndo restam
duvidas, portanto, que, a0 menos em um primeiro momento, o GovData sera
um enorme ganho para toda a Administracao Publica.

Apesar desses exemplos, deve-se explorar mais a utilizacdo de
inteligéncia artificial na Administragdo Publica no Brasil, tendo em vista a
iminente transformacao digital que estamos a protagonizar.

2 Sobre a temética, recomenda-se a leitura do capitulo desta obra, escrito pela autora Milena
Cerqueira Temer, intitulado: “Utilizagdo da Inteligéncia Artificial - 1A na atividade de
fiscalizag¢do dos Tribunais de Contas”.

% Alice, Sofia ¢ Monica: Trés robds auxiliam o trabalho do Tribunal de Contas da Unido.
Consultor Juridico, 2019.

%% Nova solugio digital do governo federal ajuda a combater fraudes e a racionalizar o gasto
publico: GovData. O Licitante, 2018.
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3. Compatibilidade entre os principios administrativos e a utilizacido da
inteligéncia artificial na Administracio Piublica

A primeira vista, a incorporagio da inteligéncia artificial na
Administracdo Publica possui o conddo de otimizar os gastos publicos, com a
possibilidade da maquina produzir resultados com mais rapidez e acurdcia a um
custo inferior, quando em comparagdo com a producao do homem. A eficicia
superior da maquina sobre o homem se deve a sua capacidade de armazenar
uma grande quantidade de dados aliada a rapidez de processamento e
cruzamento dessas informacdes.

Em decorréncia dessa maior rapidez, acuracia e eficacia, a utilizagdo
da inteligéncia artificial na Administragdo Publica tem o conddo de possibilitar
a concretizacdo do principio da eficiéncia administrativa, no seu aspecto
econdmico, em nivel superior aquele possivel de ser alcangado pelo homem,
por razdes naturais®’.

A objetividade inerente da maquina, em contraposic¢do a subjetividade
inata do homem, também pode algar os principios da moralidade®, legalidade,
impessoalidade e isonomia a um grau jamais antes visto. A objetividade da
maquina afasta a possibilidade de falibilidade em decorréncia de interesses
subjetivos contrarios ao ordenamento juridico. Dessa forma, s3o mitigadas as
possibilidades de condutas criminosas visando o interesse proprio, como
praticas de corrupcao e captura.

A par dessas primeiras impressdes positivas, cumpre anotar as
possiveis problematicas da utilizacdo da inteligéncia artificial na
Administracdo Publica.

O grande desafio da inteligéncia artificial ¢ a leitura de contexto, posto
que esta funciona atrelada a uma interpretacdo logico-matematica, efetuando
operagdes de probabilidade, estatistica, etc., calcada em informagdes (dados) a

27 VALLE, Vanice Lirio do. Inteligéncia artificial incorporada & Administracdo Publica: mitos e

desafios tedricos. A&C — Revista de Direito Administrativo & Constitucional, Belo Horizonte,
ano 20, n.81, p.181.

28 Para um maior aprofundamento acerca da aplicagio do principio da moralidade administrativa
ao uso de inteligéncia artificial, recomenda-se a leitura do capitulo desta obra: “ Inteligéncia
Artificial pela Administragao Publica”, de autoria de Raphael Lobato Collet Janny Teixeira.
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r

ela fornecidas®. A leitura de contexto é essencial no que diz respeito a
aplicagdo principioldgica, isto pois, € por meio desta leitura que se verifica a
correta incidéncia dos principios ao caso concreto.

A verificacdo da eficiéncia administrativa, entendida ndo apenas por
meio de uma légica econdmico-financeira, s6 pode ser feita mediante uma
interpretacdo reflexiva de todo o contexto que circunda a sociedade; das
implicacdes das decisdes nas diversas esferas que compde o plexo do tecido
social. De igual forma, a correta incidéncia de todos os principios
administrativos segue a mesma logica.

Outro problema que surge, quando da utilizagdo da inteligéncia
artificial, é a possibilidade de contaminacdo dos dados que alimentam a
maquina. Esta possibilidade pode levar a maquina a produzir resultados
indesejaveis e incompativeis com o ordenamento juridico e seus principios
norteadores, como a reprodugio de comportamentos preconceituosos ..
Contudo, como observado por Cary Coglianese, nesse aspecto ha de se destacar
que o preconceito ¢ fruto do homem, de modo que ndo ha de se falar em
preconceito intrinseco da maquina, e por essa razdo, ¢ muito mais facil
“corrigir” o preconceito emitido pela maquina, por meio da exclusdo dos dados
contaminados e mudancgas no seu design, do que “corrigir” o preconceito do
proprio homem. Em suas palavras®':

Moreover, with greater reliance on algorithm-based
automated systems, governments will have a new
ability to reduce undesired biases by making
mathematical adjustments to their algorithms,
sometimes without much loss in accuracy. Such an
ability will surely make it easier to tamp out biases

2 VALLE, Vanice Lirio do. Inteligéncia artificial incorporada & Administracdo Publica: mitos e

desafios tedricos. A&C — Revista de Direito Administrativo & Constitucional, Belo Horizonte,
ano 20, n.81, p.190.

3% Sobre o tema, sugere-se a leitura do capitulo desta obra intitulado: “Os mecanismos de busca
na internet ¢ o Direito Regulatorio: search bias e discriminagdo algoritmica”, de autoria de
Gabriel Teixeira, que discorre sobre os tipos de discriminagdo algoritmica e os casos em que o
Google esta envolvido.

31 COGLIANESE, Cary. Administrative Law in the Automated State (2021). Daedalus, Vol. 150,
no. 3, p. 104, 2021, U of Penn Law School, Public Law Research Paper No. 21-15, Available
at SSRN: https://ssrn.com/abstract=3825123
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than it currently is to eliminate humans’ implicit
biases. In an automated state of the future,
government may find itself less prone to charges of
undue discrimination.

Para a superacdo dos problemas envolvendo a contaminacgao de dados,
faz-se necessario que a Administracdo Publica promova meios de regulagdo
destes dados, bem como do design da inteligéncia artificial’®>. Desse modo, sera
possivel atestar a acuracia dos dados e o alinhamento entre os inputs e outputs
da méaquina com os principios norteadores do ordenamento juridico. Nas
palavras de Juarez Freitas™:

A regulacdo balanceada de riscos da IA, alicercada
em evidéncias, ¢ chave para impedir que robds
continuem a perpetrar assédios e manipulagdes
polarizantes, as quais, no limite, colocam em risco o
jogo democratico e perpetuam as discriminacdes
perversas.

A transparéncia quanto as razdes de decidir também ¢ um dos grandes
obices da utilizagdo da inteligéncia artificial na Administragdo Publica. A
dificuldade de explicitar as razdes de decisdo se deve a complexidade das
operagdo dos algoritmos de aprendizado da maquina que tem propriedades
opacas.

As consequéncias dessa falta de transparéncia sdo enormes, visto que
todo ato administrativo deve explicitar seu motivo sob pena de invalidade.
Além disso, o principio da publicidade estd umbilicalmente conectado a
transparéncia, sendo um dos principios corolarios da democracia,
proporcionando ao povo a accountability das decisdes, de modo a viabilizar o
controle democratico popular. Sem a transparéncia nas decisdes, também se

32 Para um maior aprofundamento sobre a regulagio de inteligéncia artificial nacional e
internacional, bem como sobre as possiveis solugdes ¢ desafios da autorregulagdo da
inteligéncia artificial, sugere-se a leitura do capitulo desta obra: “Regulagéo e autorregulacdo
da inteligéncia artificial no Brasil”, de autoria de Karina Abreu Freire.

3% FREITAS, Juarez. Direito Administrativo e inteligéncia artificial. Int. Publ. — IP, Belo
Horizonte, ano 21, n 114, p.15-29.
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torna prejudicado o direito de defesa e contraditorio®®. Dessa forma, a superagio
do problema de transparéncia algoritmica ¢ um dos desafios mais importantes
que se desenham para o futuro.

Cary Coglianese® aponta também outro problema que se apresenta
para o futuro: a falta de empatia. A incorporacdo da inteligéncia artificial na
Administracdo Publica, como demonstrado no topico 3, ja € uma realidade. A
tendéncia, percebida ja em outros paises e no mercado privado, ¢ de
intensificacdo desse processo. Assim, esboca-se um contexto historico-social
em que a Administracdo Publica serd altamente automatizada, de forma que o
trato humano pode se perder pelo caminho. Esta situacdo de amplia¢do da
auséncia de interagdes humanas pode afetar a sensacdo de legitimidade
democratica, posto que cabe a Administragdo Publica tomar decisdes que
afetam diretamente a vida de pessoas.

Entretanto, de forma paradoxal, a utilizagdo crescente da maquina na
Administracdo Publica pode abrir espaco para um aumento das interagdes
humanas. Isso porque as tarefas mecénicas e repetitivas serdo delegadas as
maquinas, possibilitando que haja maior dedicag@o dos agentes administrativos
as interagcdes humanas, promovendo uma ampliacdo da empatia e consequente
senso de representatividade e legitimidade democratica.

4. Possivel incorporacio de novos principios

Além dos desafios atinentes a adequacdo dos principios administrativos
contemporaneos no contexto de utilizacdo crescente da inteligéncia artificial na
Administracdo Publica, novos problemas surgem e possivelmente demandam a
incorporagdo de novos principios*®.

30O capitulo desta obra, intitulado: “Inteligéncia Artificial pela Administragio Piblica”, de
autoria de Raphael Lobato Collet Janny Teixeira, também aborda a importancia da
explicabilidade das decisdes automatizadas para fins de contestacdo e possivel revisibilidade.

35 COGLIANESE, Cary. Administrative Law in the Automated State (2021). Daedalus, Vol. 150,
no. 3, p. 104, 2021, U of Penn Law School, Public Law Research Paper No. 21-15, Available
at SSRN: https://ssrn.com/abstract=3825123.

36 O capitulo desta obra, intitulado: “Inteligéncia Artificial pela Administragio Publica”, de

autoria de Raphael Lobato Collet Janny Teixeira, também discorre sobre a possivel
incorporagéo de novos principios com vistas a promogao da utilizagdo da inteligéncia artificial
pelo Poder Publico de forma inovadora e confiavel, com respeito aos direitos humanos e a
democracia.
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Um desses possiveis principios diz respeito a ndo discriminagdo
algoritmica37. Essa ideia estd intrinsicamente conectada ao principio da
transparéncia, pois s6 por meio deste principio € que sera possivel verificar as
motivacdes da decisdo, de forma a garantir o tratamento isondmico e ndo
discriminatdrio a todos. Como visto, a contaminag@o dos dados que alimentam
o aprendizado de maquina pode levar a reprodug¢do de comportamento
discriminatdrios, por intermédio da utilizagdo do “algoritmo enviesado”.

Nessa esteira, também ¢ de se refletir sobre a “atualizag@o” do principio
da transparéncia, abarcando a chamada transparéncia algoritmica®. A
necessidade de atualizagdo deste principio dependerd da evolugdo da
inteligéncia artificial e possibilidade de explicitar de maneira clara os motivos
que levaram aquela tomada de decisdo.

No contexto atual, pela opacidade do aprendizado de maquina, esta
explanagdo ¢ quase impossivel, de forma que a explicagdo, em termos gerais,
de como o algoritmo foi projetado para funcionar e a demonstragdo da eficacia
dessa projecdo em comparacdo com os resultados gerados pela agdo humana,
pode ser suficiente para preencher o principio da transparéncia algoritmica®.

Questdo relevante ¢ que surge da utilizagdo crescente dos dados
pessoais pela Administracdo Publica para alimentar o aprendizado da maquina,
de forma que esta possa auxiliar na tomada de decisdes e a¢des publicas, diz
respeito a problemas relacionados a prote¢do de informagdes pessoais. Nesse
mister, ¢ de se refletir sobre a incorpora¢do de um principio que garanta a
protecio destes dados, como um principio de personalidade digital®’.

37 VALLE, Vanice Lirio do. Inteligéncia artificial incorporada & Administragdo Pablica: mitos e

desafios tedricos. A&C — Revista de Direito Administrativo & Constitucional, Belo Horizonte,
ano 20, n.81, p.179-200.

38 SANTOS, Lucas Braz Rodrigues dos; ROQUE, Andre Vasconcelos. Inteligéncia Artificial na
Tomada de Decisdes Judiciais: Trés Premissas Basicas. Revista Eletronica de Direito
Processual -REDP, Rio de Janeiro, ano 15, vol.22, n.1, p.58-78.

3 COGLIANESE, Cary. Administrative Law in the Automated State (2021). Daedalus, Vol. 150,
no. 3, p. 104, 2021, U of Penn Law School, Public Law Research Paper No. 21-15, Available
at SSRN: https://ssrn.com/abstract=3825123.

40 FREITAS, Juarez. Direito Administrativo e inteligéncia artificial. Int. Pabl. — IP, Belo
Horizonte, ano 21, n 114, p.15-29.
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5. Possivel retorno ao Positivismo

A falta de capacidade criativa e leitura de contexto da maquina faz com
que se tenha um risco de retorno ao positivismo. Isto pois o positivismo operava
sob uma légica mecanicista, de forma que a atividade decisdria consistia apenas
na aplicacdo da lei ao caso concreto, por meio de uma interpretacao logico-
gramatical®'.

A inteligéncia artificial opera a partir de uma interpretagdo logico-
matematica, em que se toma uma decisdo baseada em diversos calculos
matematicos complexos sob informacdes pretéritas, chegando-se a um
resultado tido como correto. Falta @ maquina a capacidade inventiva do ser
humano, de adaptabilidade sensitiva as transformagdes historico-sociais.

Dessa forma, a utilizagdo da inteligéncia artificial na tomada de
decisdes pode levar a um retorno dos padrdes subsuntivos em decorréncia de
sua lacuna de criagdo, leitura de contexto e consequente adaptabilidade. Além
disso, também carece de capacidade de ponderacdo principiolégica e
verificagdo da proporcionalidade em sentido estrito, posto que opera sob a
interpretacdo logico-matematica.

A sua utilizagdo, paradoxalmente, pode conduzir-nos a um positivismo
moderno, marcado por um intenso conservadorismo, em razdo de suas
operagdes logico-matematicas mecanicistas calcadas em dados pretéritos, com
uma consequente simplificagdo e reducionismos das técnicas interpretativas.
Diante disso, a aplicacdo de institutos como overruling e distinguishing,
essenciais para a superacdo de entendimentos pretéritos e a incorporagdo de
novos entendimentos, pode ser prejudicada®.

Conclusio
A crescente incorporacdo da inteligéncia artificial na Administragao

Publica deve ser acompanhada de uma reflexdo ponderada sobre a sua
adequacdo aos principios norteadores da atividade administrativa. A utilizagdo

4 SILVA, Erik da; SIMIONI, Rafael Araujo Larazzoto. Decisdo juridica e inteligéncia artificial:
um retorno ao positivismo. Revista de Direito — Vigosa, ano 20, vol.12, n.02.

42 SANTOS, Lucas Braz Rodrigues dos; ROQUE, André Vasconcelos. Inteligéncia Artificial na
Tomada de Decisdes Judiciais: Trés Premissas Basicas. Revista Eletronica de Direito
Processual -REDP, Rio de Janeiro, ano 15, vol.22, n.1, p.58-78.
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da inteligéncia artificial nos procedimentos administrativos abre um leque de
possibilidades.

Por um lado, ¢ possivel que a sua utilizagdo possibilite a otimizagao
destes principios a niveis humanamente impossiveis de atingir, em decorréncia
de sua absoluta objetividade e auséncia de interesses subjetivos. Por outro, pode
propiciar o surgimento de problemas decorrentes da falta de transparéncia e da
possibilidade de contaminacdo dos dados que alimentam o aprendizado de
maquina.

Para evitar possiveis problematicas, torna-se indispensavel que a
utilizagdo da inteligéncia artificial que atue com aprendizado de maquina na
Administracao Publica seja precedida de minuciosa regulacdo, promovida pela
propria Administracdo, que comprove a acuidade e a amplitude da base de
dados.

Além destas reflexdes envolvendo os principios positivados no art. 37
da CRFB, urge questionar também a possibilidade de a utilizacdo da
inteligéncia artificial na Administragdo Publica ensejar a incorporagdo de novos
principios, como um principio de ndo discriminag¢do algoritmica (visando
contornar os problemas decorrentes da utilizagdo de “algoritmos enviesados™);
principio de transparéncia algoritmica (uma possivel “atualiza¢do” do principio
da transparéncia para superar sua aparente incompatibilidade com a utilizagado
de inteligéncia artificial); e um principio de personalidade digital para protegao
dos dados pessoais.

Por fim, para a superacdo do risco de retorno ao positivismo, revestido
de roupagem “atualizada”, e consequente falta de inovacdo e adaptacdo do
direito ao contexto social, torna-se fundamental a hibridez homem-maquina.
Dessa forma, vislumbra-se um futuro em que se possa extrair as qualidades
inerentes da maquina, representadas especialmente em sua objetividade e
eficacia, em conjunto com as qualidades subjetivas do homem, que possui uma
capacidade inovadora e senso de percepg¢do das volatilidades sociais.
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Introduciao

O desenvolvimento da industria de software e a evolucao das redes e
das tecnologias de um modo geral tem ocasionado uma verdadeira
transformacdo nas estruturas sociais e nos sistemas econémicos e politicos a
nivel global, a tal ponto que renomados estudiosos sobre o tema tém
denominado esse momento da histéria como a “Quarta Revolucéo Industrial”".

Sdo trés as principais razdes que justificam a denominagdo do atual
periodo como uma quarta — e distinta — revolug@o. A primeira diz respeito a
velocidade, ja que, ao contrario das anteriores, esta evolui em ritmo exponencial
e ndo linear; a segunda ¢ relativa a amplitude e profundidade, uma vez que essa
revolucdo tem o campo digital como base e combina e qualifica diversas
tecnologias. Ja a terceira esta relacionada ao impacto sistémico, tendo em vista
que envolve a transformagdo de sistemas inteiros entre paises, empresas,
industrias e toda a sociedade’.

De fato, a maioria dessas novidades tecnoldgicas inseridas neste
contexto’, dentre as quais destaca-se a inteligéncia artificial, nio se trata de uma

' SCHWARB, Klaus. A Quarta Revolu¢do Industrial. Sdo Paulo: Edipro, 2016, p. 11.

2 SCHWAB, Klaus. A Quarta Revolucio Industrial. Sio Paulo: Edipro, 2016, p. 11.

3 As novidades tecnol6gicas abrangem numerosas areas, dentre quais destacam-se a inteligéncia
artificial (IA), robdtica, a internet das coisas (IoT), veiculos autdnomos, impressdo em 3D,
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complementagdo aos sistemas j& existentes anteriormente, mas sim de uma
inovag¢do de ruptura, que traz uma nova forma de interagir com o mundo a partir
do desenvolvimento de sistemas com alto poder de processamento, com
diversos recursos de armazenamento e acesso ao conhecimento sem
precedentes.

A escala, o escopo e a complexidade explicam por que as rupturas e as
inovagdes atuais sdo tdo significativas. A inovagdo, em termos de
desenvolvimento, estd mais rdpida do que nunca e as novas tecnologias tem
sido cada vez mais capazes de amplificar umas as outras e fundir os mundos
fisico e digital, como se fossem uma unica realidade.

Nao por outra razdo, vé-se que a inteligéncia artificial tem provocado
mudancas em todos os setores, marcadas pelo surgimento de novos modelos de
negodcios, pela reformulacdo da producdo e do consumo e até mesmo pela
descontinuidade* de algumas operagdes. Ha também em curso significativas
modificagdes de paradigmas, ndo apenas no modo como trabalhamos, nos
comunicamos e nos divertimos, mas também na forma de atuacio dos governos
e das instituicdes’.

Dado esse contexto, € possivel afirmar que nunca houve um momento
tdo “potencialmente promissor ou perigoso™ para a humanidade, sendo esse
um dos principais fundamentos que justificam ndo somente a necessidade, mas
também a urgéncia em se analisar e debater as diretrizes regulatérias para a
inteligéncia artificial, assim como os seus possiveis desafios.

Com efeito, conforme sistemas de inteligéncia artificial vém sendo
aplicados no cotidiano, estdo sendo observados potenciais riscos de violagdes
a direitos fundamentais. Bem por isso ¢ que muitos defensores da regulagdo’
destacam a sua importancia para garantir que a inteligéncia artificial e a
humanidade possam coexistir em um futuro harmonioso, pacifico e eficiente.

nanotecnologia, biotecnologia, ciéncia dos materiais, computagdo quantica. No presente artigo,
optou-se pela limitagdo aos aspectos atinentes mais especificamente a regulagdo e
autorregulacdo da inteligéncia artificial.

4 CHRISTENSEN, Clayton M; RAYNOR, Michael E.; MCDONALD, Rory. What’s disruptive
Innovation?. Harvard Business Review, 2015.

> SCHWARB, Klaus. Op. Cit., p. 12.

8 Ibid., p. 12.

7 FREITAS, Juarez; FREITAS, Thomas Bellini. Direito e Inteligéncia Artificial: Em Defesa do
Humano. Belo Horizonte: Férum, 2020, p.57.

186



Coordenador: André Saddy

Veja-se, portanto, que o ponto central dessa discussao esta na busca por
um equilibrio entre a preservagdo do incentivo a inovagdo e o efetivo controle
sobre potenciais perigos advindos da utilizacdo dessas tecnologias, tendo em
vista que a regulac¢do ndo pode - nem deve ser - sindbnimo de burocratizagao.

A primeira vista, pode-se pensar que a regulacio dessas novas
tecnologias deveria ser examinada e conduzida a luz das ferramentas e
estruturas ja existentes na ordem juridica, contudo, no atual contexto, merece
atengdo o fato de que a inteligéncia artificial pressupde a existéncia de uma
realidade que se desenvolve também no campo virtual, que ndo ¢ tangivel e que
se altera com muita velocidade.

A TA, ao contrario da maioria das suas tecnologias antecessoras, ndo se
reduz, de modo algum, a uma simples automacao. Trata-se, na verdade, de uma
inovagdo tecnolodgica muito mais complexa, que incorpora a propriedade de
produzir, ndo apenas reproduzir, atos juridicos; de aprender autonomamente e
tomar decisdes com base nos dados coligidos®.

Para o campo do Direito, portanto, observa-se que a inteligéncia
artificial descortina dificuldades ndo apenas conceituais, mas também politicas
e regulatorias, principalmente quando confrontada com as fungdes tradicionais
de suas institui¢des, quais sejam, a busca pela transformagao da realidade social
e economica dos Estados, pelo fortalecimento dos espagos democraticos e pela
da redugdo das desigualdades’.

Assim, dentre os principais motivos que justificam a regulagdo da IA,
encontram-se a necessidade de evitar danos decorrentes de potenciais riscos ja
vislumbrados na sua aplicacdo, tais como a possibilidade de vigilancia em
massa pelo Estado; de manipulacdo de comportamento dos individuos; de
discriminagdo algoritmica, a depender do viés inserido no sistema; assim como
da falta de transparéncia na fundamentacdo das decisdes automatizadas da
inteligéncia artificial'®. Todos esses pontos elencados, por certo, requerem uma

8 SCHWAB, Klaus. A Quarta Revolugdo Industrial. Sdo Paulo: Edipro, 2016, p. 13.

® POLIDO, Fabricio Bertini Pasquot. Novas Perspectivas para Regulagio da Inteligéncia
Artificial: Dialogos entre as Politicas Domésticas e os Processos Legais Transnacionais. In:
FRAZAO, Ana; MULHOLLAND, Caitlin (coord.). Inteligéncia Artificial e Direito: Etica
Regulacéo e Responsabilidade. Sdo Paulo: Editora Revista dos Tribunais, 2019, p. 194.

10 BAPTISTA, Patricia; KELLER, Clara Iglesias. Por que, quando e como regular as novas
tecnologias? Os desafios trazidos pelas inovagdes disruptivas. RDA — Revista de Direito
Administrativo, Rio de Janeiro, v. 273, set./dez. 2016, p. 130.
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correspondente disciplina regulatéria, no rumo de uma boa governanga
algoritmica'".

Ressalta-se também, especialmente nos casos ligados a Administragao
Publica, a necessidade de se combater vicios da decisdo algoritmica iniqua e
deficitariamente motivada, sendo essencial uma criteriosa revisdo dogmatica,
legislativa e hermenéutica das categorias tradicionais, de modo a obstar
posturas estatais condescendentes com assimetrias informacionais e o abuso de
poder, dentre outras falhas comportamentais'.

Por outro lado, ndo ¢ demais lembrar que a melhor estrutura de
regulagdo para o desenvolvimento e a regulacdo da IA ndo deverd contemplar
tdo somente o Direito, devendo ser também inseridos nesse esquema o
mercado, os principios éticos e a arquitetura'’. Entende-se que a atuacio desses
quatro elementos, operando de forma conjunta e relacionada, servird ndo
somente para incentivar os sujeitos e as organizagdes, como também para
moldar as estruturas e regular as situagoes.

Nesse sentido, o presente artigo, partindo da premissa de que a
regulacdo ndo ¢ um fendmeno exclusivamente estatal, visa debater a
emblematica questdo dos desafios regulatdrios da inteligéncia artificial diante
de um contexto de mudangas tecnoldgicas crescente e de constante inovagdo. E
dentro desse campo que a pesquisa busca analisar a atuagdo e as propostas de
regulacdo adotadas em diferentes Estados, especialmente pelo Brasil, assim
como os dilemas da autorregulacdo pela propria inteligéncia artificial.

1. Corrida regulatéria global: propostas e projetos de regulacio da
inteligéncia artificial no 4mbito internacional

Antes de nos atermos mais especificamente as iniciativas e as politicas
desenvolvidas para regulagdo da inteligéncia artificial no dmbito internacional,
¢ essencial a identificagdo e a delimitagd@o em um primeiro momento do que se

' WISCHMEYER, Thomas; RADEMACHER, Timo (Ed.). Regulating Artificial Intelligence.
Cham: Springer, 2020, p. 6.

12 FREITAS, Juarez; FREITAS, Thomas Bellini. Direito e Inteligéncia Artificial: Em Defesa do
Humano. Belo Horizonte: Foérum, 2020, p.15.

13 LESSIG, Lawrence. The Law of the Horse: What Cyberlaw Might Teach. Harvard Law
Review, v. 113, 1999, p. 520.
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entende no presente trabalho por regulagdo, tendo em vista que a sua
conceituagdo ndo se trata nem de longe de um consenso na doutrina.

A autora Julia Black'*, que trouxe a ideia de “decentred understandings
of regulation”, disserta que uma defini¢do essencialista da Regulacdo seria a de
que:

Regulation is the sustained and focused attempt to
alter the behaviour of others according to defined
standards or purposes with the intention of producing
a broadly identified outcome or outcomes, which
may involve mechanisms of standard-setting,
information-gathering and behaviour-modification'’.

Nesse mesmo sentido, André Saddy'® sustenta que:

Parece melhor o entendimento que estabelece ser a
regulacdo uma espécie de interferéncia publica
intencional que limita as escolhas dos privados e, até
mesmo, do proprio Poder Publico, sendo que este
sofrerd dita interven¢do sempre e quando atuar como
se privado fosse, isto €, sempre que exercer atividade
por meio de uma pessoa juridica de direito privado
com fins econOmicos, como, por exemplo, as
empresas publicas e as sociedades de economia
mista, mas também quando possuir uma autarquia
que exer¢a determinado servigo publico a fim de que
este seja prestado com a maxima adequacgao possivel
a populagdo.

4 BLACK, Julia. Critical Reflections on Regulation. London: Centre for Analysis of Risk and
Regulation, London School of Economics and Political Science, 2002 (Discussion Paper 4), p.
26.

'S “Regulagdo ¢ a tentativa sustentada ¢ focada de alterar o comportamento de outros de acordo

com padrdes ou propositos definidos com a inten¢do de produzir um resultado ou resultados
amplamente identificados, que podem envolver mecanismos de estabelecimento de padrdes,
coleta de informagdes e modificagdo de comportamento” (tradugao livre).

16 SADDY, André. Regulacdo estatal, Autorregulacdo Privada e Cddigos de Conduta e Boas
Praticas. Rio de Janeiro: Lumen Juris, 2015, p. 29.
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Assim, a regulacdo estatal pode ser compreendida como um conjunto
de atos imperativos, incitativos ou indicativos que promovem uma restri¢ao
intencional da eleicdo a fim de realizar finalidades publicas, ou seja, com o
intuito de obter resultados que possam beneficiar toda a coletividade'”.

Desse modo, resta claro que ndo é qualquer circunstancia que podera
ser submetida a regulacdo estatal. Ao contrario, ¢ preciso que sejam
identificados os interesses publicos que justifiquem essa atuagdo do Poder
Publico, uma vez que esse ¢ o fundamento para legitimar esta conduta do
Estado'®.

De mais a mais, o economista Joseph Stiglitz'’ estabelece algumas das
principais justificativas para o Estado decidir pela regulagdo de determinada
atividade econdmica ao discorrer que:

Algunos de los principales elementos de esa
intervencion hoy son bien aceptados: leyes
antimonopolio, para evitar la creacion de poder de
monopolio o su abuso; legislacion de proteccion del
consumidor, disefiada para enfrentar posibles
problemas de explotacion debidos a asimetrias de
informacién; y regulaciones para asegurar la
seguridad y la solidez del sistema bancario, que se
hacen necesarias debido a las externalidades
sistémicas  (efectos de desbordamiento de
transacciones economicas que afectan a muchas
personas que no intervienen en las transacciones) que
pueden surgir cuando una institucion
“sistémicamente” importante quiebra o se permite
que quiebre®.

7 Ibid, p. 32.
8 SADDY, André. Regulacio estatal, Autorregulagio Privada e Codigos de Conduta e Boas
Praticas. Rio de Janeiro: Lumen Juris, 2015, p. 29, p. 58.

19 STIGLITZ, Joseph. Regulacion y Fallas. Revista de Economia Institucional, vol. 12, n.° 23,

segundo semestre/2010, pp. 13-28

20 «Alguns dos principais elementos dessa intervengio sdo bem aceitos hoje: as leis antitruste,
para evitar a criagdo de poder de monopolio ou seu abuso; legislagdo de defesa do consumidor,
destinada a fazer frente a possiveis problemas de explora¢do por assimetrias de informacéo; e
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No caso da inteligéncia artificial, um dos principais motivos que levam
a essa demanda por iniciativas regulatorias diz respeito a uma necessidade de
se assegurar a confianga na utilizagcdo de solugdes tecnoldgicas artificialmente
inteligentes, especialmente quando se pensa em seus possiveis riscos e na
possibilidade de utilizagdo da IA pela Administragio Piiblica®'.

Alias, importante destacar, neste contexto, que a busca por uma
regulagdo estatal e pela instituicdo de determinados deveres e obrigagdes a
inteligéncia artificial ndo visam a impedir o seu desenvolvimento, mas sim a
possibilitar que este ocorra de uma maneira sustentavel e sem oferecer graves
riscos de violagdo a direitos dos cidaddos e ao interesse publico.

Ocorre que, pela primeira vez no curso da histéria, o ordenamento
juridico esta sendo convocado a disciplinar a utilizagdo de maquinas que podem
atuar a revelia da sua programacdo original, que se modificam com uma
velocidade surpreendente e que ja ndo se enquadram nas categorias tradicionais
do direito publico ou privado®. O Direito, que possui uma tendéncia natural a
procurar a solugdo de novas questdes dentro do seu proprio arsenal de institutos,
acaba entdo por ser desafiado, diante dos desarranjos promovidos pela evolugdo
da inteligéncia artificial®.

Nesse sentido, as recentes atividades promovidas pelas Nagdes Unidas
e suas agéncias especializadas, no ambito do sistema multilateral, ja
demonstram as relevantes preocupacdes associadas a inteligéncia artificial e
aos desafios regulatdrios proporcionados pela evolucdo dessa nova tecnologia.

Em 2017, A Unido Internacional de Telecomunicagdes, agéncia da
ONU especializada em tecnologias de informag¢do e comunica¢do, organizou a

regulamentos para garantir a seguranga e solidez do sistema bancario, que sdo necessarios
devido a externalidades sistémicas (efeitos de transbordamento de transagdes econdmicas que
afetam muitas pessoas que ndo intervém nas transagdes) que podem surgir quando uma
instituicdo "sistemicamente" importante quebra ou se permite ir a faléncia” (tradug@o livre).

2! Veja artigo, nesta obra, intitulado “As Decisdes Administrativas Robdticas: Das Possibilidades
aos Limites”, de Jodo Sergio dos Santos Soares Pereira.

22 FREITAS, Juarez; FREITAS, Thomas Bellini. Direito e Inteligéncia Artificial: Em Defesa do
Humano. Belo Horizonte: Foérum, 2020, p. 17.

2 BAPTISTA, Patricia; KELLER, Clara Iglesias. Por que, quando e como regular as novas

tecnologias? Os desafios trazidos pelas inovagdes disruptivas. RDA — Revista de Direito
Administrativo, Rio de Janeiro, v. 273, p. 123-163, set./dez. 2016, p. 128-129.
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primeira Cupula Global sobre “inteligéncia artificial para o bem™**, com o fito
de reunir diferentes segmentos da sociedade e da industria para debater uma
agenda multissetorial e exploratoria sobre o tema.

Diante desse panorama, diversos paises também ja tém avancado nas
discussdes sobre os melhores meios de planejar o desenvolvimento e a
regulagdo da aplicacdo dessa nova tecnologia. Vé-se que algumas dessas
estratégias objetivam posicionar esses paises como possiveis lideres globais na
aplicagdo da inteligéncia artificial, enquanto outras adotam metas mais
modestas, que variam de acordo com as prioridades politicas e as questdes
sociais relevantes para a realidade de cada pais.

Destacam-se, dentre outros, nos Estados Unidos da América, os planos
“The National Artificial Intelligence Research and Development Strategic
Plan” e “Executive Order on Maintaining American Leadership in Artificial
Intelligence”; na China, o chamado “Development Plan for a New Generation
Artificial Intelligence”; na India, a “Strategy For Artificial Intelligence™; ¢ no
Canada, a “Pan-Canadian Artificial Intelligence Strategy™ .

Como bem aponta Kai-Fu Lee, a China e os Estados Unidos ja
possuem, desde o principio, uma enorme vantagem sobre todos os outros paises
no que diz respeito a inteligéncia artificial. Vdarios outros paises possuem
laboratdrios de pesquisa de desenvolvimento de inteligéncia artificial, porém
carecem de um “ecossistema de capital de risco e de grandes bases de usuarios
para gerar os dados essenciais na era da implementa¢do™.

Assim, constata que, a medida que as empresas de IA nos Estados
Unidos e na China forem acumulando mais dados e talentos, o ciclo de
melhorias orientadas pelos dados ampliardo ainda mais essa lideranga a um
ponto que sera insuperavel. E notorio, conforme sublinha o autor”’, que esses

2 ITU. AL for Good Global Summit, 2018. Disponivel em: <https://www.itu.int/web/pp-
18/en/backgrounder/artificial-intelligence-for-good>. Acesso em 20 nov. 2021.

%5 TEFFE, Chiara Spadaccini de; MEDON, Filipe. Responsabilidade Civil e Regulagao de Novas
Tecnologias: Questdes acerca da Utilizagdo de Inteligéncia Artificial na Tomada de Decisdes
Empresariais. Revista Estudos Institucionais, v. 6, n. 1, jan./abr. 2020, p. 307.

26 LEE, Kai-Fu. Inteligéncia Artificial: Como os robds estdo mudando o mundo, a forma como

amamos, nos relacionamos, trabalhamos e vivemos. 1 ed. Rio de Janeiro: Globo Livros, 2019,
p. 34.
2 Ibid., p. 35.
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dois paises, que atualmente incubam as gigantes da A, dominardo os mercados
globais dentro de algum tempo®®.

Tal situacdo de destaque da China e dos Estados Unidos ndo ¢ diferente
no que diz respeito ao campo da regulagdo da inteligéncia artificial, com os dois
paises buscando a todo custo se consolidar na lideranga do planejamento para
o desenvolvimento de novas tecnologias. Nesse sentido, sustenta Aaron
Friedberg® que se trata, em verdade, de uma guerra entre visdes incompativeis
de futuro ao afirmar que:

The Sino-American rivalry is ultimately a war of
ideas, or, put differently, a contest between two
contending visions of the future. Because neither side
has sufficient power to impose its will through
coercion, both are constrained to use less direct
means. Much of the current rivalry between the US
and China therefore involves efforts by each to
influence the perceptions and beliefs, and thus the
policies, of the other side's leaders, elites and wider
population, as well as those of other countries.

Em outubro de 2016, os Estados Unidos anunciaram a elaboragdo de
um plano de desenvolvimento da inteligéncia artificial, denominado National
Al R&D Strategic Plan com a preocupacdo em estabelecer as estratégias
americanas prioritarios, voltadas ndo apenas para o desenvolvimento da IA,
mas também estabelecer estratégias para obstar que outros paises, como a
China, pudessem acessar tecnologia de importancia militar e estratégica’’.

28 Tal dado se torna ainda mais relevante ao se constatar que, em 2019, oito empresas chinesas e
americanas ja detinham, sozinhas, dois tergos do valor total do mercado digital no mundo:
Microsoft, Apple, Amazon, Alphabet/Google, Facebook, Tencent/WeChat, Alibaba ¢ Baidu.
Para mais informagdes, ver: BBC News. Como a corrida mundial pelo processamento de dados
pode 'colonizar' o Brasil e outros paises? Disponivel em: <
https://www.bbc.com/portuguese/internacional-49981458>. Acesso em 20 jul. 2021.

* FRIEDBERG, Aaron L. Competing with China. Survival. Vol. 60, n. 3, 2018, p. 40.

30 TEFFE, Chiara Spadaccini de; MEDON, Filipe. Responsabilidade Civil e Regulag@o de Novas
Tecnologias: Questdes acerca da Utilizagdo de Inteligéncia Artificial na Tomada de Decisdes
Empresariais. Revista Estudos Institucionais, v. 6, n. 1, jan./abr. 2020, p. 307.
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Nesse mesmo sentido, em junho de 2019, os Estados Unidos
divulgaram uma atualizagdo desse projeto, chamada “The National Artificial
Intelligence Research and Development Strategic Plan™', na qual o pais
enfatizava a importancia de assegurar a lideranga americana no
desenvolvimento de tecnologias emergentes, tais como a inteligéncia artificial,
por se tratar do que denominaram “the Industries of the Future”.

Como parte dessa American Al
Initiative, https://www.whitehouse.gov/presidential-actions/executive-order-
maintaining-american-leadership-artificial-intelligence/assinada em 2019, o
Office of Science and Technology Policy (OSTP), vinculado ao governo
americano apresentou um memorando com 10 (dez) principios® que deveriam
ser seguidos pelas agéncias governamentais americanas ao ao redigirem
regulamentos de inteligéncia artificial (IA) para o setor privado, de modo a
promover e proteger a tecnologia de IA nos Estados Unidos.

De maneira similar, o chamado “Plano Nacional de Desenvolvimento
de Inteligéncia Artificial (IA)”> apresentado pela China em julho de 2017
também ja dava sinais dessa sua ambicdo de se estabelecer como lider mundial
na [A, em meio a um intenso conflito internacional sobre a aplica¢do de IA na
tecnologia militar. O plano declarava como alguns de seus objetivos o interesse
em se tornar um pais pioneiro para constru¢do de uma vantagem competitiva
no desenvolvimento da IA**,

Mais recentemente, no més de setembro de 2020, o 6rgdo fiscalizador
da internet na China, a Administragdo do Ciberespaco da China (CAC),
divulgou também o primeiro projeto de regulamentagio dos algoritmos da IA*®,

31 USA. The National Artificial Intelligence Research and Development Strategic Plan.
Disponivel em: <https://www.nitrd.gov/pubs/National-AI-RD-Strategy-2019.pdf>. Acesso em
20 set. 2021.

32 USA. OFFICE OF SCIENCE AND TECHNOLOGY POLICY (OSTP). Memorandum For
The Heads Of Executive Departments And  Agencies. Disponivel em:
<https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-
Regulation-of-AI-1-7-19.pdf>. Acesso em 22 set. 2021.

3% CHINA. A New Generation of Artificial Intelligence Development Plan. Disponivel em:
<https://flia.org/wp-content/uploads/2017/07/A-New-Generation-of-Artificial-Intelligence-
Development-Plan-1.pdf>. Acesso em: 23 set. 2021. O documento esta traduzido para o idioma
inglés.

3 FRIEDBERG, Aaron L. Competing with China. Survival. Vol. 60, n. 3, 2018, p. 42.

33 LEMOS, RONALDO. China cria a primeira regulagio para algoritmos. Rio de Janeiro:
Instituto de Tecnologia e Sociedade (ITS), 2021. Disponivel  em:
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com o objetivo de restringir o seu uso por empresas de tecnologia que se
utilizam de sistemas de recomendagao e de tomada de decisdo. Esse documento
contempla principios gerais que ja sdo familiares a maioria dos paises
ocidentais, tais como ética, equidade, transparéncia, discriminagdo e justiga.

De mais a mais, a anélise do referido plano chinés demonstra que, nada
obstante os evidentes interesses estratégicos do pais, existe ainda uma
percepcdo de que a IA podera contribuir para a governanca chinesa e
possibilitar ao pais alcangar diferentes objetivos, para além dos econdmicos e
militares.

Fazendo frente a essa tensdo existente entre os EUA e a China no
desenvolvimento de politicas sobre a IA, a Unido Europeia também emergiu
como coadjuvante a ser observado, mormente no que diz respeito a adogao de
politicas intracomunitérias e regionais.

Em abril de 2018, a Comissdo europeia apresentou os seus trabalhos de
“policy” em inteligéncia artificial, além de um plano para promover o
desenvolvimento e a utilizagdo dessas “tendéncias emergentes”, como a A, de
modo a assegurar simultaneamente um elevado nivel de protecdo de dados,
direitos fundamentais e padrdes éticos™.

De igual forma, em fevereiro de 2020, a Comissdo europeia publicou o
chamado “A White paper on Artificial Intelligence - A European approach to
excellence and trust™’, em que enfatiza a necessidade de se reforgar a confianga
na aplicacdo da IA e de se tragar a politica europeia tomando como base os
valores e direitos fundamentais, como a dignidade humana e a protegdo da
privacidade™.

https://itsrio.org/pt/artigos/china-cria-a-primeira-regulacao-para-algoritmos/>. Acesso em 15
dez. 2021.

3¢ POLIDO, Fabricio Bertini Pasquot. Novas Perspectivas para Regulagio da Inteligéncia
Artificial: Dialogos entre as Politicas Domésticas e os Processos Legais Transnacionais. In:
FRAZAO, Ana; MULHOLLAND, Caitlin (coord.). Inteligéncia Artificial e Direito: Etica
Regulacéo e Responsabilidade. Sao Paulo: Editora Revista dos Tribunais, 2019, p. 186.

37 EUROPEAN COMISSION, White Paper on Artificial Intelligence: a European approach to
excellence and trust, publicado em 19 de fevereiro de 2020. Disponivel em:

<https://ec.europa.eu/info/publications/white-paper-artificial-intelligence-european-approach-
excellence-and-trust_en>.

38 TEFFE, Chiara Spadaccini de; MEDON, Filipe. Responsabilidade Civil e Regulagao de Novas
Tecnologias: Questdes acerca da Utilizagdo de Inteligéncia Artificial na Tomada de Decisdes
Empresariais. Revista Estudos Institucionais, v. 6, n. 1, jan./abr. 2020, p. 307.
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Mais recentemente, em abril de 2021, a Comissdo Europeia apresentou
também a sua proposta para regulamentagdo das tecnologias de inteligéncia
artificial, que recebeu o nome de Artificial Intelligence Act’’. A mencionada
proposta, seguindo a coeréncia intranormativa e o alinhamento com as politicas
jé adotadas no ambito europeu, trouxe uma abordagem regulatéria calcada nos
riscos oferecidos por sistemas e tecnologias que utilizam a inteligéncia
artificial.

Nessa acep¢do de “risk based regulatory approach”, o regulamento
classifica os sistemas de IA a partir de uma hierarquizacdo do risco criado a
seguranca dos cidaddos e da sociedade como um todo, considerando a
existéncia de trés niveis, a saber: (i): risco inaceitavel (unacceptable risk), o
qual acarretaria a absoluta vedacao da sua utilizacdo; (ii) risco elevado (high-
risk), em que haveriam severas restricdes ao seu desenvolvimento,
implementacdo e uso; e (iii) risco limitado (/imited risk) ou risco minimo
(minimal risk), que seriam tolerados de maneira quase plena, sem a necessidade
de intervengdo restritiva particular, porém sempre com certa cautela®’.

Neste aspecto, entretanto, cabe destacar as ponderagdes de Luciano
Floridi*', que analisa como pontos positivos dessa regulagdo europeia o fato de
ndo atribuir aos sistemas de IA condi¢des semelhantes a uma pessoa juridica e
enfatizar a importancia da supervisdo humana e como ponto negativo a
possibilidade de o carater mais restritivo da proposta acabar incentivando que
as empresas de tecnologia optem por desenvolver seus produtos e servicos em
outros paises com parametros menos rigorosos:

Therefore, the proposal excludes the possibility of
assigning to Al systems any status as a legal person,
with rights and duties, such as the possibility of

3% 0 nome completo é “Proposal for a Regulation of the European Parliament and of the Council
laying down harmonised rules on artificial intelligence (Artificial Intelligence Act) and
amending certain union legislative acts (the 'Proposal’ or ‘proposed regulation')” Disponivel
em: <https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-
harmonised-rules-artificial-intelligence-artificial-intelligence>.

“ COMISSAO EUROPEIA. Artificial Intelligence Act, publicado em 21 de abril de 2021.
Disponivel em: <https:/digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-
down-harmonised-rules-artificial-intelligence-artificial-intelligence>. Acesso em 10 jun. 2021.

*! FLORIDI, Luciano. The European Legislation on Al: a Brief Analysis of its Philosophical
Approach. Philosophy & Technology Journal, n. 34, 2021, p. 215-222.

196



Coordenador: André Saddy

owning property, entering into contracts, suing and
being sued, and so forth (Floridi & Taddeo, 2018).
The responsibility of any Al system rests entirely
with the people who design, manufacture, market,
and use it. Coherently, the proposal stresses the
importance of human oversight throughout the text.
[...]

There remains an indirect risk to be stressed. The new
legislation may not improve but merely push out of
the EU some risky Al R&D and its related ethical-
legal problems, inviting companies to develop their
products and services in other countries where
legislation is absent, or less stringent, or not enforced,
whilst the EU turns a wilful blind eye—or just
inadequately enforces its legislation—and imports
services or products obtained elsewhere, checking
their current compliance but not their problematic
origin.*?

Com efeito, para além das propostas apresentadas neste estudo, foram
tantas as agOes e politicas voltadas para a area da inteligéncia artificial que
despontaram nos ultimos anos ao redor do mundo, que a UNESCO chegou a
chamar esse momento de “enxurrada de estratégias nacionais de IA”*.

42 “portanto, a proposta exclui a possibilidade de atribuir aos sistemas de Al qualquer condigio

de pessoa juridica, com direitos e deveres, como a possibilidade de possuir bens, celebrar
contratos, processar e ser processado, e assim por diante (Floridi & Taddeo, 2018). A
responsabilidade de qualquer sistema de IA ¢ inteiramente das pessoas que o projetam,
fabricam, comercializam e o utilizam. Coerentemente, a proposta enfatiza a importancia da
supervisdo humana em todo o texto. [...]
Resta um risco indireto a ser enfatizado. A nova legislagdo pode ndo melhorar, mas
simplesmente empurrar para fora da UE alguns riscos de P&D de IA e seus problemas ético-
legais relacionados, convidando as empresas a desenvolver seus produtos e servigos em outros
paises onde a legislagdo estd ausente, ou menos rigorosa, ou nio aplicada, enquanto a UE fecha
os olhos intencionalmente - ou apenas aplica inadequadamente sua legislagdo - e importa
servigos ou produtos obtidos em outros lugares, verificando sua conformidade atual, mas ndo
sua origem problematica” (tradugéo livre).

# UNESCO, Towards a monopolization of research in artificial in-telligence? Natural Sciences
Sector. Publicado em 20 de julho de 2018. Disponivel em: <www.unesco.org/new/en/natural-
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Especialistas da area passaram a se dedicar entdo a analisar
globalmente os cendrios envolvendo politicas em inteligéncia artificial, tendo
observado que ndo existem estratégias idénticas nos paises monitorados, tendo
cada qual se concentrado em diferentes aspectos das politicas voltadas a IA,
desde pesquisa cientifica e desenvolvimento de profissionais a possibilidade de
adogdo da IA pelos setores publicos e privados e criagdo de padrdes e
regulamentos de dados*.

O fato de terem sido mapeados tantos critérios divergentes ¢ relevante
para se observar a existéncia de um “movimento de formagdo das agdes de
politicas governamentais sobre IA em escala global”*. Muitas dessas
estratégias, inclusive, podem ser consideradas indicativos preparatdrios para
auxiliar os governos na busca por uma integrag@o entre sistemas autdnomos e
inteligentes e a sociedade.

De mais a mais, nada obstante a maioria desses Estados divergirem
entre si acerca da melhor forma de tratar esse tema, a analise das propostas e
das estratégias nacionais adotadas nesses ordenamentos estrangeiros pode ser
um importante farol para se refletir acerca dos projetos relacionados a
inteligéncia artificial no Brasil, como serd abordado no topico a seguir.

2. Estratégias nacionais e a regulacio da inteligéncia artificial no Brasil
Diante desse cendrio internacional de manifesta preocupacdo e de

reconhecimento da importincia de se regular a IA, muitos pesquisadores
comecaram a afirmar que o Brasil também deveria desenvolver as suas

sciences/sciencetechnology/single-view-sc-
policy/news/towards_a monopolization_of research in_artificial intelige>. Acesso em: 20
jun. 2021.

“ DUTTON, Tim. An Overview of National Al Strategies. Medium. Publicado em 28 de junho
de 2018. Disponivel em: <https://medium.com/politics-ai/an-overview-of-national-ai-
strategies-2a70ec6edfd>. Acesso em 30 de setembro de 2021.

* POLIDO, Fabricio Bertini Pasquot. Novas Perspectivas para Regulagio da Inteligéncia
Artificial: Dialogos entre as Politicas Domésticas e os Processos Legais Transnacionais. In:
FRAZAO, Ana; MULHOLLAND, Caitlin (coord.). Inteligéncia Artificial e Direito: Etica,
Regulacéo e Responsabilidade. Sao Paulo: Editora Revista dos Tribunais, 2019, p. 192.
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estratégias para o tema, construindo uma politica nacional propria para essa
area*.

Isso porque, até o final de 2018, o Brasil ndo contava com propostas
significativas de regulagdo voltadas especificamente para a area da inteligéncia
artificial, possuindo apenas legislacdes esparsas que buscavam atribuir
determinadas responsabilidades as empresas atuantes no setor, tais como a Lei
Geral de Protecdo de Dados (LGPD)".

Contudo esse cenario mudou de maneira abrupta quando, no inicio de
2019, os Poderes Legislativo e Executivo comegaram a ampliar os debates
voltados para a IA no ambito federal. De igual modo, em maio do mesmo ano,
o Brasil aderiu também aos principios da OCDE (Organizacdo para a
Cooperagdo e Desenvolvimento Econdmico) para a administragdo responsavel
de inteligéncia artificial.

Considera-se, alias, que esse teria sido o primeiro documento
transnacional a incluir diretrizes para que os governos adotassem sistemas de
IA que respeitassem os direitos humanos e os valores democraticos*®. Os cinco
principios da OCDE reafirmam, de forma resumida, o seguinte:

1. Al should benefit people and the planet by driving
inclusive growth, sustainable development and well-
being. 2. Al systems should be designed in a way that
respects the rule of law, human rights, democratic
values and diversity, and they should include
appropriate safeguards — for example, enabling
human intervention where necessary — to ensure a fair
and just society. 3. There should be transparency and
responsible disclosure around Al systems to ensure

46 TEFFE, Chiara Spadaccini de; MEDON, Filipe. Responsabilidade Civil e Regulagao de Novas
Tecnologias: Questdes acerca da Utilizagdo de Inteligéncia Artificial na Tomada de Decisdes
Empresariais. Revista Estudos Institucionais, v. 6, n. 1, jan./abr. 2020, p. 307.

T BRASIL. Congresso Nacional. Lei n® 13.709/2018. Lei Geral de Protecdo de Dados Pessoais
(LGPD). Brasilia: Congresso Nacional, 2018. Disponivel em:
<http://www.planalto.gov.br/ccivil 03/_ato2015-2018/2018/1ei/113709.htm>. Acesso em 06
dez. 2021.

8 TEFFE, Chiara Spadaccini de; MEDON, Filipe. Responsabilidade Civil e Regulagao de Novas
Tecnologias: Questdes acerca da Utilizagdo de Inteligéncia Artificial na Tomada de Decisdes
Empresariais. Revista Estudos Institucionais, v. 6, n. 1, jan./abr. 2020, p. 307.
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that people understand when they are engaging with
them and can challenge outcomes. 4. Al systems
must function in a robust, secure and safe way
throughout their lifetimes, and potential risks should
be continually assessed and managed. 5.
Organisations and individuals developing, deploying
or operating Al systems should be held accountable
for their proper functioning in line with the above
principles.*

Em didlogo com os principios acima mencionados e, diante do contexto
internacional, proliferaram projetos de leis no Brasil estabelecendo propostas
de regulagdo e de regulamentagdo do uso da inteligéncia artificial no Brasil.

A primeira estratégia de regulamentagdo apresentada no Brasil foi o
Projeto de Lei n° 5.051/2019 de autoria do Senador Styvenson Valentim
(PODEMOS/RN), o qual estabelecia principios para o uso da inteligéncia
artificial no pais, dentre os quais destacavam-se o desenvolvimento inclusivo e
sustentdvel, o respeito a ética, aos direitos humanos e aos valores
democraticos™.

Provavelmente por buscar a vanguarda na matéria, essa proposi¢cao nao
trouxe uma regulamentacao efetiva do tema. Com apenas seis artigos, o projeto
limitou-se em grande parte a reiterar principios previstos na CRFB, sustentando
que deveriam ser respeitados também quando do uso da IA. Os trechos que
fazem referéncia a possibilidade de auditoria desses sistemas e a necessidade
de vinculagdo a supervisdo humana, que poderiam ser mais inovadores,
acabaram sendo muito superficiais ante a complexidade do assunto abordado’'.

* OECD, Organisation for Economic Co-operation and Development. Principles on Artificial

Intelligence.  Publicado em 21 de maio de 2019 Disponivel em:
<https://www.oecd.org/digital/artificial-intelligence/>. Acesso em 30 nov. 2021.

% BRASIL. Senado Federal. Projeto de Lei n° 5.051/2019. Estabelece os principios para o uso
da Inteligéncia Artificial no Brasil. Brasilia: Senado Federal, 2019. Disponivel em: <h

https://legis.senado.leg.br/sdleg-
getter/documento?dm=8009064&ts=1630421610171&disposition=inline>. Acesso em 29
nov. 2021.

Sl BEZERRA, Lucas; SALDANHA, Vitor Maimone. Como vai a regulamentagdo da Inteligéncia
Artificial no Brasil?. Jota, 2021. Disponivel em: https://www.jota.info/opiniao-e-
analise/artigos/como-vai-a-regulamentacao-da-inteligencia-artificial-no-brasil-24032021.
Acesso em 30 nov. 2021.
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Adicionalmente, foi apresentado outro projeto ao Congresso Nacional,
o Projeto de Lei n® 5.691/2019, de autoria do mesmo Senador. O referido PL
defendia a institui¢do de uma “Politica Nacional de Inteligéncia Artificial”, que
deveria ser aplicada tanto a iniciativa publica quanto a privada, a fim de
“estimular a formacgdo de um ambiente favordvel ao desenvolvimento de
tecnologias na drea™’.

Os pontos elementares desses PLs tinham como fio condutor a busca
pelo estabelecimento de finalidades para a inteligéncia artificial que
mantenham o ser humano no centro, assim como pela ndo discriminagao e pela
atuagdo desses sistemas com base na transparéncia, seguranga,
responsabilizagdo por seus atos e prestacdo de contas.

Em atencao aos referidos projetos, o Poder Executivo Federal, por meio
do Ministério da Ciéncia, Tecnologia e Inovacdes, abriu uma consulta publica
entre os meses de dezembro de 2019 e margo de 2020, para definir a chamada
“Estratégia Brasileira de Inteligéncia Artificial”>. Os objetivos principais
eram solucionar os problemas concretos do pais e receber contribui¢des para
potencializar os beneficios da IA no Brasil, identificando as areas prioritarias™*.

Em 2020, foi proposto também o Projeto de Lei n® 21/20, pelo Senador
Eduardo Bismarck (PDT/CE), que visava a adequacdo do pais aos principios
éticos da nova tecnologia e o incentivo a inovacdo na gestdo publica por meio
da IA>. Entre outros pontos, a proposta estabelecia que o uso da inteligéncia

52 BRASIL. Senado Federal. Projeto de Lei n° 5.691/2019. Institui a Politica Nacional de
Inteligéncia  Artificial.  Brasilia:  Senado  Federal, 2019. Disponivel em:

<https://legis.senado.leg.br/sdleg-
getter/documento?dm=8031122&ts=1630421785830&disposition=inline>. Acesso em 29
nov. 2021.

3 BRASIL, Governo Federal, Ministério da Ciéncia, Tecnologia, Inovagdes ¢ Comunicagdes
(MCTIC). Consulta Publica: Estratégia Brasileira de Inteligéncia Artificial. Disponivel em:

<http://participa.br/profile/estrategia-brasileira-de-
inteligenciaartificial/search?content_type=CommentParagraph Plugin::Discussion >. Acesso
em 20 nov. 2021.

> POLIDO, Fabricio Bertini Pasquot. Novas Perspectivas para Regulagio da Inteligéncia
Artificial: Dialogos entre as Politicas Domésticas e os Processos Legais Transnacionais. In:
FRAZAO, Ana; MULHOLLAND, Caitlin (coord.). Inteligéncia Artificial e Direito: Etica
Regulacéo e Responsabilidade. Sao Paulo: Editora Revista dos Tribunais, 2019, p. 194.

35 BRASIL. Camara dos Deputados. Projeto de Lei n® 21/2020. Estabelece principios, direitos e
deveres para o uso de inteligéncia artificial no Brasil, e da outras providéncias. Brasilia: CAmara
dos Deputados, 2020. Disponivel em <
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artificial deveria ter como fundamento o respeito aos direitos humanos, aos
valores democraticos e a privacidade de dados e trazia algumas inovagdes,
como a previsdo da figura dos agentes de IA, a necessidade de criagdo de
relatorios de impacto e o estimulo a adocdo da inteligéncia artificial nos
servigos publicos.

Apesar de ter passado quase despercebido pela populagdo, sem amplo
debate publico, esse PL n° 21/2020, que cria o marco regulatorio da inteligéncia
artificial no Brasil, é de grande importancia para o pais e foi aprovado na
Camara dos Deputados em setembro de 2021, na forma de um substitutivo
apresentado pela relatora, Deputada Federal Luisa Canziani (PTB-PR), por 413
votos a favor e 15 contra, e se encontra agora no Senado Federal®®.

Da leitura do PL n°® 20/2021, observa-se que seu texto ndo da conta da
complexidade da matéria, sendo, em grande medida, generalista, sem legislar
acerca de procedimentos mais rigidos para as empresas de tecnologia. Seria
possivel afirmar, inclusive, que o PL 21/2020, estaria mais proéximo de uma
carta de principios gerais, bem distinto da proposta de regulamentagdo da
Comissao Europeia, que conta até o presente momento com mais de cem
paginas.

Nesse mesmo ano de 2020, foi apresentado ainda o Projeto n°
240/2020°’, de autoria do Deputado Léo Moraes (PODEMOS/RO), que criava
a chamada “Lei da Inteligéncia Artificial", utilizando como fundamento o
panorama mundial da regulamentagdo da IA e novas tecnologias. Esse projeto
foi declarado prejudicado em razdo da aprovagdo do PL n°® 20/2021, tendo sido
posteriormente arquivado.

Mais adiante, em 2021, foi apresentado também o Projeto de Lei n°
872/2021°%, de autoria do senador Veneziano Régo (MDB — PB), que dispde

https://www.camara.leg.br/proposicoesWeb/prop_mostrarintegra?codteor=1853928>. Acesso
em 30 nov. 2021.

%% Para mais informagdes sobre a tramitagdo, ver “caminho da proposta” no sitio eletronico da
Camara dos Deputados. Disponivel em: <https://www.camara.leg.br/propostas-
legislativas/2236340>.

7 BRASIL. Cémara dos Deputados. Projeto de Lei n® 240/2020. Cria a Lei da Inteligéncia
Artificial, e da outras providéncias. Brasilia: Camara dos Deputados, 2020. Disponivel em

<https://www.camara.leg.br
/proposicoesWeb/prop_mostrarintegra;jsessionid=nodeOhscjl7rul 5m7yj7nq0vbfrmt1397316
0.node0?codteor=1857143 &filename=PL+240/2020>. Acesso em 30 nov. 2021.

8 BRASIL. Senado Federal. Projeto de Lei n° 872/2021. Dispde sobre o uso da Inteligéncia
Artificial. Brasilia: Senado Federal, 2020. Disponivel em: <https://legis.senado.leg.br/sdleg-
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sobre o uso da inteligéncia artificial no Brasil. Todavia, a partir de uma analise
inicial de seu conteudo, principalmente da “justificagdo”, resta claro que o
mencionado PL ndo trouxe grandes discussdes, tampouco apresenta dados e
propostas de regulamentacdo verdadeiramente técnicas para a matéria.

Com efeito, nada obstante as diferengas estruturais e do escopo de cada
um desses projetos, os PLs brasileiros que se encontram em tramitagdo no
Congresso Nacional convergem em sua abordagem dos principios, com
especial atencdo aqueles ligados a ética, transparéncia, privacidade de dados e
ao respeito aos valores democraticos.

A similitude, inclusive, da maioria dessas propostas com os principios
ja reconhecidos na Lei Geral de Protegio de Dados Pessoais (LGPD),
publicada em agosto de 2018, decorrem do fato de que os insumos utilizados
na inteligéncia artificial sdo extraidos em grande parte de dados pessoais, que
¢ justamente o objeto da Lei n°® 13.709/18.

Com relacdo ao Poder Judiciario, em agosto de 2020, entrou em vigor
a Resolugdo n° 332 do Conselho Nacional de Justica (CNJ), que versa sobre a
utilizagdo da inteligéncia artificial no Poder Judiciario™, sendo esta a primeira
norma nacional especifica a tratar sobre a referida matéria.

De acordo com o mencionado documento, a inteligéncia artificial,
inserida no dmbito do Poder Judiciario, tem como alguns de seus principais
objetivos: a promogdo do bem-estar dos jurisdicionados; a prestacdo equitativa
da jurisdicdo e a contribui¢do para a celeridade e a segurancga juridica, com a
igualdade de tratamento aos casos absolutamente iguais.

Relevante apontar ainda que a Resolugdo n® 332 do CNJ também trouxe
certas restricdes e limitagdes relativas ao uso da inteligéncia artificial pelo
Poder Judiciario, tais como os modelos que operem técnicas de reconhecimento

getter/documento?dm=8940096&ts=1634324707816&disposition=inline>. Acesso em 30
nov. 2021.

%) BRASIL. Congresso Nacional. Lei n® 13.709/2018. Lei Geral de Protegdo de Dados Pessoais
(LGPD). Brasilia: Congresso Nacional, 2018. Disponivel em:
<http://www.planalto.gov.br/ccivil 03/_ato2015-2018/2018/1ei/113709.htm>. Acesso em 06
dez. 2021.

80 CONSELHO NACIONAL DE JUSTICA. Resolug@o n°® 332/2020. Dispde sobre a ética, a
transparéncia e a governanga na produgao e no uso de Inteligéncia Artificial no Poder Judiciario
e da outras providéncias. Brasilia: CNJ, 2020. Disponivel em:
<https://atos.cnj.jus.br/atos/detalhar/3429>. Acesso em 14 dez. 2021.
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facial, para os quais sera exigida prévia autorizagdo do CNJ para sua
implementagao.

Sem duvidas, essa Resolucdo n® 332/2020 do CNJ, assim como a
Portaria n® 271/2020', que “regulamenta o uso de inteligéncia artificial no
dambito do Poder Judicidrio” merecem destaque ndo apenas por apresentarem
um trabalho mais minucioso do que aqueles apresentados pelo Legislativo, mas
também por buscarem a frente na regulag¢do da IA dentro da sua competéncia.

Ressalta-se, outrossim, que a Estratégia Nacional Brasileira de
inteligéncia artificial (EBIA)®, objeto da consulta publica referenciada no
inicio deste tdpico, foi divulgada recentemente, em abril de 2021, pelo
Ministério da Ciéncia, Tecnologia e Inovacdes.

Com a finalidade de impulsionar um plano de desenvolvimento do pais
no ambito da A, o documento apresenta algumas medidas que devem nortear
a atuacgdo do Estado brasileiro “em prol do desenvolvimento das agdes, em suas
varias vertentes, que estimulem a pesquisa, inovagdo e desenvolvimento de
solugdes em inteligéncia artificial, bem como, seu uso consciente, ético e em
prol de um futuro melhor”®.

Como ponto de partida, a Estratégia Brasileira de IA, que foi construida
considerando as experiéncias internacionais, define como seus objetivos
estratégicos:

Contribuir para a elaboracao de principios éticos para
o desenvolvimento e uso de A responsaveis.
Promover investimentos sustentados em pesquisa e
desenvolvimento em IA.

Remover barreiras a inovagao em IA.

Capacitar e formar profissionais para o ecossistema
daIA.

8! CONSELHO NACIONAL DE JUSTICA. Portaria N° 271/2020. Regulamenta o uso de
Inteligéncia Artificial no ambito do Poder Judiciario. Brasilia: CNJ, 2020. Disponivel em:
<https://atos.cnj.jus.br/atos/detalhar/3613>. Acesso em 14 dez. 2021.

62 BRASIL, Governo Federal, Ministério da Ciéncia, Tecnologia, Inovagdes ¢ Comunicagdes
(MCTIC). Estratégia Brasileira de Inteligéncia Artificial (EBIA). Brasilia. Disponivel em: <
https://www.gov.br/mcti/pt-br/acompanhe-o-
mcti/transformacaodigital/arquivosinteligenciaartificial/ia_estrategia diagramacao_4-

979 2021.pdf>. Acesso em 30 nov. 2021.

83 Ibid., p. 3.
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Estimular a inovacdo e o desenvolvimento da IA
brasileira em ambiente internacional.

Promover ambiente de cooperacdo entre os entes
publicos e privados, a industria e os centros de
pesquisas para o desenvolvimento da Inteligéncia
Artificial.

Nesse sentido, 0 documento encontra-se dividido em eixos tematicos e
apresenta diversas agdes consideradas estratégicas. A ideia ¢ que, assim como
a PL n°21/2020, a EBIA possa tragar as diretrizes e servir como parametro para
a elaboracdo de futuras leis que tratem sobre a inteligéncia artificial em
territorio nacional.

Em que pese a importancia dessas iniciativas nacionais colocarem luz
sobre essa relevante discussdo, o fato ¢ que o baixo grau de visibilidade e de
comprometimento da sociedade brasileira em torno dessas propostas atrai um
risco de que essa tematica seja considerada como de dominio exclusivo dos
grupos técnicos, afastando-se dos valores democraticos que essas deliberagdes
legislativas precisam possuir.

Certamente, o desafio da regulagdo da inteligéncia artificial é enorme,
ndo somente para o Brasil, mas para os paises como um todo. Apesar do
importante passo de se iniciar a discussdo dessas propostas no pais, observa-se
que muitas questdes ainda ndo restaram bem definidas nos projetos, sendo
necessario, portanto, que se desenvolva internamente maior maturidade, a fim
de seja possivel alcangar a especialidade técnica esperada para uma matéria tdo
relevante.

De igual modo, outro aspecto ainda ndo muito trabalhado estd
relacionado a utilizagdo do ordenamento juridico para regulagdo da inteligéncia
artificial. Sabe-se que a normatizagdo dificilmente conseguiria acompanhar a
velocidade do desenvolvimento de novas tecnologias, contudo, ¢ necessario
que esse assunto seja também debatido com maior profundidade.

Nao custa ressaltar aqui que, quaisquer que sejam as escolhas de
regulagdo ou de codificacdo legal, que busquem definir o conceito de IA,
estabelecer a forma de aplicacdo da IA e fixar responsabilidades aos agentes
envolvidos com a IA, ndo se pode prescindir de discussdes com os diferentes
segmentos da sociedade. A auséncia dessa participagdo da sociedade talvez
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justifique inclusive por que as propostas e os projetos brasileiros ainda estdo
tao longe de oferecer respostas as principais questdes relacionadas ao tema.

3. Perspectivas e dilemas da autorregulacio da inteligéncia artificial

Mais do que uma reconfiguragdo de categorias juridicas e da adaptagdo
do modelo regulatdrio ja existente, os impactos da inteligéncia artificial na
atualidade nos provocam a respeito de outra questdo fundamental, que ¢ a
reflexdo se seria possivel - e até mesmo desejavel - que a [A se convertesse, ela
propria, em um dos principais reguladores de seu comportamento.

Tal tematica, que vem ganhando cada vez mais espago em debates de
diferentes setores e segmentos, das mais diversas atividades econdmicas e
niveis de poder, sem duvidas, tem desdobramentos sobre outros temas
sensiveis, como, por exemplo, a soberania estatal, o interesse publico e a
democracia, o que a torna um dos debates mais importantes da nossa época.

Certamente, o crescente descrédito na capacidade de regulacdo pelos
Estados, tem feito com que sistemas de autorregulag@o privada alcancem um
reconhecimento cada vez maior como um pretenso simbolo de eficiéncia e de
bom funcionamento do mercado, tanto em ambito nacional quanto
supranacional. Por essa razdo, vé-se que o desenvolvimento desse tipo de
regulacdo tem sido ainda mais estimulado nos ultimos anos, o que enseja a
necessidade de se compreender melhor como ocorreria a sua aplicacdo na esfera
da IA.

De acordo com André Saddy®, é possivel conceituar a autorregulagio
privada como:

[...] o estabelecimento, por meio de um documento
escrito, de normas de conduta e padrdoes de
comportamento criados por entes extraestatais ou
ndo, cujo cumprimento foi fixado previamente como
objetivo a ser seguido por aqueles que elaboram,
aprovam e subscrevem ou aderem a essa
autorregulacdo  (pessoa fisica ou pessoa(s)
juridica(s)). Trata-se, portanto, de um documento

% SADDY, André. Regulacio estatal, Autorregulaciio Privada e Codigos de Conduta e Boas
Praticas. Rio de Janeiro: Lumen Juris, 2015, p. 87.
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produtor de direito, & margem do Estado ou ndo, no
qual as partes efetivamente impdem a si mesmas um
elenco de comportamentos, em definitivo, de boas
praticas para ditar normas que regiam sua propria
atividade. E, resumidamente, a regulagdo exercida
pelos proprios agentes aos quais se destina, realizada,
portanto, por pessoas fisicas ou juridicas, ou grupo
destas, que autolimitam ou cerceiam suas liberdades
de escolhas futuras.

Neste ponto, importante destacar, outrossim, que a autorregulagdo

privada ndo deve ser confundida com a corregulacdo, que se trata, na verdade,
de outro instituto também relacionado a descentralizacdo regulatoria. A

corregulagdo se distingue da autorregulacdo na medida em que pressupde a
existéncia de uma ratificacdo por parte do Estado ou a participacdo do proprio
Poder Piiblico na elaboragdo do documento regulatério®.

Anthony Ogus® apresenta trés condi¢des que, quando satisfeitas,

justificariam o interesse publico para a autorregulagdo em um determinado

contexto, a saber:

First, that the activity is afflicted by some form of
market failure, notably externalities or information
asymmetries; secondly, that private law instruments
are inadequate or too costly to correct the failure; and,
thirdly, that self-regulation is a better (cheaper)
method of solving the problem than conventional
public regulation®’

5 Ibid., p. 111.

% OGUS, Anthony. Rethinking Self-Regulation. Oxford Journal of Legal Studies, Vol. 15, No.

1 (Spring, 1995), p. 97.

57 Primeiro, que a atividade é afetada por alguma forma de falha de mercado, notadamente

externalidades ou assimetrias de informagao; em segundo lugar, que os instrumentos de direito

privado sdo inadequados ou muito caros para corrigir essa falha; e, em terceiro lugar, que a
autorregulagdo ¢ um método melhor (mais barato) para resolver o problema do que a
regulamentac@o publica convencional
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O mencionado autor sublinha, contudo, que seria ingénuo pressupor
que apenas as justificativas de interesse publico forneceriam uma explicagdo
para a existéncia e a utilizagdo de regimes de autorregulagdo. Certamente,
destaca Ogus, os interesses privados ameacgados pela regulacdo estatal também
poderiam obter beneficios consideraveis se a eles proprios fosse permitida a
formulago e analise do cumprimento dos controles®.

A vista disso, resta claro que existem motivos mais que suficientes para
se desconfiar da criagdo e da implementa¢do de uma autorregulagdo privada,
afinal, “quem autolimitaria suas préprias decisdes em prejuizo a si mesmo?”®.
E evidente que essa espécie de autorregulagdo tem como um de seus objetivos
precipuos atender a interesses corporativos.

Todavia, ¢ igualmente verdade que os objetivos da autorregulacio
privada podem ser benéficos ao mercado e a sociedade de um modo geral.
Dentre as inumeras vantagens do sistema de autorregulacdo privada, pode-se
sublinhar o fato de ser “um sistema de maior eficacia, eficiéncia, flexibilidade
em relacdo as necessidades do mercado e economicidade””. Sem divida, a
presenca das referidas caracteristicas faz da autorregulagdo um sistema
aconselhédvel e uma ferramenta viavel em determinados cenarios.

No caso da inteligéncia artificial, dentre os possiveis instrumentos de
autorregulacdo, destacam-se atualmente a ética; o estabelecimento de codigo
de conduta e boas praticas; o compliance e, por fim, o desenvolvimento de
estratégias de governancga’'.

Em se tratando da autorregulagdo por meio da ética, Mark
Coeckelbergh” destaca que a ética, aplicada ao desenvolvimento da
inteligéncia artificial, deve se preocupar ndo somente com a tecnologia, mas
também com os humanos que a utilizam e com a responsabilidade dos atos
praticados pela méaquina. Alerta o autor que, mesmo nas democracias mais
consolidadas, a inteligéncia artificial pode auxiliar na promog¢@o de medidas
extremamente eficazes de controle, manipulacéo e totalitarismo.

58 OGUS, Anthony. Op. Cit., p. 98.

% SADDY, André. Regulacio estatal, Autorregulaciio Privada e Codigos de Conduta e Boas
Praticas. Rio de Janeiro: Lumen Juris, 2015, p. 99.

™ Ibid., p. 99.

"I FRAZAO, Ana; MULHOLLAND, Caitlin (coord.). Inteligéncia Artificial e Direito: Etica
Regulacgio e Responsabilidade. Sdo Paulo: Editora Revista dos Tribunais, 2019.

> COECKELBERGH, Mark. Al Ethics. Massachusetts: MIT Press, 2021.
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Por sua vez, os cddigos de conduta e boas praticas podem ser definidos
como “instrumentos que expressam pardmetros de comportamentos com certo
reconhecimento social capaz de medir a diligéncia ou sua caréncia no trabalho

73 .
77 Assim, a

susceptivel de desencadear a responsabilidade do sujeito
autorregulagdo com base nos codigos de conduta e boas praticas poderia
ocorrer, por exemplo, a partir da indicacdo de determinados aspectos
considerados mais importantes na IA em documentos internos, assim como por
meio da elaboragdo de relatorios descrevendo possiveis impactos € riscos na
utilizagdo de tecnologias artificialmente inteligentes.

J& o Compliance pode ser compreendido como a adogdo dessas boas
praticas para assegurar a conformidade com as regulamentacdes tanto extra
quanto interempresariais, a fim de identificar, prevenir e responder a riscos e
conflitos que poderiam eventualmente atrapalhar a atividade empresarial
desenvolvida’™.

Com relacdo ao desenvolvimento de estratégias de governanca, tal
expressao pode ser utilizada para denominar um movimento de “reforma da
administragdo, dire¢do, gestdo e controle das sociedades andnimas,
especialmente aquelas cotizadas nas bolsas de valores, com o objetivo de atingir
maior eficiéncia, transparéncia e credibilidade”””.

E importante que a autorregulagio com base em estratégias de
governanca da IA seja realizada em multiplos niveis, incluindo tanto
abordagens tecnoldgicas para o controle do processo de desenvolvimento
quanto uso de sistemas inteligentes e estruturas de governanca institucional.

Desse modo, seria possivel o estabelecimento de padrdes e a troca de
conhecimentos sobre as aplica¢des da A, especialmente no setor publico, o que
poderia contribuir também para o melhor cumprimento dos requisitos éticos e
legais para a utilizagio da IA’°. Até mesmo porque, como bem destaca

3 SADDY, André. Regulacio estatal, Autorregulaciio Privada e Codigos de Conduta e Boas

Praticas. Rio de Janeiro: Lumen Juris, 2015, p. 123.

™ ALMEIDA, Fabiola Meira de. Compliance nas relagdes de consumo. In: CARVALHO, André
Castro; BERTONCELLI, Rodrigo de Pinho; ALVIM, Tiago Cripa; VENTURINI, Otavio
(coord.). Manual de Compliance. Rio de Janeiro: Forense, 2019, p. 603.

" SADDY, André. Op. Cit., p. 96.

" LAWGORITHM. Estratégias nacionais de inteligéncia artificial. Publicado em 02 de
dezembro de 2019. Disponivel em: <https://lawgorithm.com.br/en/estrategias-ia/>.
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Wolfgang Hoffmann-Riem’’, “o cumprimento de exigéncias éticas e a garantia
de compliance também se situam no ambito da boa governanga”.

Ocorre, no entanto, que essa questdo da autorregulacdo da inteligéncia
artificial precisa ser analisada com muita cautela, uma vez que, para além da
possibilidade de existéncia de conflitos de interesses no desemprenho da
atividade regulatdria pelos agentes privados da area da tecnologia, existe ainda
um notorio risco de violagdes a direitos fundamentais.

Ha também um potencial perigo ligado a questdo da dominagdo e da
concentragio de poder’®, ja que as escolhas e a utilizagdo da inteligéncia
artificial ndo sdo neutras e, no atual contexto, acabam sendo realizadas, em
grande medida, por agentes empresariais, sem qualquer transparéncia ou filtro
democratico, e a servigo dos interesses econémico de grupos especificos’.

Edmund Mokhtarian®® destaca que essa falta de neutralidade e
suscetibilidade da inteligéncia artificial a vieses tem sido amplamente
criticada®', uma vez que as maquinas podem nio apenas replicar como ampliar
os preconceitos de seus criadores. Nas palavras do autor:

Such biases may be introduced into a bot through
one's choice of dataset or algorithm. For instance, a
bot that processes internet-based text may reflect
gender stereotypes, or crime prediction software may
assign higher risk to racial minorities. Similarly, a bot
that adopts one interpretation of a nuanced ethical
concept would reflect its creator's interpretation.
Such biases would, moreover, be difficult to detect
and correct. Since humans trust the apparent

"7 HOFMANN-RIEM, Wolfgang. Inteligéncia Artificial como Oportunidade para a Regulagio
Juridica. RDU, Porto Alegre, v. 16, n. 90, 2019, p. 17.

® HOFMANN-RIEM, Wolfgang. Op. Cit., p. 30.

™ Para aprofundar esses aspectos, consultar a obra: O’NEIL, Cathy. Weapons of Math
Destruction. New York: Crown, 2016.

% MOKHTARIAN, Edmund. The Bot Legal Code: Developing a Legally Compliant Artificial
Intelligence. Vanderbilt Journal of Entertainment and Technology Law, vol. 21, no. 1,2018, p.
174.

81 Nesse mesmo sentido, disserta o professor Mart COECKELBERGH, em sua obra “Al Ethics”.
Sobre a tematica, consultar: COECKELBERGH, Mark. Al Ethics. Massachusetts: MIT Press,
2021.
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objectivity of machines, they tend to be less likely to
notice the human biases input into machines®.

A conta disso, o completo recuo da regulagéo juridica e estatal em prol
da regulacdo pela propria inteligéncia artificial, longe de possibilitar o
desenvolvimento de um ambiente mais igualitario, poderia, na verdade, levar a

um dominio pelos gigantes da tecnologia®*™*

. Frank Pasquale chega a destacar
o perigo de que as pessoas se tornem, em certa medida, reféns dessa “caixa-
preta” dos algoritmos, que tem controlado cada vez mais o dinheiro e a
informacao na sociedade contemporr?mea85 .

Com efeito, a peculiaridade arquitetdnica da IA esté justamente no fato
de que seus algoritmos de aprendizagem sdo organizados de maneira mais
complexa do que na automacio, ja que estes ndo apenas seguem regras como
também sio capazes de tomar decisdes com relativa autonomia®.

Neste contexto, o risco da autorregulacdo pela inteligéncia artificial,
especialmente devido a falta de transparéncia com relagdo ao tratamento dos
dados e aos critérios utilizados na criagdo de uma IA, como acima apontado,

82 «Esses preconceitos podem ser introduzidos em um bot por meio da escolha de um conjunto
de dados ou algoritmo. Por exemplo, um bot que processa texto baseado na Internet pode
refletir esteredtipos de género ou um sofiware de previsdo de crime pode atribuir maior risco
as minorias raciais. Da mesma forma, um bot que adota uma interpretagao de um conceito ético
matizado refletiria a interpretagdo de seu criador. Além disso, tais vieses seriam dificeis de
detectar e corrigir. Tendo em vista que os humanos confiam na aparente objetividade das
maquinas, eles tendem a ser menos propensos a notar a entrada de preconceitos humanos nas
maquinas” (tradugdo livre).

8 Mais recentemente, tem chamado a atengdo a utilizagdo por alguns autores da expressdo “Net
States” para designar organizagdes baseadas principalmente no campo virtual, que possuem
financiamento quase ilimitado, autoridade politica e interagdes frequentes com bilhdes de
pessoas ao redor do mundo. Acredita-se que esses denominados “Net States” seriam capazes
de rivalizar at¢é mesmo grandes e pequenos Estados em quase todos os aspectos. Ver:
WICHOWSKI, Alexis. Net States Rule the World; We Need to Recognize Their Power.
California: Wired, 2017. Disponivel em: <https://www.wired.com/story/net-states-rule-the-
world-we-need-to-recognize-their-power/>. Acesso em 20 dez. 2021.

8 Veja artigo, nesta obra, intitulado “Os Mecanismos de Busca na Internet e o Direito
Regulatorio: Search Bias e Discriminagao Algoritmica”, de Gabriel Teixeira

85 PASQUALE, Frank. The Black Box Society. The Secret Algorithms That Control Money and
Information. Cambridge: Harvard University Press, 2015.

8 FREITAS, Juarez; FREITAS, Thomas Bellini. Direito e Inteligéncia Artificial: Em Defesa do
Humano. Belo Horizonte: Foérum, 2020, p. 29.
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fica ainda mais problematico quando se pensa na possibilidade de
aprendizagem automatica pela IA.

Ha alguns anos, acreditava-se que a inteligéncia artificial dependeria
por completo do controle do humano que a configura por meio dos dados
inseridos no sistema. Por essa razdo, autores como Solon Barocas ¢ Andrew
Selbst®” afirmavam que “an algorithm is only as good as the data it works with”.

No entanto, com o avang¢o das tecnologias disruptivas, os algoritmos da
IA viabilizaram o desenvolvimento de um novo tipo de “aprendizagem
automadtica” e detec¢do automatizada, que possibilitaram com que os chamados
“robos inteligentes” e computadores pudessem se autoprogramar, de maneira
autdbnoma, e encontrar as melhores solugdes a partir de alguns principios
iniciais inseridos no sistema®®.

O chamado “machine learning”’, que é provavelmente um dos tragos
mais caracteristicos e singularizantes da inteligéncia artificial, trata dessa
capacidade da IA — sem precedentes em artefatos tecnologicos — de aprender
por si, para o bem e para o mal, a partir do originalmente programado, por meio
da extragdo de informacdes padronizadas presentes em uma enorme quantidade
de dados™.

Atualmente, entre as técnicas desenvolvidas de machine learning®’,
tem se destacado o denominado deep learning, que diz respeito a utilizacao de
redes neurais artificiais profundas, com diversas camadas intermedidrias entre

87 BAROCAS, Solon; SELBST, Andrew D. Big Data’s Disparate Impact. California Law
Review, No. 104, 671, 2016.

8 SCHWAB, Klaus. A Quarta Revolucio Industrial. Sio Paulo: Edipro, 2016, p. 50.

8 Veja artigo, nesta obra, intitulado “Administragdo Publica 4.0 - a mudanga por meio da
Blockchain e da inteligéncia artificial”, de Alexandre Magno Antunes de Souza

%0 FREITAS, Juarez; FREITAS, Thomas Bellini. Direito e Inteligéncia Artificial: Em Defesa do
Humano. Belo Horizonte: Forum, 2020, p. 31.

°! H4 variadas modalidades de machine learning que reclamam atengdo as suas peculiaridades.
A primeira € a supervised learning, que inclui a figura de um supervisor. De igual modo, tem-
se a unsupervised learning, que se trata de um aprendizado nio supervisionado, em que a IA
tem que aprender a lidar com os dados brutos. O reinforcement learning, por sua vez, ocorre
quando a inteligéncia artificial interage com o ambiente por meio de uma série de tentativas e
erros. Ja o deep learning se refere a hipotese em que a IA aprende de maneira semelhante as
redes neurais humanas. A seu turno, a Recurrent Neural Network (RNN) utiliza informagéo
sequencial de rede neural e a Convolutional Neural Network (CNN) opera sob a inspira¢do de
neurdénios humanos (FREITAS, Juarez; FREITAS, Thomas Bellini. Direito e Inteligéncia
Artificial: Em Defesa do Humano. Belo Horizonte: Forum, 2020, p. 33).
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a camada de entrada e a de saida”, que possibilitam a extragio e analise de
dados de maneira autonoma, sem a interferéncia humana.

Veja-se, assim, que a matéria-prima utilizada pelos algoritmos para a
tomada de decisdes € o big data, ou seja, a enorme quantidade de dados que
nao apenas ja se encontra disponivel no mundo virtual como vem crescendo de
maneira exponencial a cada dia”.

A partir do devido processamento desses dados, a IA é capaz de
transformar esse conteido em informagdes economicamente 1'1teis94, que
servem como diretrizes e critérios para a sua atuagdo. Sob determinado aspecto,
¢ possivel afirmar que os algoritmos “evoluem” e se modificam a medida que
a IA processa as informagoes.

Nesse sentido, Darrel M. West e John F. Allen’ destacam que um dos
principais atributos da IA € justamente essa intencionalidade, ou seja, o fato de
que o sistema algoritmico da IA ndo opera de uma maneira passiva, possuindo
na verdade uma certa autonomia par o desempenho de tarefas cognitivas
especificas. Logo, no ambito da IA, € possivel dizer que hd sempre um risco de
a maquina “intencionar”, por si propria, resultados que seriam lesivos a espécie
humana, sem qualquer senso moral.

Em outras palavras, a partir do aprendizado da maquina, muitas
inteligéncias artificiais poderiam se tornar capazes de se autoalimentar, criando
padrdes, o que se torna especialmente preocupante quando se percebe que,
“com a habilidade de treinar a si mesma e acumular experiéncias, a 1A pode
tomar decisoes independentemente da vontade de seu desenvolvedor e,
inclusive, chegar a resultados sequer passiveis de previsdo pelos seus

9
programadores” .

2 LECUN, Yann; BENGIO, Yoshua; HINTON, Geoffrey. Deep learning. Nature. New York:
Macmillan Publishers Limited, 2015. Volume 521, p. 436-444.
3 LEE, Kai-Fu. Inteligéncia Artificial: Como os robds estdo mudando o mundo, a forma como

amamos, nos relacionamos, trabalhamos e vivemos. 1 ed. Rio de Janeiro: Globo Livros, 2019,
p- 27.

% FRAZAO, Ana. Prefacio. In: FERNANDES, Ricardo Vieira de Carvalho; COSTA, Henrique
Aratjo, CARVALHO, Angelo Gamba Prata de (coord.) Tecnologia juridica e direito digital: I
Congresso Internacional de Direito e Tecnologia — 2017. Belo Horizonte: Foérum, 2018.

95 WEST, Darrel; ALLEN, John. How Intelligence is transforming the world. Washington, DC:
Brookings, 2018.

% PIRES, Thatiane Cristina Fontdo; SILVA, Rafael Peteffi da. A responsabilidade civil pelos
atos autonomos da inteligéncia artificial: notas iniciais sobre a resolu¢do do Parlamento
Europeu. Revista Brasileira de Politicas Publicas, v. 7, n. 3, 2017, p. 243.
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Nesta toada, cabe a reflexdo: seria possivel que a maquina se tornasse
proativa, tendo inten¢des independentemente de sua programagao, a ponto de
criar resultados que ndo foram inicialmente idealizadas pelo ser humano que a
controlava?

Com efeito, o executivo Kai-Fu Lee’” também parece se preocupar com
uma possivel atuacdo das méaquinas contra o real interesse dos humanos que a
programaram ao descrever que:

[...] o medo ¢ de que, se os seres humanos
representarem um obstaculo para alcangar um desses
objetivos — reverter o aquecimento global, por
exemplo -, um agente superinteligente possa
facilmente, até de forma acidental, nos apagar da face
da Terra. Para um programa de computador cuja
imaginagdo intelectual superasse a nossa, isso ndo
exigiria nada tdo violento quanto robds armados. O
profundo conhecimento da superinteligéncia de
quimica, fisica e nanotecnologia permitiria maneiras
muito mais engenhosas de atingir instantaneamente
seus objetivos. Pesquisadores se referem a isso como
‘problema de controle® ou ‘problema de
alinhamento’, e é algo que preocupa até mesmo os
otimistas da AGI (inteligéncia geral artificial).
Embora os cronogramas para essas capacidades
variem amplamente, o livro de Bostrom apresenta
pesquisas com investigadores de IA, dando uma
previsdo mediana de 2040 para a criagdo da AGI,
com a superinteligéncia provavelmente sendo
alcancada dentro de trés décadas.

Por certo, esse ponto traz uma relevante discussdo na medida em que,
de um lado, é possivel falar da autorregulacdo da IA pela empresa que a
desenvolveu, de modo que esta ndo viole os direitos humanos e, de outro, tem-

7 LEE, Kai-Fu. Inteligéncia Artificial: Como os robds estdo mudando o mundo, a forma como

amamos, nos relacionamos, trabalhamos e vivemos. 1 ed. Rio de Janeiro: Globo Livros, 2019,
p- 171.
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se essa possibilidade de que a propria inteligéncia artificial poderia,
eventualmente, desenvolver os seus proprios instrumentos regulatorios.

Indo além, poderia se refletir também acerca de outros cenarios ainda
mais preocupantes: e se o desenvolvimento do deep learning possibilitasse que
essas maquinas pudessem se programar e passar a regular, elas proprias, outras
maquinas, independente da atuagcdo humana nesse processo?

Neste caso, estariamos diante de uma autorregulacdo da IA que
poderiamos denominar “de dentro para fora” e ndo mais “de fora para dentro”,
como nas hipdteses da regulagdo estatal e da autorregulacdo privada abordadas
neste trabalho. Neste cenario, o proprio sistema da inteligéncia artificial estaria
criando instrumentos regulatorios para si e para outras maquinas a partir do seu
aprendizado.

A primeira vista, esse debate pode parecer muito além da nossa
realidade, mas, em tempos em que se debatem com mais veeméncia os planos
para a construgio de um Metaverso’", vé-se que as incertezas e as possibilidades
sdo muitas. A verdade ¢ que, com base nas amostras € nos dados que possuimos
atualmente, ¢ praticamente impossivel prever quais seriam os efeitos e as
consequéncias que essa forma de interacdo com as novas tecnologias e com a
inteligéncia artificial poderiam acarretar a longo prazo para a espécie humana.

E, se as pesquisas mais recentes ja demonstram que os humanos e os
governos tém enfrentado grandes dificuldades em monitorar e aplicar
determinadas inteligéncias artificiais, o que se dird no futuro, em que milhdes
de inteligéncias artificiais coexistirdo com ainda mais autonomia do que
possuem atualmente e com a capacidade de cooperar em grandes redes e se
reproduzir?”’

Nestes cenarios, ¢ evidente que a auséncia de transparéncia quanto aos
dados, critérios e correlagdes utilizados pela IA, assim como os resultados
praticos das agdes de tais algoritmos computacionais poderiam ser insuscetiveis

% O Facebook anunciou em setembro de 2021 que esta planejando a criagio de um Metaverso,
que pode ser compreendido como um espago virtual coletivo e compartilhado, criado a partir
de uma convergéncia entre a realidade fisica e espago virtual. Ver: FACEBOOK, Conheca a
Meta: Nosso modo de se conectar evoluiu, e nossa empresa também. Disponivel em:
<https://about.facebook.com/br/meta/>. Acesso em 15 dez. 2021.

% MOKHTARIAN, Edmund. The Bot Legal Code: Developing a Legally Compliant Artificial
Intelligence. Vanderbilt Journal of Entertainment and Technology Law, vol. 21, no. 1,2018, p.
149.
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de um devido controle ndo apenas pelos Estados, mas até mesmo pelas proprias
empresas que desenvolveram essas tecnologias.

Apesar das possiveis divergéncias de opinides acerca da possibilidade
de algum dia chegarmos a esse ponto, o debate supramencionado, que ndo ¢
objeto principal desta pesquisa, € util para demonstrar que a discussdo sobre
tecnologia e sua regulacdo, longe de ser meramente técnica, ¢ também uma
reflexdo sobre o poder, em suas varias formas de manifestacdo. A depender das
escolhas e da forma de utilizagdo da tecnologia, ndo apenas a alocagdo de
recursos e direitos, mas principalmente a propria estruturagdo da sociedade e

: 100
dos Estados, podem ser consideravelmente alteradas .

Consideragoes finais

A patente realidade da ruptura trazida pela inteligéncia artificial, assim
como a inevitabilidade do seu impacto demonstram que € urgente a necessidade
de se debater a melhor forma de regular essa tecnologia, de modo que seja
possivel assegurar o seu desenvolvimento sustentavel.

Ressalta-se, contudo, que a regulagdo ndo pode ser confundida com o
corporativismo e medidas de interesse de classe, que visem impedir que a IA
venha a afetar interesses de certos segmentos econdmicos ou politicos. Isso
porque, como restou demonstrado, uma regulacdo que tenha como objetivo
inibir as inovagdes a fim de manter do status quo, pode ser tdo prejudicial
quanto a completa auséncia de regulagao.

De fato, o grande desafio atual parece ser justamente o de encontrar
esse equilibrio entre a preservagdo do incentivo a inovag¢do — de forma ética,
segura e inclusiva - e a regulagdo sobre potenciais perigos trazidos a partir da
evolugdo da inteligéncia artificial.

Conforme se demonstrou ao longo do presente estudo, subsiste ainda
importante espago para a regulacdo juridica, ndo apenas no &mbito doméstico,
mas também no ambito internacional e transnacional, sem a qual dificilmente
serdo alcangados os propdsitos de emancipacdo e valorizacdo da condigdo
humana.

100 FRAZAO, Ana. Prefacio. In: FERNANDES, Ricardo Vieira de Carvalho; COSTA, Henrique
Aratjo; CARVALHO, Angelo Gamba Prata de (coord.) Tecnologia juridica e direito digital: I
Congresso Internacional de Direito e Tecnologia — 2017. Belo Horizonte: Forum, 2018.
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E, nesse ponto, ¢ preciso refletir acerca (im)possibilidade de aplicagdo
de certas capacidades regulatorias no atual contexto. Isso porque estas foram
pensadas para uma relacdo juridico-administrativa presencial e fisica, ndo
digital. Para tanto, serd necessaria ndo somente uma completa revisitagdo das
categorias juridicas existentes, mas, possivelmente, a criacdo de novas
categorias de regulacdo voltadas especificamente a IA.

Decerto, considerando todos os pontos abordados no presente estudo,
a melhor estratégia para o atual momento, em relagdo a inteligéncia artificial,
parece ser a adogdo de uma espécie de autorregulagdo regulada, com a
regulacdo estatal assumindo um papel subsidiario em relagdo a autorregulacao
privada'®".

Agindo sob essa 6Otica, a intervencado estatal ndo se traduziria como uma
barreira exacerbada ao desenvolvimento das novas tecnologias, porém se
posicionaria como um anteparo resoluto contra os desvirtuamentos, imediatos
ou mediatos, da inteligéncia artificial'**. Nio se trata, portanto, de prestigiar um
modelo regulatério exacerbadamente normativo e proibitivo, mas sim de uma
tentativa de frear, em tempo util, eventuais inovagdes que possam causar
impactos significativamente negativos para a sociedade, de uma maneira
proporcional.

Esse, alids, parece ser o caminho que a maioria dos mercados estdo
buscando na atualidade. Se trata de uma forma de “potenciar e fomentar a
relagdo entre autorregulacdo privada e regulacdo estatal, revisando a teoria
das fontes, dando passagem a regulacdo e reconhecendo os instrumentos

. ~ 55103
existentes de autorregulacdo™ ™.

1% 0 professor André Saddy disserta que existem, ao menos, trés modelos quando se correlaciona
a autorregulacdo privada e a regulagdo estatal. O primeiro ¢ o “modelo de autorregulagdo
complementar ou suplementar regulada”, por meio do qual o Estado regula determinada
atividade econdmica e a iniciativa privada se autorregula de forma complementar ou
suplementar. O segundo ¢ o chamado “modelo de autorregula¢do regulada subsididaria ou
supletiva”, pelo qual o particular se autorregula e o Estado apenas regula nos aspectos
necessarios. Ja o terceiro € o “modelo de autorregulacdo regulada pura”, em que o Estado
supervisiona, fiscaliza e controla a autorregulacdo auténoma do particular. Para mais
informagdes, ver: SADDY, André. Regulacdo estatal, Autorregulagdo Privada e Cddigos de

Conduta e Boas Praticas. Rio de Janeiro: Lumen Juris, 2015, p. 117.

102 FREITAS, Juarez; FREITAS, Thomas Bellini. Direito e Inteligéncia Artificial: Em Defesa do
Humano. Belo Horizonte: Foérum, 2020, p. 54.

103 SADDY, André. Regulagdo estatal, Autorregulacdo Privada e Codigos de Conduta e Boas
Praticas. Rio de Janeiro: Lumen Juris, 2015, p. 117.
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De mais a mais, o desenvolvimento da inteligéncia artificial, apesar de
trazer inumeras vantagens para a sociedade, também ¢, sem duvida, um campo
fértil para a maximizagdo de diversos riscos para os direitos fundamentais e
para o aprofundamento de desigualdades sociais, com a possibilidade de
vulneragdo até mesmo da dignidade humana.

E, por mais que o “problema de controle” e um possivel “descompasso
homem-magquina”, relativo a autorregulacdo da IA pela prépria maquina,
pareca exagerado e descompassado na atual conjuntura, ¢ essencial que sejam
verificadas formas de tutelar também a autonomia contra possiveis forcas
desconhecidas ou “mal calibradas” das maquinas.

A inteligéncia artificial ainda possui um potencial para atingir
patamares inimaginaveis. Por essa razdo, ¢ importante que as analises sejam
acuradas a fim de que a regulacdo normativa da IA, além de coexistir com as
outras legisla¢des ja existentes que impactam no desenvolvimento de IA no
pais, nido perca de vista o cidadio. A sociedade, é claro, cabe um
monitoramento continuo das agdes governamentais, para assegurar que as
evolugdes tecnologicas ndo prejudiquem os direitos fundamentais.

Ademais, se, por um lado, é notéria a incerteza acerca do
desenvolvimento e a adogdo da inteligéncia artificial, por ainda ndo
conhecermos ao certo os desdobramentos que esta causard, por outro, ¢
essencial reconhecermos também que a complexidade desse novo sistema
implica na necessidade de interconexdo entre os mais diversos setores -
governos, empresas, universidades e a sociedade de um modo geral - para
melhor compreender as tendéncias e as possiveis repercussoes decorrentes do
avango dessas novas tecnologias.

O compartilhamento de conhecimento passa a ser essencial e decisivo
para delinearmos um futuro coletivo que esteja em consonancia com os valores
e objetivos comuns. E preciso uma visio compartilhada e global acerca do
modo como essas tecnologias serdo utilizadas e reguladas, ja que essas decisdes
impactardo diretamente e em grande escala o contexto econdmico, social e
cultural ndo apenas da nossa geracdo, mas de todas as geracdes futuras.

Quanto mais soubermos aproveitar a revolucdo tecnoldgica e quanto
mais analisarmos os modelos incorporados e permitidos por essas tecnologias,
mais oportunidades teremos de utiliza-la de uma maneira mais benéfica para o
mundo e mais centrada no ser humano.
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De igual modo, se regulada com acuidade, a inteligéncia artificial
podera até mesmo operar como um instrumento positivo em setores cruciais,
tais como a saude e o consumo, dando ensejo a interacdes sociais mais
descentralizadas, menos hierdrquicas e mais voltadas a tutela dos principios e
direitos fundamentais.

Como bem destaca o autor Klaus Schwab, uma questao relevante neste
ponto € que os paises e as regides que conseguirem estabelecer as melhores
normas internacionais para o futuro em relagdo as novas tecnologias,
provavelmente terdo também melhores beneficios econdmicos e financeiros.
Lado outro, os paises que somente promoverem as suas proprias normas e
regras para beneficiar os produtores nacionais, correm o sério risco de ficarem
isolados e se tornarem retardatarios nessa nova economia mundial'**.

Por fim, destaca-se que o presente estudo, de modo algum, pretendeu
esgotar os temas aqui propostos, longe disso, mas tdo somente promover o
debate e ressaltar que esse parece ser um bom momento para o mundo juridico
comegar a voltar os olhos para a importincia dessa questdo. A regulagdo da
utilizagdo da inteligéncia artificial pela Administracdo Publica e o proprio
receio do uso indevido dos dados pessoais pelas maquinas que se utilizam de
IA, por exemplo, parecem ser algumas das pautas mais relevantes para a
atualidade.
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Introducio

De acordo Lawrence M. Hinman, “os mecanismos de busca na internet
ocupam uma posigdo privilegiada no mundo da tecnologia da informagdo. Eles
funcionam como janelas para o mundo da internet e, como janelas, tendem a
passar desapercebidos, tendo em vista que a nossa atengdo estd focada apenas
naquilo que é visivel através dessas janelas'...”

Como guardides da informagﬁoz, 0s mecanismos de busca na internet
possibilitam o acesso a informag¢do de forma gratuita e facilitada a um namero
cada vez maior de pessoas em todo o mundo.

Como editores de informa<;€103, os mecanismos de busca coletam,
organizam e selecionam dentre uma quantidade enorme de paginas aquilo que
¢ relevante para os usuarios, possibilitando a exclusdo de informagdes inuteis

"HINMAN, Lawrence Michael 2005. “Esse Est Indicato in Google: Ethical and Political Issues
in Search Engines”. The International Review of Information Ethics 3 (June). Edmonton,
Canada:19-25.

2SCHULZ, Wolfgang; HELD, Thorsten; e LAUDIEN, Arne. Search Engines as Gatekeepers of
Public Communication: Analysis of the German framework applicable to internet search
engines including media law and anti trust law. German Law Journal, 6(10).

3 WHITNEY, Heather, Search Engines, Social Media, and the Editorial Analogy (February 26,
2018). (Forthcoming Columbia University Press 2020) (ed. David Pozen) (originally published
in Knight First Amendment Institute at Columbia University's Emerging Threats series).
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ou desinteressantes. Sem os mecanismos de busca, boa parte da internet seria
inacessivel®

A pagina de estatisticas do Google (“Google Trends”) exemplifica bem
esses papéis. De acordo com o Google Trends, as cinco perguntas mais
realizadas por intermédio do Google em 2020 sdo: “O que € Lockdown?”, “O
que ¢ quarentena?”, “O que ¢ pandemia?”, “O que ¢ cadastro tnico?” e “O que
¢ Coronavirus™.

Ao lado de buscas sobre o Coronavirus e o auxilio emergencial, outras
pesquisas muito realizadas em 2020 envolveram a procura de informagdes
sobre as elei¢des de 2020 no Brasil e nos Estados Unidos da América®.

Os dados indicam que 80,6% dos usuarios se ddo por satisfeitos com
os links dispostos na primeira pagina de uma consulta’, ou seja, provavelmente
0s usuarios sO vao acessar as paginas que a inteligéncia artificial® do
mecanismo de busca entende como relevante.

Apesar dessa importancia, empresas como o Google tém sido alvo de
acusacdes de pratica de condutas anticompetitivas’ e discriminatérias por meio
dos resultados de pesquisa que sdo apresentados aos usuarios'’.

Supostamente, o algoritmo do mecanismo de busca do Google estaria
priorizando as paginas de servicos e produtos da propria empresa, em
detrimento dos servigos e produtos de empresas concorrentes''. Essa conduta

* HINMAN, Lawrence Michael 2005. “Esse Est Indicato in Google: Ethical and Political Issues
in Search Engines”. The International Review of Information Ethics 3 (June). Edmonton,
Canada:19-25.

> https://trends.google.com.br/trends/yis/2020/BR/ , acesso em: 06/12/2021

% Ibidem

7 MACHILL et al, apud SCHULZ, Wolfgang; HELD, Thorsten; LAUDIEN, Arne. Search
Engines as Gatekeepers of Public Communication: Analysis of the German framework
applicable to internet search engines including media law and anti trust law. German Law
Journal, 6(10), 2005.

8 Veja artigo, nesta obra, intitulado “A concepgdo da inteligéncia artificial na Administragdo
Publica”, de Andrea Drumond de Meireles Seyller.

® WRIGHT, Joshua, Defining and Measuring Search Bias: Some Preliminary

Evidence.International Center for Law & Economics, November 2011, George Mason Law &
Economics Research Paper No. 12-14, Nov., 2011.

' NOBLE, Safyya Umoja, Algorithms of Oppression: How Search Engines Reinforce Racism.
New York University Press. 2018.

"' WRIGHT, Joshua, Defining and Measuring Search Bias: Some Preliminary

Evidence.International Center for Law & Economics, George Mason Law & Economics
Research Paper No. 12-14, Nov., 2011.

226



Coordenador: André Saddy

tem recebido o nome de search bias. Além disso, o Google tem sido acusado
de discriminar determinados grupos de pessoas em fun¢@o da raga, religido e
génerolz.

O presente artigo investiga o problema do search bias e a discriminacao
algoritmica, condutas ilegais supostamente praticadas pelos mecanismos de
busca na internet. A abordagem se justifica, pois, eventualmente, ambas as
praticas podem ser apontadas como fundamentos para a regulacdo estatal.

Na primeira segdo foi utilizada a ferramenta SIPOC'? para analisar o
funcionamento dos mecanismos de busca na internet. A segunda se¢do
apresenta uma analise do mercado dos mecanismos de busca.

De acordo com Gabriela Moreira Cicilini, negdcios digitais como os
mecanismos de busca possuem a caracteristica de serem negocios (i) multi-
lados, (ii) com acentuados efeitos de rede.

Sendo assim, a primeira e a segunda secdo servem ao propodsito de
identificar a aplicag@o desses conceitos gerais da literatura sobre os negocios
digitais ao mercado dos mecanismos de busca na internet.

A terceira e a quarta secdo avaliam, respectivamente, o conceito de
search bias e discriminac¢do algoritmica, no intuito de identificar se ha
evidéncias de ilicitude nas condutas e qual seria o papel da regulacdo do
tratamento dessas questoes. Por fim, sdo apresentadas as conclusdes do artigo.

2 NOBLE, Safyya Umoja, Algorithms of Oppression: How Search Engines Reinforce Racism.
New York University Press. 2018.

'3 De acordo com Cristina Werkema, a sigla SIPOC ¢é formada pelas letras iniciais em inglés dos
elemetos de um diagrama utilizado para a obten¢@o de conhecimento sobre um determinado
processo nas empresas. A partir do SIPOC, que significa Fornecedores (Suppliers), Insumos
(Input), Processo (Process), Saidas (Output) e Clientes (Customers), ¢ possivel adquirir um
melhor entendimento sobre o processo utilizado pelas empresas para produzir os seus produtos
e servicos. A metodologia ¢ utilizada, normalmente, em projetos de melhoria voltados para
identificar problemas nos processos pelas areas de gestdo de qualidade das empresas. Optou-
se pela utilizagdo do diagrama no presente trabalho, pois através dele foi possivel investigar a
aplicacdo de conceitos tedricos sobre as caracteristicas da economia digital. Sobre o tema do
SIPOC, ver: WERKEMA, Cristina. Métodos PDCA e DMAIC e suas ferramentas analiticas.
Rio de Janeiro: Elsevier, 2013.
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1. O funcionamento dos mecanismos de busca na internet

Para apresentar os resultados das pesquisas dos usudrios, as
.- ~ L .14
ferramentas de busca se utilizam de 3 (trés) processos basicos :

. Raspagem de dados (Crawling)";
. Indexagao (Indexing)16; e
J Ranqueamento (Ranking)"’.

Os softwares de raspagem de dados fazem o trabalho de procurar na
internet para capturar o conteudo e armazenar na ferramenta de busca. O
processo de indexagdo'® ¢ a etapa em que a ferramenta de busca categoriza o
conteudo coletado pelos crawlers na internet. Por fim, o contetido classificado
no processo de indexagdo ¢ ranqueado de acordo com os critérios da plataforma
de busca'’.

Em regra, o servigo € oferecido pelos mecanismos de busca de forma
gratuita aos usudrios e aos produtores de conteudo. Os anunciantes, por sua vez,
remuneram a ferramenta para que os seus anuncios sejam visualizados pelos
usuarios.

A esse respeito, vejamos o que explica Ines Georgieva™:

Generally, search engines subsidise two of the three
sides and charges the third. Indeed, Internet users

4 Ver: GEORGIEVA, Ines. Search Neutrality as a regulation principle for internet search
engines: A multidisciplinary approach, tese de mestrado submetida para obtengdo da titulagao
de Mestrado em Direito da Propriedade Intelectual pela Hogeschool Universiteit Brussel e
https://developers.google.com/search/docs/beginner/how-search-works?hl=pt-br , acesso em:
01/12/2021.

'S Ibidem.

' Ibidem.

7 Ibidem.

8 SCHULZ, Wolfgang; HELD, Thorsten; e LAUDIEN, Arne. Search Engines as Gatekeepers of
Public Communication: Analysis of the German framework applicable to internet search
engines including media law and anti trust law. German Law Journal, 6(10).

19 https://blog.alexa.com/how-search-engines-work/ , acesso em 01/12/2021.

2 GEORGIEVA, Ines. Search Neutrality as a regulation principle for internet search engines: A
multidisciplinary approach, tese de mestrado submetida para obtengao da titulagdo de Mestrado
em Direito da Propriedade Intelectual pela Hogeschool Universiteit Brussel.
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submit their queries for free as well as content
providers are charged neither for getting indexed nor
for the traffic they receive from organic results.
Conversely, advertisers pay in order to have their ads
in the sponsored links of the results page and thereby
finance the platform.

O histdrico de busca dos proprios usudrios ¢ utilizado para fornecer
resultados de pesquisa mais eficientes®’. O que atrai os anunciantes ¢ o fato de
que os usudrios visualizardo os seus anuncios de forma privilegiada nos
resultados de pesquisa.

De acordo com Ines Georgievazz, existem trés tipos de busca na
internet, quais sejam, (i) informacional, (ii) objetiva e(iii) transacional.

A busca informacional ocorre quando o usuario busca informagdes que
ele desconhece no momento, por exemplo, qual ¢ a capital do Brasil?*® Apos
uma pesquisa por capital do Brasil o google retorna uma pagina com mapas,
noticias, a pagina do Governo Federal na internet, dentre outras™*.

2l SEYMOUR, Tom, FRANTSVOG, Dean, ¢ KUMAR, Sathessh (2011). History Of Search
Engines. International Journal of Management & Information Systems (IJMIS), 15(4).

22 GEORGIEVA, Ines. Search Neutrality as a regulation principle for internet search engines: A
multidisciplinary approach, tese de mestrado submetida para obtengao da titulagao de Mestrado
em Direito da Propriedade Intelectual pela Hogeschool Universiteit Brussel.

> Ibidem

2 Ver em
https://www.google.com/search?q=brasil&sxsrf=AOaemvLa2jH3LiAurtzSDA8i6zZqUJCQo
A%3A1640788615134&source=hp&ei=h3LMYaWGBrinSOUP8P6kwA4&iflsig=ALs-
WAMAAAAAYcyAl75j9F01188iP3zMNFvS85dzHMbw& ved=0ahUKEw;jl5bfonYn1 AhW4
E7kGHXA_CegQ4dUDCAc&uact=5&oq=brasil&gs_lcp=Cgdnd3Mtd216EAMyBwguELED
EEMyBwgAELEDEEMyCAguEIAEELEDMggILhCABBCxAZzILCAAQgAQQsQMQgwEy
BQguEIAEMggIABCABBCxAzIICAAQgAQQsQMyDgguEIAEELEDEMcBEKMCMgUI
ABCABDoECCMQJzoRCC4QgAQQsQMQgwEQxwWEQOQM6BAgAEEM6CgguEMcBEN
EDEEM6BAguEEM6DgguEIAEELEDEMcBENEDUABYiAVgvAZoAHAAeACAAY8Bi
AGyBpIBAzAuNpgBAKABAQ&sclient=gws-wiz acesso em: 29/12/2021.
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J& a pesquisa objetiva ocorre quando o usuario tenta localizar o site de
empresas, produtos ou pessoas conhecidas previamente®. Como resultado, os
mecanismos de busca apresentam links para os sites das empresas procuradas™.

Por fim, a pesquisa transacional trata de situagdes em que o usudrio faz
a pesquisa com o proposito de realizar algum tipo de transacio ou negocio”’.
Exemplo disso ocorre quando o usudrio pesquisa links para fazer download de
determinado filme disponivel na internet™.

23 GEORGIEVA, Ines. Search Neutrality as a regulation principle for internet search engines: A
multidisciplinary approach, tese de mestrado submetida para obtengao da titulagdo de Mestrado
em Direito da Propriedade Intelectual pela Hogeschool Universiteit Brussel.

https://www.google.com/search?q=maiores+empresas+do-+brasil&sxsrf=AOaemvKjOpSi20O
0j7iIQN9rHvHq0fmnzD5A%3A1640788616946&ei=iIHLMYaCiOYCO05OUP_rmQmA4&ve
d=0ahUKEwighqjInYn1 AhUAGrkGHf4cBOMQ4dUDCA4&uact=5&oq=maiores+empresa
stdo+brasil&gs lcp=Cgdnd3Mtd216EAMyBQgAEIAEMgUIABCABDIFCAAQgAQyBQg
AETAEMgUIABCABDIFCAAQgAQyBQgAEIAEMgUIABCABDIFCAAQgAQyBQgAEI
AEOgQIIxAnOgolLhCxAxCDARBDOgQILhBDOgoILhDHARDRAXBDOgQIABBDOgcl
ABCxAxBDOgsIABCABBCxAXCDAToICAAQgAQQsQM6CgguEMcBEKMCEEM6Dgg
uELEDEIMBEMcBEK8BOgoIABCxAxDJAXxBDOgUIABCSAzoHCCMQ6gIQJzoOCC4Q
gAQQsQMQxwEQOQM6DgguEIAEELEDEMcBEKMCOggILhCxAxCDAToGCAAQCHB
DOgOILhCxAxDHARCjAhBDOggILhCABBCxAOoECEEYAEoECEYYAFAAWKAQqYJY
waAZwAngCgAHeAogB yOSAQgwLjMzLjAuMZgBAKABAbABCsABAQ&sclient=gws-
wiz s acesso em 29/12/2021 e
https://www.google.com/search?q=Vale&sxsrf=A0aemvK314z00yCWxTY Snpy9R9 Lcq42
Eg%3A1640788717327&ei=7XLMYYWKES5qw5OUPipm1-

A8&ved=0ahUKEwjFzpalnonl AhUaGLkGHYpMD{8Q4dUDCA4&uact=5&o0q=Vale&gs 1
cp=Cgdnd3Mtd216EAMyBAgjECcyBAgjECcyBAgjECcyBAgAEEMyBAgAEEMyBAgAE
EMyDQguELEDEMcBEKMCEEMyCggAELEDEIMBEEMyBwguELEDEEMyCAgAEIAE
ELEDOgcIABBHELADOgcIABCwAxBDOgglABDkAhCwAzoQCC4QxwEQowIQyAMQ
sAMQQzoKCC4QxwEQowIQQzoECC4QQzoICC4QgAQQsQM6CwguEIAEEMcBEKMC
Og4ILhCABBCxAXxDHARDRAZzoOCC4QgAQQsQMQxwEQowI6BQgAEIAESgQIQRgA
SgQIRhgBUJAKWOANYNcOaAJwAngAgAHdAYgBpQSSAQUwWLjluMZgBAKABAcgB
E8ABAQ&sclient=gws-wiz , acesso em 29/12/2021.

2" GEORGIEVA, Ines. Search Neutrality as a regulation principle for internet search engines: A
multidisciplinary approach, tese de mestrado submetida para obtengao da titulagdo de Mestrado
em Direito da Propriedade Intelectual pela Hogeschool Universiteit Brussel.

Zhttps://www.google.com/search?q=download+Matrix+Ressurections&sxsrf=AOaemvJd3nrri
AQOH-PiBSygr1 LEvPhnog%3A 1640788752907 &ei=EHPMY aXuNuPX5OUPk-
2jqAw&ved=0ahUKEwiltpK2non1 AhXjK7kGHZP2CMUQ4dUDCA4&uact=5&oq=downlo
ad+Matrix+Ressurections&gs lcp=Cgdnd3Mtd216EAM6BAgECc6BggjECcQEzoRCC4Qg
AQQsQMQgwEQxwEQrwE6DgguEIAEELEDEMcBENEDOgsIABCABBCxAxCDAToIC
AAQgAQQsQM6CwguEIAEEMcBEKMCOgolABCxAxCDARBDOgoILhDHARDRAxBD
Og4ILhCABBCxAXxDHARCjAjoECAAQQzoECC4QQzoLCC4QgAQQxwEQrwE6BQguEIL
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Sendo assim, o processo utilizado pelos mecanismos de busca para
entregar os resultados de pesquisa para seus usudrios pode ser exemplificado
pelas seguintes figuras:

Fornecedores Entradas Processo
(Suppliers) (Input) (Process)
Usuari ) .
Hartos Historico de
buscas dos Raspagem  de
Produtores  de . dados
. usuarios
Conteudo
. Ind a
Sites ndexagao
Ranqueamento
Fonte: o autor
Saidas Clientes
(Outputs) (Customers)
Resultado da
pesquisa
Usuarios

Divulgacdo do
site no
. Produtores de
mecanismo  de

Conteudo
busca

) . Anunciantes
Visualizacdo da

publicidade

pelos usuarios
Fonte: o autor

Usuérios e produtores de conteido aparecem como fornecedores e
clientes do processo.

AEOgUIABCABDoLCC4QgAQQsQMQgwE6CAgAELEDEIMBOgUIABDLAUOECEEY
AEoECEYYAFAAWNAsYMgtaAFwAngAgAGzAogB4h6SAQgwLjISLjAuMZgBAKABA
cABAQ&sclient=gws-wiz , acesso em: 29/12/2021.
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Como fornecedores, ambos sdo importantes pois o histdrico de busca
dos préprios usudrios € utilizado como insumo pelos buscadores para gerar
melhores resultados e os sites produzidos pelos produtores de contetido sdo o
que, no final do dia, gera interesse aos usuarios.

Por outro lado, os usudrios sdo identificados como clientes do processo,
pois naturalmente a razao de ser dos buscadores € atender aos usuarios por meio
dos resultados de pesquisa. Os produtores de contetido também aparecem como
usuarios do processo dos buscadores, uma vez que eles tém interesse em que
os seus sites sejam divulgados nas plataformas. Por fim, os anunciantes
remuneram as empresas € em contrapartida sdo impulsionados pela divulgagdo
de seus produtos e servigos com prioridade nos mecanismos de busca.

Cada etapa do processo dos mecanismos de busca estd sujeita a
problemas que podem colocar em risco os resultados que sdo entregues aos
consumidores. O processo de raspagem de dados pode ndo capturar
informacdes suficientes para uma pesquisa eficiente, o processo de indexagdo
pode classificar as informacgdes de forma inadequada e o processo de
ranqueamento pode utilizar critérios indevidos na atividade de priorizagdo do
que aparece primeiro como resultado para os usuarios.

Os problemas que ocorrem no processo desenvolvido pelos
mecanismos de busca podem ser de ordem estatistica, quando ha alguma falha
no trabalho de coleta, normalizagio e analise dos dados™. Razdes de natureza
econdmica podem levar a priorizagdo de resultados e sites que ndo seriam
considerados relevantes pela plataforma, caso ndo houvesse a intervenc¢ao dos
anunciantes.*’

E normal ocorrerem erros em qualquer processo de produgdo de bens
ou de prestacdo de servicos, dai a existéncia de uma disciplina na Ciéncia da
Administracdo voltada para a melhoria continua dos processos31, no entanto, o
problema pode se agravar quando esses erros sdo associados as falhas de
mercado ou quando geram possiveis ameagas a direitos fundamentais.

MENDES, Laura Schertel; MATTIUZZO, Marcela, Discriminagdo algoritmica. Conceito,
fundamento legal e tipologia, Direito Publico, v. 16, n 90, 2019.

30 Ibidem.

3l WERKEMA, Cristina. Métodos PDCA e DMAIC e suas ferramentas analiticas. Rio de Janeiro:
Elsevier, 2013.
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2. O mercado dos mecanismos de busca na internet

Como bem observado por W. Brian Arthur, o processo de
desenvolvimento de uma nova tecnologia costuma ser incremental, feito a partir
da combinagdo de diferentes partes de diferentes projetos’. O que se passou
com os mecanismos de busca na internet nio foi diferente, pois empresas’
como o Google, Yahoo! e Bing foram surgir apenas apds muitos anos de um
processo de tentativa e erro desenvolvido por ferramentas pioneiras™*.

Os mecanismos de busca na internet se originam da iniciativa de
cientistas de dados e usuarios de internet entre o final dos anos 80 e o inicio dos
anos 90, que desenvolveram programas capazes de localizar os sites e reunir
em uma Unica base de dados disponivel para acesso aos usudrios®’. Naquele
momento ndo havia processo de indexacdo e ranqueamento dos links. As
iniciativas limitavam-se a listagem dos sites, ainda em um ntumero reduzido™.

O Archie foi a primeira plataforma a popularizar a utilizagdo dos
mecanismos de busca na internet’”. Muitos anos depois, Google, Yahoo! e Bing

32 The Nature of Technology: What It Is and How It Evolves | Amazon.com.br, disponivel em:
<https://www.amazon.com.br/Nature-Technology-What-How-
Evolves/dp/1416544062/ref=sr 1 1? _mk pt BR=%C3%85M%C3%85%C5%BD%C3%95
%C3%91&keywords=the+nature+oft+technology&qid=1638532357&sr=8-
1&ufe=app_do%3Aamznl.fos.6d798eae-cadf-45de-946a-f477d47705b9>. acesso  em:
3 dez. 2021.

33 Optou-se por identificar as empresas detentoras dos principais mecanismos de busca pelos
nomes da propria ferramenta. Entretanto, essas empresas possuem denominagdes corporativas
proprias como: Google LLC, Yahoo Inc e Bing Inc Ltd.

3 MANNE, Geoffrey, The Problem of Search Engines as Essential Facilities: An Economic &
Legal Assessment (January 17, 2011). THE NEXT DIGITAL DECADE: ESSAYS ON THE
FUTURE OF THE INTERNET, p. 419, Berin Szoka, Adam Marcus, eds., TechFreedom,
January 2011, Lewis & Clark Law School Legal Studies.

3% SEYMOUR, Tom, FRANTSVOG, Dean; KUMAR, Sathessh (2011). History Of Search
Engines. International Journal of Management & Information Systems (IJMIS), 15(4).

3¢ MANNE, Geoffrey, The Problem of Search Engines as Essential Facilities: An Economic &
Legal Assessment (January 17, 2011). THE NEXT DIGITAL DECADE: ESSAYS ON THE
FUTURE OF THE INTERNET, p. 419, Berin Szoka, Adam Marcus, eds., TechFreedom,
January 2011, Lewis & Clark Law School Legal Studies.

37 SEYMOUR, Tom, FRANTSVOG, Dean; KUMAR, Sathessh (2011). History Of Search
Engines. International Journal of Management & Information Systems (IJMIS), 15(4).
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foram lancados, tornando-se, em curto espaco de tempo, as maiores empresas
do setor™®.

A grande inovacao trazida pelo Google em seus estagios iniciais foi a
metodologia utilizada no processo de ranqueamento das paginas distribuidas
aos usudrios nos resultados de consulta. O Google desenvolveu um algoritmo
chamado Page Rank a partir da premissa de que as paginas mais relevantes sao
aquelas mais linkadas na internet”. Com isso, o Google foi capaz de distribuir
resultados de pesquisa muito mais eficientes do que os seus concorrentes. Nesse
sentido, Lawrence M. Hinman afirma que o diferencial do Google em relagao
aos seus concorrentes € a sua capacidade de ajudar os usudrios a encontrar
exatamente o que eles estdo procurando na internet, evitando que sites
irrelevantes aparegam nos resultados™.

Vejamos:

The key to the success of Google was an important
conceptual shift in the understanding of searches.
Initially search engines used fairly elementary
algorithms to determine page rank such as the
number of visits to a page, the number of other pages
which link to a given page. What is common to these
initial approaches to user searches was that they
depended on objective criteria such as the number of
page views. A given search engine could certainly get
it wrong, but that did not diminish the fact that there
was an objective fact of the matter to be gotten
wrong. These initial searches were at least intended
to rank the most popular sites, where “popularity”
would have a technical and objective meaning. The
shift in what we could call second-generation search
engines involved looking much more closely at what
users wanted to find, which was not always the most

3% Ibidem

% Ibidem

“ HINMAN, Lawrence Michael 2005. “Esse Est Indicato in Google: Ethical and Political Issues
in Search Engines”. The International Review of Information Ethics 3 (June). Edmonton,
Canada:19-25.
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popular site, but the site that most closely meets their
needs. The remarkable success of Google depends in
part on its ability to offer users what they are looking
for, based on the search terms that are entered.

Os mecanismos de busca sdo remunerados (i) pela quantidade de vezes
em que um link ¢ visualizado pelo usudrio, (ii) pela quantidade de vezes em
que um link ¢ clicado ou (iii) por um percentual sobre uma venda efetuada em
razio do acesso via buscador®'.

Normalmente, as empresas oferecem algum tipo de servigo agregado
ao mecanismo de buscas*’, e cada empresa possui uma metodologia propria
para a defini¢cdo do que deve ou nao ser selecionado, identificado e ranqueado
no buscador™®.

Para fazer frente a competicdo, algumas das empresas concorrentes se
uniram na tentativa de desenvolver algoritmos capazes de gerar resultados cada
vez mais eficientes para os usuarios**.

Em que pese os esfor¢os para se manterem relevantes, aos poucos os
concorrentes do Google foram tendo as suas atividades encerradas ou sendo
incorporados por outras empresas®.

Hoje, o Google domina um pouco mais de 90% de todo o mercado
mundial de mecanismos de busca. Reunidas, as demais concorrentes nao
possuem nem 10% do mercado™.

De acordo com Tim Wu'’, 0 Google adquiriu mais de 214 empresas de
segmentos diversos da economia digital, sem qualquer escrutinio por parte das
autoridades antitruste dos Estados Unidos e da Europa. Dentre as empresas

* GEORGIEVA, Ines. Search Neutrality as a regulation principle for internet search engines: A

multidisciplinary approach, tese de mestrado submetida para obtengao da titulagao de Mestrado

em Direito da Propriedade Intelectual pela Hogeschool Universiteit Brussel.

https://about.google/intl/pt-BR/products/ s acesso em: 06/12/2021 e

https://about.google/intl/pt-BR/products/ , acesso em: 06/12/2021

 MAILLE, Patrick; MAUDET, Gwen; SIMON, Mathieu; TUFFIN, Bruno. Are Search Engines
Biased? Detecting and Reducing Bias using Meta Search Engines. 2021.

* Ibidem

* Ibidem

4 MAILLE, Patrick; MAUDET, Gwen; SIMON, Mathieu; TUFFIN, Bruno. Are Search Engines
Biased? Detecting and Reducing Bias using Meta Search Engines. 2021.

" WU, Tim. The Curse of Bigness: Antitrust in the New Gilded Age.New York: NY: Columbia
Global Reports, 2018.
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adquiridas pelo Google destacam-se o Youtube e o Waze, empresas cujos
produtos e servigos sdo privilegiados no mecanismo de busca do Google,
muitas vezes em detrimento de grupos econdmicos concorrentes.

Feitas essas consideracdes, cabe analisar de que forma as
caracteristicas gerais da economia digital mapeadas por Gabriela Moreira
Cicilini se aplicam ao mercado dos mecanismos de busca na internet.

De acordo com a autora, o mercado dos negocios digitais ¢ marcado
pelas seguintes caracteristicas: Tratam-se de plataformas (i) multi-lados, (ii)
com acentuados efeitos de rede48, onde a competi¢do ocorre no mercado
(“Winner takes all”).

Mercados multi-lados configuram-se pela caracteristica de possuirem
dois ou mais grupos de consumidores, dependendo uns dos outros para obter
algum resultado a partir dessa interagdo®. Essa caracteristica impulsiona o
efeito de rede das plataformas digitais, qual seja, a plataforma digital gera valor
a partir da coordenacdo desses diferentes grupos envolvidos na utilizacdo de
seus produtos e servigos™. Uma plataforma digital ¢ considerada mais ou
menos valiosa pela quantidade de pessoas a utilizam diariamente’'.

Como evidenciado pelo SIPOC descrito na se¢ao anterior, o mercado
dos mecanismos de busca ¢ regido por uma relacdo entre diferentes
fornecedores (usuérios, produtores de conteudo) e clientes (usudrios,
produtores de contedo e anunciantes). Cada parte retira valor do mecanismo
de busca de uma forma especifica. Cada parte também contribui para a
plataforma retirar valor de uma forma especifica. Seja tornando a plataforma
atrativa aos anunciantes ou por contraprestacao financeira.

Os efeitos de rede também sdo evidentes, pois o valor extraido pelos
mecanismos de busca € proporcional a quantidade de acessos pelos usudrios (e
de dados sobre esses acessos), paginas e informagdes disponiveis na rede.

Por fim, o market share do mercado de mecanismos de busca
demonstra que a competicdo nesse segmento se da pelo mercado e ndo no

8 CICILINI, Gabriela Moreira. A (ANTI) Competitividade nos mercados digitais e o Direito
Antitruste. Mulheres no Antitruste, Sdo Paulo, Singular, Volume V, p. 187 e p. 214, 2021.

4 NETO, Caio Mario da Silva Pereira. Defesa da concorréncia em plataformas digitais. Sdo
Paulo: FGV Direito SP, 2020. 342p.

>0 Ibidem.

3! Ibidem.
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mercado, tendo em vista que uma Unica empresa detém uma fatia de mais de
90% do mercado.

As informagdes reunidas através do SIPOC preenchido na se¢do
anterior e no mapeamento realizado na presente secao do artigo confirmam as
caracteristicas dos mercados na economia digital, conforme mapeado por
Gabriela Moreira Cicilini.

3. Search bias

Segundo Joshua D. Wright, a expressdo search bias é invocada para
acusar empresas como o Google de abusarem de seu poder de mercado para
promover os produtos e servigos proprios em detrimento dos produtos e
servios de empresas concorrentes’”.

Os detratores do Google afirmam que a empresa esconde dos usuarios
os produtos e servigos de seus concorrentes, privilegiando os produtos e
servicos de propriedade da empresa. Sendo assim, a expressdo search bias
refere-se a situagcdes em que, por alguma razdo, a discriminacdo efetuada pelo
mecanismo de busca ¢ considerada ilegal™.

A dificuldade de andlise do problema esté ligada ao fato de que toda a
pesquisa realizada nos mecanismos de busca ¢ considerada organicamente
enviesada, na medida em que o objetivo dos buscadores ¢é selecionar™* dentre
inimeras opg¢des de sites e conteudos, aquelas que sejam mais relevantes para
o usuario”. Como dito anteriormente, o diferencial competitivo do Google em
relagdo aos seus concorrentes foi a sua capacidade de selecionar resultados de
pesquisa mais relevantes para os seus usuarios do que as plataformas
concorrentes™.

Segundo Joshua D. Wright, ndo hé evidéncias de que os mecanismos
de busca estejam praticando alguma conduta anticompetitiva por meio da
pratica do search bias. O autor toma como ponto de partida um estudo

2 WRIGHT, Joshua, Defining and Measuring Search Bias: Some Preliminary

Evidence.International Center for Law & Economics, November 2011, George Mason Law &
Economics Research Paper No. 12-14, Nov., 2011.

>3 Ibidem.

>4 Veja artigo, nesta obra, intitulado “Administragdo Publica 4.0 - a mudanga por meio da
Blockchain e da inteligéncia artificial”, de Alexandre Magno Antunes de Souza.

> Ibidem.

%8 Ibidem.
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desenvolvido por Edelman e Lockwood, os quais definiram search bias como
“a extensdo pela qual o ranqueamento de seu conteudo préprio difere
substancialmente da forma como os mecanismos de busca ranqueiam o mesmo
contetido em suas plataformas””

O estudo desenvolvido por Edelman e Lockwood e replicado por
Joshua D. Wright consistiu na selecdo aleatéria de um grupo pequeno de
palavras-chave e na realizacdo de pesquisas com essas palavras chave nos
principais mecanismos de busca na internet, quais sejam, Google, Yahoo! e
Bing.

O que Joshua D. Wright identificou ¢ que ndo ha diferengas
significativas na forma como cada mecanismo prioriza seus proprios conteudos
ou o conteudo dos rivais. Posteriormente, Joshua D. Wright ampliou o estudo
para um grupo maior de palavras selecionadas de uma lista com as principais
pesquisas realizadas em um ano pelos usuarios do Bing.

Em oposi¢do ao conceito de Edelman e Lockwood, Joshua D. Wright
limita o conceito de search bias apenas as situagdes em que a priorizagdo de
conteudos proprios gere prejuizos para os consumidores. O referido autor
sustenta esse entendimento em dois pilares: (i) a diversidade de resultados
produzidos por diferentes mecanismos de busca ¢ salutar e pré competitiva e
(i1)) a verticalizagdo de um determinado segmento produz vantagens
econdmicas’”.

Embora o autor ndo tenha apresentado evidéncias concretas acerca das
afirmagdes acima, o estudo ¢é relevante pois foram apresentadas evidéncias de
que na pratica os mecanismos de busca ndo privilegiam os seus proprios
produtos de forma que possa causar danos aos consumidores.

O tema do search bias foi objeto da andlise de autoridades de defesa da
concorréncia nos Estados Unidos, na Europa e no Brasil™.

Nos Estados Unidos, em janeiro de 2013, a Comissdo Federal de
Comércio dos Estados Unidos declarou que ndo havia indicios suficientes de

37 Ibidem.

8 Ibidem.

% TEIXEIRA, André Costa Ferreira de Belfort. Andlise de condutas unilaterais
anticoncorrenciais na nova economia: os desafios da intervengao antitruste no caso de exercicio
abusivo de posi¢do dominante em negdcios baseados na internet / André Costa Ferreira de
Belfort Teixeira. Orientador: Fabiano Teodoro de Resende Lara. Dissertagdo (mestrado) —
Universidade Federal de Minas Gerais, Faculdade de Direito.
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que alguma pratica do mecanismo de busca pudesse caracterizar ilicitos
concorrenciais®.

Ja a Comissdo Europeia aplicou condenou o Google pela acusagao de
exercicio de poder de mercado para alcangar posi¢do dominante®'. No Brasil,
0s processos abertos para apurar condutas supostamente anticompetitivas do
Google direta ou indiretamente relacionadas com o search bias foram
arquivados ou ainda estdo em tramitacdo No entanto, o CADE ja manifestou o
entendimento de que pode haver um viés de busca licito e um viés de busca
ilicito®.

Hé pelo menos 3 processos ja julgados pela autoridade de defesa da
concorréncia brasileira, que trataram de questdes ligadas direta ou
indiretamente ao search bias, em que o CADE ndo identificou condutas
anticompetitivas do Google, quais sejam, os processos 08700.005694/2013-19
(Multihoming), 08700.009082/2013-03 (Scrapping) e 08012.010483/2011-94
(Shopping). Além dos processos citados, ha pelo menos um processo ainda em
tramitagdo, ou seja, ainda sem julgamento, tratando sobre questdes ligadas ao
search bias®.

A pesquisa demonstra que a investigacao de condutas anticompetitivas
envolvendo os mecanismos de busca demanda um aprofundamento técnico e
estatistico que pode ndo ser acessivel as entidades que tradicionalmente
cuidariam da regulacdo da concorréncia. Nesse contexto, a auséncia de uma
ageéncia setorial focada na regulacdo da inteligéncia artificial pode dificultar a
regulagdo das atividades dos mecanismos de busca. De toda a forma, pelo
menos no que diz respeito ao search bias, até o momento nao ha condenagdes
contra o Google e outras plataformas no ambito das autoridades de defesa da
concorréncia americana e brasileira.

4. Discriminacio algoritmica
Além das falhas de mercado, a prote¢do dos direitos fundamentais, a

busca pelo bem estar economico e a ampliagdo da democracia sdo objetivos
perseguidos pela regulagao.

% Thidem.
%! Thidem.
%2 Thidem.
63 08700.003498/2019-03
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Sobre isso, vejamos o que explica André Saddy®:

Outros motivos também influenciaram a regulacdo
de determinados mercados, como: o sufragio
universal, que resultou na ampliagdo da democracia
e, por conseguinte, na pressao muito mais ampla de
diversos setores da populagdo; os riscos dos
desenvolvimentos tecnoldgicos, visto que os rapidos
avancos da tecnologia planteiam riscos e ameacas a
saude e a seguranca, criando problemas para a
prote¢ao dos consumidores ou usuérios e do Estado;
a “revolucdo dos direitos”, com a protegdo legal,
juridica, dos hipossuficientes; a satisfacdo de certos
objetivos econdmicos, como as eficiéncias
econdmica e social, como valores de justica
distributiva, paternalismo e da comunidade, entre

outros.

Com base nisso, caberia ao Estado intervir na atividade de particulares
cuja conduta possa ameagar alguns desses objetivos. E nesse sentido que o
estudo de casos de discriminacdo algoritmica de que o Google foi acusado se
insere.

Os mecanismos de busca também tém sido responsabilizados por
situacdes em que a ferramenta, supostamente, estaria permitindo a proliferagdo
de discursos de odio e noticias falsas na rede. Aqui, a critica dirige-se a uma
conduta primordialmente omissiva, tendo em vista que o algoritmo de
ranqueamento permitiria o aparecimento de sites com discursos de 6dio e
noticias propositalmente falsas. Contudo, caso se comprove que o algoritmo
atuou de forma ativa para privilegiar o aparecimento de resultados ofensivos na
busca, poder-se-4 atribuir aos buscadores uma conduta comissiva nessas
situagdes.

Adilson José Moreira explica que os algoritmos “funcionam entdo da
mesma maneira que pessoas preconceituosas se comportam: reproduzindo
direta ou indiretamente valores negativos que t€ém como objetivo a manutengado

% SADDY, André. Regulagdo estatal, autorregulagio privada e cédigos de conduta e boas
praticas. Rio de Janeiro: Lumen Juris, 2015.
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do status privilegiado dos membros dos grupos majoritarios e o status
subordinado de membros de minorias®.

Laura Schertel Mendes e Marcela Mattiuzzo sintetizaram a
discriminagdo algoritmica em quatro tipos: (i) Discriminagdo por erro
estatistico; (ii) Discrimina¢do por generalizacdo, (iii) Discrimina¢do pelo uso
de informacgdes sensiveis e (iv) Discriminacdo limitadora do exercicio de
direitos®®.

A discriminagdo estatistica é aquela que ocorre em fun¢do de algum
erro técnico cometido pelos engenheiros responsédveis pelos algoritmos no
processo de coleta, anélise e geragio de insights e outputs pelo algoritmo. E um
problema de técnica®’.

A discriminagdo por generalizagdo ocorre quando o algoritmo
classifica equivocadamente uma pessoa como sendo de algum grupo ou tendo
alguma caracteristica especifica, com base na analise de um tnico tipo de
variavel. Por exemplo, uma generalizacdo equivocada poderia ocorrer com o
software de andlise de crédito de uma instituicdo financeira que rejeita a
concessao de crédito a alguém exclusivamente com base na informacao do local
de residéncia da pessoa, sem considerar informacdes sobre o historico de
adimplemento, patriménio executavel e historico de receitas da pessoa®.

A discriminag@o pelo uso de informacdes sensiveis envolve os casos
em que o algoritmo se utiliza de informacdes relacionadas com a esséncia do
individuo e a forma como ele se vé no mundo para diferenciar e classificar,
possivelmente com consequéncias desfavoraveis para o individuo impactado.
Aqui o algoritmo se utiliza de informagdes como a sexualidade, a raga, a
religido para definir, por exemplo, a dosimetria da pena ou se uma pessoa tera
direito ou ndo & concessdo de crédito bancario®.

Por ultimo, a discriminacdo limitadora de exercicios de direitos ¢
definida como aquela em que “o problema advém nao do tipo de dado utilizado,
mas da relagdo entre a informacao utilizada pelo algoritmo e a realiza¢do de um

% MOREIRA, Adilson José. Tratado de Direito Antidiscriminatério (p. 513). Sio Paulo,
Contracorrente, 2021.

5 MENDES, Laura Schertel; MATTIUZZO, Marcela. DISCRIMINACAO ALGORITMICA:
CONCEITO, FUNDAMENTO LEGAL E TIPOLOGIA, Direito Publico, v. 16, n. 90, 2019.

57 Ibidem.

% Ibid
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direito. Se ha uma conexdo estrita entre ambos e se o direito em questdo ¢
demasiadamente afetado, provavel que o uso seja discriminatorio”””.

Se o algoritmo de um buscador de sites na internet se utiliza de um
conjunto de dados maculado por discursos de 6dio, o buscador podera priorizar
sites com esse tipo de discurso. Safiya Noble cita como exemplo o fato de que
durante anos palavras como “mulheres”, “negras” e “judeus” eram associadas
a resultados estigmatizantes que tinham o proposito de desrespeitar esses
grupos’".

A autora” identificou, ainda, indicios de discriminagdo racial e de
género nos sistemas de classificacdo de empresas do Google.

A preocupagdo da autora é coerente, pois de acordo com Silvio
Almeida”, uma das fungdes do racismo ¢ a classificagdo com o propésito de
hierarquizacdo das pessoas entre racas.

O racismo tem, portanto, duas fun¢des ligadas ao poder do Estado: a
primeira ¢ a de fragmentacdo, de divisdo no continuo biologico da espécie
humana, introduzindo hierarquias, distingdes, classifica¢des de racas ",

Exemplo disso ocorreu quando foi descoberto que o Google Photos
classificava pessoas negras como “Gorilas””".

Outro exemplo de discriminacdo algoritmica relacionada com a
ferramenta de busca do Google ¢ o caso do terrorista americano que confessou
ter se radicalizacdo apos a leitura de resultados de pesquisa do Google que
sugeriam dados errdneos sobre crimes nos Estados Unidos™.

No caso acima, os resultados priorizados pelo Google nas pesquisas

realizadas pelo terrorista indicavam a falsa informagdo que a maior parte dos

70 11,
Ibid
" SILVA, Tarcizio. Linha do Tempo do Racismo Algoritmico. Blog do Tarcizio Silva, 2019.

Disponivel em: <http:/https://tarciziosilva.com.br/blog/posts/racismo-algoritmico-linha-do-
tempo>. Acesso em: 21/11/2021.

™ NOBLE, Safyya Umoja, Algorithms of Oppression: How Search Engines Reinforce Racism.
New York University Press. 2018.

73 ALMEIDA, Silvio Luiz de. Racismo Estrutural. Sdo Paulo: Jandaira, 2020.

™ Ibidem.

> SILVA, Tarcizio. Linha do Tempo do Racismo Algoritmico. Blog do Tarcizio Silva, 2019.

Disponivel em: <http://https://tarciziosilva.com.br/blog/posts/racismo-algoritmico-linha-do-
tempo>. Acesso em: 21/11/2021.

76 SILVA, Tarcizio. Linha do Tempo do Racismo Algoritmico. Blog do Tarcizio Silva, 2019.
Disponivel em: <http:/https://tarciziosilva.com.br/blog/posts/racismo-algoritmico-linha-do-
tempo>. Acesso em: 21/11/2021.

242



Coordenador: André Saddy

homicidios praticados nos Estados Unidos havia sido cometida por pessoas

negras. O 6dio causado por esse tipo de informacgdo, segundo confissdo, levou
o terrorista a se radicalizar, vindo posteriormente a cometer um massacre em

uma igreja afro-americana.

Os exemplos acima demonstram situagdes em que o algoritmo do
mecanismo de busca do Google permitiu o fomento de discursos de 6dio

baseados em informacdes falsas e estigmatizagdes em fung¢do de questdes

essenciais aos individuos afetados, como a raga, a religido e a sexualidade.
Em uma classificagdo preliminar, os casos mencionados acima

poderiam ser classificados, de acordo com a taxonomia pensada por Laura
Schertel Mendes e Marcela Mattiuzzo' ", da seguinte forma:

Discriminagdo por erro estatistico

@

Utilizacao de um conjunto
de dados maculado por
discurso de odio para
determinar o que ¢
relevante no resultado de
pesquisa;

Discriminagao por generalizacao

Discriminagdo pelo uso de
informagdes sensiveis

(i)

Associar fotos de pessoas
negras com animais nos
resultados de pesquisa.
Utilizagao dedados
sensiveis  (raga) para
discriminar

limitadora  do
exercicio de direitos

Discriminagdo

Tais situagdes refletem diretamente na vida dos grupos impactados,

pois contribuem para a estigmatizacdo dessas pessoas, gerando impacto nas

" MENDES, Laura Schertel; MATTIUZZO, Marcela, DISCRIMINACAO ALGORITMICA:
CONCEITO, FUNDAMENTO LEGAL E TIPOLOGIA, Direito Publico, v. 16, n. 90, 2019.
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relagdes econdmicas e de poder na sociedade, pois criam embaragos ao acesso
a posicdes importantes na sociedade devido ao preconceito’®.

Acredita-se que essas situagdes ndo ocorreriam ou poderiam ser mais
bem enderegadas caso o problema fosse tratado sob a perspectiva da regulacio
da economia. Em outras palavras, acredita-se que a regulacdo do segmento de
buscas na internet € justificavel, tendo em vista a identificagcdo de indicios de
pelo menos duas falhas de mercado neste setor.

Soma-se a isso, o fato de que a regulagdo ndo ¢ justificavel apenas em
fun¢do da teoria das falhas de mercado, mas também devido & necessidade de
se proteger a democracia e os direitos de pessoas hipossuficientes frente ao
elevado poder econdmico de grandes conglomerados como as empresas
detentoras dos mecanismos de busca.

Entretanto, conforme demonstrado na se¢do anterior, a regulacdo dos
mecanismos de busca demanda um elevado aprofundamento técnico e
estatistico e, diferentemente do Search Bias, ndo foram encontrados trabalhos
com aprofundamento técnico e estatistico abordando o tema da discriminagdo
algoritmica, dentro do escopo abordado na presente secao.

Além disso, o entendimento jurisprudencial acerca da exclusdo de
paginas dos resultados de pesquisa, pode figurar como um limitador para a
regulagdo dos mecanismos de busca voltada para coibir a discriminagdo. O STJ
ainda ndo analisou as condutas das empresas proprietarias dos mecanismos de
busca sob a otica do search bias, tampouco sob a 6tima da discriminagdo
algoritmica. Contudo, foram identificados casos nos tribunais de justica e no
STJ envolvem o pedido de desindexacdo de URL da pesquisa do Google,
normalmente, por ofensa ao direito de imagem do requerente ou tendo em vista
o uso ilegal de marca por um concorrente.

No julgamento do Recurso Especial n® 1.316.921/RJ, o STJ decidiu que
a empresa provedora de mecanismo de busca na internet ndo € responsavel pelo
conteudo ofensivo resultante de pesquisa feita pelos usudrios. A Corte declarou,
ainda, a ilegalidade da imposicdo de obrigacdo de pesquisa mediante o
estabelecimento de filtros, pois o carater publico das informagdes resultantes
do pesquisador resulta a preponderancia do direito a informacdo frente ao
direito individual supostamente violado.

78 SARMENTO, Daniel, Dignidade da pessoa humana - contetido, trajetdorias e metodologia, 2a
edicdo. Rio de Janeiro: Férum, 2020.
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O precedente foi reforgado em decisdo proferida em novembro de
20217, conforme publicado no informativo de jurisprudéncia do tribunal. No
caso concreto, o tribunal consignou que a exclusdo de resultados de buscas a
partir da combinacdo de termos de pesquisa ou palavras-chaves ¢ um
procedimento repudiado pela orientacao jurisprudencial do ST1J.

Sendo assim, ¢ de se imaginar que o STJ aplique o mesmo
entendimento em eventual julgamento de acdo judicial voltada para a
desindexacao de contetido manifestando discurso de 6dio pela plataforma.

Conclusoes

As informagdes reunidas nas segdes 1 e 2 do presente artigo confirmam
a aplicagdo dos conceitos gerais dos mercados na economia digital, conforme
mapeado por Gabriela Moreira Cicilini. O mercado de mecanismos de busca ¢
um mercado multi-lados, com elevados efeitos de rede, onde a disputa ocorre
pelo mercado e ndo no mercado (“Winner takes all”).

A analise do segmento de mecanismos de busca na internet demonstra
que a economia digital, encabecada pelas grandes empresas de tecnologia ¢ um
mercado que apresenta indicios relevantes de falhas que poderiam ser melhor
enderecadas através da regulacao.

E provavel que o tema demande estratégias diferentes daquelas
usualmente empregadas na regulacdo destinada a corrigir as falhas de mercado.
Entretanto, acredita-se que os usuarios e pessoas impactadas por esses servigcos
se beneficiariam de uma regulag¢do voltada para a defesa da concorréncia e
reduc¢do das assimetrias de informacao.

A pesquisa também demonstrou que a regulacdo dos mecanismos de
busca demanda um aprofundamento técnico e estatistico que pode ndo ser
acessivel as entidades que tradicionalmente cuidariam da regulacdo da
concorréncia. Nesse contexto, a auséncia de uma agéncia setorial focada na
regulacdo da inteligéncia artificial pode dificultar a regulag¢do das atividades
dos mecanismos de busca. De toda a forma, pelo menos no que diz respeito ao
search bias, at¢ o momento ndo hé condenagdes contra o Google e outras

7 Ver em
https://processo.stj.jus.br/webstj/processo/justica/jurisprudencia.asp?tipo=num _pro&valor=R
Esp1593249, acesso em: 30/12/2021.
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plataformas no ambito das autoridades de defesa da concorréncia americana e
brasileira.

Como agenda para eventuais pesquisas sobre o tema, recomenda-se a
realiza¢do de uma investigacdo sobre a proibi¢do de intervencdo do estado na
atividade dos mecanismos de busca sob pena de ofensa a liberdade de
expressdo. Isto é, &€ possivel haver uma regulagdo estatal dos mecanismos de
busca que ndo ofenda o direito a liberdade de expressdo e a informagdo das
pessoas e plataformas envolvidas nesse mercado?

Além disso, recomenda-se a realizacdo uma investigagdo sobre os
argumentos elaborados por pelo Google em processos judiciais envolvendo o
pedido de desindexacdo de paginas dos resultados. Verificou-se que o Google
se apresenta em processos desse tipo analisados durante a pesquisa como um
“mero provedor de buscas”, razao pela qual a empresa seria parte ilegitima para
figurar no polo passivo desses processos. Alega a empresa ndo “possuir
qualquer ingeréncia nos conteudos localizados a partir destas pesquisas”.
Contudo, como demonstrado ao longo do presente trabalho, os mecanismos
exercem um papel muito mais relevante do que o de meros agregadores de
contetido. As pesquisas entregues pelos mecanismos de busca aos seus usuéarios
passam por um sofisticado processo de raspagem, indexagdo e ranqueamento,
0 que evidéncia a total ingeréncia das plataformas sobre o que é apresentado
para o usuario final.

Por fim, novas pesquisas sobre o tema devem considerar a abordagem
da autorregulagio®™ como uma alternativa para superar os entraves
mencionados ao longo do texto. Sobre essa abordagem, ao defender a
moralidade administrativa como principio norteador da interven¢do estatal na
esfera da Inteligéncia Artificial, Raphael Lobato Collet Janny Teixeira afirma
que a autorregulagdo pode ter um papel relevante nas situagdes em que
determinadas tecnologias ndo possam ser reguladas®'.

Ora, se o conhecimento técnico e a preocupacdo com a ameaga a
liberdade de expressdo no controle desta atividade pelo Estado podem ser
empecilhos para a regulagdo tradicional, pode fazer bastante sentido o

8V eja artigo, nesta obra, intitulado “Regulagio e Autorregulagio da Inteligéncia Artificial no
Brasil”, de Karina Abreu Freire.

81 Veja artigo, nesta obra intitulado “Diretrizes Etico-Juridica aplicaveis ao Design e uso da
Inteligéncia Artificial pela Administragdo Publica”, de Raphael Lobato Collet Janny Teixeira.
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incentivar que os mecanismos de busca promovam algum tipo de regulagdo
voluntaria em prol do ecossistema web e dos proprios usudrios.

Referéncias

ALMEIDA, Silvio Luiz de. Racismo Estrutural. Sao Paulo: Jandaira, 2020.
BAPTISTA, Patricia; KELLER, Clara Iglesias. Por que, quando e como regular
as novas tecnologias? Os desafios trazidos pelas inovacdes disruptivas. Revista
de Direito Administrativo, Rio de Janeiro, v. 273, p. 123-163, set., 2016.
BALDWIN, Robert; CAVE, Martin. Understanding regulation: theory,
strategy, and practice. Oxford: Oxford University Press, 2012.

BINENBOJM, Gustavo Poder de policia, ordenacdo, regulacao:
transformacdes politico-juridicas, econdmicas e institucionais do direito
administrativo ordenador. Belo Horizonte: Forum, 2016.

CICILINI, Gabriela Moreira. A (ANTI) Competitividade nos mercados digitais
e o Direito Antitruste. Mulheres no Antitruste, Sdo Paulo, Singular, Volume V,
p. 187 e p. 214, 2021.

COUTINHO, Diogo Rozenthal. Direito e economia politica na regulacdo de
servicos publicos. Sdo Paulo: Saraiva, 2014.

CRAWFORD, Kate. Atlas of Al: Power, Politics, and the Planetary Costs of
Artificial Intelligence: Yale University Press, 2021.

GEORGIEVA, Ines. Search Neutrality as a regulation principle for internet
search engines: A multidisciplinary approach, tese de mestrado submetida para
obtenc¢do da titulagdo de Mestrado em Direito da Propriedade Intelectual pela
Hogeschool Universiteit Brussel.

HINMAN, Lawrence Michael 2005. “Esse Est Indicato in Google: Ethical and
Political Issues in Search Engines”. The International Review of Information
Ethics 3 (June). Edmonton, Canada:19-25.

MAILLE, Patrick; MAUDET, Gwen; SIMON, Mathieu; TUFFIN, Bruno. Are
Search Engines Biased? Detecting and Reducing Bias using Meta Search
Engines. 2021.

MANNE, Geoffrey, The Problem of Search Engines as Essential Facilities: An
Economic & Legal Assessment (January 17, 2011). THE NEXT DIGITAL
DECADE: ESSAYS ON THE FUTURE OF THE INTERNET, p. 419, Berin
Szoka, Adam Marcus, eds., TechFreedom, January 2011, Lewis & Clark Law
School Legal Studies.

247



Inteligéncia Artificial e Direito Administrativo

MOREIRA, Adilson José. Tratado de Direito Antidiscriminatorio. Sdo Paulo:
Contracorrente, 2021.

MENDES, Laura Schertel;, MATTIUZZO, Marcela, Discriminagao
algoritmica. Conceito, fundamento legal e tipologia, Direito Publico, v. 16, n
90, 2019.

NETO, Caio Mario da Silva Pereira. Defesa da concorréncia em plataformas
digitais. Sdo Paulo: FGV Direito SP, 2020. 342p.

NOBLE, Safyya Umoja. Algorithms of Oppression: How Search Engines
Reinforce Racism. New York University Press. 2018.

NUNES, Marcelo Guedes. Jurimetria: como a estatistica pode reinventar o
direito. Sao Paulo, Thomson Reuters, 2019.

ORBACH, Barak. What is Regulation? Yale Journal on Regulation Online.
Vol. 30:1, 2012.

SADDY, André. Regulacdo estatal, autorregulacdo privada e cddigos de

conduta e boas praticas. Rio de Janeiro: Lumen Juris, 2015.
SAMPALIO, Patricia Regina Pinheiro. Regulacdo e concorréncia nos setores de

infraestrutura: analise do caso brasileiro a luz da jurisprudéncia do CADE. Sao
Paulo: Saraiva, 2013.

SILVA, Leonardo Oliveira da. Autonomia Regulatoria. Rio de Janeiro: Lumen
Juris, 2019.

SARMENTO, Daniel, Dignidade da pessoa humana - conteudo, trajetdrias e

metodologia, 2a edicdo. Rio de Janeiro: Forum, 2020.

SEYMOUR, Tom, FRANTSVOG, Dean, e KUMAR, Sathessh (2011). History
Of Search Engines. International Journal of Management & Information
Systems (IJMIS), 15(4).

SCHULZ, Wolfgang; HELD, Thorsten; e LAUDIEN, Arne. Search Engines as
Gatekeepers of Public Communication: Analysis of the German framework

applicable to internet search engines including media law and anti trust law.
German Law Journal, 6(10), 2005.

SILVA, Tarcizio. Colonialidade automatizada: algoritmos e aprendizado de
maquina nas plataformas de midias sociais. In: PRATA, N.; PESSOA, S. C,;
ANDRADE, I. H. (orgs.). Um mundo e muitas vozes: da utopia a distopia. Sao

Paulo: Intercom, 2021.
, Tarcizio. Racismo Algoritmico em Plataformas Digitais:
microagressdes e discriminagdo em codigo. In: SILVA, Tarcizio (org).

248



Coordenador: André Saddy

Comunidades, Algoritmos e Ativismo Digitais: olhares afrodiasporicos. Sao
Paulo: LiteraRUA, 2020.

, Tarcizio. Visdo Computacional e Racismo Algoritmico: branquitude e
opacidade no aprendizado de méaquina. Revista da ABPN, v.12. n.31, 2020.
_ ,Tarcizio. Teoria Racial Critica e Comunicagdo Digital: conexdes contra
a dupla opacidade. In: POLIVANOV, B.; ARAUJO, W.; OLIVEIRA, C. G.;
SILVA, T. Fluxos em redes sociotécnicas: das micronarrativas ao big data. Sdo
Paulo: Intercom, 2019.

TEIXEIRA, André Costa Ferreira de Belfort. Analise de condutas unilaterais
anticoncorrenciais na nova economia: os desafios da intervencao antitruste no
caso de exercicio abusivo de posicdo dominante em negdcios baseados na
internet / André Costa Ferreira de Belfort Teixeira. Orientador: Fabiano
Teodoro de Resende Lara. Dissertacdo (mestrado) — Universidade Federal de
Minas Gerais, Faculdade de Direito.

WERKEMA, Cristina. Métodos PDCA ¢ DMAIC e suas ferramentas analiticas.
Rio de Janeiro: Elsevier, 2013.

WHITNEY, Heather, Search Engines, Social Media, and the Editorial Analogy
(February 26, 2018). (Forthcoming Columbia University Press 2020) (ed.
David Pozen) (originally published in Knight First Amendment Institute at

Columbia University's Emerging Threats series).

WU, Tim. The Curse of Bigness: Antitrust in the New Gilded Age.New York:
NY: Columbia Global Reports, 2018.

WRIGHT, Joshua, Defining and Measuring Search Bias: Some Preliminary
Evidence.International Center for Law & Economics, November 2011, George
Mason Law & Economics Research Paper No. 12-14, Nov., 2011.

249






PODER DE POLICIA E A INTELIGENCIA ARTIFICIAL

Carolina Moreira Araiijo

Graduada em Direito pela Universidade Federal Fluminense (UFF). Pos-graduada em Direito
Civil e Comercial pela Universidade Candido Mendes. Membro do Grupo de Pesquisa, Ensino
e Extensdo em Direito Administrativo Contemporaneo (GDAC). Fiscal de tributos no
Municipio de Macaé

Jader Esteves da Silva

Pos-graduado em Direito Militar pela Universidade Estacio de Sa. Pos-graduado em Direito
Publico pela Faculdade Legale. Pos-graduado em Hidrografia pela Diretoria de Hidrografia e
Navegagdo. Graduado em Ciéncias Navais pela Escola Naval (EN). Graduando em Direito pela
Universidade Federal Fluminense (UFF). Membro do Grupo de Pesquisa, Ensino e Extenséo
em Direito Administrativo Contemporaneo (GDAC). Membro do Magistério Militar Naval.
Oficial da Marinha do Brasil

Sumario: Introdugdo. 1. Conceituagdo — Poder de Policia. 2. A Inteligéncia Artificial e o Poder
de Policia. 2.1. Aplicagdo da inteligéncia artificial ao poder de policia: a Receita Federal como
estudo de caso. 3. Aplicagdo da Inteligéncia Artificial no ciclo de policia; 3.1. Fases do ciclo de
policia, suas caracteristicas ¢ a possibilidade de aplicagdo da IA em cada uma delas; 3.2. A
importancia da delegabilidade das fases do ciclo de policia no desenvolvimento de IA aplicadas
ao poder de policia; 4. A Inteligéncia Artificial no Poder de Policia, os riscos da utilizagéo ¢ a
necessidade de regulamentagdo. Conclusdes; Referéncias.

Introduciao

O desenvolvimento tecnolégico, desde o século XX, tem crescido de
forma acelerada. A Quarta Revolugdo Industrial, utilizando-se de ferramentas
como cloud computing, redes sociais, Internet das Coisas (IoT), robotica,
Inteligéncia Artificial (IA)', entre outras, estd promovendo profundas
mudancgas em nossa sociedade. A maneira como vivemos, trabalhamos e nos
relacionamos ndo serd mais a mesma e o processo de adaptagdo a essa nova
sistematica serd essencial para garantir o desenvolvimento social. Da mesma
forma, os governos e instituigdes sociais demandardo reformulacdes
adaptativas, uma vez que todos os stakeholders da sociedade global — governos,

' «O que ¢ a inteligéncia artificial (IA)?”. Veja artigo, nesta obra, intitulado “A concepgio de
Inteligéncia artificial na administragdo publica”, de Andrea Drumond de Meireles Seyller.
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empresas, universidades e sociedade civil — deverdo trabalhar juntos para
compreender de forma mais apropriada as tendéncias em ascensdo’.

Pensar como a Administragdo Publica estard inserida neste contexto de
avangos tecnologicos s6 € possivel por meio das Oticas constitucional e legal.
Trata-se, assim, de compreender suas atribuigdes dentro dos limites e
parametros legais impostos, identificando as oportunidades de aplicacdo da
tecnologia sem infringi-los. Os principios explicitos’ da Administragdo
Publica, previstos na Constitui¢do da Republica Federativa do Brasil (CRFB)
de 1988, em seu art. 37, serdo algumas das balizas para a aplicacao da IA nos
diferentes setores e atuacdes publicas, dentre as quais destacamos o poder de
policia®.

Neste contexto, o poder de policia, abordado no decorrer deste artigo,
¢ uma das finalidades do Estado — impondo limites a direitos e liberdades —
enquanto a utilizacdo de ferramentas, como a IA, surge como uma das maneiras
de se atingir esse objetivo. Nao sendo tal utilizagdo um fim em si mesmo, ¢é
necessario que sejam analisadas as vantagens praticas, dessa nova ferramenta,
que estejam dentro dos pardmetros legais previamente estabelecidos.

Sendo assim, busca-se por meio deste artigo identificar as formas de
aplicacdo, as vantagens, os dilemas éticos e as utilizagdes ja existentes por parte
do Poder Publico da IA na func¢do de policia administrativa, auxiliando na
compreensdo e debates acerca do tema. Nao héd a pretensdo, por parte dos
autores, de esgotar o objeto, vasto e em constante evolu¢ao, mas contribuir para
o debate publico que comeca a despontar no horizonte académico nacional, do
qual esta coletdnea se mostra pioneira.

2 Schwab, Klaus. The Fourth Industrial Revolution. Suiga: Crown Business, 2017, p. 16 —22.

3 “Art. 37. A Administragio Publica direta ¢ indireta de qualquer dos Poderes da Unido, dos
Estados, do Distrito Federal ¢ dos Municipios obedecera aos principios de legalidade,
impessoalidade, moralidade, publicidade e eficiéncia e, também, ao seguinte” (CRFB/1988)
grifou-se.

* Como nos ensina Saddy (2011), o poder de policia é, em linhas gerais, a maneira que a
Administragdo possui para evitar distirbios ao interesse publico, & boa administragdo e a
administrag@o de resultado.
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1. Conceituagdo — poder de policia

A Administracdo Publica pode ser analisada e conceituada no sentido
subjetivo, sob o prisma da atuagdo dos sujeitos administrativos™: pessoas
juridicas, orgdos e agentes estatais. Em sentido objetivo, fundamental a
compreensdo do poder de policia, expressa as atividades exercidas pela
Administracdo para atendimento das necessidades dos administrados, também
denominadas de fung¢des administrativas®.

Assim, em sentido objetivo, segundo MOREIRA NETO’, as tarefas
fundamentais da Administracdo Publica sdo: exercicio da policia, a prestagdo
de servigos publicos, a execu¢do do ordenamento econdmico e do ordenamento
social e o oferecimento do fomento publico *.

* Complementa Carvalho Filho (CARVALHO FILHO, José dos Santos. Manual de Direito
Administrativo. Rio de Janeiro: Lumen Juris, 2010, p. 12-13): “H4 um consenso entre os
autores no sentido de que a expressdo "administragdo publica" é de certo modo duvidosa,
exprimindo mais de um sentido. Uma das razdes para o fato é a extensa gama de tarefas e
atividades que compdem o objetivo do Estado. Outra ¢ o proprio nimero de 6rgdos e agentes
publicos incumbidos de sua execugdo. Exatamente por isso ¢ que, para melhor precisar o
sentido da expressdo, devemos dividi-lo sob a 6tica dos executores da atividade publica, de um
lado, e da propria atividade, de outro”.

6 DI PIETRO, Maria Sylvia Zanella, Direito Administrativo, Sdo Paulo: Atlas, 2014, p. 55-56.
Diogo Moreira Neto (MOREIRA NETO, Diogo de Figueiredo. Curso de Direito
Administrativo. Rio de Janeiro: Forense, 2014, p. 190-204, grifo do autor) considera sob o
critério subjetivo da Administragdo Publica a divisdo entre administragéo direta e indireta e,

sob o critério objetivo, subdivide a administragdo em extroversa e introversa. Dessa forma, a
administragfo introversa esta relacionada as atividades internas de gestdo de bens, pessoas ¢
servigos e a extroversa relacionada aos administrados. Conceitua o autor: “Para que o Estado
possa servir adequadamente a sociedade que o institui, os seus oOrgdos de representacdao
definem, pela atribuicdo constitucional e legal de competéncias, quais os interesses que
deverdo ser satisfeitos administrativamente, qualificando-os como interesses publicos,
identificados como interesses publicos primdrios, ou interesses publicos materiais. Tais
fungdes desempenhadas pelo Estado e seus delegados para a satisfagdo desses interesses
publicos primarios, que, por atenderem a necessidades da propria sociedade, caracterizam as
atividades-fim da Administragdo Publica, e que, por se referirem a gestdo externa dos interesses
dos administrados, conformam a administragcdo extroversa. [...] Destarte, enquanto a
administracdo publica extroversa ¢ finalistica, atribuida especicamente a cada ente politico,
obedecendo a uma partilha constitucional, a administra¢do publica introversa é instrumental,
atribuida genericamente a todos seus entes e agentes.

Nao menos controversas sdo as tarefas fundamentais da Administragdo Publica. Di Pietro (DI
PIETRO, Maria Sylvia Zanella, Direito Administrativo, Sdo Paulo: Atlas, 2014, p. 55-56) as
elenca como o fomento, a policia administrativa e o servigo publico, salientando que “alguns

8
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O poder de policia, precursor das tarefas primordiais elencadas ao
estado contemporaneo, representa em esséncia tanto a restricao do exercicio da
liberdade privada, quanto as limitagdes ao uso da propriedade de igual natureza.
Dessa forma, o legislador patrio, no art. 78 do Cédigo Tributario Nacional, Lei
n.° 5.172 de 1966, conceituou:

Art. 78. Considera-se poder de policia atividade da
Administracdo  Publica que, limitando ou
disciplinando direito, interesse ou liberdade, regula a
pratica de ato ou abstencdo de fato, em razdo de
interesse publico concernente a seguranca, a higiene,
a ordem, aos costumes, a disciplina da producdo e do
mercado, ao exercicio de atividades econOmicas
dependentes de concessdo ou autorizacdo do Poder

autores falam em intervengdo como quarta modalidade, enquanto outros a consideram como
espécie de fomento”. Assim, Margal Justen Filho (JUSTEN FILHO, Margal. Curso de Direito
Administrativo. S8o Paulo: Editora Revista dos Tribunais, 2014, p. 127-129) acrescenta duas
modalidades as tarefas ou fungdes administrativas, quais sejam: fung@o regulatoria, que pode
ser exercida pelo fomento (e desincentivo) ou por medidas juridicas de proibi¢do e permissdo
as atividades privadas, e fungdo administrativa de controle, atribuida para fiscalizagdo e
orientagdo de 6rgdos administrativos, exercida por 6rgaos externos e internos, como o Tribunal
de Contas e a Controladoria Geral da UniZo.

Diogo Moreira Neto (MOREIRA NETO, Diogo de Figueiredo. Curso de Direito
Administrativo. Rio de Janeiro: Forense, 2014, p. 190-204, grifo do autor), além das fungdes
de fomento, servigo publico e policia administrativa, optou por incluir o ordenamento

econdmico, evidenciando que “em um segundo momento, a partir de meados do século XX,
sobreveio o refluxo dessas tendéncias interventivas, acompanhando-se a reducéo paulatina das
modalidades e da intensidade das atua¢des do Estado como agente econdmico, o que tornou
possivel direciona-lo, preferencialmente, para duas atividades: a corregdo preventiva das
deformagdes do mercado e o fomento de empreendimentos economicamente importantes.

O conjunto das atividades preventivas e corretivas de execu¢do do ordenamento econémico,
depois dessas flutuagdes historicas, ¢ mais concisamente conceituado como uma fungdo
administrativa publica de carater disciplinador ou substitutivo da a¢do da sociedade no campo
da economia”.

Acrescenta, outrossim, o ordenamento social, destacando que “desenvolveu-se paralelamente
a anterior, para a execu¢do de imposigdes legais de uma disciplina publica substitutiva ou
interventiva da ago da propria sociedade no campo social, ou seja, na saude, na educagdo, no
trabalho, na previdéncia, na assisténcia social e em outros setores constitucionalmente
destacados, como o do indigena, o da familia, o da infancia e juventude, o do idoso, o esportivo,
o cultural, o cientifico-tecnologico ¢ o da comunicagdo social.”
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Publico, a tranquilidade publica ou ao respeito a
propriedade e aos direitos individuais ou coletivos.
Paragrafo Unico. Considera-se regular o exercicio do
poder de policia quando desempenhado pelo 6rgéo
competente nos limites da lei aplicavel, com
observancia do processo legal e, tratando-se de
atividade que a lei tenha como discricionaria, sem
abuso ou desvio de poder.

Logo, do Estado monarquico absolutista ao Estado de bem-estar social,
as acepgoes de poder de policia acompanharam o entendimento politico vigente
acerca da atuacdo estatal — de poderes estatais quase totalitarios, limitados por
uma legislacdo administrativa incipiente, passando pela otica liberal do
exercicio contido aos direitos civis e politicos, até a expansdo ao abrigo dos
direitos sociais e econf)micosg, dentro da concep¢do intervencionista do
Estado'’.

? Saddy, André. Apreciatividade e discricionariedade administrativa. Rio de Janeiro: CEEJ, 2020,
p.141-144.
!0 Inicialmente, é preciso esclarecer que, pelas nomenclaturas assemelhadas, pode haver confusdo

entre o que se entende como atuag@o do poder de policia administrativo com o poder exercido
pela policia judicidria. A diferenciagdo conceitual mais simplista e outrora utilizada entre
policia administrativa como preventiva e a judicidria como repressiva ndo atende as
caracteristicas do poder de policia, uma vez que o poder de policia administrativo pode também
ter carater repressivo (Mello, Celso Antonio Bandeira de. Curso de Direito Administrativo. S&o
Paulo: Malheiros Editores, 2010, p. 833-835) e o poder de policia judiciario eventualmente se

apresenta como orientador de condutas.

Nos exatos termos, evidenciou Di Pietro (DI PIETRO, Maria Sylvia Zanella, Direito
Administrativo. Sdo Paulo: Atlas, 2014, p. 125, grifo do autor): “a policia administrativa tanto
pode agir preventivamente (como, por exemplo, proibindo o porte de arma ou a direcdo de
veiculos automotores), como pode agir repressivamente (a exemplo do que ocorre quando
apreende a arma usada indevidamente ou a licenga do motorista infrator). No entanto, pode-se
dizer que, nas duas hipoteses, ela esta tentando impedir que o comportamento individual cause
prejuizos maiores a coletividade; nesse sentido, é certo dizer que a policia administrativa é
preventiva. Mas, ainda assim, falta precisdo ao critério, porque também se pode dizer que a
policia judiciaria, embora seja repressiva em rela¢iio ao individuo infrator da lei penal, é
também preventiva em relacdo ao interesse geral, porque, punindo-o, tenta evitar que o
individuo volte a incidir na mesma infragdo”.

A policia judiciaria é, entfio, consubstanciada, primordialmente, na legislagdo penal e
processual penal, na limitacdo do ir e vir das pessoas, auxiliando o Poder Judiciario, ao passo
que o sentido do poder de policia administrativa ¢ mais amplo, abrigando as demais formas
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O poder de policia se apresenta por meio da atuagdo da policia: de
ordem publica ou costumes, sanitaria, ambiental, edilicia, de viag¢do, de
comércio e industria, das profissdes, de estrangeiros e nas demais areas
referentes ao bem estar geral da sociedade, dentro dos campos de seguranga,
salubridade, decoro — pela repressdo de comportamentos antiéticos que
excedem a 4rea penal — e estética.''

E preciso enfatizar que os principios e as limitagdes constitucionais
aplicaveis a outros atos civis e administrativos sdo aplicadveis ao poder de
policia, dentre os quais se destacam a razoabilidade e a proporcionalidade.

Destarte, para além dos atributos proprios de autoexecutoriedade e
coercitividade, o poder de policia se mostra vinculado aos dispositivos e
hipoteses legais que o fundamentam, ou seja, uma vez que sejam atendidos e
integrados os critérios previamente estabelecidos, ndo subsiste margem a
discricionariedade administrativa. Em sentido amplo, entende-se que os
principios constitucionais também se aplicam aqui como norteadores da
vinculagdo administrativa, de tal modo que, pelo principio da moralidade, por
exemplo, duas situagdes de igual natureza, época e que atendem as mesmas
exigéncias ndo podem ser tratadas de forma diversa pela administragdo.

Ainda na esteira de compreensdo do poder de policia, o Codigo
Brasileiro de Transito, Lei n.° 9.503/1997, no art. 269, paragrafo 1°, apresenta
elementos conceituais essenciais a compreensdo moderna do exercicio do
poder: “a ordem, o consentimento, a fiscalizacdo, as medidas
administrativas e coercitivas adotadas pelas autoridades de transito e seus
agentes terdo por objetivo prioritario a prote¢do a vida e a incolumidade fisica
da pessoa” grifou-se.

Logo, o poder de policia ¢, fundamentalmente, a manifestagcdo estatal
que ordena, consente, fiscaliza e sanciona o funcionamento da esfera privada,
visando a prote¢ao dos bens fundamentais a coletividade. Expressa-se em ciclos
do poder de policia, por meio desde dispositivos legais e atos normativos,
passando pelas atividades de consentimento e fiscalizagdo, até as tarefas de
sancdo de policia, com vistas a prote¢cdo social pela Administracdo Publica.

preventivas e repressivas de ordenagdo (Moreira Neto, Diogo de Figueiredo. Curso de Direito
Administrativo. Rio de Janeiro, Forense, 2014, p. 439-440).

"' MOREIRA NETO, Diogo de Figueiredo. Curso de Direito Administrativo. Rio de Janeiro:
Forense, 2014, p. 535-550.
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2. A inteligéncia artificial e o poder de policia

Em uma época na qual se evoluiu para o entendimento da necessidade
de equilibrio entre a esfera publica e a privada, dentro da ideia da busca do
cerceamento da vida privada no que ¢ fundamental ao interesse publico e,
simultaneamente, com reconhecimento acerca da importancia da interferéncia
em multiplas areas para consecucdo do bem-estar social, surge a inteligéncia
artificial como mecanismo de crescente efetividade para auxiliar,
consubstanciar e limitar a Administragdo Publica.

A inteligéncia artificial é composta de algoritmos que traduzem
sequéncias de comandos para realizar uma tarefa. Simula-se, em termos de
poder de policia, o atuar do administrador publico, organizando dados e
predizendo a atuagdo administrativa. Portanto, com o avango tecnologico, ha
uma crescente aplicacdo nos processos de tomada de decisdo, facilitando ainda
a exposicdo da motivacdo do agir administrativo e propiciando maior
transparéncia na tomada de decisdes.

2.1 Aplicacio da inteligéncia artificial ao poder de policia: a Receita
Federal como estudo de caso

O Instituto Transparéncia Brasil acompanha projetos de
implementacao de inteligéncia artificial no Brasil pela Administracdo Publica,
em virtude da capacidade de impactar a vida do cidaddo nas mais diversas areas.
Nos termos especificados no projeto':

Devido ao seu poder de impactar na vida dos
cidaddos e no proprio espago civico, ¢ fundamental
que o uso de tais ferramentas seja adequadamente
transparente para garantir possibilidade de prestacao
de contas e acompanhamento em seus processos de
desenvolvimento, aquisi¢do e implementagdo, de
forma que a sociedade consiga monitorar e corrigir
falhas, injusticas e até abusos no uso de algoritmos.

2 INSTITUTO TRANSPARENCIA BRASIL. Transparéncia Algoritmica. [S.I]. Rio de Janeiro,
(2020?). Disponivel em: https://www.transparencia.org.br/projetos/transparencia-algoritmica.
Acesso em: 21 nov. de 2021.
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Seu uso deve ser exercido com especial atencdo aos
seus potenciais efeitos nos direitos e liberdades
individuais e coletivos.

O projeto Transparéncia Algoritmica ¢ financiado
pelo International Center of Not-for-Profit Law. O
projeto conta com parcerias com representantes da
academia (Northwestern University), da sociedade
civil (Ceweb) e do governo federal. (Controladoria-
Geral da Unido e Ministério da Ciéncia, Tecnologia
e Inovagoes) grifou-se

O Instituto analisou, por meio de algoritmo elaborado no
desenvolvimento de sua pesquisa, uma varredura em sites oficiais
governamentais - terminados em ".gov.br", ".leg.br", " jus.br" e ".mp.br" - a fim
de encontrar usos da inteligéncia artificial pelo poder publico. Foi utilizada,
igualmente como fonte, as respostas de oficios a diversas institui¢cdes. Logo,
sem pretensdo de realizagdo de uma lista exaustiva, foram descritos projetos de
emprego da inteligéncia artificial pelo poder publico nos documentos
elaborados pelo Instituto. Lista-se, abaixo, com base na integracdo entre os
estudos disponiveis', 0 nome dos 6rgdos titulares, a descri¢io das ferramentas
e, quando localizados, os nomes dos projetos de inteligéncia artificial
utilizados.

1. ANATEL. Com base no processamento de linguagem natural,
identifica padrdes de comportamento do consumidor, com base no
registro de reclamagdes de usuarios no sistema da Anatel e prové
informagdes para analise.

3 Lista realizada com base no Catalogo de Uso de Inteligéncia Artificial por Orgdos
Governamentais. (INSTITUTO TRANSPARENCIA BRASIL. Catilogo de Uso de
Inteligéncia Artificial por Orgdos Governamentais. [S.I]. Rio de Janeiro, fev. 2020. Disponivel
em: https://catalogoia.omeka.net/items/browse?collection=1&page=1. Acesso em: 21 nov.
2021) e no Policy Paper de Recomendagdes de Governanga (INSTITUTO
TRANSPARENCIA BRASIL; NORTHWESTERN UNIVERSITY. Recomendagdes de
Governanga: uso de inteligéncia artificial pelo poder publico. [S.I]. Rio de Janeiro, (2020?).
Disponivel em: https://www.transparencia.org.br/projetos/transparencia-algoritmica. Acesso
em: 21 nov. 2021).
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ANTT. Anélise do corpo textual dos tweets das concessdes e
identificagdo de manifestacdes de usuérios de rodovias concedidas e
figuras publicas sobre o tema; Projecdo de volume médio didrio de
trafego de todas as concessdes federais. Ha previsdo de incorporar [A
nos algoritmos de controle de fila e contagem/classificacdo de veiculos.
(SAS como back end para predicdes e categorizagdes).

ANVISA. Anadlise das contribui¢des as Consultas Publicas publicadas,
por meio de agrupamento de informacgdes de texto. (Ferramenta para
analise de Consultas Publicas - ainda em desenvolvimento).

Banco do Brasil. Chatbot para dar atendimento e respostas a duvidas
comuns sobre produtos e servigos. (Assistente Virtual do Banco do
Brasil).

Banco do Brasil. Ferramenta que reconhece se um rosto de uma selfie
¢ o mesmo rosto de um documento pessoal (CNH e RG) e classifica se
um documento ¢ uma CNH ou RG, na abertura de conta facil (conta
digital). (Validacao de documentos pessoais e comparacio de face
na abertura de conta facil (conta digital)).

Banco do Brasil. Ferramenta para triagem automatizada de oficios
juridicos que classifica o tipo de documento e faz a extracdo de
informagdes como data de emissdo, comarca, estado, data de
vencimento. (Triagem de Oficios Juridicos).

Banco do Brasil. Ferramenta que estima a probabilidade de
determinada transa¢do eletronica ser fraudulenta. (Deteccdo de
Fraudes Eletronicas).

BB Tecnologias e Servicos. Sistema de recomendagdo, Chatbots,
Estimativas de risco (incluindo detec¢ao de fraudes), Anéalise de
sentimentos. (IA da MS Azure).

BNDES. FERRAMENTA: Ferramenta para esclarecimento de duvidas
e orientagdes sobre os programas emergenciais. (RASA chatbot +
desenvolvimento interno).

BNDES. FERRAMENTA: Ferramenta faz o diagndstico de
identificagdo do parceiro de negdcio que melhor atendera a proposta de
financiamento baseado na anélise do perfil da proposta do BNDES.
(Qualificacao de Leads no Canal MPME).
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11.

12.

13.

14.

15.

16.

17.

18.

19.

CADE - Conselho Administrativo de Defesa Economica.
FERRAMENTA: Ferramenta para diagnostico de probabilidade de
ocorréncia de acordo entre empresas licitantes (Projeto Cérebro).
Caixa Econdmica Federal: Chatbot para conversa guiada e transacdes
bancarias. (GOOGLE DIALOGFLOW).

Caixa Economica Federal. FERRAMENTA: Ferramenta para analisar
deteccdo de fraude, suspeitas de fraude, bloqueios de cadastro,
autorizagdo de transagdes com cartdes de débito e crédito. (SAS
FRAUD MANAGER + SOLUCAO PROPRIA).

CAPES — Coordenagdo de Aperfeicoamento de Pessoal de Nivel
Superior. FERRAMENTA: Ferramenta para diagnostico de
probabilidade de: 1) duas produgdes cientificas serem a mesma; ii) duas
pessoas, ndo identificadas, serem a mesma; iii) duas instituicdes
(publica ou privada, internacional ou nacional) serem a mesma; iv) dois
projetos de pesquisa serem OS mesmos ou terem OS mesmos
financiadores. (Mimir - Conecti (Capes, CNPq, Ibict) - Rede Neural
de desambiguacao de dados).

CAPES — Coordenagdo de Aperfeicoamento de Pessoal de Nivel
Superior. FERRAMENTA: Ferramenta para sugerir recomendagdes
sobre termos de busca para peridodicos. (Watson Explorer Deep
Analytics).

CASNAYV — Centro de Analises de Sistemas Navais — Classificacdo de
imagens (exceto reconhecimento facial), Reconhecimento facial,
Estimativas de risco (incluindo detec¢ao de fraudes). Dados de areas
geograficas, dados ambientais, dados de embarcac¢des, movimentos de
Orientacdo em convoo e movimentos em um Helicoptero -
pouso/decolagem/vertrep/pick-up e manobras de
atracacdo/desatracacdo. (OPEN Al).

CGU - Controladoria Geral da Unido. Ferramenta para sugerir a
probabilidade de a prestagdo de contas de um convénio possuir
problemas. (Malha Fina Convénios).

CGU - Controladoria Geral da Unido. Ferramenta para avaliar a
probabilidade de determinado caso apresentar fraude ou irregularidade.
(ALICE).

CVM - Comissdo de Valores Mobiliarios — Estimativas de Riscos,
incluindo detec¢do de fraudes. A ferramenta faz diagnésticos mas nao



20.

21.

22.

23.

24.

25.

26.

27.

28.

29.
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sugere acgdes. (Solucdo personalizada de algoritmo para
identificacdo de operacdes suspeitas realizadas nos mercados
organizados de de bolsa).

EBC — Empresa Brasil de Comunicacdo S.A. Ferramenta de
classificacdo de imagens para deteccdo de reprodugdo de imagens da
TV Brasil na programacao das emissoras parceiras. (VALIDA).
EBSERH - HU-UFMA - Hospital Universitario da Universidade
Federal do Maranhao. Chatbot para realizar a triagem de pacientes com
sintomas de covid-19. Ferramenta classifica o risco de infec¢do por
coronavirus dos pacientes (SOFIA).

Embrapa Agroenergia. Ferramenta para a identificagdo e classificagdo
de espécimes vegetais a partir de fotografias tiradas com o auxilio de
drones, feita em Tensor Flow. (TENSOR FLOW).

Embrapa Gado de Corte. Algoritmo preditivo que informa ao produtor
qual a melhor cultivar a ser plantada em areas de sua fazenda com base
em informacdes agrondmicas. (Pasto Certo e outros aplicativos em
desenvolvimento).

Embrapa Informatica Agropecudria. Ferramenta para classificagdo
imagens com doencas de plantas em algumas culturas agricolas
(ferramenta para atender demandas de pesquisa). (Solucdes técnicas
desenvolvidas para atender as demandas de pesquisa do 6rgao).
Embrapa Informatica Agropecudria. Ferramenta de classificacdo de
imagens para estimativas de producdo/contagem de frutos (fruticultura
de precisdo) (em desenvolvimento). (Ferramentas para estimativa de
fruticultura de precisao).

Embrapa Trigo. Ferramenta que classifica a probabilidade de
identificar doencas em folhas de trigo (em desenvolvimento).
(DeepSpot da Embrapa).

FURG - Fundagado Universidade Federal do Rio Grande. Chatbot que
atende publico especifico para reconhecer as inten¢des no uso do AVA
(ambiente virtual de aprendizagem). (IBM Watson Assistant).

HFA — Hospital das Forgas Armadas. Ferramenta para monitoramento
do estado de saude de pacientes. Triagem virtual para classificar risco
de Covid-19. (Laura Triagem).

INSS — Instituto Nacional do Seguro Social. Ferramenta de analise
preditiva de padrdes na concessdo de beneficios buscando indicios de
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30.

31.

32.

33.

34.

35.

36.

irregularidades. A anélise realizada pela solugdo consiste em identificar
desvios padrdes de comportamento esperado na analise e concessao de
determinado beneficio. A ferramenta apenas identifica indicios de
fraude e respectivo volume dentro do conjunto de dados analisado.
(Modulo de deteccio de irregularidade de beneficios).

IPEA - Instituto de Pesquisa Economica Aplicada. Situacdes
experimentadas em estudos voltados a monitoramento e avaliacdo de
politicas publicas. A ferramenta faz diagnodsticos, mas ndo sugere
agoes.

Policia Federal - Servigo de Pericias de Informatica do Instituto
Nacional de Criminalistica da Policia Federal. Classificagdo de
imagens (exceto reconhecimento facial). indice de a imagem conter
nudez. A ferramenta faz diagnosticos e sugere acdes. A ferramenta foi
treinada com uma base de arquivos de imagens e videos contendo
material de abuso sexual infantil. (Localizador de Evidéncias
Digitais).

Policia Federal - Servigo de Pericias de Informatica do Instituto
Nacional de Criminalistica da Policia Federal. Classificagdo de
imagens/reconhecimento facial. A ferramenta faz diagndsticos e sugere
acoes. (AL.DESK).

Policia Federal - Servigo de Pericias de Informatica do Instituto
Nacional de Criminalistica da Policia Federal. Reconhecimento de
entidades (nomes de pessoas, empresas, enderecos, valores, e-mails,
numeros de telefone, etc). Informagdes de bases de dados publicas,
como contratagdes publicas, cadastro de empresas, pessoas,
beneficiarios de programas, portal da transparéncia. Impacto na
produtividade do 6rgdo, Impacto na melhora da prestagdo do servigo
publico. A ferramenta faz diagndsticos e sugere agdes. (DELPHOS).
Policia Federal - Classificacdo de imagens, reconhecimento facial e
perfil criminal. Banco de dados criminais. Acesso restrito por conta de
clausulas de Segredo de Justica Criminal. A ferramenta faz
diagnosticos, mas ndo sugere acdes. (PALASNET).

Tribunal Superior do Trabalho. Ferramenta para classificacdo de
processos e previsdes sobre a tramitagdo do processo nos Gabinetes.
Supremo Tribunal Federal (STF). Ferramenta para classificacdo de
processos judiciais em temas de repercussdo geral, que objetiva
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simplificar o reconhecimento de padrdes em textos juridicos
apresentados perante o Supremo Tribunal Federal.

37. Superior Tribunal de Justiga (STJ). Ferramenta: produz um exame
automatizado de cada recurso encaminhado ao STJ e decisdes prévias
do processo, recomenda fontes normativas e precedentes juridicos, e
fornece uma recomendagdo de agdo (a decisdo final sempre sera
realizada pelo Ministro do STJ).

38. Tribunal de Contas da Unido (TCU)'. Ferramenta de classificagio
textual de documentos em PDF associados a danos ao erério publico,
inseridos no sistema de gestdo de Tomadas de Contas Especiais (e-
TCE) do TCU.

39. Tribunal de Contas da Unido (TCU). Ferramenta para auxiliar na
correcdo de acérddos do TCU, sem erros materiais investigados, tem
como output um conjunto de alertas de incorregdes materiais (exemplo:
CPF invalido).

40. Tribunal de Contas da Unido (TCU). Chatbot. Plataforma facilitadora
para acesso as solugdes publicas do TCU.

41. Tribunal de Contas da Unido (TCU). Ferramenta: Instrugdo assistida de
pareceres sobre processos judiciais do Tribunal de Contas da Unido
(TCUL).

42. Tribunal de Contas da Unido (TCU). Extracdo de deliberagdes dos
acordaos proferidos pelo TCU.

!4 «QOs auditores do Tribunal de Contas da Unido recebem pontualmente as 19h um e-mail de
Alice. Sdo os resumos das centenas de contratagdes federais publicadas naquele dia. Prestativa,
ela ja indica quais podem conter irregularidades. Diferente do que seria de esperar, Alice ndo
¢ um servidor publico megaprodutivo. Ela é um rob6, usado pelo TCU para cagar fraudes e
outras irregularidades em licitagdes. “A gente precisa saber o que esta acontecendo, saber o
que esta sendo contratado, saber que obras estdo sendo feitas, saber como a politica publica
esta sendo contratada. Alice trabalha ainda com Sofia e Monica, outras duas companheiras
roboticas que como ela ndo tém bracos, pernas ou corpos de metal. Sdo um conjunto de linhas
de codigo que “vivem” nos sistemas do TCU. Elas “leem” o grande volume de texto produzido
e analisado pelo tribunal para encontrar incongruéncias, organizar melhor as informagdes e
apontar correlagdes. [...].” (GOMES, Helton Simdes. Como as robds Alice, Sofia e Monica
ajudam o TCU a cagar irregularidades em licitagdes. O Globo [online]. Economia. Tecnologia.
Rio de Janeiro, 18 mar. 2018. Disponivel em:
https://gl.globo.com/economia/tecnologia/noticia/como-as-robos-alice-sofia-e-monica-
ajudam-o-tcu-a-cacar-irregularidades-em-licitacoes.ghtml. Acesso em: 25 de jan. de 2021).
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43. Tribunal de Contas da Unido (TCU). Classificagdo de textos do
Tribunal de Contas da Unido (TCU).

44. Tribunal de Contas da Unido (TCU). Ferramenta de cruzamento de
dados e estrutura em grafos para anélise de grandes volumes de dados.
A ferramenta realiza a extracdo de relacdes entre pessoas fisicas e
juridicas em processos judiciais e as exibe em grafos para posterior
analise.

45. UNIFAL - Universidade Federal de Alfenas - Estimativas de risco
(incluindo deteccao de fraudes), Andlise de sentimentos. A ferramenta
Weka possibilita a geracdo de algoritmos. Sdo gerados classicadores
para ampliar a interpretacdo de dados linguisticos em Processamento
Automatico de Linguagem Natural. (WEKA).

46. UFRN — Universidade Federal do Rio Grande do Norte. Ferramenta
para otimizar o atendimento dos usudrios pela ouvidoria e o
atendimento quanto aos pedidos via Lei de Acesso a Informacao.
(Kairdés)

47. UFSM — Universidade Federal de Santa Maria. Ferramenta para
otimizar o atendimento dos usuérios pela ouvidoria e o atendimento
quanto aos pedidos via Lei de Acesso a Informagao.

48. UFSM - Universidade Federal de Santa Maria. Predicdo de abandono
no ensino superior. A ferramenta faz diagndsticos e sugere acdes
(WEKA).

Dessa forma, diversos entes publicos no Brasil adotam a inteligéncia
artificial® desde a aplicacdo mais simples, como chatbots, softwares de
interface entre o usudrio e a instituicdo que procuram se aproximar da
linguagem humana, a processos de avaliagdo e direcionamento especificos e
autdonomos aos mecanismos de tomada de decisdo, consubstanciados na
elaboracdo de algoritmos que visam predizer raciocinios complexos pelo
aprendizado de maéquina (machine learning'®), com validagdo ou ndo pelo
usudrio final.

!5 Veja artigo, nesta obra, intitulado “O uso da inteligéncia artificial no poder publico brasileiro”,
de Leonardo Ferreira Barbosa da Silva.

16 “Egsa capacidade dos computadores aprenderem ou serem educados pelos seres humanos nada
mais ¢ do que a realidade do “machine learning". E possivel “educar”'® uma méaquina para

resolver de forma acurada e em menor tempo problemas que seres humanos levariam dias e até
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Dessa forma, no exercicio do poder de policia na esfera tributaria, ora
destacada, a aplicag@o da inteligéncia artificial se faz cada vez mais necessaria
nao apenas como aprimoramento a arrecadag@o e ao combate a evasdo e demais
fraudes, mas igualmente como mecanismo de maior justica fiscal na atribui¢do
correta da capacidade econdmica de cada contribuinte, em respeito ao principio
da capacidade contributiva, estatuido no art. 145, §1 °, da Constituicao.

Logo, foi preciso que o estado se organizasse de forma a se assemelhar
aos particulares na busca por eficiéncia em uma area tratada
constitucionalmente como prioritdria tanto na obteng¢do de recursos para
consecuc¢do dos seus fins, quanto considerada precedente em sua atuagdo sobre
os demais setores administrativos, consoante os incisos XVIII e XXII do artigo
37 da Constituicdo Federal. Assim, a Receita Federal, em compasso com a
modernidade, venceu em 2017 a premiagio “100+ Inovadoras no Uso de TI”".

Para alcance da eficiéncia tributaria, h4 integracdo de dados entre
sistemas utilizados pela Receita, como o de emissdo de Nota Fiscal Eletronica,
o Sistema Publico de Escrituragdo Digital (SPED), o Cadastro Sincronizado
Nacional, o Simples Nacional, o e-Social, o Sistema de Sele¢cdo Aduaneira por
Aprendizagem de Méaquina (SISAM), o sistema ContAgil de Anélise de Dados,

meses”. [...]. Além do “machine learning”, ha ainda outros conceitos por tras da Inteligéncia
Artificial: “deep learning” e as chamadas “Redes neurais artificiais”. Veja artigo, nesta obra,
intitulado “Administracdo Publica 4.0 - a mudanga por meio da Blockchain e da inteligéncia
artificial”, de Alexandre Magno Antunes de Souza.

17 A Receita Federal venceu a premiagdo na categoria Setor Publico, devido as suas boas praticas,
com o inovador projeto Receita Data. A solugdo ¢ um DataLake que utiliza tecnologia de Big
Data, a qual ¢ uma estratégia de armazenamento de dados que utiliza um conjunto de
tecnologias, de forma que os dados sejam armazenados no seu estado bruto, permitindo uma
visdo ampla dos dados e analise em tempo proximo ao real. Diversas ferramentas sdo utilizadas
para permitir o amplo uso dos dados armazenados: dashboards (construidos pelos proprios
gestores de negocios da RFB); aplicativos Olap e Data Discovery, como MicroStrategy,
ContAgil e Sisam (ferramentas desenvolvidas internamente na RFB) e ferramentas de
Mineragdo de Dados, como SAS, R e Phyton. O Receita Data representa uma inovagdo ¢ uma
ruptura interna na forma com que a analise estratégica dos dados ¢ efetuada pela Instituig@o.
Consultas, que antes eram realizadas em horas, passaram a ser executadas em segundos. Além
de permitir a criagdo de novos processos ¢ ferramentas de trabalho, detec¢do de fraudes e
aumento de arrecadagdo com um sistema tecnologico avangado baseado em mineragdo de
dados (BRASIL. Ministério da Economia. Receita Federal vence mais uma vez premiagio
100+ Inovadoras no Uso de TI. [S.I]. Brasilia, 10 nov. 2017. Disponivel em:
https://www.gov.br/receitafederal/pt-br/assuntos/noticias/2017/novembro/receita-federal-
vence-mais-uma-vez-premiacao-100-inovadoras-no-uso-de-ti. Acesso em: 21 nov. 2021).
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os Sistemas de Comércio Exterior (SISCOMEX), o Analisador Inteligente e
Integrado de Transa¢des Aduaneiras (ANIITA), o Sistema de Monitoramento
de Operacdes Aduaneiras em Tempo Real (PATROA), Analisador de imagem
de raio-x para contéiner (ANJA), os Sistemas de Controle de Viajantes contam
com um sistema de reconhecimento facial (Iris) e outro de GeoProcessing
(Vivii), dentre outros mddulos e sistemas em desenvolvimento para o melhor
atuar do o6rgao.

As informagdes desses sistemas sdo cruzadas com outros dados
recebidos pela Receita, sejam por meio de declaragdes tributarias que
formalizam obrigacdes acessorias, caso da Declaragdo Anual de Isengdo de
Imposto de Renda da Pessoa Fisica (DAI), sejam pelas informagdes integradas
por outros ministérios.

H4, ainda, o cruzamento de dados recebidos pelo Conselho de Controle
de Atividades Financeiras (COAF) de loterias, juntas comerciais, bancos e
institui¢des financeiras, cartdes de créditos, seguradoras e todas as demais
sociedades e organizacdes analisadas pelo 6rgao.

Portanto, se antes o problema era a realiza¢do de fiscalizagdes mais
intuitivas, espontaneas e sem um banco de dados adequados, hoje um dos
desafios apresentados ¢ a organizacdo e disponibilizagdo ao usudrio, agente
fiscal, de um grande volume de informagdes de forma mais objetiva.

O SISCOMEX, Sistemas de Comércio Exterior, por exemplo, conta
com cada vez mais sistemas de inteligéncia artificial para o exercicio de poder
de policia pelos agentes publicos. Para tanto, para a fun¢do de melhor controle
da entrada de mercadorias e declaragdes, cita-se a integracdo realizada pela
ferramenta baseada em machine learning (SISAM), um software de coleta de
informacdes de desktop (ANIITA) e um real sistema de monitoramento de risco
(PATROA)"®. O SISAM analisa dados de declaragdes de importagio
supervisionados e ndo supervisionados (declaragdes liberadas sem
fiscalizagdo), de forma integrada, apontando cerca de 30 tipos erros por item
(produto) declarado, considerando pais da importagdo, valor do produto, valor
de aliquotas, codigos declarados, formas de abatimento, dentre outras analises.
O ANIITA, sistema desktop, com navegagdo amigédvel e possiblidade de

13 JAMBEIRO FILHO, Jorge Eduardo de Schoucair; LACERDA, Gustavo Coutinho. Brazil’s
new integrated risk management solutions. [S.I.] [2020?]. Disponivel em:
https://mag.wcoomd.org/magazine/wco-news-86/brazils-new-integrated-risk-management-
solutions/. Acesso em: 21 nov. 2021.
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alimentacdo direta pelos usuarios, extrai dados de diversos sistemas em uma
tela, evitando a necessidade de consulta em diversos sistemas e cruzando dados
entre esses sistemas. Funciona, ao usuario, como interface de acesso ao SISAM
e outros programas. O ANIITA tem, inclusive, acesso aos dados do sistema
Indira, do Mercosul."” O sistema PATROA, que monitora as transagdes em
tempo real, pode ser alimentado pelo usudrio como o ANIITA, no entanto,
funciona independentemente de provocacdo/acesso e tem a capacidade de
escolher alertar o agente fiscal na mesma hora ou aguardar um maior
monitoramento/cruzamento de dados.

A utilizagdo de dados dos contribuintes expostos em redes sociais, por
sua vez, ja representa também uma analise de inteligéncia artificial. O que se
iniciou como uma aplicacdo ndo sistematica a todo um universo de
contribuintes declarantes, circunscrita a investigacao do perfil dos contribuintes
a partir de fiscalizagdes levantadas por outros indicios, hoje j4 conta com
sistema apto a verificar palavras-chave em uma busca ampla, conforme
reportagem da Folha de Sdo Paulo com o entdo Coordenador-geral da
Fiscalizagdo da Receita, Flavio Vilela™:

As informagdes obtidas on-line viram ponto de
partida para uma investigacdo mais detalhada dos
auditores. “A gente usa a internet como subsidio.
Toda a fiscalizagdo ¢ feita com base numa anélise de
risco, a partir de um algoritmo que varre a internet
com palavras-chave e vincula um determinado perfil
a critérios ja programados”, explica Flavio Vilela,
Coordenador-geral da Fiscalizagdo da Receita. Com
esse mapeamento, a Receita consegue identificar

' “Dando um passo & parte, este é um exemplo concreto de como o Brasil implementou o
conceito de Alfandega em Rede Global (GNC) que foi desenvolvido pela WCO.” (JAMBEIRO
FILHO, Jorge Eduardo de Schoucair; LACERDA, Gustavo Coutinho. Brazil’s new integrated
risk management solutions. [S.I] [20207]. Disponivel em:
https://mag.wcoomd.org/magazine/wco-news-86/brazils-new-integrated-risk-management-
solutions/. Acesso em: 21 nov. 2021).

20 Receita Federal vasculha internet e redes sociais em busca de sonegadores. [S.I.] Folha de Sao
Paulo. Mercado. Sao Paulo, 13 mar 2017. Disponivel em:
https://www1.folha.uol.com.br/mercado/2017/03/1865993-receita-federal-vasculha-internet-
e-redes-sociais-em-busca-de-sonegadores.shtml. Acesso em: 21 nov. 2021.
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“laranjas” usados por empresas para sonegacio. “A
gente fiscaliza uma empresa e vé€ que o nome que esta
no contrato social ndo tem a capacidade financeira ou
conhecimento para ser s6cio. O dono de uma empresa
com faturamento de R$ 100 milhdes no ano e que
posta foto de churrasco da favela. E dono da
empresa? Nao. Ai vamos atras de quem ¢ o dono, a
partir dos contatos dessa pessoa”, afirma.

Dessa forma, os auditores foram treinados para realizar, com base na
mineracdo de dados realizada pelos programas, uma andlise critica desse
cruzamento, considerando amizades, fotos publicadas, redes gerais de
relacionamento, dados bancarios e do mercado financeiro, € todos os demais
disponiveis para alimentar um perfil de porte econdmico-contributivo.

3. Aplicaciio da inteligéncia artificial no ciclo de policia

Diferentes tedricos, no decorrer da histéria do pensamento humano,
buscaram compreender e sistematizar a equagdo composta pela sociedade civil
e o Estado. As divergéncias entre os pensamentos ndo impediram que houvesse
certo consenso quanto ao fato de que caberia ao Estado garantir que os
membros de uma sociedade se relacionassem de forma mais harmoniosa e
menos conflituosa possivel. Como previamente exposto, o poder de policia
surge neste sentido, instrumentalizando o Estado para que consiga realizar a
manutengdo”' do equilibrio social, das garantias dos direitos e cumprimento da
lei.

21«1, em sentido amplo, corresponde 4 “atividade estatal de condicionar a liberdade e a
propriedade ajustando-as aos interesses coletivos”; abrange atos do Legislativo e do
Executivo; 2. em sentido restrito, abrange “as intervengdes, quer gerais ¢ abstratas, como 0s
regulamentos, quer concretas e especificas (tais como as autorizagdes, as licengas, as injungdes)
do Poder Executivo, destinadas a alcancar o mesmo fim de prevenir e obstar ao
desenvolvimento de atividades particulares contrastantes com os interesses sociais”;
compreende apenas atos de Poder Executivo”, conforme MELLO apud DI PIETRO (MELLO,
Celso Antonio Bandeira de. Curso de Direito Administrativo. Sdo Paulo: Malheiros Editores,
2006, p. 129) grifou-se.
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Para facilitar a compreensdo de como seria a aplicagdo pratica desta
prerrogativa estatal, alguns doutrinadores® se valem da teoria do ciclo de
policia, demonstrando que o poder de policia se desenvolve em quatro fases:
ordem de policia; consentimento de policia; fiscalizacdo de policia; e san¢do de
policia. Explicaremos cada uma delas, de forma sucinta, ulteriormente.

3.1 Fases do ciclo de policia, suas caracteristicas e as possibilidades de
aplicacdo da IA em cada uma delas

O ciclo de policia, na manuten¢do da supremacia do interesse publico
sobre o interesse privado, possui limites legalmente impostos™, que regulam a
execuc¢do de cada uma das fases, incluindo, por exemplo, os casos de delegagao.
Assim, cada uma das fases possui atributos proprios que irdo, de forma futura,
auxiliar na compreensdo das possibilidades da utilizagdo da Inteligéncia
Artificial.

A ordem de policia, fruto da imperatividade estatal, materializa-se na
imposicdo de restricdes aos particulares, dentro dos limites legais, ndo
dependendo de aceitacdo. Exemplificando: vedagdo a fabricagdo de
brinquedos, réplicas e simulacros de armas de fogo®*. Ndo ha muita aderéncia
a utilizagdo da IA nessa fase, uma vez que a elaboragdo de leis € subjetiva, se
limitando ao desejo popular e observancia dos ditames constitucionais. A
producdo legislativa e as definigdes de pardmetros legais cabem aos
representantes do povo, que votardo de acordo com suas consciéncias e
bandeiras politicas, refletindo diretamente nas proibi¢des aos particulares. O
emprego da IA junto ao Poder Legislativo possui carater subsidiario, como € o

22 «considerando que o poder de policia ¢ parcialmente delegével, alguns autores nacionais

dividem a atividade em quatro ciclos: 1°- ordem de policia, 2°- consentimento de policia,
3°- fiscalizacdo de policia e 4°- sancio de policia.” (CARVALHO, Matheus. Manual de
Direito Administrativo. Salvador: JusPODIVM, 2019, p. 137) grifou-se

2 MOREIRA NETO, Diogo de Figueiredo. Curso de direito administrativo: parte introdutéria,
parte geral e parte especial. Rio de Janeiro: Forense, 2009. p. 444-447.

2 «Art. 26. Sdo vedadas a fabricacido, a venda, a comercializagdo e a importacio de
brinquedos, réplicas e simulacros de armas de fogo, que com estas se possam confundir.
Paragrafo tnico. Excetuam-se da proibicao as réplicas e os simulacros destinados a instrugéo,
ao adestramento, ou a coleg¢do de usudrio autorizado, nas condigdes fixadas pelo Comando do
Exército.” (Lei n.° 10.826/2003) grifou-se
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caso do software Ulysses”, inteligéneia artificial da Camara dos Deputados,
desenvolvido para aprimorar e agilizar os trabalhos da Casa, ndo impactando
diretamente na formulagdo de critérios para a aplicagdo do poder de policia
pelos representantes estatais. Ademais, uma vez que, normalmente, ha a
realizagdo de um benchmark internacional para a producdo legislativa, a IA
poderia ser utilizada para realizar pesquisa e filtragem de leis que possuem
alguma associagdo com a constru¢do da norma patria.

O consentimento de policia, por sua vez, ¢ a permissdo que o Estado
concede para que particulares possam desenvolver determinadas atividades ou
utilizar determinadas propriedades. Amostra cldssica para esta fase do poder de
policia ¢ a expedic;ﬁo26 da Carteira Nacional de Habilitacdo (CNH), ato
vinculado, quando preenchidos os requisitos do Cédigo de Transito Brasileiro
(CTB). Se for levado em consideracdo que parcela consideravel dos atos
administrativos ligados ao consentimento de policia sdo vinculados a critérios
objetivos, de facil verificacdo, € plenamente cabivel a aplicacdo da IA nesta
etapa do ciclo de policia, do inicio das atividades — que, atendidas, cumprem os
parametros legais estabelecidos — até a emissdo de autorizagdo correlata. O
caso”’ do Departamento Estadual de Transito de Pernambuco (DETRAN/PE),

 CAMARA DOS DEPUTADOS. Consultoria Legislativa da Cimara utiliza inteligéncia
artificial para agilizar trabalhos. [S.I]. Brasilia, 9 ago. 2019. Disponivel em:
https://www.camara.leg.br/assessoria-de-imprensa/568452-consultoria-legislativa-da-camara-
utiliza-inteligencia-artificial-para-agilizar-trabalhos/. Acesso em: 14 out. 2021.

26 «Art. 22. Compete aos 6rgdos ou entidades executivos de transito dos Estados e do Distrito
Federal, no ambito de sua circunscri¢@o: I - cumprir ¢ fazer cumprir a legislagdo e as normas
de transito, no dmbito das respectivas atribuigdes; Il - realizar, fiscalizar e controlar o
processo de formagao, de aperfeicoamento, de reciclagem e de suspensio de condutores e
expedir e cassar Licenca de Aprendizagem, Permissdo para Dirigir e Carteira Nacional de
Habilitagiio, mediante delegagdo do 6rgdo maximo executivo de transito da Unido;” (Lei n.°
9.503/1997 — Cdédigo de Transito Brasileiro) grifou-se

27 “Nesse contexto, os estados seguem evoluindo suas tecnologias para garantir que tanto as aulas
quanto as provas tenham total seguranca e gere beneficios para todos os envolvidos. Em
Pernambuco, por exemplo, a aposta na tecnologia remota tem sido vista de forma positiva e
deve avangar ainda mais, como explica o Diretor Geral do DETRAN/PE, Sebastido Marinho.
“Essas tecnologias contribuiram para a evolucdo das autoescolas e o ganho na seguranga foi
extremamente significativo. O proximo passo do DETRAN de Pernambuco sera implantar a
prova remota dentro dos CFC’s com toda seguranga e controle, diferentemente do que esta
sendo aplicado em outros estados”, enfatiza o gestor publico. Além disso, ele explica que esse
proximo passo ja atende a uma prerrogativa do DETRAN que o proprio Cédigo de Transito
Brasileiro prevé. “Ja é norma, ja esta legalizado”, comentou. “Buscamos modernizar o processo
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que iniciou a utilizacdo de ferramentas®® baseadas em IA, em decorréncia da
pandemia de coronavirus®, para todas as etapas do processo de formagdo de
condutores, essenciais para a emissdo da carteira, que corporifica a vontade do
Poder Publico — consentimento de policia —, ¢ ilustrador. Uma vez sendo
possivel analisar objetivamente o processo que enseja o consentimento da
Administracdo Publica para com aquele direito, parametrizar os algoritmos,
reduzindo possiveis enviesamentos, se torna mais facil, possibilitando a
utilizagdo de IA.

A fiscalizagdo de policia € a fase em que o poder publico, ex officio ou
por provocacdo, apura se o particular cumpriu com a ordem e com o
consentimento de policia. Ora, se o processo de consentimento pode ser
instrumentalizado com a inteligéncia artificial, com a fiscalizacdo ndo seria
diferente. Por meio da automacdo e da aprendizagem repetitiva mediante a
obtenc¢do de dados e informagdes a disposicdo da IA, possibilita-se a realizagdo
de tarefas repetidas, volumosas e computadorizadas de forma fidedigna e com
baixo custo humano. Os fiscais e analistas se encarregariam do monitoramento

de formagdo do condutor para proporcionar mais celeridade e comodidade para o cidaddo na
obtengdo da CNH, como também mais seguranga para os servidores. Dessa forma, ¢ possivel
ter todas as etapas do processo no formato digital e 100% seguro. O DETRAN de Pernambuco
ha muito tempo ja investe na modernizagdo dos seus servigos e somos referéncia para outros
estados. Agora, com esses avangos, mais uma vez seremos pioneiros com a implantacdo da
prova remota”, ressalta Sebastidio Marinho.” (VSOFT. Conhega as tecnologias que
modernizaram o processo de formagao de condutores. [S.I.]. S&o Paulo, [S.I.]. Disponivel em:
https://www.vsoft.com.br/post/tecnologias-formacao-condutores. Acesso em: 20 nov. 2021.).

28«0 exemplo trazido pela fala do Diretor Geral do DETRAN/PE mostra que o movimento para
modernizagdo dos servigos atrelados a CNH tem sido um ponto de atengdo dos estados.
Pensando na modernizagdo desses servigos, a Vsoft desenvolveu um sistema especializado,
focado em inteligéncia artificial, biometria e inteligéncia de dados para oferecer seguranca e
eficiéncia para os CFC’s, DETRAN’s e usuarios, na realizagdo de aulas e provas teéricas
remotamente. Trata-se do SuperPratico, uma plataforma completa e intuitiva para o nicho de
CFC’s. A ferramenta conta com o SuperAula, um programa de ensino remoto que pode ser
acessado através do uso de reconhecimento facial, por alunos e instrutores de qualquer lugar.
A tecnologia ja foi responsavel por mais de 100 mil turmas de aprendizado para a emissdo da
CNH. Além disso, também ¢é oferecido o Exame Teorico, que disponibiliza diversos recursos
de seguranga para evitar fraudes nas provas remotas.” grifou-se (VSOFT. Conheca as
tecnologias que modernizaram o processo de formagéo de condutores. [S.I.]. Sdo Paulo, [S.L.].
Disponivel em: https://www.vsoft.com.br/post/tecnologias-formacao-condutores. Acesso em:
20 nov. 2021).

2 O coronavirus (COVID-19) é uma doenga infecciosa causada pelo virus SARS-CoV-2. A
pandemia de COVID-19 se prolonga, em terras brasileiras, desde margo de 2020.
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do sistema e das informagdes e dados inseridos, além de estarem acessiveis
para, principalmente, tomadas de decisdes estratégicas. A empresa PwC,
considerada uma das maiores companhias de auditoria e consultoria do mundo,
a pedido da Microsoft, produziu o estudo™ “Sizing the price of AI”. O estudo
aponta, por exemplo, que o emprego da IA, se maximizada pelos governos no
apoio a aplicacdo das leis, poderia gerar a preservacdo de 32 milhdes de
hectares de floresta pelo globo terrestre até o ano de 2030. Através de uma
analise, mais precisa do que a humana, de dados de satélites e sensores
terrestres, com fins de monitoramento das condi¢des de uma floresta em tempo
real e em ampla escala, o uso da IA subsidiaria sistemas de alertas preditivos,
direcionando profissionais de fiscalizagdo para investigar um possivel
desmatamento ilegal. Embora essa realidade possa parecer distante, na floresta
amazonica brasileira j4 existe a Torre Alta da Amazonia®’', em operagdo ha mais

3% MICROSOFT. Inteligéncia artificial podera contribuir em mais de US$ 15,7 trilhodes para
economia global até 2030. [S.I.]. Brasil, 22 abr 2019. Disponivel em:
https://news.microsoft.com/pt-br/inteligencia-artificial-podera-contribuir-em-mais-de-us-157-
trilhoes-para-a-economia-global-ate-2030/. Acesso em: 23 nov. 2021.

31 «“Com 325 metros de altura e trés de largura, a torre do projeto ATTO (Amazon Tall Tower
Observatory), erguida em S&o Sebastido do Uatuma (AM), é a mais alta estrutura da América
do Sul e servird para estudar interagdo entre a mata e o clima, compreendendo melhor a
influéncia da Amazonia no clima global. O projeto, que tem custo total de R$ 18,4 milhdes,
conta com aproximadamente R$ 12 milhdes da Finep e tem o Inpa (Instituto Nacional de
Pesquisas da Amazdnia) como executor. O alemdo MPIC (Instituto Max Planck de Quimica)
¢ a Fundagdo Eliseu Alves sdo os outros parceiros no projeto. Com a construgdo da chamada
Torre Alta da Amazonia, os cientistas esperam medir a emissdo ¢ a absorg¢do de gases de efeito
estufa na floresta, estudar aerossois, particulas em suspensdo que promovem a formagdo de
nuvens, além de investigar o transporte de massas de ar por centenas de quilometros.
Sustentado por uma rede de cabos num raio de 225 metros, o maior observatorio vertical do
mundo foi feito pela San Engenharia, de Curitiba. Durante o processo de construgio, segmentos
de seis metros de altura foram transportados de caminhio e de balsa do Parana até a floresta,
por quatro mil quilémetros. No local, a torre foi montada no chio e depois igada.” (BRASIL.
Torre Alta da Amazdnia. FINEP. [S.1.]. Brasilia. Disponivel em: http://www.finep.gov.br/a-
finep-externo/aqui-tem-finep/torre-alta-da-amazonia. Acesso em: 23 nov. 2021.)
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de 5 anos, que, aliada ao PRODES* ¢ o DETER33, ambos vinculados ao
Instituto Nacionais de Pesquisas Espaciais (INPE), apresentam grandes
potenciais para o monitoramento amazonico.

Por fim, mas ndo menos importante, temos a fase de sancdo de policia.
A sancdo ¢ a medida coercitiva aplicada, pelo poder ptblico, aos particulares
que descumprirem a ordem de policia ou os limites estabelecidos pelo Estado.
A utilizagdo da IA nesta fase do ciclo depende essencialmente das etapas
anteriores, com especial destaque para a fase de fiscaliza¢do. Se os parametros
utilizados para verificagdo da conduta dos agentes estiverem coerentes com o0s
ditames legais, a aplicacdo da medida repressiva serd uma consequéncia logica.
A gestdo de infragdes e penalidades de transito, por exemplo, que possuem
certo grau de objetividade, acaba se tornando viavel e a IA se mostra ferramenta
primordial na busca por um servigo publico eficiente. O Servico Federal de
Processamento de Dados (SERPRO) desenvolveu o Sistema Radar que,
utilizando recursos de computacdo cognitiva, automatiza o processo de geragao
e validacdo de infracdes, ocorridas em radares e barreiras eletrénicas. Por um
processo>* de validagdo proprio, chamado de Validador Cognitivo de Infragdes

320 projeto PRODES realiza o monitoramento por satélites do desmatamento por corte raso na
Amazonia Legal e produz, desde 1988, as taxas anuais de desmatamento na regido, que sdo
usadas pelo governo brasileiro para o estabelecimento de politicas publicas. (BRASIL.
Monitoramento do desmatamento da floresta amazonica brasileira por satélite. INPE. Brasilia.
Disponivel em: http://www.obt.inpe.br/OBT/assuntos/programas/amazonia/prodes. Acesso
em: 23 nov. 2021.)

33 O DETER ¢é um levantamento rapido de alertas de evidéncias de alteragio da cobertura florestal
na Amazonia, feito pelo INPE. O DETER foi desenvolvido como um sistema de alerta para dar
suporte a fiscalizagdo e controle de desmatamento e da degradagdo florestal realizadas pelo
Instituto Brasileiro do Meio Ambiente ¢ dos Recursos Naturais Renovaveis (IBAMA) e demais
orgdos ligados a esta tematica. (BRASIL. [S.I.]. DETER. INPE. Brasilia. Disponivel em:
http://www.obt.inpe.br/OBT/assuntos/programas/amazonia/deters. Acesso em: 23 de nov.
2021.)

34 «Q validador cognitivo recupera a placa do veiculo, a partir da imagem, utilizando técnicas de
OCR (Optical Character Recognition), busca os dados do veiculo nas bases de governo,
confronta esses dados textuais com a imagem, e valida a marca e o modelo do veiculo. Dessa
forma, evita-se a emissdo incorreta de infracdes originadas de radares e barreiras
eletronicas e permite a deteccio de fraudes. O modulo também impede a identificagdo das
pessoas no interior do veiculo por meio da obliteragdo automatica dos vidros.
Tradicionalmente, todas essas etapas s6 podiam ser realizadas de forma manual nas operadoras
de radares e nos 6rgdos de transito, ¢ envolviam uma grande quantidade de pessoas, que
realizavam a conferéncia visual das imagens, a selecdo das imagens com qualidade, a
identificagdao visual do veiculo, a busca manual de informagdes do veiculo, a obliteragdao
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de Transito, a SERPRO afirma garantir que o processo seja agil, eficiente e
transparente. A preocupagdo da utilizacdo da inteligéncia artificial nesta fase
do ciclo de policia estd nos casos em que ha grau de subjetividade consideravel.
Para que uma IA pudesse adquirir dados para analisar estes tipos de caso, seria
necessaria a utilizagdo de algoritmos avancados de redes neurais com deep
learning, suscetivel® a influéncia externa, além dos casos de clara dissonancia’®
entre os ditames legais e alguns pensamentos populares.

manual de cada imagem e, por fim, a validacgdo pela autoridade de transito. Todo esse processo
manual ¢ repetitivo e caro, lento e suscetivel a falhas diversas. Em contrapartida, o validador
possuiu grande poder computacional capaz de realizar esse trabalho de forma automatizada em
poucas horas, garantindo eficiéncia, qualidade ¢ economia aos 6rgéos autuadores. [...]Além de
agilidade, eficiéncia e transparéncia aos processos de transito, o Radar também entrega uma
experiéncia diferenciada ao cidaddo. Com o SNE (Sistema de Notificagdo Eletronica), o
motorista pode verificar todos os registros de infragdo e receber rapidamente as notificagdes
através do aplicativo. O aplicativo SNE esta disponivel na GooglePlay e na AppleStore.”
grifou-se (BRASIL. Inteligéncia Artificial ¢ utilizada na gestdo do transito brasileiro.
SERPRO. Brasilia, 14 set. 2018. Disponivel em:
https://www.serpro.gov.br/menu/noticias/noticias-2018/inteligencia-artificial-e-utilizada-na-
gestao-do-transito-brasileiro . Acesso em: 25 de novembro de 2021).

33 «[...] a Microsoft liberou no Twitter a sua nova inteligéncia artificial (IA) chamada Tay. Ela
foi criada para conversar com as pessoas de forma divertida, descontraida e natural no
microblog, mas, em menos de 24 horas, os usudrios da rede social a corromperam. Em um dia,
ela passou de uma inocente robozinha para uma racista, transfoébica e desagradavel vomitadora
de caracteres. Isso aconteceu porque Tay foi programada para aprender e evoluir seus métodos
de conversagdo conforme interagia com as pessoas. Contudo, era possivel dizer para ela “repita
o que eu digo: bla bla bla”, e ela respondia a sua mensagem com o contetido que vocé quisesse.
Niao demorou muito para que ela passasse a tweetar abobrinhas sobre Hitler, ente outras
nojeiras propagadas pela humanidade na internet.” (MULLER, Leonardo. Tay: Twitter
conseguiu corromper a IA da Microsoft em menos de 24 horas. Tecmundo. Brasil, 24 mar
2016. Disponivel em: https://www.tecmundo.com.br/inteligencia-artificial/102782-tay-
twitter-conseguiu-corromper-ia-microsoft-24-horas.htm Acesso em: 25 nov. 2021).

36 Alto indice de apoio popular 4 implantagio de medidas como pena de morte, por exemplo.
(57% dos brasileiros sdo favoraveis a pena de morte, diz pesquisa. Da redacdo. Veja. Brasil.
Séo Paulo, 8 jan. 2018. Disponivel em: https://veja.abril.com.br/brasil/57-dos-brasileiros-sao-
favoraveis-a-pena-de-morte-diz-pesquisa/. Acesso em: 25 nov. de 2021).
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3.2 A importiancia da delegabilidade das fases do ciclo de policia no
desenvolvimento de IA aplicadas ao poder de policia

O entendimento®” do Superior Tribunal de Justica (STJ) quanto a
delegabilidade do ciclo de policia era pela impossibilidade de delegagdo das
fases de ordem e sancdo, uma vez que estas derivam do poder de coer¢dao do
poder publico. Porém, este posicionamento foi ampliado®®, no final do ano de
2020, pelo Supremo Tribunal Federal (STF), que firmou a tese de que:

37 “ADMINISTRATIVO. PODER DE POLICIA. TRANSITO. SANCAO PECUNIARIA
APLICADA POR SOCIEDADE DE ECONOMIA MISTA. IMPOSSIBILIDADE. [...] 2. No
que tange ao mérito, convém assinalar que, em sentido amplo, poder de policia pode ser
conceituado como o dever estatal de limitar-se o exercicio da propriedade e da liberdade em
favor do interesse publico. A controvérsia em debate ¢ a possibilidade de exercicio do poder
de policia por particulares (no caso, aplicagdo de multas de transito por sociedade de economia
mista).

3. As atividades que envolvem a consecucdo do poder de policia podem ser sumariamente
divididas em quatro grupos, a saber: (i) legislagdo, (ii) consentimento, (iii) fiscalizagdo
e (iv) sangdo.

4. No ambito da limitagdo do exercicio da propriedade e da liberdade no transito, esses grupos
ficam bem definidos: o CTB estabelece normas genéricas e abstratas para a obtengdo da
Carteira Nacional de Habilitacdo (legislagdo); a emiss@o da carteira corporifica a vontade do
Poder Publico (consentimento); a Administragdo instala equipamentos eletrénicos para
verificar se ha respeito a velocidade estabelecida em lei (fiscalizagdo); ¢ também a
Administrag@o sanciona aquele que ndo guarda observancia ao CTB (san¢#o).

5. Somente os atos relativos ao consentimento e a fiscaliza¢io sio delegaveis, pois aqueles
referentes a legislagdo e a sancio derivam do poder de coer¢do do Poder Publico.

6. No que tange aos atos de san¢ao, o bom desenvolvimento por particulares estaria, inclusive,
comprometido pela busca do lucro - aplicagdo de multas para aumentar a arrecadagdo.” (STJ —
REsp: 817.534 MG 2006/0025288-1, Relator: Ministro Mauro Campbell Marques, Data do
Julgamento: 10/11/2009, T2 — Segunda Turma, Data de Publicagdo: DJe 10/12/2009) grifou-
se.

38 «7_ As estatais prestadoras de servigo publico de atuagio propria do Estado e em regime nio
concorrencial podem atuar na companhia do atributo da coercibilidade inerente ao exercicio do
poder de policia, mormente diante da atragdo do regime fazendario. 8. In casu, a Empresa de
Transporte ¢ Transito de Belo Horizonte — BHTRANS pode ser delegataria do poder de
policia de transito, inclusive quanto a aplicacdo de multas, porquanto se trata de estatal
municipal de capital majoritariamente publico, que presta exclusivamente servigo publico de
atuagd@o propria do Estado e em regime ndo concorrencial, consistente no policiamento do
transito da cidade de Belo Horizonte.” (STF — RE:633.782 MG, Relator: Ministro Luiz Fux,
Data de Julgamento: 26/10/2020, Tribunal Pleno, DJe-279 25/11/2020) grifou-se.
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E constitucional a delegagio do poder de policia, por
meio de lei, as pessoas juridicas de direito privado,
integrantes da Administracdo Publica indireta de
capital social majoritariamente publico que prestem
exclusivamente servigo publico de atuagdo propria
do Estado e em regime nao concorrencial. (Recurso
Extraordinario 633.782 Minas Gerais)

Entender as possibilidades de delegacdo das fases do ciclo de policia
permite & Administragdo Publica tracar estratégias de alocacdo de recurso no
desenvolvimento préprio, ou aquisi¢do, de sistemas de inteligéncia artificial
somente para as partes do ciclo indelegaveis, promovendo economia de
recursos € tempo, uma vez que a iniciativa privada possui forte tendéncia a se
desenvolver de forma mais célere e menos custosa. Caberia ao Estado manter
o controle das métricas utilizadas pelos entes publicos e privados delegatarios,
seja no desenvolvimento, seja na utilizacdo cotidiana das plataformas
tecnologicas. A atuacdo estatal seguird no rumo de garantir que ndo haja
enviesamento dos algoritmos utilizados por aqueles que participam do ciclo de
policia, seja pessoa de direito publico ou privado, evitando violagdo de direitos
e garantias e cometimento de crimes.

4. A inteligéncia artificial no poder de policia, os riscos da utilizaciio e a
necessidade de regulamentacio.

E valido ressaltar que, independentemente da fase do ciclo de policia
na qual houver a utilizagdo da inteligéncia artificial, é essencialmente
necessario se observar os principios basilares da Administracdo Publica,
objetivando a manuten¢do de direitos e prerrogativas dos individuos. Nao ¢
possivel se adotar um discurso utilitarista para relativizar o enviesamento da
IA, uma vez que o Estado deve agir em prol da coletividade, respeitando as
minorias e a dignidade da pessoa humana. A publicidade de algoritmos, para o
escrutinio publico, a preservacao de dados pessoais e forma de utilizagdo destes
sdo alguns dos pontos que devem ser observados rotineiramente, para garantir
a legalidade, moralidade e impessoalidade do instrumento ora abordado. O
desrespeito a esses limites impostos pela Constituicdo Federal de 1988 e leis
infraconstitucionais pode ensejar na inutilizacdo de sistemas altamente
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complexos e custosos para a Administragdo Publica, -contrariando,
frontalmente, o principio da eficiéncia publica. As consequéncias vao de
simples desligamento® de cdmeras em uma linha de metrd até liberagio™ de
pessoas que, embora apresentassem em suas condutas tipicidade e ilicitude,
tiveram suas prisdes fundamentadas em provas colhidas irregularmente.

O Instituto Igarapé e o Data Privacy Brasil Research, alertas as questdes
éticas relativas ao uso da IA ao reconhecimento facial no setor publico,
elaborou documento propositor de regulacdo e de convite a reflexdo sobre a
utilizagdo do reconhecimento. Sdo elencados no estudo os principios
fundamentais ao embasamento de arcabouco tedrico para o debate no tema:
seguranca da informacgdo, ndo-discriminagdo, necessidade, finalidade e
transparéncia.

Assim, partiram das indagagdes abaixo relacionadas para formulagao
de uma analise critica a partir da experiéncia de outros paises*':

39 «A tecnologia vai avangar e deve ser adotada cada vez em mais segmentos, levantando questdes
relacionadas a ética dos algoritmos e a privacidade dos cidaddos. Um exemplo disso ja
aconteceu na ViaQuatro, responsavel pela Linha Amarela do Metr6 de Sao Paulo. Teldes que
exibiam anuncios e monitoravam reacées das pessoas tiveram que ser desativadas
justamente por falta de transparéncia no uso de dados. Para a Justica, ndo ficou clara a
exata finalidade da captacio das imagens e a forma como os dados sio tratados pela
concessionaria. Se ndo houver cuidado, o uso de tecnologias de inteligéncia artificial pode ter
o mesmo destino das cameras dos painéis da ViaQuatro, que seguem desligadas.” grifou-se
(AGRELA, Lucas. Inteligéncia artificial comeca a chegar a seguranga Publica. Exame [online],
Sao Paulo, 10 jul. 2019. Tecnologia. Disponivel em:
https://exame.com/tecnologia/inteligencia-artificial-comeca-a-chegar-a-seguranca-publica/
Acesso em: 25 nov. 2021).

0“0 uso de algoritmos enviesados no policiamento niio apenas onera aqueles tidos como
“falsos positivos”, como, ainda, contamina os “verdadeiros positivos”. Para criar uma
ferramenta legal eficiente contra a acdo policial discriminatéria, deveria ser oferecida a defesa
a possibilidade de contestar uma condenagdo decorrente de um policiamento tendencioso, com
uma regra especifica de ndo admissibilidade da prova (exclusionary rule), protegendo os
“verdadeiros positivos” contra o uso de provas maculadas.” (GLESS, Sabine. Policiamento
preditivo: em defesa dos "verdadeiros-positivos". Tradugdo de Heloisa Estellita e Miguel Lima
Carneiro. Revista Direito GV, Sdo Paulo, v. 16, n. 1, jan./abr. 2020. Disponivel em:
https://bibliotecadigital.fgv.br/ojs/index.php/revdireitogv/article/view/81697/77918.  Acesso
em: 21 de nov. 2021) grifou-se.

“INSTITUTO IGARAPE; DATA PRIVACY BRASIL RESEARCH. Regulagio do
Reconhecimento Facial no Setor Publico: avaliagdo de experiéncias internacionais. [S.I]. Rio
de Janeiro, jun. 2020. Disponivel em: https://igarape.org.br/wp-content/uploads/2020/06/2020-
06-09-Regulagdo-do-reconhecimento-facial-no-setor-publico.pdf. Acesso em: 20 nov. 2021.
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Finalidade: Como os documentos e legislagdes
analisados justificam a regulacdo dos sistemas de
reconhecimento facial? Ha alguma mencao expressa
sobre as finalidades autorizadas ou proibidas?
Necessidade: Quais s3o os limites impostos aos
sistemas de reconhecimento facial? Quais sdo os
protocolos de uso desses sistemas?

Transparéncia: Existe alguma previsdo de politica
de transparéncia e comunicagdo aos cidaddos sobre o
uso dos sistemas de reconhecimento facial?
Seguranca: Existe algum incentivo para a utilizacao
de medidas técnicas para a protecdo dos dados
coletados pelos sistemas de reconhecimento facial?
Existe alguma disposi¢do expressa sobre o periodo de
retencao desses mesmos dados?
Nao-discriminaciao: Existe algum cuidado ou
mengdo sobre o risco de viés social no uso de
sistemas de reconhecimento facial? Existe a previsao
da realizacdo de avaliagdes de impacto social desses
mesmos sistemas?

As respostas as experiéncias abordadas variam de pais a pais. E, por
vezes, variam nas legislagdes internas dos entes que compdem cada estado-
nacdo. Alguns estados dos Estados Unidos, por exemplo, vedam a utilizagdo da
tecnologia por ndo se encontrar o debate maduro quanto as repercussdes da
implementacdo, enquanto outros regulamentam o emprego.

No Brasil, hé projetos de lei especificos em tramitacdo no congresso,
nas casas legislativas estaduais e municipais. Encontra-se uma diversidade
legislativa grande nas motiva¢des das proposituras sobre o subtema IA e
reconhecimento facial; certos projetos se reportam a ampliagao do uso, caso do
Projeto de Lei Federal n.° 572/2021, para facilitar o encontro de desaparecidos,
outros tantos visam a utilizacdo mais ostensiva & seguranca publica e outros
campos administrativos. Por outro lado, ha projetos que visam a prote¢do do
usuario e mesmo a vedagdo de utilizagdo. Cita-se o projeto de Lei n.® 824/2021,
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do municipio do Rio de Janeiro, que dispde sobre a proibicdo do uso de
tecnologias de reconhecimento facial pelo poder publico municipal.

Destaca-se, por sua vez, na tematica geral da IA, o projeto de Lei
Federal n. ©21/2020, de autoria do deputado Eduardo Bismarck, que estabelece
principios, direitos e deveres para o uso da inteligéncia artificial no Brasil e se
encontra em tramitagdo de urgéncia. Contudo, tal proposi¢do tem carater mais
programatico, de definicdes gerais sobre o tema, pois ndo had previsdo de
sancdes, remete a regulacdes internacionais inexistentes e ndo confere
prerrogativas claras as atribui¢des de cada ente. Criticando o pouco espago dado
aos especialistas e as imprecisdes do projeto*’, Dora Kaufman, professora do
TIDD PUC - SP, estatuiu: “o Projeto de Lei ¢ um “ndo-Projeto de Lei” se
tomarmos como referéncia a Unica proposta similar, a ja citada AIA da
Comissao Europeia (com 108 paginas) [...]”. Em uma simples leitura ao projeto,
¢ possivel perceber que surgem mais indagagdes do que respostas as questdes
das garantias aos direitos fundamentais individuais e coletivos, bem como ndo
demarca as formas de uso.

Por mais que exsurjam projetos em diversos entes, pela relevancia
temadtica e correlacdo com direitos que devem ser nacionalmente protegidos de
forma uniforme, ¢ importante a regulacdo federal da IA, seja por meio de
legislagdes gerais realizadas com o cuidado necessario & consecucdo do fim
publico de protecdo aos direitos fundamentais — e em compasso com leis e
proposituras internacionais — seja pela atuacdo de 6rgdo publico ou agéncia
reguladora que acompanhe a area que, pela sua propria natureza, sempre estara
em constante evolugao.

As disposicdes normativas na Lei Geral de Prote¢do de Dados (LGPD),
Lein.® 13.709, de 14 de agosto de 2018, atualizada pela Lein.® 13.853, de 2019,
demonstram um avango, mas ndo atendem ao universo complexo das
aplicagdes da IA pela Administragdo Publica.

Ora, por mais que se elucubre todos os riscos da IA aplicada de forma
indiscriminada pela administragdo, desde a forma de realizagdo/consulta de
armazenamento de dados a falta de transparéncia de algoritmos, dentre as
possibilidades de uso pela administragdo, a atuagdo estatal que fiscaliza,

*2 KAUFMAN, Dora. Inteligéncia artificial e as idiossincrasias do Poder Publico brasileiro.
Epoca Negocios [online]. Séo Paulo, 09 jul. 2021. Disponivel
em:https://epocanegocios.globo.com/colunas/IAgora/noticia/2021/07/inteligencia-artificial-e-
idiossincrasias-do-poder-publico-brasileiro.html. Acesso em: 20 nov. de 2021.
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ordena, consente e sanciona a esfera privada tem o potencial lesivo a direitos
fundamentais de forma muito cristalina, sobretudo quando consubstancia atos
decisorios do agente publico.

Portanto, a discussdo principioldgica relacionada ao reconhecimento
facial pode ser enxergada em todos os aspectos da utilizagdo da IA ao poder de
policia, pois além dos perigos correspondentes ao uso do reconhecimento facial
pelos agentes publicos, que podem resultar em discriminagdo de individuos ou
violacdo do direito a privacidade, em outras searas do poder de policia ¢
possivel enxergar nitidamente o potencial violador: modelos que preveem
fraudes podem causar impactos a direitos individuais; a inteligéncia artificial
aplicada no transito pode causar acidentes; o mapeamento aéreo atrelado a
modelos de IA pode expor comunidades indigenas, violando direitos®, ou o
vazamento de informagdes relacionadas ao &mbito intimo devido as tecnologias
cada vez mais avancadas de geoprocessamento residencial e integradas a outros
sistemas por IA; as avaliagdes tributarias podem gerar langamentos e sangdes
administrativas ponderando pregos de servico e de mercadorias em
desconsideragdo com particularidades mercadologicas e da transagdo; licencas
e alvaras podem ser concedidos com base em certificados de multiplos 6érgaos
obtidos por IA sem o conhecimento humano da realidade dos locais ou de
outras caracteristicas relativas a solicitacdo do ato administrativo.

E preciso avancar ndo apenas na parte legislativa, mas no treinamento
humano na valoragdo das informagdes recebidas e nas deliberagdes sobre até
onde o sistema pode ir, em seus mecanismos de aprendizado de maquina, sem
a intervencao e a validagdo humana.

Conclusoes

A inteligéncia artificial representa um avanco a eficiéncia do atuar da
Administracdo Publica. Ao poder de policia, se vislumbra o uso da IA como
um instrumento de exceléncia as atividades de consentimento, fiscalizacao e
san¢do. No entanto, é possivel a aplicacdo em todas as fases do exercicio do
poder, uma vez que mesmo na produgdo legislativa, de ordenacdo, pode ser

“ INSTITUTO IGARAPE; DATA PRIVACY BRASIL RESEARCH. Regulagio do
Reconhecimento Facial no Setor Publico: avaliagdo de experiéncias internacionais. [S.I]. Rio
de Janeiro, jun. 2020. Disponivel em: https://igarape.org.br/wp-content/uploads/2020/06/2020-
06-09-Regulacdo-do-reconhecimento-facial-no-setor-publico.pdf. Acesso em: 20 nov. 2021.
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utilizada como instrumento auxiliar, sobretudo porque a IA ¢ util para a procura
de experiéncias internacionais legislativas que possam consubstanciar as
normas patrias, bem como ¢é utilizada cada vez mais frequentemente as
pesquisas sociais - ¢ pesquisas das dindmicas sociais devem ser um dos
principais parametros a produgao legislativa.

E possivel enxergar diversas vantagens & analise de comportamentos, a
sistematizacdo de dados e a eficiéncia geral de resultados obtidos em relagdo
aos erros humanos na operagdo das mesmas tarefas. No reconhecimento facial
criminal por material fotografico sem utilizacdo da IA, por exemplo, 83% dos
identificados injustamente em catalogos eram negros**. E dificil vislumbrar um
cendrio de tantos erros a identificacdo — que atingiram intensamente a dignidade
da pessoa humana — com o uso bem abalizado da IA.

No entanto, diversas outras peculiaridades da utilizacdo da IA precisam
ser pensadas e repensadas ao poder de policia. E preciso que se atinja o maximo
de eficiéncia a administragdo sem abandonar a protecao aos direitos individuais
fundamentais, com o direito a privacidade e a liberdade inerentes. Para tanto,
precisam ser consideradas a finalidade e a motivacdo da utilizagdo, a
necessidade do mecanismo, a transparéncia dos processos e algoritmos, a
seguranca na protecdo dos dados e a ndo-discriminagao de individuos.

Assim, apesar da relevancia do tema, a producao legislativa ainda ¢é
timida. No entanto, o sistema juridico brasileiro ndo desprotege por completo
o cidaddo na implementacdo de sistemas IA, uma vez que os principios e
normas constitucionais sao aplicaveis ao uso da inteligéncia artificial, assim
como as protecdes principioldgicas consagradas e as finalidades descritas na
Lei Geral de Protecdo de Dados (LGPD).

Dessa forma, ndo obstante o exercicio do poder de policia pelos agentes
administrativos contar com a previsibilidade legal da LGPD fora dos temas
relativos a seguranca publica (excetuada tal aplicabilidade pelo art. 4 ° da
propria lei), a protegd@o legislativa se encontra no mesmo estagio de regulacdo
de outras atividades da Administragdo Publica versus inteligéncia artificial, isto
¢, ndo ha diploma legal que parametrize de forma qualitativa os empregos da

#4839 dos presos injustamente por reconhecimento fotografico no Brasil sdo negros. [S.1.] O
Globo [online]. Fantastico exclusivo. Rio de Janeiro, 21 fev. 2021. Disponivel em:
https://gl.globo.com/fantastico/noticia/2021/02/21/exclusivo-83percent-dos-presos-
injustamente-por-reconhecimento-fotografico-no-brasil-sao-negros.ghtml. Acesso em: 15 dez.
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IA e o atuar dos agentes publicos para prote¢do aos direitos individuais e
coletivos dos administrados face ao poder de policia da administragdo.

Em conclusio, € preciso que se progrida — se ndo em compasso com as
novas tecnologias e usos, pois a legislacdo quase sempre ndo ¢ preditiva dos
problemas da “vida” e o ritmo da IA reflete uma cadéncia bastante veloz — de
forma mais célere do que as construgdes de protecdes administrativo-
constitucionais de outrora. Apenas com amplo debate publico e esforcos
juridicos coletivos e continuos serd possivel adequar a aplicagcdo da IA com o
bem-estar social a que se propde ndo apenas a aplicagdo ideal do poder de
policia, mas a concep¢do moderna de estado que se confunde com a finalidade
do proprio poder.
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Introducio

Saude, seguranca, educagdo, telecomunicagdes, agricultura, pecudria,
mobilidade, comércio e hotelaria sdo apenas algumas das industrias ja
profundamente afetadas pelo uso da Inteligéncia Artificial (IA)>. A lista de

! Texto originalmente publicado em inglés: COIMBRA, Elisa Mara; LOBO, Flavio Luiz Aguiar.
Public foment for innovation in artificial intelligence: an assessment based on technological
data from patents. International Journal of Digital Law, Belo Horizonte, v. 2, n. 3, set./dez.
2021.

2 CORVALAN, Juan G. Inteligencia Artificial GPT-3, PretorIA y oraculos algoritmicos en el

Derecho. International Journal of Digital Law, Belo Horizonte, ano 1, n. 1, p. 11-52, jan./abr.
2020.
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segmentos em transformacao ¢ extensa e tende a crescer, atingindo também os
servicos publicos, a gestdo da coisa publica e as demais atividades
desenvolvidas em todas as esferas de poder (Executivo, Legislativo e
Judiciario)’, razio pela qual este trabalho volta-se ao estudo do planejamento
estatal e as politicas de fomento para o desenvolvimento dessa tecnologia no
Brasil.

Sua importancia decorre, entre outros aspectos, do fato de a A ser uma
tecnologia facilitadora chave, ou seja, um mecanismo que revela utilidade para
diferentes areas do conhecimento, pois pode interagir com muitas outras e ter
aplicagdes diferenciadas®.

Além disso, muitos sdo os estudos que relacionam inovagdo e
desenvolvimento econdmico’. Portanto, caso a Politica Nacional de Inovagdo —
Decreto n.° 10.534/2020 — desconsiderasse a realidade da IA, provavelmente
em poucos anos a economia nacional acumularia uma enorme soma de perdas
relacionadas as transagdes econdmicas ndo concretizadas.

Nessa linha, tendo em vista os principios, eixos, objetivos e diretrizes
estabelecidas pela Politica Nacional de Inovacao, o atual Ministério da Ciéncia,
Tecnologia e Inovacdes (MCTI) elencou, nos termos da Portaria MCTIC n.°
1.122/2021, a IA como uma tecnologia habilitadora, sugerindo prioridade no
que toca ao fomento do seu desenvolvimento em territorio nacional pelo Poder
Executivo.

Nesse contexto, o governo brasileiro divulgou uma politica de fomento
para a inovacdo em IA, materializada na Estratégia Brasileira de Inteligéncia
Artificial (EBIA) — Portaria MCTI n.° 4.617/2021 (alterada pela Portaria MCTI

3 FIGUEIREDO, Carla Regina Bortolaz de; CABRAL, Flavio Garcia. Inteligéncia artificial:
machine learning na Administragdo Publica. International Journal of Digital Law, Belo
Horizonte, anol, n.1, p.79-95, jan./abri.2020.

* AMERICA, Start-up Latin. National Intellectual Property Systems, Innovation and Economic
Development With perspectives on Colombia and Indonesia. 2014.

5 Vide as contribui¢des de: DAHLSTRAND, Asa Lindholm; STEVENSON, Lois. Innovative
entrepreneurship policy: linking innovation and entrepreneurship in a European context.
Annals of Innovation & Entrepreneurship,v. 1,n. 1, p. 5602, 2010; PASCAL, Andre. Science,
technology and industry outlook. OECD, 2001; ROSENBERG, Nathan (Ed.). Studies on
Science and the Innovation Process. Selected Works by Nathan Rosenberg. World Scientific,
2009; KLINE, Stephen J.; ROSENBERG, Nathan. An overview of innovation. Studies On
Science and the innovation process: Selected Works of Nathan Rosenberg. 2010. p. 173-203;
HUDSON, John; MINEA, Alexandru. Innovation, intellectual property rights, and economic
development: a unified empirical investigation. World Development, v. 46, p. 66-78, 2013.
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n.° 4.979/2021) — que incluiu entre seus objetivos: (a) a promocdo de
investimentos sustentados em pesquisa e desenvolvimento em IA; (b) a
remogdo de barreiras a inovagdo em IA; (iii) a capacitacdo e a formacdo de
profissionais para o ecossistema da IA; (iv) o estimulo & inovagdo e ao
desenvolvimento da IA brasileira em ambiente internacional, e; (v) a promog¢ao
de um ambiente de cooperagdo entre entes publicos e privados, industrias e
centros de pesquisas para desenvolvimento da IA no Brasil.

Levando em consideracdo tais elementos, por um raciocinio indutivo,
este trabalho apresenta a premissa inicial (hipétese) de que existe um grande
desafio para a politica de incentivo a inteligéncia artificial, relacionado a
endogenizagdo ou interiorizagdo do processo produtivo relacionado a
inteligéncia artificial, em que pese os esforcos realizados até o momento. Em
outras palavras, existe um desafio em transformar uma ideia inovadora em
produto, de modo que o efetivo desenvolvimento e a produgdo tecnoldgica
ocorram dentro do territdrio nacional, solucionando problemas genuinamente
nacionais e/ou maximizando riqueza para o pais e empregando profissionais
mais qualificados e mais bem remunerados.

De acordo com o Manual de Estatisticas de Patentes®, as patentes sdo
um dos poucos indicadores de output relacionados a tecnologia e a performance
econdmica, além de provavelmente o mais usado. Ainda segundo o Manual, as
patentes podem ser utilizadas como mecanismos para mapear certos aspectos
da dindmica do processo inovativo, tais como aqueles relacionados a
cooperacdo na pesquisa e ao nivel de difusdo tecnoldgica entre industrias e
paises.

Desse modo, ao longo do trabalho serdo analisados dados tecnolégicos
de patentes para, ao final, ser apresentada, a titulo de conclus@o, uma construgao
teorica resultante das inferéncias extraidas desses dados analisados. Isso
porque, considera-se que os dados relacionados a patente sdo muito
representativos, pois € o indicador tecnoldgico mais utilizado para medir a
inovagdo nacional’. Além disso, serio utilizados dados provenientes da
literatura especializada sobre o tema para complementar a analise, permitindo,

8 OECD. Patent Statistics Manual. 2 ed. Paris: OECD Publishing, 2009.

7 Vide: OECD/Eurostat. Oslo Manual: Guidelines for Collecting, Reporting and Using Data on
Innovation. 4 ed. Paris/Eurostat, Luxembourg: OECD Publishing, 2018; OECD. Manual de
Oslo: Diretrizes para coleta e interpreta¢do de dados sobre inovagdo. 3 ed. Trad. Rio de
Janeiro: Finep, 2005.
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assim, uma constru¢do teérica mais robusta.

Desde ja, reconhece-se que este tipo de metodologia encontra amparo
na Grounded Theory, teorizada por Kathy Charmaz®, que ensina como construir
uma reflexdo a partir de dados empiricos, cuja abordagem pode ser
complementada por regras de inferéncia de Lee Epstein e Gary King’, definidas
pelos autores como o aprendizado de fatos que ndo conhecemos pelo uso de
fatos conhecidos.

Ainda segundo Lee Epstein e Gary King'’, a recomendacio por coletar
a maior quantidade de dados ndo ¢ incompativel com a possibilidade de serem
utilizados métodos mais facilitados de fazé-la, haja vista que a tarefa mais
especializada de um pesquisador empirico esta relacionada ao processo de fazer
as inferéncias.

Para tal, em se tratando de dados relacionados a patentes serdo adotadas
as informacdes disponiveis na plataforma patentscope, apoiada pela
Organizagdo Mundial de Propriedade Intelectual (WIPO). A escolha se justifica
porque sua série historica ¢ robusta e abrangente internacionalmente em
comparacdo com outras, devido ao esforco da WIPO em organizar esta
plataforma.

A importancia da andlise deste trabalho relaciona-se em dar subsidios
para a formulagdo de politicas publicas brasileiras mais eficientes, dado que,
diante das infinitas possibilidades de realizar a atividade de fomento, algumas
alcangardo resultados mais proximos daqueles objetivos inicialmente
projetados. Desse modo, quanto mais varidveis da realidade forem conhecidas,
melhor. Neste aspecto, a contribuicdo deste trabalho ¢ apresentar alguns dados
tecnoldgicos e inferéncias a partir deles para contribuir com um fomento em Al
mais estruturado, eis que esta atividade estatal pode ser definida como:

toda atividade administrativa intervencionista,
positiva ou negativa, que visa, de modo ndo
coercitivo, induzir, instigar, provocar, promover,

8 CHARMAZ, Kathy. 4 construg¢ido da teoria fundamentada: guia prdtico para andlise
qualitativa. Bookman Editora, 2009.

® EPSTEIN, L.; KING, G. 2013. Pesquisa empirica em direito: as regras de inferéncia. Vérios
Tradutores. Sao Paulo: Direito GV.

'YEPSTEIN, L.; KING, G. 2013. Pesquisa empirica em direito: as regras de inferéncia. Vérios
Tradutores. Sao Paulo: Direito GV.
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proteger, propulsar, incentivar, abrigar, dirigir,
impulsionar ou fomentar direta, imediata e
concretamente a iniciativa privada e, até mesmo,
outros entes ou 6rgaos administrativos, para tomadas
de decisdes de setores especificos que tenham como
objetivo que determinados interesses publicos sejam
atendidos por meio de atividades em favor de toda a
coletividade, desafogando a estrutura daquele que o
realiza e almejando o desenvolvimento ou progresso
econdmico ou social, suprindo eventuais deficiéncias
existentes de forma temporaria e transitoria, como
forma de alcangar objetivos previstos na Constituicao
e efetivar direitos fundamentais."'

Em suma, diversas sdo as possibilidades de uma atividade estatal
estimulativa. No entanto, a eficiéncia da medida vai depender em muito de
elementos do real, razdo pela qual precisam ser estudados a partir de dados
empiricos, objeto desta pesquisa.

1. A complexidade da inovacdo, em especial quando associada a
inteligéncia artificial e a0 marco legal

Jan Fagerberg (2004), ao discorrer sobre o fendmeno da inovagdo, ndo
o considera como um fenémeno recente, associando-o a natureza humana de
pensar na solucdo de problemas e implementar solu¢des. No entanto, a
inovagdo atrai a atencao dos académicos por um periodo relativamente recente,
de modo que os primeiros estudos sobre a inovacdo como um campo de
pesquisa separado surgem na década de 1960'%, embora estranhos a disciplinas

" Ver defini¢do de André Saddy em: SADDY, André; SOUSA, Horacio Agunsto Mendes;
RODOR, Fernanda Medeiros e Ribeiro. Direito Publico das Startups: uma nova governanga
publico-privada nas parcerias administrativas entre o Estado e as entidades de tecnologias e
inovagdo. 2. ed. Rio de Janeiro: CEEJ, 2021, p. 69 ¢ 70.

'2 Antes disso, por exemplo, Karl Marx (2010) debrugou-se a estudar o progresso técnico, embora
de modo tangencial a tematica principal da explora¢do do trabalho, associando-o com o
aumento de produtividade e o incremento de mais-valia. Tais conceitos foram posteriormente
retomados na teoria Schumpeteriana.
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e Universidades de maior prestigio'.

Ocorre que a inovagdo ¢ um fenomeno complexo, pois envolve dois
conjuntos de for¢as que interagem entre si de forma imprevisivel e repentina: o
mercado e o progresso cientifico-tecnologico'*. Ambos se associam e
interagem visando a produzir novos produtos/processos/outros'> com baixo
custo e alta aceitacdo mercadologica, de modo que a consequéncia de todo o
processo seja o crescimento econdmico, rompendo, assim, com ciclos
econdmicos anteriores relacionados a outra inovagdo prévia. Segundo Kline e
Rosenberg'®, o processo de inovagio ¢ um exercicio de gerenciamento e
reducdo de incertezas, ndo apenas do ponto de vista da performance técnica,
mas também da resposta do mercado e da sociedade empresaria em absorver e
efetivamente utilizar o “novo” !’. Fato é que essa correlagdo entre mercado,
tecnologia e inovagdo varia de caso a caso, a depender de cada uma dessas
variaveis.

Além de descrever os ndés do processo de inovacdo, Kline e
Rosenberg'® indicam alguns fatores criticos para que o processo de inovagio
ocorra, de modo que a superacdo de cada um deles tenha a sua relevancia para
alavanca-lo. Entre eles destacam-se a dificuldade de lidar com (a) os custos de
desenvolvimento da inovagdo, os quais implicam uma ameaca para capacidade
da sociedade empresdria em se reorganizar em torno da inovagdo; (b) a
resisténcia as inovagdes radicais, especialmente daqueles que trabalham com
as tecnologias dominantes do momento; (c) os riscos financeiros de recuperar

' FAGERBERG, Jan. Innovation: a guide to the literature. In: Fagerberg J., Mowery DC, Nelson
RR (org.). Oxford handbook of innovation. New York: Oxford University Press, 2004. p. 1-26.

4 KLINE, Stephen J.; ROSENBERG, Nathan. An overview of innovation. Studies on Science
and the Innovation Process: Selected Works of Nathan Rosenberg. 2010. p. 173-203.

'S Essa constante resisténcia no texto em indicar categoricamente o contetido da inovagio reflete
uma tendéncia ampliativa do conceito que ora englobava apenas produto e processo, mas,
agora, ja passa a englobar outras categorias tais como inova¢des ndo tecnoldgicas
(organizacional e de marketing), reproduzida na evolugdo das edi¢des do Manual de Oslo
(OECD, 2006 e OECD/Eurostat, 2018).

16 KLINE, Stephen J.; ROSENBERG, Nathan. An overview of innovation. Studies on Science
and the Innovation Process: Selected Works of Nathan Rosenberg. 2010. p. 173-203.

17 para melhor entender o fendmeno da disrupcdo, vide SADDY, André; CHAUVET, Rodrigo
da Fonseca; DA SILVA, Priscila Menezes (Coord). Aspectos Juridicos das Novas Tecnologias
(Inovagées) Disruptivas. Rio de Janeiro: Lumen Juris, 2019.

13 KLINE, Stephen J.; ROSENBERG, Nathan. An overview of innovation. Studies on Science
and the Innovation Process: Selected Works of Nathan Rosenberg. 2010. p. 173-203.
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o investimento e; (d) o desenvolvimento de algo “novo” que seja superior do
ponto de vista da performance e, ao mesmo tempo, desejavel pelos
consumidores, que ainda ndo conhecem o produto, ou seja, trabalha-se com
expectativas futuras ainda inexistentes'”.

Neste contexto, faz-se necessario reconhecer a importancia do fomento
dentro do sistema de inovagdo nacional®, visando exatamente a superar 0s nos
da inovagdo — alguns indicados acima por Kline e Rosenberg®' —, os quais, em
paises em desenvolvimento, se amplificam. Por isso, as atividades de fomento™
tém previsio normativa no texto da CRFB*, em especial no art. 174

Registra-se ainda que, posteriormente ao dispositivo indicado acima,
foi criado o marco legal de inovagdo™, associado a promulgagdo da Lei n.°
10.973/2004, a primeira a sistematizar os instrumentos da politica de inovagao
com a regulamentacdo dos seus respectivos regimes juridicos, bem como a
atribui¢do de papéis institucionais a diferentes atores publicos e privados
envolvidos no processo de inovac;r?lo25 . Assim, o Estado, comprometido ndo sé

19 KLINE, Stephen J.; ROSENBERG, Nathan. An overview of innovation. Studies on Science
and the Innovation Process: Selected Works of Nathan Rosenberg. 2010. p. 173-203.

2 Sobre sistemas nacionais de inovagio vide: FREEMAN, Christopher. Technological
infrastructure and international competitiveness. Industrial and Corporate Change, v. 13,n. 3,
p. 541-569, 2004; LUNDVALL, Bengt-Ake. The Learning Economy and Economics of Hope.
London: Anthem Press, 2016. A titulo de aprofundamento, citam-se como desdobramento das
teorizagdes sobre os sistemas nacionais de inovagdo, as teses sobre os sistemas regionais de
inovacdo na década de 1990 e os conceitos de sistema tecnologico e de sistema setorial de
inovagao.

2l KLINE, Stephen J.; ROSENBERG, Nathan. An overview of innovation. Studies on Science
and the Innovation Process: Selected Works of Nathan Rosenberg. 2010. p. 173-203.

22 A atividade de fomento exercida pelo Estado pode ocorrer de vérias formas, vide definigio de
André Saddy em: SADDY, André; SOUSA, Horacio Agunsto Mendes; RODOR, Fernanda
Medeiros e Ribeiro. Direito Publico das Startups: uma nova governanga publico-privada nas
parcerias administrativas entre o Estado e as entidades de tecnologias e inovagdo. 2. ed. Rio
de Janeiro: CEEJ, 2021, p. 69 ¢ 70.

23 BRASIL. Constitui¢do da Republica Federativa do Brasil, de 05 de outubro de 1988.
Disponivel em: http://www.planalto.gov.br/ccivil_03/constituicao/constituicao.htm. Acesso
em: 19 jul. 2021.

24 Tal marco de inovagio poderia ser conhecido como o marco legal do fomento a inovagéo, uma
vez que predominantemente trata do tema fomento.

25 Acrescenta-se que, apenas posteriormente a Lei n.° 10.973/2004, é que foi promulgada a
Emenda Constitucional n.° 85/2015, a qual alterou e adicionou dispositivos a Constitui¢ao
Federal de 1988, a fim de atualizar o tratamento das diversas atividades de ciéncia, tecnologia
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com a promocdo e o incentivo ao desenvolvimento cientifico, a pesquisa, a
capacitacado cientifica e tecnologica, mas também com a promogao e o incentivo
a inovacgdo, passou a se ocupar do estimulo a articulacdo entre os entes, tanto
publicos quanto privados, nas diversas esferas de governo.

Além disso, o atual modelo de fomento a inovacao ndo se compatibiliza
com a adogio de medidas protecionistas’® como as estabelecidas em outros
momentos historicos. Nesse contexto surge a recente Lei da Liberdade
Econdmica (Lei n.° 13.874/2019)*", a qual, ilustrativamente, em seu artigo 4°
estabelece, entre outras medidas, a proibi¢do de criacdo de reservas de mercado
e a proibigdo de enunciados que impegam a entrada de novos competidores™.

Desse modo, considerando a diversidade dos institutos de fomento a
inovagio® trazidos pelo marco legal de inovagdo, os limites de atuagdo da
Administracdo Publica (a exemplo da Lei da Liberdade Econdmica) e as
proprias peculiaridades da drea de conhecimento da IA, foram necessarias
tragar diretrizes especificas que contemplassem esses principais aspectos.

A Portaria MCTIC n.° 1.122/2021, ao definir as prioridades
relacionadas aos projetos de pesquisa e desenvolvimento de tecnologias e
inovagdes, para o periodo 2020 a 2023 no Brasil, indicou a IA como uma das

¢ inovagdo, explicitando, por conseguinte, a fungdo estratégica da politica de inovagdo, como
se v€ na alteragdo da redagao do artigo 2016 e inclus@o de seu paragrafo sexto.

2% MAZZOLENI, Roberto et al. Accumulation of technological capabilities and economic
development: did Brazil’s regime of intellectual property rights matter?. Curso de Ciéncias
Econdmicas da Universidade Federal de Goias — FACE, 2009.

" Na opinido do Ministro Luis Felipe Salomdo, do Superior Tribunal de Justica, a "Lei da
Liberdade Economica" tem o potencial de diminuir o numero de litigios, mudar o papel das
agéncias reguladoras e ser um dos fatores de fomento do crescimento do Brasil, gracas a
exigéncia de estudos de impacto regulatorio, impedindo que novas normas burocratizem e
impecam a fluéncia da atividade econémica e financeira no pais. (REVISTA CONSULTOR
JURIDICO. Lei da liberdade econémica traz seguranca e redugdo de litigios, avalia Salomdo.
7 out. 2009. Disponivel em: https://www.conjur.com.br/2019-out-07/lei-liberdade-economica-
reduzira-litigios-avalia-salomao. Acesso em: 07 set. 2021).

8 Nesta linha, vide o art. 5° da Lei n.° 13.874/2019.

? Lembrando ainda que a atividade de fomento pode ser dividida ainda em fomento social e
econdmico, que podem ser exemplificados pelas seguintes possibilidades: beneficios
tributarios, oferecimento de garantias, subsidio ou subvengdo, desapropriagdo,
desenvolvimento de mercado de titulos, desenvolvimento de polos industriais, comerciais,
zonas de processamento de exportagdes, sociedades de capital de risco, entre outros (SADDY,
André. Formas de Atuagdo e Intervengdo do Estado na Economia. 2 ed. Rio de Janeiro: Lumen
Juris, 2016).
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areas a serem contempladas. Apos inumeras criticas levadas a efeito pela
comunidade cientifica®, esse ato normativo foi alterado pela Portaria MCTIC
n.° 1.329/2020, para que, entre outros aspectos, passasse a adotar um carater
meramente orientativo.

Desse modo, entre os objetivos da Portaria MCTIC n.° 1.122/2021
estavam a definicdo das seguintes prioridades31: (a) contribuir para a
alavancagem em setores com maiores potencialidades para a aceleracdo do
desenvolvimento econdmico e social do pais; (b) promover o alinhamento
institucional de todos orgdos que integram a estrutura organizacional do
MCTIC, com intuito de obter sinergia entre eles para melhorar a alocacdo de
recursos or¢camentarios e financeiros, humanos, de logistica e de infraestrutura,
e; (c) racionalizar o uso dos recursos orcamentarios e financeiros, conforme a
programagcao inicial do PPA 2020-2023.

O art. 2°, da Portaria MCTIC n.° 1.122/2021, por sua vez, estabeleceu
como prioritdrios os projetos de pesquisa, desenvolvimento e inovagoes,
voltados para as areas de Tecnologias Habilitadoras, as quais contemplam o
setor de Inteligéncia Artificial, cujo objetivo € contribuir para a base de
inovagdo em produtos intensivos em conhecimento cientifico e tecnologico™.

3% Vide cartas conjuntas 043 ¢ 079 da Sociedade Brasileira para o Progresso da Ciéncia — SBPC
(Academia Brasileira de Ciéncias), subscritas por mais de setenta sociedades cientificas de
diferentes areas de conhecimento. SOCIEDADE BRASILEIRA PARA O PROGRESSO DA
CIENCIA; ACADEMIA BRASILEIRA DE CIENCIAS. [Carta de manifestacio publica
enviada ao MCTIC: Portaria do MCTIC n° 1.122, de 19 de mar¢o de 2020]. Destinatario:
BRASIL. Ministério da Ciéncia, Tecnologia, Inovagdes ¢ Comunicagdes. S&o Paulo e Rio de
Janeiro, 27 mar. 2020. 1 carta conjunta. Disponivel em:
http://hdl.handle.net/20.500.11832/5324. Acesso em: 7 set. 2021.; SOCIEDADE
BRASILEIRA PARA O PROGRESSO DA CIENCIA; ACADEMIA BRASILEIRA DE
CIENCIAS. [Carta de manifestagdo piiblica enviada ao MCTIC: Portarias n® 1.122, de 19 de
mar¢o de 2020 e n°® 1.329 de 27 de margo de 2020]. Destinatario: BRASIL. Ministério da
Ciéncia, Tecnologia, Inovagdes e Comunicagdes. Sdo Paulo e Rio de Janeiro, 29 abr. 2020. 1
carta conjunta. Disponivel em: http://hdl.handle.net/20.500.11832/5337. Acesso em: 7 set.
2021.

31 Coube a Financiadora de Estudos ¢ Projetos (FINEP) ¢ ao Conselho Nacional de
Desenvolvimento Cientifico e Tecnologico (CNPq) o dever de promover os ajustes e
adequagdes necessarios nas respectivas linhas de financiamento e¢ de fomento, a fim de
incorporar em seus programas e acgdes as prioridades estabelecidas pela portaria (art. 8°, §1°).

32 Houve orientagdo para que os érgios do MCTI (a) internalizassem as prioridades estabelecidas
na Portaria, no que couber, mediante ajustes em normativos, planos, programas e projetos; (b)
detalhassem as agdes destinadas a atender a essas prioridades e definirem as formas de
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Ainda no contexto do fomento a inovag¢do em IA, subsidiada pela
contratacdo de consultoria especializada, pela realizagdo de benchmarking
nacional e internacional e por uma consulta publica realiza da entre dezembro
de 2019 e marco de 2020; surgiu a Estratégia Brasileira de Inteligéncia
Artificial — EBIA, implementada por meio da Portaria MCTI n.° 4.617/2021 e
alterada pela Portaria MCTI n.° 4.979/2021. A EBIA incluiu entre seus
objetivos: (a) a promog¢do de investimentos sustentados em pesquisa e
desenvolvimento em IA; (b) a remog¢ao de barreiras a inovagdo em IA; (c) a
capacitacdo e formagdo de profissionais para o ecossistema da IA; (d) o
estimulo a inovacdo e ao desenvolvimento da IA brasileira em ambiente
internacional, e; () a promocao de um ambiente de cooperagdo entre os entes
publicos e privados, indistria e centros de pesquisas, para o desenvolvimento
da Inteligéncia Artificial.

Num esforgo para alinhamento aos principios tragados pela
Organizagdo para a Cooperacdo e Desenvolvimento Econdémico (OCDE), a
EBIA foi desenvolvida com o objetivo de promover: (a) crescimento inclusivo,
o desenvolvimento sustentavel e o bem-estar; (b) valores centrados no ser
humano e na equidade; (c) transparéncia e explicabilidade; (d) robustez,
seguranca e protecao, e; (€) accountability - responsabilizagdo e prestacdo de
contas.

Tratam-se, portanto, de instrumentos de planejamento estatal para
fomento na 4area de 1A, que visam, em ultima andlise, promover inovagdes
continuas desta tecnologia no Brasil.

A despeito das introducdes legislativas para suportar o
desenvolvimento da IA, necessario se faz a contextualizacdo do
desenvolvimento tecnologico da IA no Brasil. Neste caso, a partir de
indicadores de patentes. Isso para propiciar um aperfeigoamento da aplicagdo
dos instrumentos de fomento ja normatizados e planejados a longo prazo,
fornecendo, quem sabe, até métricas para verificagdo se os objetivos
inicialmente planejados estdo sendo alcangados. Na proxima se¢do, a partir dos
dados tecnoldgicos de patentes sera possivel compreender um pouco melhor a

implementagdo, contemplando-as nos instrumentos e termos de parceria celebrados com atores
internos e externos ao ministério; (c) promovessem a interlocugdo com atores das demais
politicas publicas que apresentassem interface com as agdes de ciéncia, tecnologia e inovagdes
nos setores das areas definidas como prioritarias, a fim de alinharem-se prioridades, estratégias
e agdes, com vista ao fortalecimento da governanca publica.
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realidade brasileira, no sentido de onde estamos e para onde caminhamos no
que toca ao dominio da tecnologia de IA.

2. Apresentacdo dos dados tecnoldgicos de patentes

Como adiantado, em se considerando as patentes como um dos poucos
indicadores de output relacionados a tecnologia e a performance econdmica, os
dados relativos aos pedidos de patentes requeridos em IA foram escolhidos para
este trabalho. Segundo Denis Barbosa, no caso dos bens imateriais, um bem
colocado no mercado ¢ suscetivel de imediata dispersdo, mas a desvantagem
seria ndo haver retorno na atividade econdmica da pesquisa, o que configuraria
uma falha de mercado. Nesse contexto, através de um mecanismo juridico, cria-
se uma segunda falha de mercado relacionada a restricdo de direitos, tornando
reservado, via propriedade, na maior parte dos casos, aquilo que seria
facilmente disperso™.

Assim sendo, ¢ preciso pontuar que a origem dos institutos juridicos de
prote¢do dos resultados de um trabalho intelectual remonta ao final do século
XIX, associada a duas preocupagdes principais: (a) recompensar os individuos
pelos investimentos realizados e os riscos assumidos no desenvolvimento de
novos produtos; e, (b) dado o carater temporario do direito de exclusividade,
permitir que os consumidores experimentem os beneficios proporcionados por
uma concorréncia de longo prazo®*. Douglass North®, por exemplo, aponta a
embrionaria organizacdo inglesa de um sistema de patentes na Era Moderna
como um dos principais fatores que permitiu a Inglaterra a liderar a Revolugao
Industrial.

Portanto, a escolha dos dados tecnologicos de patentes ndo ¢ aleatoria.

Especificamente, em relacdo aos dados tecnologicos relativos aos
pedidos de patentes em IA utilizados neste trabalho, verifica-se que todos foram
coletados no mesmo dia (11/05/2021), na Plataforma WIPO (patentscope).
Coletando todos os dados no mesmo dia, evitou-se despropor¢des com

33 BARBOSA, Denis Borges. Tratado da Propriedade Intelectual. Ed. Lumen Juris. Rio de
Janeiro: 2020.

3 MALAVOTA, Leandro Miranda. 4 construcio do sistema de patentes no Brasil: um olhar
historico. Rio de Janeiro: Editora Lumen Juris, 2011.

33 NORTH, Douglass C. The rise of the western world. In: Political competition, innovation and
growth. Springer, Berlin, Heidelberg, 1998.
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eventuais novos registros sem considera-los nos campos ja4 pesquisados.
Também houve uma pesquisa prévia sobre os principais termos associados com
a IA, a fim de escolher palavras-chave relevantes que trouxessem dados mais
préoximos do contexto da IA. Assim, foram inseridas "artificial intelligence",
"machine learning", "deep learning", "chatbot", "neural network" no filtro, que
deveriam ser consideradas em qualquer campo de pesquisa.

Escolheu-se pesquisar os termos em inglés, pois € o idioma oficial em
matéria de politica internacional. Desse modo, caso as palavras-chave
estivessem em portugués, o resultado estaria enviesado no sentido de trazer
mais resultados de patentes originarios de paises com este idioma oficial, o que
afetaria as anélises comparativas36.

Assim, foram encontrados todos os pedidos de patentes que envolviam
a inteligéncia artificial e seus conceitos afins, apesar de alguns poderem vir a
ser reprovados no futuro, em se tratando de um filtro de pedidos e ndo de
concessoes definitivas.

Desse modo, o total de resultados (3103 pedidos) observou a seguinte
tendéncia:

Tabela 1- Pedidos de Patentes por pais

Paises Pedidos de Patentes
China 2.721
Estados Unidos da América 87
PCT 73
Brasil 71
Portugal 69
Republica da Coreia 27
Instituto Europeu de Patentes (IEP) 15
india 9
Australia 6
Canada 6
Fonte: WIPO

3% Tal suposi¢do foi testada e realmente se confirmou que os resultados em portugués foram
predominantemente pertencentes a paises com este idioma oficial: Brasil, Portugal, China
(provavelmente devido a Macau).
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Dada a discrepancia do nimero de pedido de patentes da China em
relagdo aos demais paises, verificou-se que a maioria dos Requerentes e dos
Inventores sdo chineses.

Outro dado passivel de ser extraido da plataforma ¢ relativo a area de
conhecimento da patente. Na verdade, a plataforma indica a 4rea de
conhecimento segundo a Classifica¢do Internacional de Patentes (CIP). A CIP
foi estabelecida pelo Acordo de Estrasburgo de 1971, fornecendo um sistema
hierarquico de patentes e modelos de utilidade, de acordo com as diferentes
areas da tecnologia a que pertencem”.

Neste segmento, chama a aten¢do de que mais da metade das 10
categorias mais frequentes da CIP que aparecem nos pedidos de patentes dizem
respeito a classe G, que corresponde a area fisica.

Dos 3103 pedidos, 71 deles sdo pedidos de patentes origindrios do
Brasil. Embora pareca um pequeno nimero comparativamente, o Brasil ocupa
a 4* posicao dos paises que mais registraram pedidos de patentes. No entanto,
quando se observa a categoria dos Requerentes, verifica-se que a maior parte
deles sdo empresas multinacionais:

Tabela 2 — Requerentes brasileiros mais representativos de acordo com o
numero de pedidos de patentes

Requerentes Pedidos de Patentes
NOVARTIS AG 6
ASTRAZENECA AB 3
BECTON DICKINSON AND COMPANY 2
COSMO ARTIFICIAL INTELLIGENCE Al
LIMITED 2
MEDIMMUNE LIMITED 2
MENTIS CURA EHF 2
SAMSUNG ELECTRONICS CO LTD 2
UNIVERSIDADE DE SAO PAULO USP 2
ABB INC 1
AGC FLAT GLASS NORTH AMERICA INC 1
Fonte: WIPO

37 Em regra, uma nova versdo do CIP entra em vigor a cada 1° de janeiro.
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Diferentemente, nos Estados Unidos, dos 87 pedidos de patentes,
verifica-se uma concentragdo de empresas nacionais entre os Requerentes:

Tabela 3 — Requerentes americanos mais representativos de acordo com o
numero de pedidos de patentes

Requerentes Pedidos de Patentes
APEX ARTIFICIAL INTELLIGENCE INDUSTRIES

INC 11
ALLEGRO ARTIFICIAL INTELLIGENCE LTD 10
INCEPTION INSTITUTE OF ARTIFICIAL
INTELLIGENCE LTD 10
ARTIFICIAL INTELLIGENCE FOUNDATION INC 7
SHANGHAI  TUSEN  WEILAI = ARTIFICIAL
INTELLIGENCE TECH CO LTD 7
MOSHE GUTTMANN 6
COSMO ARTIFICIAL INTELLIGENCE AI LIMITED 3
DEEP LEARNING ROBOTICS LTD 3
MACHINE LEARNING WORKS LLC 3
THE ALLEN INSTITUTE FOR ARTIFICIAL
INTELLIGENCE 3

Fonte: WIPO

Acrescenta-se ainda que, em relacdo a classificagdo CIP, dos pedidos
de patentes brasileiros, em que pese a predominancia das classes G (Fisica)
entre as 10 categorias mais frequentes, estas ndo ocupam as primeiras posicoes.
As areas de destaque sdo da classe A (Necessidades Humanas) e C (Quimica e
Metalurgia), ambas associadas a area médica e farmacéutica, afins ao objeto
social dos principais Requerentes de patentes no Brasil.

Nos Estados Unidos, as sete categorias mais frequentes da CIP nos
pedidos de patentes estdo relacionadas a classe G (Fisica).

3. Discussao dos Resultados
Entre os resultados relacionados aos dados de patentes, observa-se uma

diferenca de tendéncia quando se compara os resultados gerais dos Estados
Unidos e do Brasil. No Brasil, percebe-se uma alta concentracdo de pedidos de
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patentes brasileiros requeridos por multinacionais pertencentes a grupos
econdmicos estrangeiros, inexistindo sequer um grupo econdmico nacional
neste segmento.

Quando aparece alguma institui¢do genuinamente brasileira neste
segmento, esta ¢ uma Universidade. Ou seja, ndo surge nenhuma sociedade
empresaria com matriz brasileira entre as principais Requerentes de patentes.

Explica-se.

O Brasil ¢ reconhecido por ocupar boa posicdo em rankings
internacionais de produ¢do académica, tanto em numero tanto de produgdo,
como de citagio de produgdo académica. Por exemplo, no Scimago Journal®®,
o Brasil ocupa a 15 posi¢do, considerando as publica¢des produzidas entre
1996-2019. No entanto, o Brasil ndo tem uma posicao equivalente no ranking
do indice Global de Inovagdo (IGI), a qual inclui também a fase de
comercializagdo de produtos com algum grau de incremento tecnologico,
ocupando a 62° posi¢do em 2019%.

Em suma, o Brasil tem uma capacidade académica relevante, mas ndo
tem um ambiente produtivo interessado/capaz de absorver projetos de alta
tecnologia desenvolvidos internamente. Esse problema também ¢ relatado por
Mazzoleni®, que, inclusive, traz outros exemplos, como a empresa COBRA
(Computadores Brasileiros S.A.), cujo projeto foi frustrado. E também parece
ser um problema evidenciado pelos indicadores de patentes indicados acima.

Ainda que exista uma série de laboratérios de IA em Universidades
(USP, Unicamp, Coppe, UEL etc) bem como iniciativas para a criagdo de
outros*', os quais certamente continuario a suportar a produgio académica, até
0 momento, ndo se sabe se ou quando esses avancgos tecnoldgicos chegardo as
industrias nacionais, haja vista que, de acordo com os dados acima, ainda nado

38 SCIMAGOIJR. Country Rankings. Disponivel em:
https://www.scimagojr.com/countryrank.php. Acesso em: 15 ago. 2021.

39 GUADAGNO, Francesca; WUNSCH-VINCENT, Sacha. Introduction to the GII 2020. Who
will finance innovation?.The Global Innovation Index 2020, p. 67-73, 2020.

* MAZZOLENI, Roberto et al. Accumulation of technological capabilities and economic
development: did Brazil’s regime of intellectual property rights matter?. Curso de Ciéncias
Econdmicas da Universidade Federal de Goias — FACE, 2009.

! PEDUZZI, Pedro. Ministro anuncia criagio de 8 laboratérios de inteligéncia artificial. Agéncia
Brasil, Brasilia, 04 nov. 2019. Disponivel em:
https://agenciabrasil.ebc.com.br/geral/noticia/2019-11/ministro-anuncia-criacao-de-8-
laboratorios-de-inteligencia-artificial. Acesso em: 15 ago. 2021.
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chegaram. No méximo, sdo as multinacionais que tém usufruido da inovagao
em IA, mesmo, assim, sem trazer os seus centros de desenvolvimento para o
pais.

O fato ¢ que a dificuldade em endogeneizar a inovacdo sem adotar
politicas protecionistas que, ao fim, reduzem a competitividade das industrias
nacionais, ndo ¢ um problema recente. Embora o contexto economico e de
politica econdmica tenham se transformado completamente desde a década de
1960, a dificuldade de articula¢do do capital nacional com o capital estrangeiro
para produzir inovacgdo, sem que a economia nacional se tornasse dependente,
sempre foi uma questao.

Em meados da década de 1990, com a liberalizagdo da economia, o
modelo de atragdo de empresas transnacionais com a consequente
desnacionalizacdo da estrutura produtiva alcanca efeitos semelhantes aos da
década de 1960 com o esgotamento do modelo de substitui¢do de importacdes.
Isso porque as principais atividades tecnologicas das empresas transnacionais
restringem-se a pequenas adaptacdes de projetos de tecnologia macigamente
desenvolvidos em centros de pesquisa do exterior, normalmente situados no
territorio da matriz, e como essas empresas trabalham com altos indices de
importagdo de insumos, o aumento da internacionalizacdo da estrutura
produtiva levou a um empecilho do desenvolvimento tecnolégico e inovativo
local”. Em suma, um retrocesso que nos aproxima do contexto da década de
1960, considerando a baixa capacidade de producao industrial.

Assim, o problema de endogeneizar a inovagdo permanece até hoje, a
despeito de ja ter sido apontado ha décadas por Celso Furtado®.

Portanto, em ndo se resolvendo este problema que ja dura décadas,
natural que os dados de patentes em IA sejam de sociedades empresarias
estrangeiras ou multinacionais.

De qualquer modo, o que chama a atencdo nos instrumentos de
planejamento estatal ¢ a falta de sinalizagdo desta questdo, que, a nosso ver, ¢
central para promoc¢do do desenvolvimento econdémico e social do pais,
objetivo tanto da Portaria MCTIC n.° 1.122/2021, quanto da EBIA. Em outras
palavras, para alcancar o desenvolvimento econdémico e social do pais, é

42 CASSIOLATO, José E.; LASTRES, Helena M. M. Celso Furtado e os dilemas da industria e
inovagdo no Brasil. Cadernos do Desenvolvimento, v. 10, n. 17, p. 188-213,2018.

4 CASSIOLATO, José E.; LASTRES, Helena M. M. Celso Furtado e os dilemas da industria e
inovagdo no Brasil. Cadernos do Desenvolvimento, v. 10, n. 17, p. 188-213,2018.
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necessario propor medidas especificas para a superagdo deste n6 brasileiro de
inovagdo, tanto em setores mais tradicionais, quanto no setor da IA —
observados nos indicadores acima projetados.

Outro ponto que chama a aten¢do quando se analisam os dados
tecnologicos da seg¢do anterior ¢ a importancia da fisica como éarea de
conhecimento preponderante dos pedidos de patentes internacionais, o que
permite, em tese, a inferéncia de que a tecnologia envolvida tem potencial de
aplicagdo em outras areas de conhecimento, dado que a fisica € uma ciéncia
basica que tangencia diversos segmentos econdmicos. Portanto, quanto maior
o numero de patentes de [A em fisica, mais se observa o fendmeno da IA como
uma efetiva tecnologia habilitadora para aquela economia.

Conclusoes

Considerando os dados tecnologicos de patentes investigados, notou-
se que os principais requerentes de pedidos de patentes brasileiros sdo empresas
multinacionais. Além de os titulares da tecnologia em IA serem
predominantemente estrangeiros, verifica-se a inexisténcia de representantes da
industria nacional, o que aponta para uma dependéncia tecnoldgica em IA.

Além disso, a maior concentracdo de pedidos de patentes brasileiras
ndo estd na area de conhecimento da fisica, deixando de sinalizar potencial
aplicagdo em diversas 4areas do conhecimento, contrariando a tendéncia
internacional.

Tais constatagdes associadas a outros dados da literatura especializada,
leva-nos a inferir pela deficiéncia brasileira em endogeneizar a tecnologia de
IA, em que pese as iniciativas de planejamento e fomento estatal em curso.

Uma primeira iniciativa para aprimorar os instrumentos ja existentes
seria o expresso reconhecimento desta questdo, propria da realidade brasileira,
razdo pela qual provavelmente ndo foi localizada em benchmarking
internacional, quando da formulagdo da EBIA, por exemplo.

Assim, talvez esse seja o maior desafio da politica de inovacao relativa
a IA: ativar polos industriais genuinamente nacionais capazes de inovar nesta
area, aproveitando as potencialidades dos centros de pesquisa brasileiros ja
disponiveis para solucionar também problemas genuinamente nacionais —
como o desenvolvimento social —, bem como maximizando riqueza para o pais
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e empregando profissionais mais qualificados e mais bem remunerados —
levando ao desenvolvimento econémico do pais.

Assim, o Brasil precisa adotar medidas estatais que reconhegcam os
problemas apontados, busquem solugdes especificas para evitar a dependéncia
tecnoldgica do pais nesta area bem como a importagdo de solugdes estrangeiras,
a fim de resolver a baixa competitividade da industria nacional no segmento.

Por todo o exposto, espera-se contribuir com a formulagdo de politicas
publicas brasileiras mais eficientes, uma vez que, diante das diversas maneiras
de se realizar o fomento estatal, parece-nos mais adequado alcancar os objetivos
projetados caso dados concretos sejam analisados e bem interpretados —
objetivo desta pesquisa.
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Introduciao

O exponencial aumento do poder computacional alcangado nas ultimas
décadas, aliado a constante queda de custos (comprovando o acerto da Lei de
Moore)', tornaram técnica e economicamente viavel o uso da Inteligéncia
Artificial (“IA”) nos mais diversos campos ¢ atividades, gerando a chamada

! Segundo a Lei de Moore, o numero de transistores dos chips teria um aumento de 100%, pelo
mesmo custo, a cada dois anos. Esse padrdo continuou a se manter em grande parte da inddstria,
e ndo se espera que pare até, no minimo, 2021. /n CORNELIS, Disco; BAREND, Van der
Meulen. Getting New Technologies Together: Studies in Making Sociotechnical Order. New
York: Walter de Gruyter, 1998. pp. 206-207. Disponivel em:
https://books.google.com.br/books?id=1khslZ-
jbgEC&pg=PA206&1pg=PA206&ots=D38v82mSkmé&output=html&sig=ACfU3U2jPixZgK
q-PYwVPHDpwO2Zt31puQ&redir_esc=y. Acesso em: 6 dez. 2021.
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Quarta Revolugdo Industrial, ou indéstria 4.0°>. Com isso, o processo de
transformacao digital e ado¢do de IA foi acelerado, com impacto direto em
multiplos setores da economia e nas relagdes de trabalho.’

No caso do Brasil, a OCDE ressaltou importantes avancgos obtidos a
partir da introducdo da IA na economia digital brasileira, no combate a
corrupgdo € na medicina.* O Ministério da Ciéncia, Tecnologia e Inovagdes,
por sua vez, publicou a Estratégia Brasileira para IA (“EBIA”), instituida pela
Portaria MCTI n°® 4.617, de 6 de abril de 2021, visando identificar areas
prioritarias no desenvolvimento e uso de IA, de forma a trazer ganhos na
promog¢ao da competitividade e no aumento da produtividade brasileira, na
prestacdo de servicos publicos e na melhoria da qualidade de vida das pessoas.

Em relagdo a Administragdo Publica, vislumbram-se intimeros
beneficios decorrentes da IA a partir do estimulo ao seu uso excelente, com
ganhos em economicidade e eficiéncia pelo governo, criando novos modelos
de prestag@o de servigos e como instrumento de politicas publicas voltadas a
promover o bem-estar social, o desenvolvimento sustentavel, o crescimento
econdmico e cultural e a redugdo das desigualdades sociais.

O uso de IA também pode ser um importante aliado na eficiéncia,
transparéncia e estimulo ao controle social do Estado, de forma a aumentar a
conformidade das atividades publicas no que tange a moralidade, legalidade e
combate a corrupgio.’ J4 existem diversas aplicagdes de IA que sio utilizadas
por o6rgaos de controle, tanto do poder legislativo quando do executivo, para

FIA. Industria 4.0: o que é, consequéncias, impactos positivos ¢ negativos [Guia Completo].
Https://fia.com.br/, 11 nov. 2020. Disponivel em: https://fia.com.br/blog/industria-4-0/.
Acesso em: 28 dez. 2020.

LAMB, Luis C. O Futuro do Trabalho Po6s-Pandemia de COVID-19: Reflexdes sobre os
Impactos da Inteligéncia Artificial, Ciéncia e Educag@o. Métricas, Sdo Paulo, 2020. Disponivel
em: <https://metricas.usp.br/wp-content/uploads/2020/07/M%C3%A9tricasUSP-
revisado14Jul2020.pdf. Acesso em: 27 dez. 2020.

OCDE. A Caminho da Era Digital no Brasil. Paris: OCDE publishing, 2020. Disponivel em:
http://www.oecd.org/publications/a-caminho-da-era-digital-no-brasil-45a84b29-pt.htm.
Acesso em: 27 dez. 2020.

RACCA, Gabriela M.; PERIN, Roberto Cavallo. Corrupgdo como quebra da confianga na
administrag@o publica e violagdo aos direitos fundamentais. RCJ — Revista Culturas Juridicas,
Niteroi, v. 2, ed. 3, 2015.
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identificacdo de indicios de fraudes em licita¢des®, fiscalizacdo de contratos e
prestagdo de servigos digitais para a populagio.’

A TA estd atualmente associada as atividades computacionais
relacionadas a inumeras aplicagdes, tais como robdtica, reconhecimento facial,
machine learning, decisdes automatizadas etc. Nao hd, assim, um consenso
quanto a sua defini¢do. Consta na EBIA a seguinte conceituagao:

Nao existe uma definicdo consensual de Inteligéncia
Artificial. IA ¢ melhor entendida como um conjunto
de técnicas destinadas a emular alguns aspectos da
cogni¢do de seres vivos usando maquinas. Nessa
linha, seguiremos a definicdo apresentada pela
OCDE: "um sistema de IA é um sistema baseado em
maquina que pode, para um determinado conjunto de
objetivos definidos pelo homem, fazer previsdes,
recomendagdes ou tomar decisdes que influenciam
ambientes reais ou virtuais. Os sistemas de IA sdo
projetados para operar com varios niveis de
autonomia". Ainda conforme a OCDE, um sistema de
IA consiste em trés elementos principais: sensores,
logica operacional e atuadores. Os sensores coletam
dados brutos do ambiente, processados pela logica
operacional para fornecer saidas para os atuadores,
que por sua vez agem para alterar o estado do
ambiente. Este ciclo ¢ repetido inumeras vezes, e
como o ambiente ¢ alterado pelo sistema de IA, a

% Na esfera federal: TCU - "Alice" (Analise de Licitagdes e Editais); TCU - "Sofia" (Sistema de
Orientagdo sobre Fatos e Indicios para o Auditor); - TCU - "Monica" (Monitoramento
Integrado para Controle de Aquisigdes). A CGU possui outro sistema baseado em IA usado
com o proposito de fiscalizar contratos e fornecedores. A ferramenta elabora uma analise de
riscos, incluindo ndo somente o de corrup¢do, mas também de outros problemas, como a
possibilidade de um fornecedor ndo cumprir o contrato ou fechar as portas.

7 Parané Inteligéncia Artificial (PIA): ¢ um programa de IA focado na prestagio de servigos a
populacdo. A plataforma e o aplicativo reunem mais de 380 servigcos do Governo em um sé
lugar e funcionam como canais de didlogo com o cidaddo para atender suas demandas e
reclamagdes. O PIA também tem integracio bidirecional com ferramentas do governo federal
¢ integragdo municipal.
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cada ciclo a loégica operacional pode ser
aperfeigoada.®

A TA pode ser entendida como um sistema computacional dotado de
autoaprendizagem e capaz de propor respostas de forma auténoma, sequer
imaginadas por seus programadores ou ‘“treinadores”. Agem, ndo apenas
automaticamente, mas de forma por vezes imprevisivel em relacdo a sua
programagdo inicial, sendo capazes de aprender por experiéncia, podendo
alterar as instrugdes iniciais e até criar novas, devido a técnicas de machine
learning.’

1. Da problematica ética relacionada a Inteligéncia Artificial

Em que pese os incontdveis beneficios e avangos proporcionados pelo
IA para a humanidade, fatos ¢ documentarios recentes despertaram o grande
publico para a discussdo acerca dos limites éticos no uso da IA. O escandalo da
Cambridge Analytica, que utilizou, sem consentimento, dados de cerca de 87
milhdes de perfis do Facebook para direcionar propaganda politica', e os
documentérios langados pela plataforma Netflix “O Dilema das Redes”'' e
“Coded Bias”"?, evidenciaram a existéncia de um Capitalismo de Vigilancia'’

. \ . ~ 14
cada vez mais feroz e crescente, voltado a Economia da Aten¢do, ~ bem como

8 Ibidem

® Veja artigo, nesta obra, intitulado “4 concep¢do da inteligéncia artificial na Administragéo
Publica”, de Andrea Drumond de Meireles Seyller.

' BRUNO, Fernanda. Economia Psiquica dos Algoritmos. NEX0.2018. Disponivel em
https://www.nexojornal.com.br/ensaio/2018/A-economia-ps%C3%ADquica-dos-algoritmos-
quando-o-laborat%C3%B3rio-%C3%A9-0-mundo Acesso em 10/11/2020.

0 Dilema das Redes. Diregdo Jeff Orlowski. Produgio: Larissa Rhodes. 2020. Publicado pelo
site Netflix. Disponivel em: https://www.netflix.com/title/81254224. Acesso em 07/11/2020.
2 CODED Bias. Dire¢io: Shalini Kantayya. Produgdo: Shalini Kantayya. Roteiro: Shalini
Kantayya. [S. 1.: s. n.], 2020. Disponivel em: https://www.netflix.com/title/81328723. Acesso

em: 6 dez. 2021.

'3 Expressdo cunhada por Shoshana Zuboff. Cfr. ZUBOFF, Shoshana. A Era do Capitalismo de
Vigilancia. Edi¢ao digital: Intrinseca, 2021

' Conceito teorizado inicialmente pelo psicélogo e economista Herbert A. Simon. Cfr. SIMON,
Herbert A. Designing Organizations for an Information-Rich World. In: COMPUTERS,
communications, and the public interest. Baltimore, MD: Johns Hopkins Press, 1971. p. 37—
52.
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uma verdadeira assimetria informacional entre usuarios, de um lado, e
empresas e governos, do outro, que utilizam algoritmos de IA para previsdo,
controle e exploragdo de hipossuficiéncias emocionais e intelecto-volitivas com
o intuito de manipular ou induzir o comportamento humano como produto.

Constatou-se que a IA pode ser usada como ferramenta para um
verdadeiro “hackeamento” do ser humano, a partir da coleta de dados pessoais
que nutrem algoritmos que pretendem nos conhecer melhor do que nds mesmos
nos conhecemos, além de fazer previsdes e intervengdes sobre nossas emocoes
e condutas. Por mais que silogismos e logaritmos possam replicar operacdes
inerentes a natureza humana, nio alcangam a percepgao ética do seu proceder'”,
o que pode levar a decisdes arbitrarias, preconceituosas ou ilegais. Para atingir
um determinado objetivo, o sistema de IA pode adotar meios flagrantemente
contrarios a ética'® e valores consagrados constitucionalmente, causando uma
“erosdo da autodetermina¢do humana”, tal como apontado por Danilo Cesar
Maganhoto Doneda, Carlos Affonso Pereira de Souza et al:

A IA pode corroer a autodeterminacdo pessoal, pois
pode induzir a mudangas ndo planejadas e
indesejadas nos comportamentos humanos para
acomodar rotinas que facilitam a automacdo e a vida
das pessoas. O poder de previsdo da IA e o
denominado “nudging”, mesmo que ndo intencional,

5 MELO, Vinicius Holanda; PEREIRA JUNIOR, Antonio Jorge. OS LIMITES DA
INTELIGENCIA ARTIFICIAL NO EXERCICIO DA PRUDENCIA: AS ATIVIDADES
JURIDICAS CORREM RISCO? Revista dos Tribunais, v. 1015, ed. Maio / 2020, p- 107 - 127,
2020. Disponivel em:
https://www.thomsonreuters.com.br/content/dam/openweb/documents/pdf/Brazil/revistas-

especializadas/rt-1015-vinicius-holanda-melo-e-antonio-jorge-pereira-junior-os-limites-da-
inteligencia-artificial.pdf. Acesso em: 4 jan. 2022.

'8 Sobre a recomendagdo de contetidos antiéticos por algoritmos, um caso que causou comogio
mundial foi o de Molly Russell, uma adolescente de 14 anos que cometeu suicidio. Foram
identificados, na sua conta do Instagram, contetidos relacionados a self~harm e instigagdo ao
suicidio que teriam sido recomendados pelo algoritmo da prépria rede social. Neste sentido,
questiona-se sobre a publicidade abusiva direcionada a criangas e adolescentes instigando o
consumo de alimentos; compras relacionadas a jogos online etc. CRAWFORD, Angus.
Instagram “helped kill my daughter”. BBC News Inglaterra 22/01/2019. Disponivel em
https://www.bbc.com/news/av/uk-46966009 Acesso em 07/11/2019.
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devem fomentar, e nunca minar a dignidade humana
ea autodeterminagéo.17

Byung-Chul Han provoca reflexdo sobre o controle psicopolitico e
digital do neoliberalismo contemporaneo. O autor afirma que vivemos em um
estado de vigilancia, por meio de um pandptico digital que, agindo de forma
obscura (o black box da IA, onde ndo ha transparéncia nas decisdes
automatizadas), permite a criacdo de um banco de dados sobre padrdes
coletivos de comportamento que sdo utilizados para o controle, disciplina e
incentivo de determinadas condutas. Com o big data, nossos hébitos digitais
sdo milimetricamente guardados, quantificados, montando assim um perfil
comportamental, podendo até formar uma imagem mais representativa do que
aideia que possuimos de nds mesmos. Ou seja, este modelo pode tornar legiveis
desejos do nosso inconsciente.' O referido autor também ressalta que, por essa
vigilancia, o neoliberalismo contempordneo realiza uma manipulacio
imperceptivel da liberdade humana por meio de um estimulo positivo a
comunicacdo amigavel e ilimitada, sendo um meio muito eficiente de controle
psicopolitico do individuo.”"

Em relacdo ao uso de IA pelo Estado, o poder de obter amplo acesso
a dados pessoais, muitas vezes coletados compulsoriamente (por exemplo,
mediante cameras de seguranga publica; fiscalizagdo tributaria; execugdo de
politicas publicas; censo ou recenseamento demografico etc.) aliado ao uso de
IA, podem representar riscos e ameagas ao Estado Democratico de Direito,
bem como a direitos e garantias fundamentais.

A tematica ndo é nova, como bem demonstra a obra “/ 984”20, que
expde justamente a problematica do controle populacional em tempo real por
uma entidade estatal. A IA pode ser utilizada como um poderoso instrumento
para elaboragdo de dossiés contra cidaddos, opositores politicos e atividades
de vigilancia totalitaria, bem como para obtengdo manipulada do consenso de
uma populagdo “capturada” pelo uso de IA. De forma a ilustrar a atualidade

7 DONEDA, Danilo Cesar Maganhoto; SOUZA, Carlos Affonso Pereira de Souza et al.
Considerac¢des iniciais sobre inteligéncia artificial, ética ¢ autonomia pessoal. Pensar,
Fortaleza, v. 23, n. 4, p. 6, out./dez. 2018.

'8 HAN, Byung-Chul. Psicopolitica. O Neoliberalismo e as novas técnicas de poder. Belo
Horizonte: Ayiné, 2018.

1 Ibidem

2 ORWELL, George. 1984. 1. ed. [S. 1.]: Companhia das Letras, 2009.
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do problema, a OAB ingressou com uma ADIN em face do Decreto
10.046/2019, que trata do compartilhamento de dados pessoais no ambito da
Administracao Publica, sob o argumento de violagdo da privacidade, controle
e vigilantismo estatal.”’

A titulo de exemplo, imaginemos um situacdo em que, em func¢do da
coleta de dados pessoais referentes a idade, sexo, saude, temperamento,
reacdes fisicas e biopsicologicas a fatos e noticias, compras anteriores etc; um
sistema de IA consiga “perceber” vulnerabilidades afetivas, ou que
identifiquem uma situagdo de premente necessidade, ou inexperiéncia, que
gerem uma propensdo ou adesdo a determinado candidado ou corrente
ideologica. Diante disso, o sistema de 1A se utiliza da referida vulnerabilidade
para realizar uma propaganda politica ou discurso ideoldgico mediante
indugdo ou “nudging”. Qual seria o limiar ou limite para se considerar como
uma “vis compulsiva”, ou seja, uma coag¢do moral ou psicoldégica causada por
IA na indugdo a determinado interesse politico, econémico ou ideoloégico?
Quais s3o os limites a serem delineados para os sistemas de [A na
identificagdo e exploracdo de vulnerabilidades com o objetivo de
direcionamento de propagandas politicas ou defesa de ideias de forma a ndo
comprometer a independéncia e liberdade de pessoas e instituigdes?

Ha algoritmos de IA que funcionam como um sistema fechado
(conhecidos como black box), onde ndo € possivel uma explicagdo sobre como
se chegou ao resultado ou decisdo especifica. Questiona-se, nestes casos, a
falta de transparéncia ou obscuridade de decisdes automatizadas, ndo s6 para
os individuos, como também para autoridades reguladoras e supervisoras™,
especialmente nas situacdes que afetem direitos e liberdades fundamentais em
razdo de uma decis@o administrativa. Nota-se, assim, a auséncia de parametros
éticos e legais para a Administracdo Publica de forma a se assegurar a
adequada publicidade e fundamentacao das decisdes automatizadas que sejam
inteligiveis aos seres humanos. Da mesma forma, ndo existem, hoje, regras ou

2! BRASIL, 2020. Supremo Tribunal Federal. A¢do Direta de Inconstitucionalidade n® 6649.
Controle de Constitucionalidade. Prote¢do da Intimidade e Sigilo de Dados. Recorrente:
Conselho Federal da Ordem dos Advogados do Brasil - CFOAB. Intimado: Presidente da
Republica. 23/12/2020. Disponivel em
http://portal.stf.jus.br/processos/detalhe.asp?incidente=6079238. Acesso em 28 fev. 2021.

22 DONEDA, Danilo Cesar Maganhoto; SOUZA, Carlos Affonso Pereira de Souza et al.
Considerac¢des iniciais sobre inteligéncia artificial, ética ¢ autonomia pessoal. Pensar,
Fortaleza, v. 23, n. 4, p. 6, out./dez. 2018.
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diretrizes para definicdo dos casos em seria vedado o uso de IA pela
Administracdo Publica em atividades de alto risco de prejuizo a direitos e
garantias fundamentais®.

Por outro lado, deve-se levar em consideragdo que a legislagdo ndo
pode funcionar como uma espécie de “/eito de Procusto” sufocando a inovagao,
bem como iniciativas e incentivos ao uso e desenvolvimento da IA de forma
eticamente excelente, com potencialidades que ainda ndo foram plenamente
desvendadas. Além disso, uma legislacdo excessivamente detalhista corre o
risco de cair em rapida obsolescéncia, tendo em vista que se trata de tecnologia
em acelerada evolucdo, com ininterruptas inovagdes, novas funcionalidades e
solugdes sequer imaginadas pelo legislador. No atual estigio de
desenvolvimento da IA, parece recomendavel evitar uma regulamentagado legal
acodada, critica esta que vem sendo dirigida ao Projeto de Lei
(PL) 872/2021, que disciplina o uso da IA no Brasil**.

Pelo presente artigo, propde-se, assim, chegar ao adequado equilibrio
entre o uso justo e ético da IA, centrado no ser humano e respeitando valores
democraticos, direitos e garantias fundamentais (tais como a privacidade e a
ndo-discrimina¢do), por um lado, e o estimulo a inovagdo e ao
desenvolvimento, por outro, tendo o poder publico um papel fundamental no
sentido de prover a infraestrutura necessaria para o funcionamento e
crescimento das inovagdes disruptivas no Brasil. >

Para tanto, pretende-se aprofundar na relagdo entre direito, ética e o
principio da moralidade administrativa para, a partir deste ultimo principio,
extrair a forga jurigena necessaria para a governanca e autorregulacdo da IA no
ambito da Administra¢do Publica. Ao final do artigo, faremos uma proposta de
principios e diretrizes para orienta¢cdo da Administragdo Publica e seus agentes
no design e uso da IA.

2 Veja artigo, nesta obra, intitulado “Inteligéncia artificial incorporada 4 administragio piblica
¢ os principios administrativos” de José Ricardo de Oliveira Argento et al.

2% AGENCIA SENADO. Para especialistas, PL sobre Inteligéncia Artificial precisa de mais
debates Fonte: Agéncia Senado. Senado Noticias, [S. 1.], pagina web, 9 dez. 2021. Disponivel
em: https://www12.senado.leg.br/noticias/materias/2021/07/16/para-especialistas-pl-sobre-
inteligencia-artificial-precisa-de-mais-debates. Acesso em: 9 dez. 2021.

23 SADDY, André. Perspectivas Do Direito Da Infraestrutura Com O Surgimento Das Novas
Tecnologias (Inovagdes) Disruptivas. In: SADDY, André et al. Aspectos Juridicos das Novas
Tecnologias (inovagdes) Disruptivas. 2. ed. Rio de Janeiro: CEEJ, 2020. p. 44-69.
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2. Direito, ética e o principio da moralidade administrativa

Tendo em vista que o presente artigo pretende sugerir principios e
diretrizes éticas aplicaveis & Administracdo Publica no design e uso de 1A, ¢
relevante compreender com maior profundidade a relacdo entre direito e ética,
bem como o seu desdobramento na Administragdo Publica, materializado pelo
principio da moralidade administrativa.

E o que sera abordado nos topicos seguintes.

2.1 A relacao entre ética e direito

Neste capitulo trataremos da relacdo entre direito e ética (ou moral,
aqui tratados como sindnimos), entre a ordem juridica e a ordem moral, em
razdo das consequéncias praticas decorrentes desta combinagio.”®

A realidade moral do homem pode ser entendida como aquela
pertencente a dimensdo da vida individual e em sociedade, decorrente do
exercicio da liberdade da pessoa humana, dotada de autodeterminagdo e
consciéncia. A realidade moral foi chamada de “éthos” na Grécia, de onde
vem a palavra “ética”. Em Roma, foi chamado o proprio do costume ou
“mors”, de onde surgiu a palavra “moral”. A perspectiva moral ndo engloba
esferas do ser regidas pelas leis fisicas e bioldgicas, que sdo objeto da
medicina, por exemplo.

Nesta ordem de ideias, questiona-se se o direito ¢ uma parte da
realidade moral, o que respondemos afirmativamente. O direito disciplina a
conduta humana enquanto externalizada no meio social, pressupondo a
liberdade do individuo que realiza um ato ou omissdo. Desta forma, no plano
juridico, pressupde-se o exercicio de uma decisdo livre da vontade para que
possa advir consequéncias juridicas para o agente. No direito penal, por
exemplo, a configuracao de um crime decorre de uma ag¢do ou omissao livre e
consciente da pessoa, ndo gerando responsabilizacdo pela agcdo de um

® Ha intmeras escolas de pensamento relacionadas ao tema, que varia entre os extremos do
positivismo juridico, que propde uma separagdo total e completa entre direito e moral, e os
jusnaturalistas modernos, da escola de Locke, de Grocio e, contemporaneamente de Ronald
Dworkin, e John Finnis, que propde o ideal de justica como uma série de padrdes morais com
uma normatividade abstrata. A nossa analise seguird uma abordagem segundo o pensamento
de Javier Hervada. (HERVADA, Javier. Li¢des Propedéuticas de Filosofia do Direito. Sdo
Paulo: Martins Fontes, 2008).
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demente, animal ou ser inanimado. Neste sentido, o Cédigo Penal prevé no
art. 26 que ¢ isento de pena o agente que, por doengca mental ou
desenvolvimento mental incompleto, ¢ inteiramente incapaz de entender o
caréter ilicito do fato ou de determinar-se de acordo com esse entendimento”’.
Por conseguinte, podemos afirmar que as leis pertencem a realidade moral do
homem.

Por outro lado, ¢ preciso distinguir a ciéncia do direito da ciéncia
moral a partir da perspectiva especifica de cada uma delas em relagdo a
realidade moral, que ¢ seu objeto. Neste sentido, um mesmo ato humano
podera ter uma aprecia¢do do ponto de vista moral e do ponto de vista juridico.

A ciéncia moral, ou filosofia moral determina os principios e regras
comuns dos atos humanos, uma vez que os v€ em seu aspecto moral mais
fundamental. Todo ato humano sera objeto da ciéncia moral, inclusive os atos
com repercussdo no direito, em que pese este ndo estudar a realidade moral
em todas as suas dimensdes™.

A ciéncia juridica, por sua vez, estuda a realidade moral segundo a
perspectiva propria do direito, sendo mais limitada que a ciéncia moral em
relacdo ao seu objeto material, j4 que o seu estudo circunscreve-se aos atos
humanos com repercussao juridica. Nem sequer estuda a virtude da justica em
sua integridade, pois limita-se a repercussao externa da justica, sem adentrar
necessariamente na intencdo do individuo ao realizar um ato socialmente
positivo, como o pagamento de tributos, por exemplo. Neste caso, alguém
pode pagar tributos por medo das sang¢des decorrentes do inadimplemento, o
que ndo seria meritorio do ponto de vista moral®.

Para o direito, ndo interessa a intencionalidade do individuo, desde
que o tributo seja pago. Seu objeto ndo consiste em que o homem seja justo e
virtuoso do ponto de vista moral, mas em que seja respeitado o direito de cada
individuo, tal como manifestado exteriormente. Por conseguinte, o direito ¢
uma ciéncia de determinadas relagdes sociais, ndo podendo ser considerada,

*7 BRASIL. DECRETO-LEI n° 2.848, de 7 de dezembro de 1940. Cédigo Penal. [S. L], 1940.
Disponivel em: http://www.planalto.gov.br/ccivil_03/decreto-lei/del2848compilado.htm.
Acesso em: 7 dez. 2021.

28 HERVADA, Javier. Li¢des Propedéuticas de Filosofia do Direito. Sio Paulo: Martins Fontes,
2008. p.286

2 Ibidem, p 287
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por esta razdo, como parte da ciéncia moral, visto que o jurista ndo ¢ um
moralista. Ressalta Javier Hervada:

Ambos, juristas e moralistas, estudam a justica,
porém suas perspectivas sdo diferentes: interessa ao
moralista, por exemplo, que os empréstimos nao
sejam usurarios, para que os homens se comportem
como pessoas e ndo cometam pecado (ofensa a Deus
por violar sua lei); interessa ao jurista a mesma coisa
quanto aos empréstimos, mas por outro motivo:
para que sejam respeitados os direitos de cada um,
para que cada qual receba o que lhe cabe e haja
assim uma ordem social justa.’’

A ética estuda a consciéncia individual, enquanto que o direito trata
das externalidades refletidas nas relagdes sociais entre as pessoas. Dai a razdo
da maxima “ubi societas, ibi jus” referida por Ulpiano como lembrado no
Corpus luris Civilis. Por conseguinte, o direito ndo pode ser considerado parte
da moral, por se tratarem de ciéncias autbnomas, em uma perspectiva diferente
em relagdo ao agir humano.

Sem embargo, o direito pode receber da moral dados ou influxos para
resolver situagdes que dependem de uma avaliagdo de ordem moral, tal como
o principio doutrinario: "nemo auditur turpitudinem allegans".’' No direito
administrativo, por sua vez, adota-se o principio da moralidade administrativa,
que norteia os atos dos Agentes, ideia que desenvolveremos em um tépico
mais adiante.

Por outro lado, as leis, afora aspectos técnicos e organizativos, podem
ter repercussdo moral na medida que induzem o comportamento humano, ao
ponto de gerarem um habito ou virtude, aspectos esses atinentes a ciéncia
moral. Neste sentido, explica Javier Hervada:

e) Lei e comportamento moral: Quando se age de
acordo com as leis, elas criam habitos e costumes.

3 HERVADA, Javier. Licdes Propedéuticas de Filosofia do Direito. Sio Paulo: Martins Fontes,
2008, p. 287
3! Em tradugo livre, “ninguém pode ser ouvido ao alegar a propria torpeza”.

321



Inteligéncia Artificial e Direito Administrativo

Por causa desse efeito, ndo se circunscrevem a fazer
bons cidaddos do ponto de vista da conduta externa;
também influenciam a moralidade do homem, ao
contribuir para formar virtudes. Como a maioria das
virtudes ndo sdo inatas, mas adquiridas pela
repeticao de atos, as leis, compelindo a agir segundo
uma virtude, acabam conseguindo que quem as
obedece adquira as virtudes correspondentes. O
motorista que cumpre o Codigo de Transito acaba
possuindo o habito de dirigir com prudéncia; todos
temos experiéncia de que, por cumprir sempre as
leis, chega-se a fazer por costume — por virtude -
muitas das coisas que mandam sem nos lembrarmos
da lei. Eis um importante aspecto das relagdes entre
a moral e as leis. As leis ndo sdo indiferentes em
relacdo a formagdo e ao comportamento morais do
homem; pelo contrario, influem neles intensamente,
contribuindo de modo notavel para moralizar os
costumes (ou para favorecer a imoralidade, caso das
leis permissivas, imorais ou injustas). *>

Por conseguinte, as leis ndo s@o neutras em relacdo a moral. Neste
sentido, a constru¢do de um ordenamento juridico neutro ou amoral, como
pretendeu a escola do positivismo juridico, sob o argumento de criar uma
“ciéncia pura”, pavimentou a constru¢do de estados totalitirios, como a
Alemanha nazista. Ao ingressar no comportamento humano, a lei acaba por
afetar a ordem humana da liberdade, e, por conseguinte, na moralidade, sendo,
portanto, realidades indissociaveis.

2.2 O principio da moralidade no direito administrativo

O principio da moralidade administrativa foi positivado e alcancado
ao status constitucional na CRFB,33 sendo um dos pilares da Administracao

32 Ibidem, p 289
3 “Art. 37. A administragéo piblica direta e indireta de qualquer dos Poderes da Unido, dos
Estados, do Distrito Federal e dos Municipios obedecerd aos principios de legalidade,
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Publica. Estd umbilicalmente ligado ao conceito de exceléncia e boa
administragdo, ao elemento ético, a honestidade, ao interesse publico e a nogao
de bem comum. O ato do administrador deve conformar-se com a moralidade
para ser revestido de plena legitimidade. Nao basta, assim, que um ato
administrativo esteja subsumido a lei do ponto de vista formal: é preciso
também que seja praticado segundo os ditames da ética.

Sobre a moralidade administrativa, Hely Lopes Meirelles consigna o
seguinte:

[...] o agente administrativo, como ser humano
dotado de capacidade de atuar, deve,
necessariamente, distinguir o Bem do Mal, o
Honesto do Desonesto. E ao atuar, ndo poderad
desprezar o elemento ético da sua conduta. Assim,
ndo terd que decidir somente entre o legal e o ilegal,
o justo do injusto, o conveniente e o inconveniente,
0 oportuno € o inoportuno, mas também entre o
honesto e o desonesto. **

Esta ¢ a razdo pela qual o controle jurisdicional pode abarcar a
moralidade do ato administrativo como necessaria a validade da conduta do
administrador publico caracterizando desvio de poder o ato que desatende a
ética e aos fins administrativos,”® sem prejuizo de que a propria administrago
possa, de oficio, anular o ato considerado atentatéorio a moralidade

impessoalidade, moralidade, publicidade e eficiéncia e, também, ao seguinte”. BRASIL.
[Constituicdo (1988)]. CONSTITUICAO DA REPUBLICA FEDERATIVA DO BRASIL DE
1988. [S. L.: S. n.], 1988. Disponivel em:
http://www.planalto.gov.br/ccivil _03/constituicao/constituicao.htm. Acesso em: 7 dez. 2021.
3* MEIRELLES, Hely Lopes, Direito Administrativo Brasileiro, Sdo Paulo, Ed. Medeiros, 2012;
p. 90
33 Além de atender 4 legalidade, o ato do administrador deve conformar-se com a moralidade e

finalidade: “o controle jurisdicional se restringe ao exame da legalidade do ato administrativo;
mas por legalidade ou legitimidade se entende ndo sé a conformagdo do ato com a lei, como
também com a moral administrativa e com o interesse coletivo”. (TISP, RDA 89/134, sendo o
acorddo de lavra do Des. Cardoso Rolim). In MEIRELLES, Hely Lopes, Direito
Administrativo Brasileiro, Sdo Paulo, Ed. Medeiros, 1997, p. 84/85.
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administrativa®®. Tal como restou expresso no no art. 5°, LXXIII da CRFB,
qualquer cidaddo pode manejar a agdo popular para anular ato lesivo a
moralidade administrativa®’.

A improbidade administrativa, por outro lado, poderia ser considerada
como o “anverso da moeda”, ou seja, como sendo o ato atentatério ao
principio da moralidade administrativa.

Sem embargo, ¢ preciso compreender que ndo necessariamente ha
essa correlagdo de forma direta, visto que o ordenamento juridico brasileiro
positivou um significado proprio para os atos de improbidade. A CRFB
estabelece que os atos de improbidade administrativa importardao a suspensao
dos direitos politicos, a perda da fungdo publica, a indisponibilidade dos bens
e o ressarcimento ao erario, sem prejuizo da agdo penal cabivel.’® A Lei n°
8.429/1992, por sua vez, positivou as condutas consideradas como improbas,
tendo sido recentemente alterada pela Lei n° 14.230/2021.%°

3¢ Neste sentido, a Stimula 473 do Supremo Tribunal Federal: “A administra¢@o pode anular seus
proprios atos, quando eivados de vicios que os tornam ilegais, porque deles ndo se originam
direitos; ou revoga-los, por motivo de conveniéncia ou oportunidade, respeitados os direitos
adquiridos, e ressalvada, em todos os casos, a apreciagdo judicial”.

3T art. 5°, LXXIII que "qualquer cidaddo é parte legitima para propor agéo popular que vise a
anular ato lesivo ao patriménio publico ou de entidade de que o Estado participe, a moralidade
administrativa, ao meio ambiente e ao patriménio historico e cultural, ficando o autor, salvo
comprovada ma-fé, isento de custas judiciais e do onus da sucumbéncia". In BRASIL.
[Constituigdo (1988)]. CONSTITUICAO DA REPUBLICA FEDERATIVA DO BRASIL DE
1988. [S. L: S. n.], 1988. Disponivel em:
http://www.planalto.gov.br/ccivil 03/constituicao/constituicao.htm. Acesso em: 7 dez. 2021.

38 art. 37. § 4° “Os atos de improbidade administrativa importardo a suspensio dos direitos
politicos, a perda da fungdo publica, a indisponibilidade dos bens e o ressarcimento ao erdrio,
na forma e gradagdo previstas em lei, sem prejuizo da acdo penal cabivel”. In BRASIL.
[Constituigdo (1988)]. CONSTITUICAO DA REPUBLICA FEDERATIVA DO BRASIL DE
1988. [S. L: S. n.], 1988. Disponivel em:
http://www.planalto.gov.br/ccivil _03/constituicao/constituicao.htm. Acesso em: 7 dez. 2021.

3 BRASIL. Lei n° 8.429, de 2 de junho de 1992. Dispde sobre as sangdes aplicaveis em virtude
da pratica de atos de improbidade administrativa, de que trata o § 4° do art. 37 da Constituigdo
Federal, e da outras providéncias. [S. 1], 3 jun. 1992. Disponivel em:
http://www.planalto.gov.br/ccivil 03/leis/L8429compilada.htm. Acesso em:
De forma geral, ha modalidades de atos de improbidade:
a) art. 9°: com enriquecimento ilicito

b) art. 10: com prejuizo ao erario
c) art. 11: contra os principios da Administragédo
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Podemos concluir, com Wallace Paiva Martins Jinior, que o principio
da moralidade é “um superprincipio, ou um principio dos principios”,
devendo sempre ser observado pelo agente publico como pardmetro de
conduta do bom administrador*’.

Antonio José Branddo também comunga desse entendimento:

E o 6rgdo da ptblica Administragdo que, usando de
sua competéncia para o preenchimento das
atribuicoes legais, se determina ndo s6 pelos
preceitos vigentes, mas também pela moral comum.
Se os primeiros delimitam as fronteiras do licito e
do ilicito, do justo e do injusto positivos — a
segunda espera déle conduta honesta, verdadeira,
intrinseca e extrinsecamente conforme a fung¢io
realizada por seu intermédio.*’

Desta forma, podemos concluir que todo e qualquer ato da
Administracdo Publica deve ser norteado pelo principio da moralidade, nao
existindo qualquer excecdo ou relativizagdo a este superprincipio, ou
principio dos principios, sob pena de anulagao.

2.3 Necessidade de aplicacdo do principio da moralidade administrativa ao
uso de TA

O recurso a moralidade administrativa serd especialmente relevante nas
situacdes em que ainda ndo ha regulamentacdo legal, como no caso de novas
tecnologias, onde ¢ impossivel que a legislagdo acompanhe pari passu a
transformacao digital acelerada que estamos vivenciando.

Nao ha duvidas de que as tecnologias digitais, onde se inclui a IA, se
aplicam todas as leis vigentes, inclusive em relacdo aos direitos civil, penal,
administrativo etc. Indaga-se, entretanto, até que ponto esse direito
relacionado em grande parte as condi¢des do “mundo analdgico” ¢ aplicavel

“0 MARTINS JUNIOR, Wallace Paiva. Probidade Administrativa. 3* ed. S3o Paulo. Ed. Saraiva.
2006, p. 31.

I BRANDAO, Antonio José. Moralidade administrativa. Revista de Direito Administrativo, Rio
de Janeiro, v. 25, jul. 1951, p. 454-467
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as exigéncias da digitalizagdo, especialmente quanto a forma de lidar com a
IA, ou se precisa ser modificado e complementado.**

Por conseguinte, diante da insuficiéncia da lei para dar resposta
imediata a questdes tao urgentes e inovadoras, a Administragdo Ptblica devera
recorrer ao principio da moralidade administrativa para definicdo de
balizadores preventivos internos ao design e uso de IA, de forma que seja
centrada no ser humano e sensivel a valores constitucionais.

Essa orientagdo ¢ sustentada por Danilo Doneda et al, que defendem

o recurso a “ética dos algoritmos™*

nas situacdes em que ainda ndo possam
ser efetivamente objeto de regulacdo legal, mas que, haja vista a relevancia
dos valores envolvidos, exigem uma resposta célere e adequada. No mesmo
sentido, Eduardo Magrani defende que o design de tecnologia deve ser
centrado no ser humano e sensivel a valores constitucionais, com ética,
seguranga e privacidade por meio do “design sensivel a valores”.**

Portanto, no &mbito da Administracao Publica, dever-se-a recorrer ao
principio da moralidade administrativa, fonte da for¢a jurigena dos valores
éticos, em todas as fases de desenvolvimento e uso de IA, o que pode ser
materializado a partir de uma autorregulacdo, conforme melhor veremos a

seguir.
3. Uso ético da Inteligéncia Artificial pela Administraciao Publica

3.1 Necessidade de autorregulacio da IA no ambito da Administraciao
Publica

Como vimos nos topicos anteriores, a Administracdo Publica devera
recorrer ao principio da moralidade administrativa para suprir as lacunas
legais relativas ao design e uso de IA, de sorte que os agentes publicos atuem
ética e constitucionalmente orientados, respeitando direitos e garantias
fundamentais.

“2 HOFFMANN-RIEM, WOLFGANG. Inteligéncia Artificial Como Oportunidade para a
Regulagdo Juridica. RDU, Porto Alegre, v. 16, n. 90, p. 11-38, nov-dez 2019.

4 DONEDA, Danilo Cesar Maganhoto. SOUZA, Carlos Affonso Pereira de e outros.
Consideragdes iniciais sobre inteligéncia artificial, ética e autonomia pessoal. Pensar,
Fortaleza, v. 23, n. 4, p. 1-17, out./dez. 2018, p.11

* MAGRANI, Eduardo, Entre dados e robds. 2. ed. Porto Alegre: Arquipélago Editorial, 2019
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Sem embargo, a auséncia de um pardmetro normativo dificulta
sobremaneira essa tarefa, na medida em ¢ muito dificil ao agente publico
vislumbrar como agir corretamente em questdes que envolvem IA, tais como
transparéncia, seguranga e privacidade, haja vista a novidade e especificidade
da matéria, correndo-se ainda o risco de haver decisdes equivocadas e
contraditorias entre diferentes 6rgdos e entes da administragao.

Ante a dificuldade de se compreender como se materializa o agir ético
em determinadas situagdes e circunstancias, entendemos que a Administragdo
Publica, com fundamento no principio da moralidade administrativa, deve
nortear seus agentes mediante a autorregulacdo, estabelecendo uma governanga
para o design e uso de IA. Essa governanga devera definir principios, politicas,
diretrizes, codigos de conduta e guias para orientagdo dos agentes publicos, ndo
s$0 para coibir o mau uso ou desvio para finalidades escusas, mas também para
estimular a adogdo dessa tecnologia de forma excelente.

Analogamente a figura do Encarregado, prevista no art. 41 da Lei n°.
13.709/2018 (“Lei Geral de Protegdo de Dados” ou simplesmente “LGPD”)*,
a governanca pode prever uma area ou colegiado responséavel por assegurar a
conformidade e observancia dos principios e normas no ambito da
Administracdo Publica, realizar treinamentos e medidas de conscientizagdo,
auditorias e certificacdes nos 6rgaos e entidades, bem como funcionar como
um canal de comunicacdo entre a sociedade e a Administragdo Publica para
emitir esclarecimentos publicos, receber solicitagdes e dentincias.

Uma boa pratica que vem sendo adotada por empresas e organizagdes
em relacdo a revisdo de dados ou avaliacdo de conformidade a leis e normas
internas € a criacdo de conselhos ou comités de supervisdo. O Facebook, por
exemplo, criou um Comité de Supervisdo (Oversight Board), de forma a
auxiliar a definir quais contetidos sdo permitidos ou ndo dentro da
plataforma*®. Da mesma forma, a Administragio poderia criar conselhos ou
comités de supervisdo de A, inclusive com a participacdo de especialistas e

4 BRASIL. Lei n° 13.709, de 14 de agosto de 2018. Lei Geral de Protecdo de Dados Pessoais
(LGPD). [S. L], 15 ago. 2018. Disponivel em: http://www.planalto.gov.br/ccivil 03/ ato2015-
2018/2018/1ei/L13709compilado.htm. Acesso em: 9 dez. 2021.

* WAKKA, Wagner. Brasileiro integra Comité de Supervisio de Liberdade no
Facebook. Canaltech.com.br, [S. /], p. pagina web, 7 maio 2020. Disponivel em:
https://canaltech.com.br/redes-sociais/brasileiro-integra-comite-de-supervisao-de-liberdade-
no-facebook-164485/. Acesso em: 20 out. 2021.
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representantes da sociedade civil que agreguem com diferentes perspectivas e
conhecimentos.

Como decorréncia do principio da publicidade, é recomendado que as
minutas de governancga, politicas, normas e diretrizes relativos a IA sejam
submetidos a um escrutinio publico, mediante a criacdo de espacos abertos
para consultas publicas, audiéncias e debates que estimulem a discussdo e
participa¢do da sociedade civil na concretizagdo normativa dos principios
éticos a serem observados na pesquisa, desenvolvimento e uso da IA no
ambito da Administracdo Publica.

Por fim, para que ndo haja uma sobreposi¢do de normas e orientagdes
aplicaveis a IA, recomenda-se que seja feito um trabalho prévio de
harmonizag¢do com a legislacdo preexistente. Esse cuidado deve ser adotado
especialmente em relagdo as normas de privacidade e protecao de dados, visto
que o uso de IA envolve, em muitos casos, o uso massivo de dados pessoais.

3.2 Principios e diretrizes sugeridos

A ideia de se definir diretrizes éticas para nortear o design e uso de [A
fora difundida especialmente pelo escritor de ficcdo cientifica Isaac Asimov,
que cunhou as Trés Leis da Robdtica, apresentadas em conjunto pela primeira
vez em Runaround:

—Temos o seguinte. A primeira: um robd nado pode
ferir um ser humano ou, por inagdo, permitir que um
ser humano venha a ser ferido.

—Certo!-A segunda —continuou Powell —um robo
deve obedecer as ordens dadas por seres humanos,
exceto nos casos em que tais ordens entrem em
conflito com a Primeira Lei.—Certo!

—E a terceira: um rob6 deve proteger sua propria
existéncia, desde que tal protegdo ndo entre em
conflito com a Primeira ou com a Segunda Lei.*’

7 Apud SEIFFERT, A. S. Os robds de Asimov e o futuro da humanidade. Revista Eletronica Da
ANPHLAC, (24), 374-393. 2018. Disponivel em:
https://revista.anphlac.org.br/anphlac/article/view/2877 Acesso em 07/12/2021. P. 387
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Asimov tinha por objetivo definir regras que tornassem viavel a
coexisténcia pacifica entre seres humanos e robos inteligentes, de forma que
0s robds ndo se rebelassem ou até chegassem a subjugar os seres humanos. As
referidas leis inspiraram inimeros filmes e romances de ficcdo cientifica a
respeito.

Mais recentemente, no plano internacional, os principais debates
sobre regulacdo de IA giram em torno do estabelecimento de diretrizes e boas
praticas para nortear governos e entidades privadas, de forma que os sistemas
de TA sejam centrados no ser humano (human-centric AI) e confidveis
(trustworthy AI). Dentre as inumeras iniciativas nesse sentido, destacam-se os
principios da Organizaga@o para a Cooperacdo e Desenvolvimento Econémico
(“OCDE”) sobre 1A e a Declaragdo do G20 sobre Principios para IA Centrada
nos Humanos.

Ainda que ndo seja juridicamente vinculante, a OCDE pretendeu
definir um padrdo internacional para auxiliar os governos na elaboracdo da
legislagdo nacional a respeito. Em maio de 2019, estabeleceu cinco principios
para promover uma IA que seja inovadora, confidvel, que respeite os direitos
humanos e os valores democraticos. Além dos membros da OCDE, outros
paises, incluindo Argentina, Brasil, Costa Rica, Malta, Peru, Roménia e
Ucrania ja aderiram aos Principios da AI*.

A OCDE recomenda, assim, a adogao dos seguintes principios:

1 - A TA deve beneficiar as pessoas e o planeta ao
impulsionar o crescimento inclusivo, 0
desenvolvimento sustentavel e o bem-estar.

2 - Os sistemas de IA devem ser concebidos de forma
a respeitar o Estado de Direito, os direitos humanos,
os valores democraticos e a diversidade, e devem
incluir salvaguardas adequadas - por exemplo,
permitindo a interven¢do humana quando necessario
- para garantir uma sociedade igualitaria e justa.

3 - Deve haver transparéncia e divulgacdo
responsavel em torno dos sistemas de IA para

*8 OCDE. OECD Principles on AL [S. 1], 2019. Disponivel em: https://www.oecd.org/going-
digital/ai/principles/. Acesso em: 9 dez. 2021.
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garantir que as pessoas entendam os resultados
baseados em IA e possam desafia-los.

4 - Os sistemas de IA devem funcionar de maneira
robusta, segura e protegida ao longo de seus ciclos de
vida e os riscos potenciais devem ser avaliados e
gerenciados continuamente.

5 - Organiza¢des e individuos desenvolvendo,
implantando ou operando sistemas de IA devem ser
responsabilizados por seu funcionamento adequado,
de acordo com os principios acima.

Para os governos, baseando-se nos principios acima, a OCDE também
fornece cinco recomendacdes.”’

A Declaragdo do G20 sobre Principios para IA Centrada nos
Humanos, por sua vez, consignou o seguinte’’:

3. Inteligéncia Artificial Centrada no Homem (IA)

17. Reconhecendo os esforcos realizados até agora
por todas as partes interessadas em suas respectivas
fungdes, incluindo governos, organizagdes
internacionais, academia, sociedade civil e setor
privado, e ciente de como a tecnologia impacta a
sociedade, o G20 se esforga para fornecer um
ambiente propicio para IA centrada no ser humano
que promova inovagdo e investimento, com foco
particular em empreendedorismo digital, pesquisa e

4 Ibidem. As recomendagdes sdo:
1 - Facilitar o investimento publico e privado em pesquisa e desenvolvimento para estimular a
inovagdo em IA confiavel.
2 - Promova ecossistemas de IA acessiveis com infraestrutura digital e tecnologias e
mecanismos para compartilhar dados e conhecimento.
3 - Garanta um ambiente de politica que abrira o caminho para a implantago de sistemas de
IA confiaveis.
4 - Capacite as pessoas com as habilidades para IA e apoie os trabalhadores para uma transigdo
justa.
5 - Cooperar além das fronteiras e setores para progredir na gestdo responsavel de IA confiavel.
3% G 20. G20 Ministerial Statement on Trade and Digital Economy. [S. 1.], 2019. Disponivel em:
<https://www.mofa.go.jp/files/000486596.pdf. Acesso em: 27 dez. 2020
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desenvolvimento, ampliacdo de startups nesta area
e adogdo de IA pelas micro, pequeno e médias
empresas que enfrentam custos
desproporcionalmente maiores para adotar a IA.

18. Reconhecemos que as tecnologias de IA podem
ajudar a promover o crescimento econdmico
inclusivo, trazer grandes beneficios para a
sociedade e capacitar os individuos. O
desenvolvimento responsavel e o uso de IA podem
ser uma for¢a motriz para ajudar a avangar as metas
de desenvolvimento sustentavel e realizar uma
sociedade sustentavel e inclusiva, mitigar riscos
para valores sociais mais amplos. Os beneficios
trazidos pelo uso responsdvel da IA podem
melhorar o ambiente de trabalho e a qualidade de
vida e criar potencial para a realizagdo de uma
sociedade futura centrada no ser humano com
oportunidades para todos, incluindo mulheres e
meninas, bem como Grupos vulneraveis.

19. Ao mesmo tempo, também reconhecemos que a
IA, como outras tecnologias emergentes, pode
apresentar desafios da sociedade, incluindo as
transicdes no mercado de trabalho, privacidade,
seguranca, ética questdes, novas brechas digitais e a
necessidade de capacitagdo em IA. Para fomentar a
confianga publica e confianca nas tecnologias de 1A
e perceber totalmente seu potencial, estamos
comprometidos com uma abordagem de IA
centrada no ser humano, guiada pelos Principios do
G20 sobre IA, extraidos da Recomendagdao da
OCDE sobre IA, que estdo no Anexo € nao sio
vinculativos. Este anexo inclui os seguintes
principios de “crescimento inclusivo,

CEINT3

desenvolvimento sustentavel e bem-estar”, “valores

EEENT3

centrados no ser humano e justiga”, “transparéncia

99 ¢

e explicabilidade”, “robustez, seguranga e prote¢ao”
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e “responsabilidade”. O Anexo também oferece
orientagdo para consideragdo pelos formuladores de
politicas com o objetivo de maximizar e
compartilhar os beneficios da IA, enquanto
minimiza os riscos € preocupagdes, com atencao
especial a cooperacdo internacional e inclusdo de
paises em desenvolvimento e populacdes sub-
representadas.

20. Ao buscar a IA centrada no ser humano, os
membros do G20 reconhecem a necessidade de
continuar a promover a protecdo da privacidade e
dos dados pessoais de acordo com as estruturas
aplicaveis. O G20 também reconhece a necessidade
de promover a capacitagdo e o desenvolvimento de
habilidades em IA. Cada um de nds continuard a
lutar pela cooperagdo internacional e por trabalhar
em conjunto com foruns apropriados em areas como
pesquisa e desenvolvimento, desenvolvimento de
politicas e compartilhamento de informacdes por
meio do Repositoério de Politicas Digitais do G20 e
outros esforcos abertos e colaborativos.

Em relagdo a EBIA, alinhada as diretrizes da OCDE, além de nortear
as agoes do estado brasileiro no sentido de estimular a pesquisa, a inovagao e
o desenvolvimento de solugdes em IA, também prevé como acdo estratégica
“estabelecer valores éticos para uso da IA na Administra¢do Publica
Federal.™'

A luz de todo o exposto relativamente a ética e ao principio da
moralidade administrativa, sem a pretensdo de exaurir o tema, passamos a
tecer algumas consideracdes que poderdo ser uteis & Administragdo Publica
para nortear a elaboracdo de diretrizes para o design e uso de IA.

>l PODER EXECUTIVO FEDERAL (Brasil). Ministério da Ciéncia, Tecnologia e
Inovagdes/Gabinete do Ministro. PORTARIA GM N° 4.617, DE 6 DE ABRIL DE 2021.
Institui a Estratégia Brasileira de Inteligéncia Artificial e seus eixos tematicos. S. 1.], 12 abr.

2021. Disponivel em: https://www.in.gov.br/en/web/dou/-/portaria-gm-n-4.617-de-6-de-abril-
de-2021-*-313212172. Acesso em: 22 nov. 2021.
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3.2.1 Exceléncia na prestacio de servicos publicos

Sendo corolario essencial do principio da moralidade administrativa,
a Administragdo Publica deve estimular o uso da IA como instrumento para o
alcance da exceléncia na prestagdo de servigos publicos, incentivando a sua
adocdo especialmente para o aumento da eficiéncia, reducdo e controle de
gastos publicos, transparéncia e combate a corrupgao.

Quando se fala em “parametros éticos para [A”, geralmente da-se um
peso excessivo a defini¢do de limitadores e codificagdes deontoldgicas, no
dever e na obrigacdo, na defini¢do do “pode” e “ndo pode” ser feito,
proibindo-se a sua utilizagdo para determinadas atividades, mas perde-se de
vista que o uso ético da tecnologia tem como consequéncia necessaria extrair
dela todas as suas potencialidades e beneficios visando a exceléncia. A adocao
de TA na Administracdo Publica deve ser incentivada e estimulada,
especialmente naquelas atividades em que supera substancialmente o ser
humano, como, por exemplo, execugdo de processos mecanicos ou repetitivos
e comandos automatizados que garantam conformidade a regras e
procedimentos. Desta forma, o servidor publico podera ser realocado para
realizar atividades estratégicas e que exijam criatividade, atributos inerentes
a pessoa humana e que a [A possui um desempenho menor.

Por outro lado, pode ser que a melhor forma de utilizagdo para um
resultado excelente seja a simbiose entre inteligéncia humana e artificial. No
caso da aplicagdo de Inteligéncia Operacional, por exemplo, a IA relaciona
dados de milhares de fontes diferentes e apresenta as informacoes
geradas de maneira visual e simplificada por meio de painel interativo,
identificando comportamentos andmalos com alertas inteligentes e prevendo
possiveis falhas. Os gestores, assim, identificam os alertas e tomam decisoes
de maneira assertiva. Com a utilizagdo de Inteligéncia Operacional, empresas
tém obtido resultados impressionantes de aumento na produtividade e
compliance em relagdo ao cumprimento de leis™.

2 BORELLA, Augusto. Inteligéncia Operacional auxilia empresas no cumprimento de tarefas e
regulagdes. Inforchannel, [S. L], p. Pagina web, 11 nov. 2021. Disponivel em:
https://inforchannel.com.br/2021/11/11/inteligencia-operacional-auxilia-empresas-no-
cumprimento-de-tarefas-e-regulacoes/. Acesso em: 25 nov. 2021.
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3.2.2 Centralidade no ser humano e o principio da precaucio

A Centralidade no ser humano (human-centric AI) decorre da
dignidade da pessoa humana, devendo ser observado pelos sistemas de IA
desde a concepcdo (ethics by design), ndo podendo causar danos aos
administrados nem prejudicar direitos e garantias fundamentais. Esté presente
em diversas diretrizes e declaragdes internacionais, como o0s acima
mencionados principios da OCDE sobre IA e a Declaracdo do G20 sobre
Principios para IA Centrada nos Humanos.

Neste sentido, o principio da precaugdo € um relevante parametro para
regulacdo de IA, especialmente a partir da defini¢do do grau de riscos de danos
ou do impacto em direitos fundamentais causados pelos potenciais maleficios
desse tipo de tecnologia. Por exemplo, diante de um cenario de escassez de
leitos de UTI durante a pandemia da COVID-19, cogitou-se utilizar
algoritmos para escolha sobre qual paciente deveria ou nio ser internado.”
Nos Estados Unidos, uma ferramenta denominada Correctional Offender
Management Profiling for Alternative Sanctions (COMPAS) tem sido
utilizada para avaliagdo do risco de reincidéncia dos egressos e, desta forma,
definir se um detento tem direito & liberdade condicional.’® Ambas as
situagdes exigem uma cautela redobrada no uso de IA, visto que as decisdes
automdticas poderdo definir, ao fim e ao cabo, quem morrera e quem
sobreviverd, quem serd preso € quem sera solto, interferindo diretamente na
vida e liberdade das pessoas.

Tal como previsto na LGPD ao tratar do Relatério de Impacto de
Protecdo de Dados, (documento que sera analisado mais detalhadamente no
item “3.2.7” abaixo) a Administracdo Publica podera elaborar um estudo para
segmentar e estipular uma intervengdo regulatoria proporcional ao nivel de

>3 MATTIUZZO, Marcela. Distribui¢do de UTIs a pacientes de Covid-19 por algoritmo nio
elimina dilema ético: Para advogada, direitos serdo violados em qualquer hipétese; resta adotar
critérios técnicos e transparentes. Folha de Sdo Paulo, [S. L], p. Pagina Web, 13 abr. 2020.
Disponivel em: https://wwwl.folha.uol.com.br/ilustrissima/2020/04/distribuicao-de-utis-a-

pacientes-de-covid-19-por-algoritmo-nao-elimina-dilema-etico.shtml. Acesso em: 25 out.
2021.

* MAYBIN, Simon. Sistema de algoritmo que determina pena de condenados cria polémica nos
EUA. BBC News Brasil, [S. L], p. Pagina web, 31 out. 2016. Disponivel em:
https://www.bbc.com/portuguese/brasil-37677421. Acesso em: 25 out. 2021.
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risco aos direitos fundamentais, sem deixar de levar em consideragdo os
impactos normativos no ecossistema de inovagao.

A matriz de riscos de sistemas de IA ¢ uma importante ferramenta
para detectar os diferentes graus de potenciais prejuizos e violacdes aos
direitos fundamentais, de forma a permitir uma defini¢do pela Administragao
Publica sobre os casos em que uma IA podera funcionar de forma auténoma,
com interven¢do humana e até quando o seu uso sera proibido, caso represente
um maleficio insandvel e inaceitavel. Por exemplo, algumas entidades
defendem que deveria haver uma proibi¢ao total do uso de IA para sistemas
de pontuacgdo social; identificacdo biométrica remota em espagos acessiveis
ao publico; sistemas de reconhecimento de emogdes; categorizacao
biométrica discriminatoria; sistemas usados para prever atividades criminosas
futuras; etc.”

3.2.3 Transparéncia e governanc¢a

Em relag@o a transparéncia sobre o uso de IA pela Administracdo
Publica, deve-se dar publicidade sobre a adocdo de sistemas de IA para a
interagdo com os administrados, bem como sobre decisdes administrativas que
afetem direitos.

Dentro da governanga de IA a partir de uma matriz de riscos, a
Administracao Publica deverd definir e informar os casos em que i) a IA pode
ser adotada de forma automatizada, sem necessidade de revisdo humana para
realizagdo de atividades administrativas; ii) as atividades administrativas
poderdo ser realizadas por 1A, mas sujeitas a intervencdo humana em alguma
fase do processo; iii) por fim, em uma situa¢do extrema, os casos em que a
utilizacdo de IA pelos o6rgaos e entes da Administragao sera proibida.

Com relagdo ao uso de IA de forma autdbnoma e sem intervengdo
humana, entendemos que devera ser restrita as atividades em que o risco de
prejuizo aos direitos dos administrados seja inexistente ou muito reduzido.

33 Neste sentido, os Direitos Digitais Europeus (EDRi) e 119 organizagdes da sociedade civil
langaram uma declaragdo coletiva para pedir uma Lei de Inteligéncia Artificial (AIA) que
priorize os direitos fundamentais. /n EUROPEAN DIGITAL RIGHTS (Unido Européia). An
EU Artificial Intelligence Act for Fundamental Rights: A Civil Society Statement. Internet, 30
nov. 2021. Disponivel em: https://edri.org/wp-content/uploads/2021/11/Political-statement-
on-Al-Act.pdf. Acesso em: 5 dez. 2021.
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Aplicar-se-ia aos atos puramente burocraticos e organizativos; analise de
dados anonimizados para fins estatisticos etc. Neste casos, poder-se-a utilizar
algoritmos de "sistema fechado", em que a explica¢do sobre o porqué da
geragdo de um resultado nem sempre é possivel, sem prejuizo de, em
conformidade com o principio da publicidade e do preceituado nos paragrafos
1° e 2° do art. 20 da LGPD, a Administracdo Publica fornecer informagoes
claras e adequadas a respeito dos critérios e dos procedimentos utilizados para
a decisdo automatizada, salvo nos casos de segredos comercial e industrial,
hipotese em que a Autoridade Nacional de Protecdo de Dados podera realizar
auditoria para verificacdo de aspectos discriminatérios em tratamento
automatizado de dados pessoais.”® As referidas informagdes abarcam tanto a
documentagdo do projeto de design da IA, com as fontes de dados que
alimentam esses sistemas.

Nos casos em que seja identificado risco de prejuizo relevante a
direitos e interesses dos administrados, recomenda-se que haja intervencao
humana. A depender do grau de risco identificado, a interven¢do podera
ocorrer sob a forma de revisdo da decisdo automatizada ou pela utilizacdo de
IA como uma ferramenta auxiliar na tomada de decisdo do servidor publico
(Human Augmentation) .

Por fim, em casos extremos, poder-se-a cogitar, inclusive, do
impedimento da utilizagdo de IA pela Administracio Publica, quando
representarem um risco inaceitavel para os direitos fundamentais, tal como
abordamos no topico anterior.

3.2.4 Explicabilidade e revisibilidade das decisdes automatizadas
Para assegurar o exercicio do contraditério e ampla defesa, direitos

constitucionalmente assegurados nos processos administrativos (CRFB, art.
5°, inc. LV)5 7 as decisdes administrativas devem ser fundamentadas de forma

5 BRASIL. Lei n° 13.709, de 14 de agosto de 2018. Lei Geral de Prote¢do de Dados Pessoais
(LGPD). [S. L], 15 ago. 2018. Disponivel em: http://www.planalto.gov.br/ccivil_03/ ato2015-
2018/2018/1ei/L13709compilado.htm. Acesso em: 9 dez. 2021.

T art. 5°, inc. LV: “dos litigantes, em processo judicial ou administrativo, e aos acusados em

geral sdo assegurados o contraditorio e ampla defesa, com os meios e recursos a ela
inerentes”. BRASIL. [Constituigio (1988)]. CONSTITUICAO DA REPUBLICA
FEDERATIVA DO BRASIL DE 1988. [S. 1: s. n], 1988. Disponivel em:
http://www.planalto.gov.br/ccivil 03/constituicao/constituicao.htm. Acesso em: 7 dez. 2021.
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humanamente inteligivel, permitindo assim que os administrados
compreendam e eventualmente contestem as referidas decisdes nas instancias
competentes. Além disso, a explicabilidade ¢ relevante para que o individuo
possa exercer o direito de corre¢do, atualizacdo, bem como eliminacdo de
dados desnecessarios, excessivos ou tratados em desconformidade com o
disposto na legislagdo de privacidade.

O art. 20 da LGPD prevé o direito de revisdo de decisdes tomadas
unicamente com base em tratamento automatizado de dados pessoais que
afetem os interesses do titular da informacao, incluidas as decisdes destinadas
a definir o seu perfil pessoal, profissional, de consumo e de crédito ou os
aspectos de sua personalidade™.

Assim, nas atividades administrativas realizadas com base em IA
autbnoma, mas sujeita a revisdo ou recurso, € necessario garantir a
explicabilidade das decisdes automatizadas, ou seja as decisdes tomadas
devem ser passiveis de interpretagdo e compreensdo humana.

3.2.5 Correcao de vieses algoritmicos (bias)

Outro aspecto relevante a ser considerado como um corolario do
respeito a dignidade da pessoa humana relaciona-se a necessidade de
constante verificag@o e correcdo de vieses algoritmicos (bias). O algoritmo de
IA ndo deve produzir resultados que sejam injustamente desiguais em razao
de refletir preconceitos existentes na sociedade, principalmente no caso de
tratamento de dados sensiveis, ou seja, qualquer dado pessoal sobre origem
racial ou étnica, convicgdo religiosa, opinido politica, filiagdo a sindicato ou a
organizacdo de carater religioso, filoso6fico ou politico, dado referente a saude
ou a vida sexual, dado genético ou biométrico (art 5°, II da LGPD)”, bem
como outras informag¢des que podem gerar algum tipo de discriminacdo, tais
como nacionalidade ou renda.

58 BRASIL. Lei n° 13.709, de 14 de agosto de 2018. Lei Geral de Prote¢do de Dados Pessoais
(LGPD). [S. L], 15 ago. 2018. Disponivel em: http://www.planalto.gov.br/ccivil_03/ ato2015-
2018/2018/1ei/L13709compilado.htm. Acesso em: 9 dez. 2021.

% BRASIL. Lei n° 13.709, de 14 de agosto de 2018. Lei Geral de Prote¢do de Dados Pessoais
(LGPD). [S. 1], 15 ago. 2018. Disponivel em: http://www.planalto.gov.br/ccivil_03/ ato2015-
2018/2018/1ei/L13709compilado.htm. Acesso em: 9 dez. 2021.
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Algumas boas praticas no sentido de identificar e corrigir vieses
algoritmicos seriam a depuragdo da qualidade dos dados utilizados, criagdo de
sistemas de verificacdo de vieses e abertura e disponibilizacdo dos codigos-
fonte do sistema de IA para avaliagdo pela sociedade.

3.2.6 Disponibilidade de dados publicos que facilitem a utilizacao de IA

Tendo em vista que a acuracia do funcionamento de IA ¢ diretamente
proporcional a entrada de dados e informagdes, a Administragdo Publica deve
possuir uma politica de dados abertos, de forma a garantir a disponibilidade e
acesso aos dados publicos, nos termos da Lei n® 12.527/ 2011, em formatos
que facilitem a utilizagdo de IA, respeitado o disposto na LGPD e o sigilo das
informagdes empresariais. Ressalta o EBIA a respeito:

A OCDE publicou em 2018 o relatério "Open
Government Data Report"64, o qual destaca que a
melhora do acesso a dados governamentais propicia
oportunidades para inovadores governamentais e
ndo-governamentais criarem novas formas de
solucionar problemas de nossa sociedade. Isso
implica o engajamento e participagdo de partes
interessadas ndo institucionais, como do setor
privado, academia, setor sem fins lucrativos, no
processo de politica de dados abertos. Dados
abertos podem se tornar a '"plataforma" que
alimenta o desenvolvimento de aplicacdes e
solucdes uteis, ou seja, fica cada vez mais evidente
o valor dos dados abertos em produzir beneficios
econdmicos ao setor publico e & economia como um
todo, ao facilitar novas oportunidades de negocios e
ajudar individuos, empresas € o governo a tomar
melhores decisdes com base em mais informagoes
disponiveis. O Governo Brasileiro segue em linha
com tais direcionamentos. Nao hé duvidas de que os
beneficios advindos do uso de dados
governamentais abertos, além de significantes, sdo
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transversais, na medida em que atingem 4reas
inicialmente ndo previstas. Promover o intercambio
de dados abertos entre entidades da Administracao
Publica e entre estas e o setor privado, sempre com
respeito ao direito & protecao de dados pessoais € ao
segredo comercial. - Decreto n® 8.771/2016, que
institui a Politica de Dados Abertos do Poder
Executivo Federal. Bases de dados abertos podem
servir para a alimentacdo de sistemas de Inteligéncia
Artificial, o que destaca a importancia de diretrizes
sobre o uso ético de dados abertos. - Facilitar o
acesso aos dados abertos do governo.*’

Vemos, assim, que a maior disponibilidade de dados governamentais
combinada com a utilizagdo de IA abrem novos horizontes sobre otimizagao
e precisdo em relacdo a destinacdo de recursos publicos, bem como na
identificagdo de deficiéncias e falhas na prestacdo de servigos. Ademais, trata-
se de uma grande oportunidade para um controle mais eficaz da
Administracdo Publica, bem como para o desenvolvimento de solucgdes
inovadoras no interesse da sociedade, inclusive com maior participagdo de
empresas, universidades e instituicdes ndo governamentais.

3.2.7 Privacidade e seguranca no tratamento de dados pessoais por 1A

A Administracdo Publica deve assegurar que os seus sistemas de [A
estejam em conformidade com a legislagcdo de privacidade em vigor desde a
concepgao (privacy by design), bem como adotar mecanismos logicos e fisicos
nos sistemas de [A que assegurem a protecdo e seguranga contra acesso de
terceiros ndo autorizados.

Com o advento da Lei Geral de Prote¢do de Dados, a prote¢ao de dados
das pessoas naturais foi algada a um novo patamar, consagrando o direito a

% PODER EXECUTIVO FEDERAL (Brasil). Ministério da Ciéncia, Tecnologia e
Inovagdes/Gabinete do Ministro. PORTARIA GM N° 4.617, DE 6 DE ABRIL DE 2021.
Institui a Estratégia Brasileira de Inteligéncia Artificial e seus eixos tematicos. S. 1.], 12 abr.

2021. Disponivel em: https://www.in.gov.br/en/web/dou/-/portaria-gm-n-4.617-de-6-de-abril-
de-2021-*-313212172. Acesso em: 22 nov. 2021.
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privacidade e a autodeterminacdo informativa como regras motrizes a serem
observadas por instituigdes publicas e privadas que manuseiam dados pessoais.
A LGPD visa criar uma “cultura” de privacidade e protecdo anterior a
ocorréncia de um evento nocivo, a partir da ado¢do de um modelo ex ante de
prote¢do, estimulando a adocdo de medidas preventivas e protetivas do acesso
e uso de informagdes pessoais.

Com relagdo ao tratamento de dados pessoais pelo Poder Publico, o art.
23 da LGPD estabelece que devera ser restrito a execu¢do das competéncias
legais de interesse publico ou cumprimento das atribui¢des legais do servigo
publico. Ademais, a legislagdo de protecdo de dados e privacidade apresenta
um ferramental precaucionario que pode ser aplicado a IA®', tal como a
elaboracdo do Relatério de Impacto de Protecdo de Dados (“RIPD”),
documentagdo que contém a descri¢do dos processos de tratamento de dados
pessoais que podem gerar riscos as liberdades civis e aos direitos fundamentais,
bem como medidas, salvaguardas e mecanismos de mitigagdo de risco (art. 5,
XVII da LGPD).*

Embora ndo haja uma exigéncia legal expressa obrigando a feitura do
RIPD, trata-se de uma boa pratica muito recomendavel, visto que propicia um
mapeamento de riscos e possiveis inconformidades relacionadas ao tratamento
de dados pessoais por IA, definindo medidas concretas para adequagdo e
mitigacdo de riscos. Além disso, a ANPD podera exigir a sua elaboracdo pelo
Poder Publico por for¢a do disposto no art. 32 da LGPD®,

3.2.8 Responsabilidade pelo adequado funcionamento

Conforme vimos acima, o quinto Principio da Al definido pela OCDE
estabelece a responsabilidade de entidades e individuos no desenvolvimento,
implantagdo e operacdo de sistemas de IA, com a consequente
responsabilizagdo por seu funcionamento adequado, observando-se todos os
principios anteriormente enumerados.

! BIONI, Bruno Ricardo. LUCIANO, Maria. O principio da precaugdo na regulagdo de
inteligéncia artificial: seriam as leis de protecdo de dados o seu portal de entrada. Inteligéncia
Artificial e Direito — Etica, Regulacio e Responsabilidade. Revista dos Tribunais. 2019.

62 BRASIL. Lei n° 13.709, de 14 de agosto de 2018. Lei Geral de Prote¢do de Dados Pessoais
(LGPD). [S. 1], 15 ago. 2018. Disponivel em: http://www.planalto.gov.br/ccivil_03/ ato2015-
2018/2018/1ei/L13709compilado.htm. Acesso em: 9 dez. 2021.

83 Ibidem
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A responsabilidade enseja a necessidade de a Administragcdo Publica,
ao desenvolver e utilizar IA, verificar de forma aprioristica o atendimento aos
principios, diretrizes e normas definidos para o atendimento da moralidade
administrativa, bem como, ap6s a implantacdo de sistemas de A, fazer revisdes
de conformidade de forma periddica.

Ademais, a Administracdo Publica deve assumir a responsabilidade
pelas consequéncias decorrentes do uso de A, inclusive por perdas e danos em
razdo de eventuais falhas, mal funcionamento e inconformidades legais e
normativas.

Conclusoes

Vivemos em uma época de acelerada transformacdo digital, com
repercussdes diretas nas empresas e governos, tornando imprescindivel o
desenvolvimento de competéncias digitais e a ado¢do de novas tecnologias.
Em relagdo a Administragdo Publica, vislumbram-se inimeros beneficios
decorrentes do uso de IA, com ganhos em economicidade e eficiéncia, criacdo
de novos modelos de prestagdo de servigos publicos, otimizacdo de politicas
publicas e aperfeicoamento do controle em relagcdo a moralidade, legalidade e
combate a corrupcao.

A TA pode ser definida como um sistema computacional dotado
autoaprendizagem, capaz de alterar as instrucdes iniciais e até criar novas
devido a técnicas de machine learning, bem como propor respostas de forma
automatica, sequer imaginadas por seus programadores originais.

Em que pese todos os beneficios oriundos do uso de IA, exsurgiram
debates de natureza ética sobre o uso dessa tecnologia por empresas e
governos, tendo em vista a assimetria informacional e a utilizagdo de IA para
previsdo, controle e exploragdo de hipossuficiéncias emocionais e intelecto-
volitivas com o objetivo de manipular ou induzir o comportamento humano
como produto.

Em relacdo ao Estado, o poder de obter amplo acesso aos dados
pessoais, muitas vezes coletados compulsoriamente, aliado ao uso de IA,
podem representar riscos € ameagas ao Estado Democratico de Direito, bem
como a direitos e garantias fundamentais, controle e vigilantismo estatal.
Além disso, questiona-se a utilizagdo de IA black box, em que ndo hé
transparéncia nas decisdes automatizadas, bem como problemas relacionados
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aos “vieses algoritmicos” que levam a discriminacao em razado de raga, género,
religido etc.

Deve-se buscar o adequado equilibrio entre o uso justo e ético da IA,
centrado no ser humano e respeitando valores democraticos, direitos e garantias
fundamentais, por um lado, e o estimulo a inovagdo e ao desenvolvimento, por
outro. Para o estabelecimento da exceléncia na prestagdo de servigos publicos,
¢ imprescindivel levar-se em consideragdo que se trata de uma tecnologia cujas
possibilidades ainda ndo foram plenamente desvendadas ou compreendidas.

O direito pode receber da ética dados ou influxos para resolver
situacdes que dependem de uma avaliacdo de ordem moral. Sendo realidades
indissociaveis, as leis ndo sdo neutras em relacdo a moral. No direito
administrativo, adota-se o principio da moralidade administrativa, que norteia
os atos do servidor. O principio da moralidade administrativa, positivado e
alcancado ao status constitucional na CRFB, ¢ um superprincipio, ou um
principio dos principios. Esta umbilicalmente ligado ao conceito de
exceléncia e boa administracdo, ao elemento ético, a honestidade, ao interesse
publico e a no¢do de bem comum. O ato do administrador deve conformar-se
com a moralidade para ser revestido de plena legitimidade. Ndo basta, assim,
que um ato administrativo esteja subsumido a lei do ponto de vista formal: é
preciso também que seja praticado segundo os ditames da ética.

Recorrer a ética dos algoritmos e ao design sensivel a valores
constitucionais ¢ especialmente relevante nas situagdes em que ainda nao
possam ser efetivamente objeto de regulacdo ou de atuacdo direta de leis, mas
que, haja vista a relevancia dos valores envolvidos, exigem uma resposta
célere e adequada. No ambito da Administracdo Publica, dever-se-4 recorrer
ao principio da moralidade administrativa, fonte da forca jurigena dos valores
éticos, em todas as fases de desenvolvimento e uso de IA, o que pode ser
materializado a partir de uma autorregulagao.

Ante a dificuldade de se compreender como se materializa o agir ético
em determinadas situagdes e circunstancias, entendemos que a Administracao
Publica, com fundamento no principio da moralidade administrativa, deve
nortear seus agentes mediante a autorregulagdo, estabelecendo uma
governanca para o design e uso da IA, bem como definindo principios,
politicas, diretrizes, codigos de conduta e guias para orientacao dos servidores
publicos. Outra boa pratica € a criagdo de uma area ou colegiado responsavel
por assegurar a conformidade e observancia dos principios e normas no
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ambito da Administracdo, realizar treinamentos e medidas de conscientizacao,
auditorias e certificagdes, bem como funcionar como um canal de
comunicacdo entre a sociedade e a Administragdo Publica.

Os principais debates sobre a defini¢do de diretrizes e boas praticas
para nortear governos e entidades privadas dao especial enfoque na centralidade
do ser humano e na confiabilidade do design e uso de sistemas de IA. Dentre
as inumeras iniciativas nesse sentido, destacam-se os principios da OCDE sobre
IA e a Declaracdo do G20 sobre Principios para IA Centrada nos Humanos.

A Administracdo Publica deve estimular o uso da IA como
instrumento para o alcance da exceléncia na prestagdo de servigos publicos.
Quando se fala em “parametros éticos para IA”, geralmente da-se um peso
excessivo a defini¢do de limitadores e codificagdes deontologicas, no dever e
na obrigac¢do, perdendo-se de vista de que o uso ético da tecnologia tem como
consequéncia necessaria extrair dela todas as suas potencialidades e
beneficios.

A centralidade no ser humano decorre da dignidade da pessoa
humana, devendo ser observado pelos sistemas de 1A desde a concepcao, nao
podendo causar danos aos administrados nem prejudicar direitos e garantias
fundamentais. O principio da precaucdo ¢ um relevante parametro para
regulacdo de IA, especialmente a partir da definicao do grau de riscos de danos
ou do possivel impacto aos direitos fundamentais.

Em relagdo a transparéncia sobre o uso de IA, a Administracdo
Publica deve dar publicidade sobre o uso de sistemas de IA para a interacdo e
adocdo de decisdes administrativas que afetem direitos dos administrados.
Dentro da governanga de A a partir de uma matriz de riscos, a Administrag@o
Publica devera definir e informar os casos em que i) a IA pode ser adotada de
forma automatizada, sem necessidade de revisdo humana para realizagdo de
atividades administrativas; ii) as atividades administrativas poderdo ser
realizadas por IA, mas sujeitas a intervencdo humana em alguma fase do
processo; iii) por fim, em situagdes extremas, os casos em que a utilizagcdo de
IA seré proibida.

Para se assegurar o exercicio do direito ao contraditério e ampla
defesa nos processos administrativos, as decisdes tomadas por IA que afetem
direitos dos administrados devem ser explicaveis, ou seja, fundamentadas de
forma humanamente inteligivel, de sorte a permitir que os administrados
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compreendam e, eventualmente, contestem as referidas decisdes nas
instancias competentes.

Com relacdo aos vieses algoritmicos, a IA ndo deve produzir
resultados que sejam injustamente desiguais em razao de refletir preconceitos
existentes na sociedade, principalmente no caso de tratamento de dados
sensiveis. E necessario que os sistemas de IA sejam constantemente
verificados e corrigidos, mediante a depuracdo da qualidade dos dados
utilizados, criagdo de sistemas de verificacdo de vieses e abertura e
disponibilizacdo dos codigos-fonte para avaliagdo pela sociedade.

A Administragdo Publica deve estabelecer uma politica de dados
abertos, de forma a garantir a disponibilidade e o acesso aos dados publicos
que facilitem a utiliza¢do de IA. Por outro lado, a Administragao Publica deve
assegurar que os seus sistemas de IA estejam em conformidade com a
legislagdo de privacidade em vigor desde a concepgdo, bem como adotar
mecanismos logicos e fisicos nos sistemas de A que assegurem a protecao e
seguranca contra acesso de terceiros ndo autorizados.

A responsabilidade enseja a necessidade de a Administragdo Publica,
ao desenvolver e utilizar IA, verificar de forma aprioristica o atendimento aos
principios, diretrizes e normas definidos para o atendimento da moralidade
administrativa, bem como, ap6s a implantacdo de sistemas de A, fazer revisdes
de conformidade de forma periédica. Ademais, a Administracdo Publica deve
assumir a responsabilidade pelas consequéncias decorrentes do uso de IA,
inclusive por perdas e danos em razdo de eventuais falhas, mal funcionamento
e inconformidades legais e normativas.
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Introducio

Com certeza vocé ja ouviu falar da Blockchain e ¢ bem possivel que
tenha algum conhecimento de sua conceituagdo, eventualmente até mesmo bem
aprofundada. Comumente, ela é apresentada como algo totalmente inovador.

A Blockchain é uma tecnologia disruptiva e revolucionaria, que chegou
para transformar a forma pela qual transacionamos na rede mundial de
computadores. Representa uma segunda camada da internet, e estd intimamente
relacionada a busca pela confianca.

Essencialmente, a Blockchain é “uma tecnologia que grava transacodes
permanentemente de uma maneira que ndo podem ser apagadas depois, e que
somente podem ser atualizadas sequencialmente, mantendo um rastro de
historico sem fim.”'

Somado a isso, ela desafia conceitos arraigados em nossas mentes, na
medida em que faz desmoronar as formas tradicionais de organizacao de poder,

' MOUGAYAR, Willian. Blockchain para negbcios. Promessas, Pratica e Aplicagdo da Nova
Tecnologia da Internet. Rio de Janeiro: Alta Books, 2017.
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a partir de sua estrutura de registros distribuidos. Conforme nos ensina Tiana
Laurance, “Blockchain é um sistema ponto a ponto (peer-to-peer), sem
nenhuma autoridade central, gerenciando fluxo de dados.”” Os dados sido
gravados em computadores de uma ampla rede de usuarios, distribuida por todo
o planeta. Cada computador que participa da rede é conhecido como um full-
node [ou n6 completo]. Para evitar qualquer violagdo, e reforcar ainda mais a
seguranca, utiliza-se também a criptografia de chaves assimétricas, para
proteger os registros feitos na Blockchain.

Nota-se, portanto, que a Blockchain surge do conceito de que a
confianca pode ser substituida por provas criptograficas e por full-nodes
honestos, afastando a necessidade da presenca de intermedidrios de confianca.

O conceito de Blockchain foi pela primeira vez apresentado em 2008,
em um artigo intitulado Bitcoin: A Peer-to-Peer Electronic Cash System’, de
autoria de Satoshi Nakamoto, um usuério da Rede Bitcoin, que se apresentou
com esse pseudonimo. Acredita-se que Satoshi Nakamoto seja, na verdade,
Nick Szabo, um jurista e criptografo que pela primeira vez apresentou o
conceito de Contratos Inteligentes, além de ter desenvolvido, entre 1998 e 2005,
uma moeda digital chamada Bitgold, considera a precursora da Bitcoin.

Os “contratos inteligentes” foram definidos por Nick Zsabo, na obra de
1997, intitulada “The idea of Smart Contracts™. Em livre traducdo, Nick Zsabo
0s conceituou como:

Um conjunto de promessas, incluindo protocolos nos
quais as partes cumprem essas promessas. Os
protocolos sdo normalmente implementados com
programas em uma rede de computadores ou em
outras formas digitais, portanto, esses contratos sao
‘mais inteligentes’ que seus ancentrais baseados em
papel, mas nenhum uso de inteligéncia artificial esta
implicito.

2 LAURENCE, Tiana. Blockchain para Leigos. Rio de Janeiro: Alta Books, 2019.

3 NAKAMOTO. Satoshi. Bitcoin: A peer-to peer Eletronic Cash System. bitcoin pt br.pdf.
2008.

4 SZABO. Nick. The idea of Smart Contracts. The Idea of Smart Contracts | Satoshi Nakamoto
Institute. 1997.
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Mas foi apenas a partir de 2013, quando o Ethereum foi descrito pela
primeira vez por Vitalik Buterin, em um white paper’, que a Blockchain ganhou
contornos mais abrangentes. Buterin argumentou que o Bitcoin precisava de
uma linguagem de script para desenvolvimento de aplicativos, e assim, usando
o conceito de contratos inteligentes, desenvolvido por Nick Szabo, criou a
segunda e mais poderosa rede de Blockchain, a Ethereum, que permitiu o uso
da tecnologia da Blockchain para além de registros de trocas de moedas,
aplicando-a a diversos fins.

Atualmente, portanto, ¢ possivel descrever a Blockchain como uma
tecnologia de registro distribuido, que visa a descentralizagdo como medida de
seguranca. S3o bases de registros e dados gigantes, distribuidos e
compartilhados, que funcionam como um livro-razio®, s6 que de forma publica,
compartilhada e universal. Criam consenso e confian¢a na comunicagdo direta
entre duas partes, ou seja, sem o intermédio de terceiros. A Blockchain esta
constantemente crescendo, & medida que novos blocos completos sdo
adicionados a ela, por um novo conjunto de registros, de modo linear e
cronolégico. Como cada néd obtém uma copia da Blockchain apds o ingresso na
rede, a Blockchain possui informagdo completa sobre enderegos e saldos,
diretamente do bloco génese até o bloco mais recentemente concluido.

A implementacdo da Blockchain ainda € nova, e um amplo espectro de
aplicacdes pode ser elocubrado. Neste artigo, pretendemos explorar de que
forma a Blockchain pode ser utilizada pela Administracdo Publica, e de que
forma pode contribuir para a melhoria da relacdo entre os particulares e a
Administragao.

Exploraremos, também, tema efervescente e em desenvolvimento, que
¢ a criagdo do Real Digital, acompanhando uma tendéncia mundial de criagdo
de moedas digitais pelos Governos de todo o mundo, em reacdo a crescente
valorizagdo e importancia das criptomoedas.

> BUTERIN. Vitalik. Ethereum White Paper. Ethereum Whitepaper | ethereum.org. 2013.
8 Livro-razdo ¢ um livro contébil que tem a finalidade de demonstrar a movimentagio analitica

das contas contébeis escrituradas no Livro Diario de forma individualizada.
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1. A confianc¢a no sistema Blockchain
1.1. A confian¢a enquanto elemento fundamental da economia

Com a intensificacdo do volume de trocas entre pessoas localizadas em
partes diferentes do planeta que fazem negdcios sem se conhecerem, é esperado
que se busque uma maneira de fortalecer a confianca no sistema capitalista.

Independentemente da configuragdo dos incentivos por meio dos quais
a relacdo de confianga se materializa, ela emerge sempre de um contexto de
falta de conhecimento (essa falta de conhecimento ndo ¢ absoluta, esta
acompanhada de alguma familiaridade com o objeto da confianga, posto que
confianca sem familiaridade se traduz em aposta, e confianca com
conhecimento absoluto do objeto se traduz em certeza)’.

Nesse contexto, surgem intermediarios que garantem a autenticidade
de papéis, agentes certificadores e de custddia, bancos, cartorios, enfim toda
uma gama de pessoas e instituicdes para garantir a procedéncia, higidez,
qualidade, existéncia de valores e quaisquer outras caracteristicas que sejam
importantes para o negocio.

Como explicamos acima, uma informacao inscrita no /edger de uma
Blockchain torna-se inalterdvel e por isso ela ¢ vista como uma alternativa
tecnoldgica para escrituracao dos mais diversos direitos de propriedade.

Em algumas situagdes a Blockchain tem o potencial de transferir a
confianca depositada em agentes especificos para o proprio algoritmo, tornando
possivel fazer transacdes eletronicamente sem a validagdo de um terceiro. Em
outros, continuard existindo o ente certificador, mas o registro da informagao
podera ser feito em Blockchain para garantir a inalterabilidade.

O propdsito da tecnologia ¢ servir como um protocolo distribuido de
confianca, mas ¢ evidente que nada substitui o primeiro ato de confianca
inerentemente humano que consiste em confiar na tecnologia e essa decis@o
serd tomada em sede de racionalidade limitada como tantas outras em nosso
cotidiano.

7 CUNHA FILHO. Marcelo de Castro. Bitcoin e Confianca, andlise empirica de como as
institui¢des importam. 1* ed. Belo Horizonte, Sdo Paulo: Editora D’Placido, 2021.
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Rachel Botsman® introduz a tematica da confiana falando da era
online, dos jornais impressos e das tecnologias disruptivas que atualmente tem
mudado no nosso mundo, e afirma que a confianga abriu a porta para o mundo,
expandindo os horizontes. Para Botsman as compras on-line e os diversos
servicos realizados pela rede, por exemplo, somente sdo possiveis devido ao
ato de confiar. Para a autora, a confianca ¢ o elemento-chave que puxa os
negdcios e, antes de vivenciarmos o momento atual, houve dois periodos
distintos que podem ser definidos como:

(1) A era da confianca local: ocorreu antes da industrializagdo e do
surgimento da emergéncia das sociedades complexas, onde as relagdes
ocorriam face a face, e os negocios aconteciam dentro de pequenas
vilas.

(2) A era da confianca institucional: ocorreu com as transformacgdes
advindas da era da industrializagdo, onde os negocios passam a
abranger grandes distancias, com empréstimos e bonus globais,
transcendendo as fronteiras, ampliando a importancia das institui¢cdes
bancérias e governamentais.

A natureza da confianca estd mudando novamente, com a globalizagao,
e estamos entrando na era da confianca distribuida, ou seja, a horizontalizagdo
das relagdes entre pares, ao invés das relagdes hierdrquicas entre as instituicdes
e cidaddos. As tecnologias atuais denunciam trai¢gdes de curto prazo com
consequéncias incalculdveis no longo prazo, podendo levar a perda de
reputagdo.

A confianca distribuida estd tdo evoluida que a China estd
implementando um sistema de avaliagdo para todos os cidaddos, chamado
Chinese Social Credit System (SCS)’, cuja tarefa ¢ avalizar todos os cidaddos
chineses no que concerne a confiabilidade.

A Blockchain é o exemplo mais emblematico de confianga distribuida,
no uso de tecnologia para transa¢des comerciais, em nivel mundial.

8 BOTSMAN, Rachel. Who Can you Trust? How Technology Brought Us Together and Why It
might drive Us Apart. New York: Public Affairs, 2017.

® CAMPBELL, Charlie. How China is Using “Social credit Scores” to Reward and Punish
Citizens. https://time.com/collection/davos-2019/5502592/china-social-credit-score/. Acesso
em 31 jan 2022.
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1.2. A confianca na Blockchain da bitcoin

A confianga ¢ um elemento fundamental e estruturante do sistema
capitalista, pois € necessario que as pessoas envolvidas nos sistemas de trocas
honrem os compromissos assumidos entre si. As grandes turbuléncias
econdmicas surgem, justamente, quando a sociedade se depara com uma crise
de confianca.

Outrora, o padrao de confianca se institui sobre o metal (ouro) e, com
o acordo de Bretton Woods, substitui-se este padrdo pelo sistema de garantias
em “macrovaridveis”, como as reservas cambiais que determinam o real poder
aquisitivo de uma moeda. Neste novo contexto, passou-se a confiar mais no
papel emitido por um Estado (e regulado pelo Banco Central) do que no metal,
um elemento finito dado pela natureza.

Mas para além do Banco Central, ha outras instituicdes envolvidas
nesse sistema de confianga, tais como os bancos que custodiam o dinheiro e
criam moeda por meio do efeito multiplicador Keynesiano'”.

O mesmo tipo de confianga depositada no Estado surge para outras
esferas relacionais, como com as agéncias reguladoras que atestam a
conformidade de medicamentos, alimentos, servicos, cartoérios para atestar
transagdes, entre outros entes certificadores de todos os tipos. Enfim, a
confianca se faz tdo necessdria que ela mesma se torna um produto e,
consequentemente, um mercado, sendo que a necessidade de instituicdes
garantidoras eleva os custos das transagdes.

Caso o grau de confianca entre os agentes fosse suficiente, tais
institui¢des seriam desnecessarias e dispensaveis.

A Blockchain surge como um banco de dados descentralizado e
distribuido, que usa um codigo inteligente que permite a realizagdo de
transagdes entre duas ou mais partes, autenticadas pela colaboracdo em massa

' Teoria econdmica que defende que os gastos geram mais gastos em prol da economia como
um todo, proposta pelo economista Richard Kahn na década de 1930, como um componente
integral da obra mais abrangente de John Maynard Keynes, The General Theory of
Employment, Interest and Money. A despeito de os economistas ndo serem unanimes quanto a
validade do trabalho de Kahn ou de Keynes, parece-nos possivel afirmar que o sistema
financeiro atua conforme algumas a premissa multiplicadora de Keynes, uma vez que nem todo
o dinheiro que circula no sistema financeiro encontra-se disponivel para circulagdo na
economia real.
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e alimentadas por auto interesses coletivos, em vez de grandes corporacdes
motivadas pelo lucro.

Até o surgimento da Blockchain e do bitcoin, a internet desconhecia o
conceito econdmico de escassez, pois, ao se enviar um arquivo comum pela
internet, gerava-se sempre uma copia. Esse era, essencialmente, o desafio para
criacdo de um ativo digital. O bitcoin, cuja tecnologia permite o envio do
proprio ativo de uma carteira para outra, veio resolver esta questado.

A Blockchain, enquanto rede distribuida, surge como um sistema que
visa criar confianca em seus usudrios e quer tornar dispensavel um terceiro de
confianca para autenticar transacdes, possuindo potencial para substituir
entidades certificadoras e centralizadas de negdcios (tais como cartorios), por
essa razao ¢ vista como um protocolo de confianga.

Apesar de hoje existirem diversas Blockchains (Ethereum Classic,
Ethereum, Bitcoin Cash, Litecoin, Tangle da moeda IOTA, etc.), para tratar da
questdo da confianga no sistema usaremos como base a Blockchain do bitcoin,
que possui maior producao bibliografica.

Conforme ja dito, as transac¢des de bitcoin sdo inscritas num livro razao
como um registro contabil (ledger) de dupla entrada. Os Bitcoins ou suas
fragdes (satoshis) saem de uma carteira (wallet) para ingressar em outra
carteira. Essas carteiras sdo identificadas no livro pelas chaves publicas dos
usudrios e cada um dos nos da rede Blockchain possui o ledger armazenado e ¢
responsavel por garantir sua integridade. A criptografia e consenso sdo
elementos chaves para a manutencdo da autenticidade, integridade,
consisténcia e disponibilidade do livro-razdo. Quando uma transagdo ¢
realizada, ela fica aguardando ser inscrita no /ledger compartilhado
(Blockchain) e, a cada dez minutos ¢ criado um bloco na Blockchain do bitcoin
para que as transagdes realizadas sejam inscritas nele. As transagdes sdo
inseridas no bloco pelo minerador que primeiro descobrir o hash do bloco
através da prova de trabalho (proof of work).

A prova de trabalho consiste em solucionar um quebra-cabeca para
descobrir o hash do bloco. O minerador emprega equipamentos de computagao,
internet de alta velocidade e eletricidade para descobrir o hash em troca de
bitcoins.

O bloco gerado sempre trard a informacao do hash anterior criando uma
cadeia de blocos sequenciais por isso 0 nome Blockchain (corrente de blocos).
Apesar de o hash ser dificil de decifrar, ele pode ser facilmente verificado por
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todos da rede. Descoberto o hash, as informagdes sdo inseridas no bloco pelo
minerador que o descobriu e as assinaturas, a existéncia dos valores e a
confirmagdo de que o valor transacionado ndo foi anteriormente gasto sdo
verificados por toda a rede (consenso em rede).

Se uma pessoa, antes de ter uma transac¢do validada, der nova ordem de
transferéncia dos mesmos Bitcoins para outra pessoa, a transagdo que for
validada por primeiro impedird que a segunda o seja, somente a primeira
transac¢do validada ird ingressar no bloco e passara a fazer parte da Blockchain.

Caso dois mineradores consigam resolver o desafio ao mesmo tempo,
autorizando dois mineradores a criarem dois blocos da mesma altura, esta
inconsisténcia ¢ resolvida pela rede em favor da corrente mais longa, uma vez
que esta acumula a maior prova de trabalho. O minerador da cadeia mais longa
ficara com a recompensa (coinbases) do bloco. Como as transagdes inseridas
nos dois blocos sdo as mesmas, segundo o critério fee/kb, os bitcoins
transacionados ndo se perdem.

A Blockchain ¢ um codigo e as alteragdes neste codigo, no caso da
Blockchain do bitcoin, ¢ a comunidade apos longos debates sobre o que ¢
melhor para a rede. As Blockchains publicas estdo submetidas ao escrutinio do
publico de programadores e interessados na tecnologia. As vezes a falta de
consenso gera uma mudanga radical no protocolo ocasionando um hard
fork que da origem a uma nova Blockchain como aconteceu entre Bifcoin e
Bitcoin Cash, Ethereum Classic e Ethereum.

Ao contrario, em uma Blockchain privada ou federada o c6digo ndo ¢
aberto e o seu detentor programa critérios para ingresso na rede os quais sao
validados de forma eletronica ou por algum filtro humano. Como as redes
privadas ndo sdo auditaveis publicamente e considerando-se que ndo ha
regulamentacdo estatal para Blockchains, a confianga ¢ depositada no projeto
ou no proprietario.

1.3. A regulacao da Blockchain

Finalmente, h4 quem acredite que a regulamentacdo da Blockchain se
faz necessaria. Porém, um dos desafios para isso ¢ a questdo jurisdicional entre
paises, pois a rede pode ter nos espalhados pelo mundo. Logo, a Blockchain

supostamente traz solugdes para problemas relacionados a confianga,
celeridade e custos de transagdes, mas atrai outros desafios, para os quais ¢é
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necessario discutir propostas e solugdes, que ndo serdo de simples e rapida
implementacgao.

2. Dinheiro e Criptomoedas

Para Neha Narula, Diretora do Digital Currency Initiative — MIT, o
futuro do dinheiro é programavel. Segundo ela, ndo ha nada de inerentemente
valioso em um doélar, na medida em que o dinheiro, como o conhecemos, nada
mais ¢ do que uma ficgdo coletiva: ele tem valor pois decidimos que tem valor
e concordamos com essa fic¢ao.

As criptomoedas sdo o primeiro passo dessa evolu¢do, na medida em
que sdo um dinheiro digital, que ndo precisa da intermediacdo de nenhum banco
ou instituigio analoga''. Elas se baseiam num campo da matematica chamado
criptografia, que € justamente um estudo sobre como proteger a comunicagao.

A criptografia ¢ uma ferramenta tdo poderosa, que o governo
americano a classifica como uma arma. Gera tamanha seguranga na
comunicacdo direta entre as partes em uma rede, que dispensaria a existéncia
de uma entidade intermediaria, outrora responsavel por dar seguranca e
confiabilidade as transagdes financeiras.

Hé algumas décadas, comecamos a usar o dinheiro digital, que nada
mais ¢ do que “entradas” em bancos de dados de institui¢des financeiras. O
dinheiro nio ¢ exatamente seu, na medida em que € apenas um registro, que
depende da anuéncia dessas instituicdes para que possa efetivamente existir e
circular, cumprindo seu propdsito.

Nessa medida, o dinheiro digital de hoje ¢ cheio de entraves e
morosidades. Mas segundo a estudiosalz, o dinheiro est4 prestes a entrar numa
nova fase. E o futuro do dinheiro é programével: quando surge a combinagdo
entre moeda e software, teoricamente poderemos deixar de depender de
institui¢des intermediarias, para nos dar seguranca. As instituigdes financeiras,
assim como outras instituicdes de outros segmentos da economia, terdo que se
reinventar para ganhar espagco nessa nova economia de em que o dinheiro ¢
virtual.

' NARULA. Neha. The Future of Money. Neha Narula: The future of money | TED Talk. Ted
Talks. 2016.

2 NARULA. Neha. The Future of Money. Neha Narula: The future of money | TED Talk. Ted
Talks. 2016.
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Assim surgiram as primeiras criptomoedas, baseadas na tecnologia
blockchain, publica e descentralizada, totalmente desprovida da interferéncia
de uma autoridade central. Trata-se de um antigo anseio, que ja vem sendo
“previsto” por economistas no mundo todo ha mais de duas décadas."® Estamos
presenciando essa transformacgdo fenomenal, que representa um verdadeiro
renascimento do dinheiro. E dentre elas, a que vem desempenhando a fung¢ao
de forma de pagamento com maior sucesso, até agora, € a Bitcoin.

Por ser totalmente ndo regulado, porém, as criptomoedas tém
representado, cada vez mais, uma ameaca a politica monetaria dos paises,
mundialmente. Sendo assim, a emissdo de moeda digital por bancos centrais
(central bank digital currency — CBDC) ¢, atualmente, objeto de pesquisas em
todo o planeta. As CBDCs podem ser uma excelente alternativa para
modernizar o modelo vigente das transagdes comerciais entre as pessoas €
paises, pois distinguem-se de criptomoedas sem fidicia nacional (como os
bitcoins), porque trata-se de apenas uma nova forma de representacdo da moeda
jé emitida pela autoridade monetaria nacional, ou seja, faz parte da politica
monetaria do pais de emissdo.

Nessa toada, o Banco Central do Brasil formou um grupo de trabalho
para discutir impactos de uma eventual emissdo de moeda digital no Brasil, j&
em trabalhos avancados, no qual investigam-se os alcances de uma CBDC,
assim como os beneficios para a sociedade, considerando as especificidades e
os desafios do contexto nacional. A iniciativa avalia, também, como uma
moeda eletronica pode trazer beneficios complementares aos que estdo sendo
introduzidos com a implantagéo do Pix'*.

13 «“O renomado economista Milton Friedman previu, ha quase 20 anos, o surgimento de moedas
digitais (Milton Friedman Previu o Bitcoin ha 17 Anos Atras | Portal do Bitcoin (uol.com.br).

Na ocasido, afirmou que surgiria um métido confiavel e discreto de transagdes financeiras a
partir do advento da internet, especialmente com uma boa e barata banda larga.” Em
ARANHA. Christian. Bitcoin, Blockchain e Muito Dinheiro. Uma nova chance para o mundo.
Editora Valentina. 2020.

!4 «pix ¢ o pagamento instantineo brasileiro. O meio de pagamento criado pelo Banco Central

(BC) em que os recursos sdo transferidos entre contas em poucos segundos, a qualquer hora ou
dia. E pratico, rapido e seguro. O Pix pode ser realizado a partir de uma conta corrente, conta
poupanga ou conta de pagamento pré-paga. Além de aumentar a velocidade em que
pagamentos ou transferéncias sdo feitos e recebidos, o Pix tem o potencial de: alavancar a
competitividade e a eficiéncia do mercado; baixar o custo, aumentar a seguranga e aprimorar a
experiéncia dos clientes; incentivar a eletronizagdo do mercado de pagamentos de varejo;
promover a inclusdo financeira; e preencher uma série de lacunas existentes na cesta de
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3. O Real Digital

Inicialmente, bancos tradicionais, o mercado financeiro e os governos
reagiram negativamente ao surgimento das criptomoedas. Tentaram abafar o
uso das mesmas e da tecnologia de Blockchain com intimeras regulamentagoes.
Hoje, contudo, a realidade ja ¢ bem diferente, e vemos governos de todo o
planeta buscando solugdes para criar suas proprias moedas digitais.

O que inspirou tal mudanca de comportamento, foi a percepcao de que
os beneficios poderiam compensar os riscos, uma vez que os sistemas de
Blockchain tinham se provado muito mais resilientes a invasdes, do que os
proprios poderosos sistemas dos governos. Além disso, conforme ensina Tiana
Laurance:

Blockchain sdo, em si mesmos, registros
permanentes e inalteraveis de cada transacdo.
Colocar a massa monetaria de um pais em um
Blockchain, controlado por um banco central, seria
totalmente transformador, porque haveria um
registro permanente de cada transagdo financeira
existente, em algum nivel, dentro do registro em
Blockchain, mesmo quando ndo fossem visiveis ao
publico. A tecnologia Blockchain e moedas digitais
reduziriam o risco de fraude e lhe dariam a tutela
suprema na execuc¢do de politica monetaria e taxagao.
Nao seria andnimo como o Bitcoin foi no comego. Na
verdade, totalmente o oposto: permitiria a ele um
rastreio completo e fiscalizdvel de cada transacdo
digital feita por pessoas e empresas. Poderia,
inclusive, permitir que bancos centrais substituissem
a funcdo comercial dos bancos de circular dinheiro."

instrumentos de pagamentos disponiveis atualmente a populagdo.” Site do BACEN, Janeiro
2022.
"> LAURENCE. Tiana. Blockchain para Leigos. Alta Books. 2019.
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Entendendo as vantagens acima descritas, paises de todo o mundo
trabalham para langar as suas CBDCs (Moedas digitais pertencentes aos
Estados: Sigla para Central Bank Digital Currency, as moedas digitais emitidas
por bancos centrais funcionam como uma versdo virtual do dinheiro de um
pais). Uma moeda digital emitida por banco central, como o proprio nome ja
diz, é regulada pela autoridade monetéria de um pais, ou seja, todas as decisdes
sobre a CBDC sao centralizadas em uma instituicdo responsavel por regular o
sistema financeiro de uma nagdo. Portanto, ndo ¢ uma criptomoeda (que nao ¢
gerida por uma autoridade reguladora). Sdo a moeda que vocé ja usa, mas ndo
na forma fisica ja conhecida, mas sim virtual.

No Brasil, as discussdes acerca da criagdo do Real Digital j& estdo em
estagio avancado. Algumas sdo as justificativas para a ado¢do da CBDC. A
evolucdo do nosso sistema de pagamentos, segundo o proprio Presidente do
Bacen, Roberto Campos Neto'®, tem se apoiado: a) na modernizacao de nosso
arcabouco legal, b) no uso amplo e acessivel de tecnologia segura; e c¢) no foco
em oferecer valor para o cidadao.

Além disso, as justificativas também giram em torno da transformagao
digital, oriunda da verdadeira revolugdo disruptiva trazida pela tecnologia da
Blockchain. Abaixo enumeramos os principais pontos que sustentam sua
adocao:

a) Transagdes  Peer2peer (pix) - A  diferenca da
moeda digital (CBDC) ¢ que ela sera o meio de pagamento em si, € ndo
um sistema. O Pix é um sistema de pagamentos. Uma
moeda digital seria um meio de pagamento, como o real.

b) DVP (Payment vs. Delivery); COD (Payment vs. Payment) —
solugdo de problemas relativos a pagamento vs. entrega, € pagamento
vs. pagamento, via smart contracts, que contariam com funcionalidades
auto executaveis, e ja& promoveriam instantdnea e simultaneamente o
pagamento via moeda digital, na propria Blockchain.

c) DeFi - da expressdao em inglés decentralized finance, DeFi
pretende descentralizar os servicos financeiros, tirando todos os tipos

' CAMPOS NETO. Roberto. Apontamentos do Presidente do Banco Central Roberto Campos
Neto no Evento de encerramento da série de webinars e langamento do Lift Challenge — Real
Digital. Apontamentos RCN Webinar Real Digital 30.11.pdf (bcb.gov.br). Site do BACEN.
Novembro 2021.
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de intermédios, sejam os bancos ou as proprias corretoras, com base
em tecnologia de Blockchain e protocolos com liquidacdo baseada em
uma CBDC.

d) Tokenizacdo de tudo - Se vocé ainda ndo utilizou
algum token em suas transagdes, ¢ bom se preparar, pois serd um
recurso cada vez mais essencial em diferentes setores da economia. Dos
servicos publicos ao varejo, passando pelo mercado financeiro e de
entretenimento, as empresas utilizam essa opcdo para aumentar a
seguranca e a praticidade das operagdes. E um cenario possivel gragas
a popularizacdo do Blockchain, a tecnologia que nasceu com as
criptomoedas e que consegue trafegar diferentes informacdes pela web
com risco minimo de roubo de dados e/ou invasdes. A partir do
momento em que as transagdes estiverem todas baseadas em
Blockchain, assim também estardo os pagamentos, que precisardo
contar com uma moeda virtual.

e) Internet das Coisas - De uma forma bem simples, Internet das
Coisas ¢ o0 modo como o0s objetos fisicos estdo conectados e se
comunicando entre si € com o usuario, através de sensores inteligentes
e softwares que transmitem dados para uma rede. Como se fosse um
g